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Cristiano Alves, Tiago Custódio, Pedro Silva, Jorge Silva, Carlos Rodrigues, Rui Lourenço,

et al.

smartPlastic: Innovative Touch-Based Human-Vehicle Interface Sensors for the Automotive
Industry
Reprinted from: Electronics 2021, 10, 1233, doi:10.3390/electronics10111233 . . . . . . . . . . . . . 41

Alex Mounsey, Asiya Khan and Sanjay Sharma

Deep and Transfer Learning Approaches for Pedestrian Identification and Classification in
Autonomous Vehicles
Reprinted from: Electronics 2021, 10, 3159, doi:10.3390/electronics10243159 . . . . . . . . . . . . . 67
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Preface to ”Autonomous Vehicles Technological
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Twenty years ago, only the most adventurous scientists might have imagined the dramatic

modern changes in the automotive industry, where fossil fuels are in the position of being banned
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a lack of sustainability. However, the current selection of papers proves the contrary, demonstrating

knowledge, direction, and desire for these technologies to be adopted and implemented by the

industry. This Special Issue shows a crystalized vision of various fields of industry supporting each

other with the clear scope of the development of the most advanced vehicles on the market. Topics

presented in this Special Issue include ECUs, live traffic interaction, regulatory bases, pedestrian

detection, interior design, trends in the automotive development or software development, safety

features, and special maneuvers; all these topics are presented in a mature way with a robust scientific

description of the trends and the directions that are necessary to ensure the successful implementation

of these vehicles. The selection criteria for the papers was to support the scientific world by offering

mature solutions at a minimum level of TLR 4 to validate the provided information in the said articles.

The editors hope that this first collection of papers will represent the beginning of a continuous

process that, 20 years from now, will provide scientists with an indication of how autonomous

vehicles have developed and entered the market, and how they started to represent a safe, reliable,

and efficient mean of transport for the future.
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1. Introduction

Twenty years ago, only the most adventurous scientist might have been in the position
of dreaming up such a dramatic change for the automotive industry, where fossil fuels
are in a position of being banned and vehicles are driverless. Some of the current scientist
still consider that the change is developing too fast and that there is going to be a lack
of sustainability. Yet, the current selection of papers proves the contrary, that there is
knowledge, there is direction, and there is desire for these technologies to be adopted and
implemented by the industry. We have in the current selection of papers a crystalized vision
where various fields of industry support each other with the clear scope of setting the tone
and tuning the rhythm to the development of the most advanced vehicles on the market.
Presented in this Special Issue is the ECU, the live traffic interaction, the regulatory basis,
pedestrian detection, interior design, trends in the automotive development or software
development, or safety features and special maneuvers; all these topics are presented in a
mature way with a robust scientific description of the trends and the directions that are
mandatory to be adopted for the successful implementation of these vehicles. The selection
criteria for the papers had a goal of implementing a referee that was in the position of
supporting the scientific world by offering mature solutions at a minimum level of TLR 4
to validate the provided information in the said articles. The Editors hope that this first
collection of papers will represent just the beginning of a continuous process that, 20 years
from now, will provide scientists with a red line to detect how autonomous vehicles have
developed, entered the market, and how they started to represent a safe, reliable, and
efficient mean of transport for the future.

2. Short Presentation of the Papers

Ayres et al. [1] presented the vehicle-embedded system, also known as the electronic
control unit (ECU), which has transformed the humble motorcar, making it more efficient,
environmentally friendly, and safer, but has also led to a system which is highly dependent
on software. As new technologies and features are included with each new vehicle model,
the increased reliance on software will no doubt continue. It is an undeniable fact that all
software contains bugs, errors, and potential vulnerabilities which, when discovered, must
be addressed in a timely manner, primarily through patching and updates, to preserve
vehicle and occupant safety and integrity. However, current automotive software updating
practices are ad hoc at best and often follow the same inefficient fix mechanisms associated
with a physical component failure of return or recall. Increasing vehicle connectivity heralds
the potential for over the air (OtA) software updates, but rigid ECU hardware design does
not often facilitate or enable OtA updating. To address the associated issues regarding
automotive ECU-based software updates, a new approach in how automotive software
is deployed to the ECU is required. This paper presents how lightweight virtualization
technologies known as containers can promote efficient automotive ECU software updates.
ECU functional software can be deployed to a container built from an associated image.

Electronics 2023, 12, 1149. https://doi.org/10.3390/electronics12051149 https://www.mdpi.com/journal/electronics1
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Container images promote efficiency in download size and times through layer sharing,
similar to ECU difference or delta flashing. Through containers, connectivity and OtA
future software updates can be completed without inconveniences to the consumer or
incurring an expense to the manufacturer. This paper has been selected as a Feature Paper.

Ji et al. [2] presented the lane-merging strategy for self-driving cars in dense traffic
using the Stackelberg game approach. From the perspective of the self-driving car, in order
to make sufficient space to merge into the next lane, a self-driving car should interact with
the vehicles in the next lane. In heavy traffic, where the possible actions of the vehicle
are pretty limited, it is possible to conjecture the driving intentions of the vehicles from
their behaviors. For example, by observing the speed changes of the human driver in
the next lane, the self-driving car can estimate its driving intention in real time, much
in the same way as a human driver. We use the principle of Stackelberg competition to
make the optimal decision for the self-driving car based on the predicted reaction of the
interacting vehicles in the next lane. In this way, according to the traffic circumstances, a
self-driving car can decide whether to merge or not. In addition, by limiting the number of
interacting vehicles, the computational burden is manageable enough to be implemented in
production vehicles. We verify the efficiency of the proposed method through case studies
for different test scenarios, and the test results show that our approach is closer to the
human-like decision-making strategy compared to the conventional rule-based method.

Alves et al. [3] presented that environmental concern regularly leads to the study and
improvement of manufacturing processes and the development of new industrial products.
The purpose of this work is to optimize the amount of injected plastic and reduce the
number of parts used in the production of entrance panels to control features inside the
car cabin. It focuses on a particular case study, namely the control of opening and closing
windows and rotation of the rear-view mirrors of a car, maintaining all of the functionality,
and introducing a futuristic and appealing design in line with new autonomous driving
vehicles. For this purpose, distinct low-cost touch sensor technologies were evaluated and
the performance of several types of sensors that were integrated with plastic polymers
of a distinct thickness was analyzed. Discrete sensors coupled to the plastic part were
tested and integrated in the injected plastic procedure. In the former, sensitivity tests were
performed to find the maximum plastic thickness detectable by the different sensors. For
the latter, experiments were carried out on the sensors subject to a very high pressure and
temperature inside the molds—the two most relevant characteristics of industrial plastic
injection in this context—and functional results were observed later. We conclude that, by
changing the way the user interacts with the car cabin, the replacement of conventional
mechanical buttons—composed of dozens of parts—by a component consisting of a single
plastic part that is associated with conventional low-cost electronics allows for the control
of a more diversified set of features, including many that are not yet usual in the interior of
automobiles today, but that will eventually be required in the near future of autonomous
driving, in which the user will interact less with driving and more with other people or
services around her/him, namely of the multimedia type. Additionally, the economic
factor was considered, namely regarding the cost of the new technology as well as its
manufacturing, replacement, and subsequent recycling processes.

Mounsey et al. [4] presented that pedestrian detection is at the core of autonomous
road vehicle navigation systems as they allow a vehicle to understand where potential
hazards lie in the surrounding area and enable it to act in such a way which avoids
traffic accidents, which may result in individuals being harmed. In this work, a review
of convolutional neural networks (CNNs) to tackle pedestrian detection is presented. We
further present models based on CNNs and transfer learning. The CNN model with the
VGG-16 architecture is further optimized using the transfer learning approach. This paper
demonstrates that the use of image augmentation on training data can yield varying results.
In addition, a pre-processing system that can be used to prepare 3D spatial data obtained
via LiDAR sensors is proposed. This pre-processing system is able to identify candidate
regions that can be put forward for classification, whether that be 3D classification or a
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combination of 2D and 3D classifications via sensor fusion. We proposed a number of
models based on transfer learning and convolutional neural networks and achieved over
98% accuracy with the adaptive transfer learning model.

Custódio et al. [5] presented the current design paradigm of car cabin components
which assumes that seats are aligned with the driving direction. All passengers are aligned
with the driver that, until recently, was the only element in charge of controlling the
vehicle. The new paradigm of self-driving cars eliminates several of those requirements,
releasing the driver from control duties and creating new opportunities for entertaining
the passengers during the trip. This creates the need for controlling functionalities that
must be closer to each user, namely on the seat. This work proposes the use of low-cost
capacitive touch sensors for controlling car functions, multimedia controls, seat orientation,
door windows, and others. In the current work, we have reached a proof of concept that is
functional, as shown for several cabin functionalities. The proposed concept can be adopted
by current car manufacturers without changing the automobile construction pipeline. It is
flexible and can adopt a variety of new functionalities, mostly software-based, added by the
manufacturer, or customized by the end-user. Moreover, the newly proposed technology
uses a smaller number of plastic parts for producing the component, which implies savings
in terms of production costs and energy, while increasing the life cycle of the component.

Marques et al. [6] presented how with the current technological transformation in the
automotive industry, autonomous vehicles are getting closer to the Society of Automotive
Engineers (SAE) automation level 5. This level corresponds to the full vehicle automation,
where the driving system autonomously monitors and navigates the environment. With
SAE-level 5, the concept of a shared autonomous vehicle (SAV) will soon become a reality
and mainstream. The main purpose of an SAV is to allow unrelated passengers to share
an autonomous vehicle without a driver/moderator inside the shared space. However,
to ensure their safety and well-being until they reach their final destination, the active
monitoring of all passengers is required. In this context, this article presents a microphone-
based sensor system that is able to localize sound events inside an SAV. The solution
is composed of a micro-electro-mechanical system (MEMS) microphone array with a
circular geometry connected to an embedded processing platform that resorts to field-
programmable gate array (FPGA) technology to successfully process in the hardware the
sound localization algorithms. This paper has been selected as a Feature Paper.

Abdeen et al. [7] presented that the traffic management challenges in peak seasons for
popular destinations such as Madinah city have accelerated the need for and introduction
of autonomous vehicles and vehicular ad hoc networks (VANETs) to assist in the communi-
cation and alleviation of traffic congestions. The primary goal of this study is to evaluate
the performance of communication routing protocols in VANETs between autonomous
and human-driven vehicles in Madinah city in varying traffic conditions. A simulation of
assorted traffic distributions and densities were modeled in an extracted map of Madinah
city and then tested in two application scenarios with three ad hoc routing protocols using
a combination of traffic and network simulation tools working in tandem. The results mea-
sured for the average trip time show that opting for a fully autonomous vehicle scenario
reduces the trip time of vehicles by approximately 7.1% in high traffic densities and that
the reactive ad hoc routing protocols induce the least delay for network packets to reach
neighboring VANET vehicles. From these observations, it can be asserted that autonomous
vehicles provide a significant reduction in travel time and that either of the two reactive ad
hoc routing protocols could be implemented for the VANET implementation in Madinah
city. Furthermore, we perform an ANOVA test to examine the effects of the factors that are
considered in our study on the variation in the results.

Ren et al. [8] proposed a novel deep reinforcement learning (DRL) method for optimal
path planning for mobile robots using dynamic programming (DP)-based data collection.
The proposed method can overcome the slow learning process and improve the quality of
the training data inherently in DRL algorithms. The main idea of our approach is as follows.
First, we mapped the dynamic programming method to typical optimal path planning
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problems for mobile robots and created a new efficient DP-based method to find an exact,
analytical, optimal solution for the path planning problem. Then, we used high-quality
training data gathered using the DP method for DRL, which greatly improves the training
data quality and learning efficiency. Next, we established a two-stage reinforcement
learning method where, prior to the DRL, we employed extreme learning machines (ELM)
to initialize the parameters of actor and critic neural networks to a near-optimal solution
in order to significantly improve the learning performance. Finally, we illustrated our
method using some typical path planning tasks. The experimental results show that our
DRL method can converge much easier and faster than other methods. The resulting
action neural network is able to successfully guide robots from any start position in the
environment to the goal position while following the optimal path and avoiding collision
with obstacles.

Son et al. [9] presented that the concern over safety features in autonomous vehicles
is increasing due to the rapid development and increasing use of autonomous driving
technology. The safety evaluations performed for an autonomous driving system cannot
depend only on existing safety verification methods due to the lack of scenario reproducibil-
ity and the dynamic characteristics of the vehicle. Vehicle-in-the-loop simulation (VILS)
utilizes both real vehicles and virtual simulations for the driving environment to over-
come these drawbacks and is a suitable candidate for ensuring reproducibility. However,
there may be differences between the behavior of the vehicle in the VILS and vehicle tests
due to the implementation level of the virtual environment. This study proposes a novel
VILS system that displays consistency with the vehicle tests. The proposed VILS system
comprises virtual road generation, synchronization, virtual traffic manager generation,
and perception sensor modeling, and implements a virtual driving environment similar
to the vehicle test environment. Additionally, the effectiveness of the proposed VILS sys-
tem and its consistency with the vehicle test is demonstrated using various verification
methods. The proposed VILS system can be applied to various speeds, road types, and
surrounding environments.

Ortega et al. [10] presented the overtaking maneuver, that consists of passing another
vehicle traveling on the same trajectory but at a slower speed. Overtaking is considered
one of the most dangerous, delicate, and complex maneuvers performed by a vehicle, as it
requires a quick assessment of the distance and speed of the vehicle to be overtaken, and
also the estimation of the available space for the maneuver. In particular, most drivers have
difficulty overtaking a vehicle in the presence of oncoming vehicles in other trajectories.
To solve these overtaking problems, this article proposes a method of performing safe,
autonomous vehicle maneuvers through the PreScan simulation program. In this environ-
ment, the overtaking maneuver scenario (OMS) is composed of highway infrastructure,
vehicles, and sensors. The proposed OMS is based on the solution of minimizing the risks
of collision in the presence of any oncoming vehicle during the overtaking maneuver. It is
proven that the overtaking maneuver of an autonomous vehicle is safe to perform through
the use of advanced driver-assistance systems (ADAS) such as adaptive cruise control
(ACC) and technology-independent sensors (TIS) that detect the driving environment of
the maneuver.

Luna-Álvarez et al. [11] presented how in the self-driving vehicles domain, steering
control is a process that transforms the information obtained from sensors into commands
that steer the vehicle on the road and avoid obstacles. Although a greater number of sensors
improves perception and increase control precision, it also increases the computational
cost and the number of processes. To reduce the cost and allow data fusion and vehicle
control as a single process, this research proposes a data fusion approach by formulating a
neurofuzzy aggregation deep learning layer; this approach integrates aggregation using
fuzzy measures μ as fuzzy synaptic weights, hidden state using the Choquet fuzzy integral,
and a fuzzy backpropagation algorithm, creating data processing from different sources. In
addition, implementing a previous approach, a self-driving neural model is proposed based
on the aggregation of a steering control model and another for obstacle detection. This
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was tested in an ROS simulation environment and in a scale prototype. Experimentation
showed that the proposed approach generates an average autonomy of 95% and improves
driving smoothness by 9% compared to other state-of-the-art methods.
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Abstract: The vehicle-embedded system also known as the electronic control unit (ECU) has trans-
formed the humble motorcar, making it more efficient, environmentally friendly, and safer, but
has led to a system which is highly dependent on software. As new technologies and features are
included with each new vehicle model, the increased reliance on software will no doubt continue.
It is an undeniable fact that all software contains bugs, errors, and potential vulnerabilities, which
when discovered must be addressed in a timely manner, primarily through patching and updates, to
preserve vehicle and occupant safety and integrity. However, current automotive software updating
practices are ad hoc at best and often follow the same inefficient fix mechanisms associated with a
physical component failure of return or recall. Increasing vehicle connectivity heralds the potential
for over the air (OtA) software updates, but rigid ECU hardware design does not often facilitate or
enable OtA updating. To address the associated issues regarding automotive ECU-based software
updates, a new approach in how automotive software is deployed to the ECU is required. This paper
presents how lightweight virtualisation technologies known as containers can promote efficient
automotive ECU software updates. ECU functional software can be deployed to a container built
from an associated image. Container images promote efficiency in download size and times through
layer sharing, similar to ECU difference or delta flashing. Through containers, connectivity and OtA
future software updates can be completed without inconveniences to the consumer or incurring
expense to the manufacturer.

Keywords: virtualisation; ECU; automotive E/E architecture; containers; over the air; software
updates

1. Introduction

In 1886, Karl Benz built what was considered the first modern motor vehicle: the Benz
Patent-Motorwagen, the humble car has transformed, not just in looks but function. In
1977, General Motors released the Oldsmobile Toronado, which is regarded as the first
car to include an electronic control unit (ECU) [1]; this first implementation managed the
electronic spark timing of the combustion process. ECUs benefit the driver with a safer,
efficient and more comfortable ride but the benefits can also be seen with regard to the
vehicle such as lower CO2 emissions, reduced mechanical wear and higher efficiency in
operation. Vehicle systems are no longer mechanically linked together, but rather software
driven hardware, connected between driver input and vehicle output. Since ECUs were
introduced, software has become an integral part of the motorcar similar to any mechanical
component which aids in its function and operation.

According to [2], “over 80% of innovations in the automotive industry are now re-
alised by software-intensive systems”. Over 100 million lines of software code across
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100 ECUs can be found within the automotive E/E architecture of many modern motor
vehicles providing vehicle functions from engine management to passenger comfort [3,4].
These diverse functions make the modern motorcar one of the most software-intensive
systems we use in our day-to-day lives [3,5,6]. There are regular and periodic preventative
and proactive maintenance procedures of a vehicle’s physical components throughout
its lifetime [7]. However, the same statement cannot be said concerning automotive soft-
ware. Despite the requirement for reliable software, bugs and errors are unintentional
but appear frequently within software code [8,9]. How and why software code contains
errors and flaws are varied [10–12]. Problems are often introduced during the various
stages of the software life-cycle. For example, bugs and errors in software code can lead
to unexpected and sometimes dangerous results in the output of software-driven devices
and functions [13–16]. Current automotive software update practices and procedures are
problematic because there is no clearly defined mechanism or standard.

Current software update mechanisms often follow the same return or recall mech-
anism associated with a physical vehicle component failure. The Original Equipment
Manufacturer (OEM) may issue a vehicle recall notice, especially if the fault concerns a
safety issue. The “return or recall” process has its own associated problems including cost
to the manufacturer and inconvenience to the consumer [13,17,18]. In order to address
these limitations, a new approach to automotive software updates is required. Software
Over the Air (OtA) update mechanisms can update automotive software without the need
to return the vehicle to an authorised garage or dealership [19–21]. Using the increasing
deployment of on-board vehicle connectivity, OtA updates can deliver new software as
and when required [22]. However, current rigid ECU hardware designs do not facilitate or
promote an architecture that can benefit from an OtA software update mechanism.

The focus of this paper is to propose and investigate how specific lightweight virtuali-
sation also known as containers can be deployed within the automotive E/E architecture
to promote periodic remote OtA software updates [23]. A container-based ECU can ad-
dress many of the current software updating issues identified within this paper. It can
provide a scalable and updateable solution that is not dependant on many applications of
individual ECU hardware systems, which is the standard practice in current automotive
E/E architecture design. Automotive functionality hosted within containers is a promising
technology which can address many of the current inadequacies in automotive software
updating and has the potential to deliver a standardised mechanism to promote continual
software updates throughout the vehicle’s lifetime as well as a platform that can provide
new system functionality to the consumer through aftermarket market sales.

2. Automotive E/E Architecture: Software Associated Issues

Vehicle software is considered to be a significant component of the modern motorcar.
As the number of ECUs increases, it inevitably results in more lines of software code to
drive those systems. As more lines of code are included it raises specific issues related to
an increased dependency on software.

2.1. Software Bugs and Errors

Automotive ECU software is often designed, developed, and written by third party
suppliers. However, according to [10], “guessing what the designer’s intentions were
most often results in more bugs”. Studies into the quality of software indicate strong
correlations between the size of the application and the total number of defects [11].
Reference [12], states that a software system consisting of millions of code lines could
have tens of thousands of unknown or undetected bugs. The following chart (Figure 1)
highlights the increasing trend of software associated vehicle recalls. In 2018, 8 million
vehicles in the U.S. were affected by some form of software defect.
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Figure 1. Software related automotive recalls.

As stated in [24], automotive recalls can be classified into four groups, three of which
specifically relate to automotive software:

• Integrated electronic components—Failure of a physical, electronic component.
• Software integration—Software interfacing failure between different automotive com-

ponents or systems.
• Software defect—ECU software failure.
• Software remedy—Fault not solely attributed to software failure but was remedied

using a software update/patch.

Depending on the software’s application and how critical it is to operational safety
bugs and software errors can have disastrous consequences [13]. For example, in 1996,
the Ariane 5 Flight 501 rocket disintegrated 40 s after launch due to an undiscovered
software error within an arithmetic routine installed in the flight computer. The software
bug led to the backup and primary systems crashing, which ultimately led to the rocket’s
failure [25]. According to [26], the second most common reason for a vehicle-related
collision is attributed to automotive software bugs.

Many ECU systems within the modern motorcar are safety-related or considered
safety-critical. Any failure in an automotive safety-critical system can potentially endanger
vehicle occupant safety. Embedded software bugs and errors can cause control flow errors
which result in a flawed execution of the program that can lead to sensor or actuator
failure or the system hanging or crashing [27]. To mitigate against these types of errors in
dependable and safety-critical systems, expensive hardware-based countermeasures such
as triple modular redundancy are often required.

2.2. Software Associated Security Threats

Vehicles are no longer closed systems that require direct physical access to gain unau-
thorised entry to the car. Vehicle connectivity is gaining popularity as it offers vehicle
occupants a mechanism to connect to services outside of the vehicle via the Internet. How-
ever, the potential to compromise automotive security through vehicle-based connectivity
now has the potential to come from anywhere. Nevertheless, even though connectivity
systems have been incorporated into vehicles over the last few years, “car hacking” has not
been widespread due to the limited potential for cyber-crime and cyber-criminals.

In 2015, two security professionals, Charlie Miller and Chris Valasaek, demonstrated
how to compromise a motor vehicle remotely through its connectivity system and vul-
nerabilities within its software code. They gained access through the HMI unit known
as the Uconnect system in the Gran Jeep Cherokee target vehicle. Access to the CANbus
vehicle network was possible through the design of this device. This system incorporates
an interface for particular vehicle operational and media functions. Due to vulnerabilities
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in the HMI operating system software, the software update validation mechanism was dis-
abled, which permitted malware injection into the Uconnect software. Once compromised,
the system enabled the attackers to remotely inject spoofed CAN frames to ECUs which
were responsible for vehicle control. The HMI vulnerability allowed the hackers to interfere
with various vehicle subsystems, including interior climate control and vehicle windscreen
wipers. They also manipulated safety-critical systems, including shutting down the engine
and limited steering control. The Uconnect HMI is a standard product supplied by Fiat
Chrysler and is incorporated into numerous vehicle models across several different vehicle
makes. This software vulnerability affected 100,000 s of vehicles globally [5,28–30].

As the connected car becomes mainstream, it will ultimately become more of a target
for cyber-criminals [31]. Vehicle autonomy and many current ADAS features place the
vehicle in level 3 or 4 on the autonomy scale, where level 0 reflects complete driver control
and level 5 reflects complete computer control. An intruder’s potential to gain remote
system access and subsequent unauthorised control of a moving vehicle is an increasing
possibility [32]. Vehicle infotainment systems present large attack surfaces that often
delivers bi-directional vehicular connectivity. As such, any discovered vulnerabilities
within these systems software must be patched promptly to maintain the integrity of the
vehicle’s subsystems and occupants’ safety [33,34].

2.3. Ageing and Out of Date Code

Automotive E/E components, including associated ECU software, is often designed
and developed years before a particular vehicle model eventually leaves the sales fore-
court. The average vehicle has a life expectancy of between 10 to 15 years, and automotive
software must mirror this long-time frame. Automotive system longevity significantly
differs from many other software-based systems used in our day to day lives. For example,
periodic software updates are routinely applied to general-purpose computing and per-
sonal smart devices throughout their lifetime. Regular updates address flaws and bugs in
software code, provide security and deliver new or additional system functionality [35,36].
According to [37], software can exhibit signs of ageing where old software versions lose mar-
ket share and customers to new software products. Furthermore, reliability can decrease
because of the introduction of bugs and errors during periodic maintenance.

2.4. Aftermarket Sales and Additional Functionality

Throughout its life, the modern motorcar requires a robust aftermarket industry to
sustain vehicle longevity. Currently, the automotive aftermarket sector is predominately
concerned with two main revenue streams; services and parts. The service sector includes
the maintenance and repair of vehicles, and accounts for approximately 45% of total
European aftermarket revenue. The remaining 55% involves the sale of vehicle parts.
The global aftermarket industry in 2015 was worth an approximate $760 bn and accounted
for 20% of total automobile revenues [4].

Consumers increasingly demand the features and functions they use on their smart
devices to be made available within their vehicles. The automotive industry is looking
towards connectivity to provide the consumer with new aftermarket automotive features
and functions. Figure 2 highlights the most significant influence over new car purchase
decision where 10 means in-car technology has the most significant influence, and 1 refers
to the car’s performance as the predominant factor. In response to this trend, infotainment
systems that offer an “Apple-like” experience are predicted to grow from 18 million units
in 2015 to 50 million by 2025 [38].

Three of the six top trends surrounding aftermarket sales refer to new and emerging
digital technologies, these include:

• Interface digitisation—by 2035, there will be a predicted shift of between 20–30%
from physical component replacement to software upgrades of vehicle components,
including new digital services which can be purchased on demand [4].
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• Car-generated data—connected vehicles generate considerable amounts of telem-
atics and driver data, approximately 25 GB per hour. Through big data analytics,
consumer-generated data can be of substantial value to the manufacturer in determin-
ing consumer insights, predictive maintenance and remote diagnostics.

• The increasing influence of digital intermediaries—usage-based companies and tech-
nology companies are increasingly using vehicle-generated data. These sectors will
require mechanisms to facilitate the retrieval and frequent deployment of automotive
software.

Figure 2. Consumer Preference: New Car Selection.

3. Automotive Software Updating

In the modern motorcar, almost all aspects of vehicle operation require considerable
amounts of software code [3,9,39]. However, as with all software, automotive software
needs to be periodically updated. In an increasingly software-centric automotive E/E archi-
tecture, new software installations may be required several times during a vehicle’s lifetime.

The process of online or OtA software updates has been seen in personal computing
technology and more recently in our smart devices, which are updated periodically to
provide software bug fixes and the latest security patches, and add new software function-
ality or install newer software and operating system versions. This is enabled through the
device’s own connectivity hardware. However, this wide-scale software update mechanism
is in an infant stage in automobiles.

Any future automotive software update mechanism must present minimal disruption
to the customer and be cost-effective to the manufacturer and supplier. There are several
principle reasons why it is vital to periodically update automotive software, these include:

• Addressing system failure through software errors and bugs.
• Patching or enhancing the system and software security.
• Adding value post-sale through aftermarket content.

Current automotive software update practices and procedures are problematic because
there is no clearly defined mechanism or standard. Historically, when a common fault was
discovered within a particular installed physical component of a vehicle, the OEM could
issue a vehicle recall notice [40], especially if the fault reflects a severe safety issue.

The current mechanisms for automotive software updates are ad hoc at best. This pa-
per has identified three common mechanisms, including:

• Manufacturer-initiated vehicle recall process.
• Guided user intervention.
• Over the air update.
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3.1. Software Update Mechanism: Manufacturer-Initiated Recall Process

Vehicle recalls are relatively common. For example, since 1966 in the U.S., over 390
million vehicles have been recalled due to safety issues [41]. Like a physical component,
a software-related problem, depending upon the severity, needs to be addressed and
resolved. The recall mechanism, for both physical and software-related issues, requires
the vehicle’s return to a qualified engineer to rectify the problem [13]. Vehicle recalls are
an expensive exercise for the manufacturer [13,17,18,42]. They are also a disruptive and
time-consuming procedure for the customer [42,43].

The process of a physical component fix may differ from a software fix. Physical
components are replaced with new ones, often because of mechanical wear or a fault in the
original component design or construction. In contrast, a software fault may require special-
ist equipment and a new software version installed on the existing hardware. However, this
is not always possible with older embedded systems. Legacy ECU systems have their code
pre-set at component manufacture. According to [44], high hardware optimisation often
results in ECUs with minimal resources where limited storage, memory and processing
capacity cannot accommodate additional lines of new software code. Limitations in ECU
hardware resources require a similar exchange of hardware to repair a software-related
fault. As such, like a physical component, ECU hardware exchange may be the only option
to repair a software-related defect. This has led to a state where more than 50% of error-free
hardware is replaced with entirely new hardware to resolve a software-related issue [44].

Incurred manufacturer maintenance costs can be high if a previously undetected
software error or design flaw requires a vehicle recall [45]. A much higher cost multiplier
to repair a software fault post-production is applied when compared with identifying
the same fault much earlier in the software development life cycle. Cost is not the only
factor in this update process. Customer confidence and brand loyalty can also be affected
by software bugs and errors [6]. In recent years this has been an issue with the highly
publicised Grand Jeep Cherokee cyber-attack [5,28,30].

3.2. Software Update Mechanism: Guided User Intervention

This mechanism uses a physical input port installed inside the vehicle. Many modern
cars provide a physical connection port for their owners’ portable electronic devices, such
as external Global Positioning System (GPS) and personal mobile devices, including MP3
players, mobile phones and tablets. These devices are often connected to the vehicle via a
universal serial bus (USB) port. Using this port, vehicle owners are able to undertake their
own software update either by inserting a supplied preloaded removable storage device or
downloading a specific update from the manufacturer onto a USB device. Notably, Fiat
Chrysler employed this type of update following the 2015 Grand Jeep Cherokee remote
cyber-attack. Using the postal system, Fiat Chrysler distributed preloaded USB memory
sticks with updated software to 1.4 million affected customers [30]. However, there are
problems associated with this type of update mechanism. These include the following:

• Limited port functionality.
• Inaccessible code.
• Basic understanding of computing technology.
• Willingness to undertake the task.

If any of the above prerequisites cannot be achieved, the software update will not be
completed and it will be left unresolved. This software update method relies heavily on the
customer having a particular level of technical knowledge and a willingness to perform the
update process themselves. For example, there may be a reluctance to complete a necessary
software update task due to a fear that their actions could “break the car”, rendering it
unserviceable and them responsible for any additional repair costs. Furthermore, there are
inherent security risks. This method is open to potential exploitation from malicious threat
actors that could enable unauthorised vehicle system access or the introduction of malware
into the vehicle through compromised storage devices or software download files [46].

12



Electronics 2021, 10, 739

3.3. Software Update Mechanism: Over the Air (OtA) Update

OtA mechanisms can update automotive software without the need to return the vehi-
cle to an authorised garage or dealership, or relying on the customer to update themselves.
Using on-board vehicle connectivity, OtA updates can deliver new software as and when
required. There are several options which can provide OtA software updates:

3.3.1. Dedicated Short-Range Communication (DSRC)

DSRC is an 803.11p-based wireless communication technology used for vehicle to
infrastructure (V2I) and vehicle to vehicle (V2V) communication to aid and support ADAS
and autonomous driving technologies. This communication technology can be used to
transfer software updates between fixed infrastructure or vehicles [47–49]. However,
the primary issue with DSRC and automotive software updates is the relatively short time
frames involved in V2I and V2V, especially when vehicles are travelling in the opposite
direction.

3.3.2. Cellular Networks

In contrast to DSRC, cellular network technology (3G, 4G, and 5G) can provide a
stable high bandwidth communication mechanism. Software updates are downloaded
by connecting to a particular cell tower within range, regardless of vehicle speed and
travel direction. However, coverage may be restricted due to geographical limitations.
Nevertheless, by using the extensive scope of cellular networks, future automotive software
updates can be transmitted and downloaded to the target vehicle regardless of that vehicle’s
location. New software, when released, can also be downloaded.

3.3.3. Fixed Location Wireless Local Area Network (WLAN)

This is another potential option for receiving software downloads. Updates can be sent
to the target vehicle while parked, for example, at home or at work. Tesla has been using
this OtA update mechanism from 2017 by using P2P wireless connections to download
software from Tesla servers to target vehicles [50].

Whichever form of OtA update mechanism is chosen, requires a vehicle connectivity
solution. There are three modes of connectivity operation, depending upon the connection
hardware type employed in the vehicle:

• Mirrored—applications stored on a paired portable smart device are replicated onto
the vehicle’s HMI unit. The application processing is usually performed on the smart
device with screen updates sent to the HMI via a physical or wireless connection [5].

• Tethered—this type of connection uses the paired device’s communication technology.
Applications are installed to the vehicle’s HMI unit and application data processing is
performed within the car.

• Embedded—a vehicle with this type of connectivity does not rely on a paired smart
device but uses its own connectivity hardware and installed applications.

There has been a widespread introduction of Long-Term Evolution (LTE) technology
within the motor vehicle using one of the three aforementioned connectivity types in
recent years.

4. The Significance of OtA Software Updates

There are several benefits associated with OtA software updates, making it a promis-
ing technology for the automotive industry. Through using lightweight virtualisation
technology and OtA software updates can provide several specific benefits:

• Reduction in vehicle recalls and associated costs.
• Vehicles can be updated in locations other than a dealership or maintenance garage.
• Centralised software—software updates can be distributed directly to the target

vehicles without distributing to dealers and maintenance garages.
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• Time to market—new software can be distributed as and when required rather
than waiting for the customer to return the vehicle or waiting for periodic main-
tenance schedule.

• Convenience—updates can be performed at the customer’s desired location and
discretion, reducing vehicle downtime.

• Mandatory updates—new and updated software, especially where safety is concerned,
can be pushed to the target vehicle without waiting for customer participation.

• Increase in safety—OtA software updates can reduce the time a vehicle is operated
under faulty conditions.

• Proven technology—OtA updates are widespread in the telecommunication industry,
which has provided users with new updated software via OtA mechanisms.

Reference [51] has predicted that vehicle connectivity could be available in all new
motor vehicles by 2025. In 2015, [21] suggested OtA software updates were an attractive
technology for the OEM and the customer, with cost savings expected to reach $35 billion
by 2022.

5. Current Automotive Software Re-Flashing Techniques

The current practice of updating automotive ECUs involves software flashing or re-
flashing techniques [20,52,53]. The operating system and functional software of an ECU are
generally held within embedded FLASH memory. Depending upon the model, modern
motor vehicles can have hundreds of megabytes of FLASH memory spread across their
ECUs. Under the return or recall mechanism, flashing or re-flashing software is often
completed by authorised personnel requiring the vehicle to be offline. New software is
delivered to the target ECU in one of two formats—full binary and diff/Delta file [32].

5.1. Full Binary Re-Flashing

ECU firmware is updated in its entirety through a process known as re-flashing, which
conforms to ISO 14229-3/UDS and ISO 15765-2/DoCAN. As part of this process, the entire
ECU software image is replaced with a newer version and the time taken to update the
software can often take hours to complete. This in part depends on the size of the software
update, the destination memory, protocol and whether encryption is used. The previously
installed software has no relevance on the new update, which can be beneficial if the
previous version requires replacing in its entirety rather than upgrading specific parts.
The size of the image binary impacts the time taken to transmit and download the file.
The new updated software image must also be stored within the target ECU, which requires
redundant storage, potentially of an undetermined fixed amount in order to accommodate
any future software update.

5.2. Difference/Delta File

Diff/delta file flashing is a concept that compares the base file with the new version file
and creates a delta or difference file, thus reducing the size of the update [50]. Compared
with a full binary software update, a diff/delta software update is approximately below
10% of the full binary file size. Diff/delta files are much quicker to transmit, decreasing
overall transmission time by up to 90%. This method requires considerably less redundant
storage but it is reliant on the previous ECU software version. A patching algorithm block
erases the old data and writes new data in its place.

6. Container-Based Software Updating

Current software upgrades and bug fixes require the car to be shut down while being
updated and subsequently brought back online when complete. Looking towards the
automotive industry’s future, container-based ECU software can provide a platform to
facilitate software updates [23].

Containers, as depicted in Figure 3, represents a newer virtualisation technology which
differs from conventional hosted (Type 2) and bare-metal (Type 1) virtualisation technolo-
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gies. Individual functionality can be provided by small programs hosted within multiple
containers that do not require the heterogeneity provided by full system virtualisation
which comes at a cost when considering small scale embedded computing devices.

Figure 3. Full System Virtualisation and Container Architectures.

Using ECU container virtualisation in conjunction with OtA updates can address
the problems associated with customer disruption and the intrinsic delay between the
availability of a new software update and the deployment of that update to the target
vehicle. Through vehicle connectivity, new automotive software updates can be pushed or
pulled to the target vehicle at any time. For example, a software update pull request could
be initiated by the consumer as part of an aftermarket software upgrade or additional
automotive functionality. A push update could be applied by the Original Equipment
Manufacturer (OEM) or vehicle manufacturer, to resolve an identified software bug or
vulnerability thus circumventing the return/recall process and the inherent delays this
entails. However, the current primary focus of OtA is on applying a new update when
the vehicle is solely offline. The modern motorcar is a system which operates using
many subsystems of mixed-criticality. When in operation, there are numerous safety-
critical and continual service systems that require a real-time response, for example, engine
management and occupant safety systems. The criticality of the software-related issue often
determines the required type of software update response. This research has identified three
distinct container-based automotive software update modes: offline, online and dynamic.

6.1. Offline Update

Offline updates are initialised when the vehicle is powered down. Once the software
update verification and initial container creation are complete, any updates applied are
available when the vehicle is next started, similar to a system proposed by [54]. This process
mirrors the current return or recall procedure but does not incur any associated disruption
to the manufacturer or consumer, or recall costs [19,20,55]. Furthermore, this type of
update mechanism can be used for multiple system updates, which may affect numerous
subsystems across different automotive domains or involve safety-critical systems that
cannot be updated safely with the vehicle in operation.

6.2. Online Update

New software updates can be pushed or pulled to the vehicle using onboard connec-
tivity and applied while the vehicle is powered up but not in operation. The update process
is initiated and a new container is created from the new updated image. The affected
subsystem is then temporarily shut down before the new container’s initialisation with the
updated software. This update method could be applied to any automotive system but only
where a system’s required initialisation does not incur long time delays. For example, small
and frequent periodic updates and software security patches would be ideal candidate
systems and functions.
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6.3. Dynamic Update

DSU do not require the system to be taken offline [56]. As such, they provide an
essential service where systems must offer a 100% uptime [57,58]. Taking a system offline to
fix bugs, improve system performance, or extend functionality causes delay and disruption.
Driverless vehicular technology promises non-stop long-haul trucks and round-the-clock
lift-hailing rides and therefore the window to administer software updates become shorter
and downtime is a significant disruption [59–61]. For the purposes of this research, a DSU
refers to a vehicle sub-system that can be updated and made available once completed,
without the vehicle requiring shut down and while it is still in a mode of operation. This
type of automotive update is suited ideally to any automotive function which is not
involved in vehicle operation or safety. Potential systems could include security software
updates and patches, any software relating to autonomous driving functions which are
not in operation and passenger-related systems relating to comfort, heating and occupant-
vehicle interaction.

7. Implementation and Evaluation of Container-Based Software Updating

Containers offer many benefits to current and future automotive E/E architectures [23].
For example, they provide a standardised environment that can facilitate automotive
embedded software updates and their hardware is not fixed to a particular version or type
of software. Consolidation is a crucial benefit of container ECUs where multiple containers
operate on larger, more resource capable embedded hardware platforms. Containers are
constructed from images based on a layered architecture, image layers represent specific
data, software, hardware and network configuration parameters.

A container image incorporates one or more layers (as can be seen in Figure 4), which
define all required software, libraries and binaries, and configuration settings for any
subsequent containers created from that image. Therefore, a container-based ECU must
also conform to the three principles of safety, security and transparency:

• Safety—new software containers can be rolled back to the ‘last known good’ image
and known safe containers can be reinstated.

• Security—new container images can be either pulled from an authorised repository to
the target vehicle or pushed by the manufacturer. All image layers use, for example,
SHA256 encryption and the checksum’s validation before the image goes ‘live’.

• Transparency—new container images, once validated, can be checked within a sand-
box area of the vehicle’s automotive E/E architecture before deploying live containers,
ensuring the updated system’s safe and continued service.

Figure 4. Container Image Layers.

Multiple containers can be created from the same image, which consists of several
read-only layers. Any change to the image is specific to a particular layer. If a change is
made within the image this alteration is contained within the appropriate layer the change
refers to. Small image configuration changes or an update to a specific piece of software
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within the image will prompt the system to download only the layers which pertain to
those particular changes. A further benefit of this layered approach is the ability to share
image layers between separate images. Multiple images that share common layers promote
efficiency. A layered design boosts image download speed and minimises the overall image
footprint and storage requirements.

To evaluate the benefits of the proposed approach, a test system which closely resem-
bles a typical ECU hardware architecture is required. Previous research into embedded
systems and engine management has successfully used the ARM processor-based Rasp-
berry Pi to simulate an ECU [62,63] . The Raspberry Pi version 3B hardware specification
used is suitably equipped to host the container software [64–66]. The ECU testbed operat-
ing system was Raspbian Lite which used Docker, a container virtualization technology.
The high level-programming language chosen is Python as it provides flexibility in access-
ing the GPIO pins of the Raspberry Pi.

The following test case illustrates how container-based ECUs can promote software
update efficiency through image layer duplication. Layer duplication in this context refers
to any container image which has the same software version or set of configurations. In this
test case two separate image downloads are presented with and without layer duplication.
The following results when layer duplication is used show a reduction in time to download
and required storage footprints in a potential future automotive software update procedure.

7.1. Individual Container Image Downloads

The example in Figures 5 and 6 illustrates two separate alpine-python images that
consist of three individual layers which define the configuration and required software for
any container created from that image. The two images alpine-python2 and alpine-python3,
both of which share a common Linux based OS (alpine), can be seen in the unique identifier
layers cbdbe7a5bc2a and 136e07eea1d6. However, each image has a different version of
application software (python2 and python3) with the unique identifier layers f890c68la889
and la5281d56ld0 respectively.

Figure 7 displays the time taken to download and extract both of the alpine images
including the total size on disk the two images require in MB. This individual image
download is a standard procedure in full binary software updating. If both images are
downloaded independently, each image is downloaded in its entirety and bears no re-
lationship with the other image, even though they both share the same underlying OS
(alpine).

Figure 5. Independent Image Download Layers.
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Figure 6. Independent Image Download.

Figure 7. Image Download, Extraction Times and Storage Requirements.

7.2. Container Image Sharing Downloads

The following test case uses the same alpine-python images. However, before a new
image is downloaded, the container host will examine all locally stored images and check
each image layer unique ID key which was generated during image creation. Any duplicate
layers that share the same image layer ID are ignored. Only those unique layers relating
to the new image are downloaded. In this test, an existing image contains two identical
layers in common with the new image. Therefore, only one layer of the new image is
downloaded, which is observed in Figure 8 (layers indicated by the red outlines in the
figure) and Figure 9.

Figure 8. Image Repository Comparison Download.
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Figure 9. Image Repository Comparison Download.

During the alpine-python3 image download, the two duplicate layers (cbdbe7a5bc2a
and 136e07eea1d6) are not downloaded. These two layers represent the alpine OS which
both python images share. Only the updated python version layers f890c68la889 and
1a5281d561d0 are pulled from a repository. A repository in this context could be the manu-
facturer, third party supplier, or one which is stored locally within the vehicle similar to the
container image distribution acceleration mechanism proposed by [67–69]. The benefits
of layer sharing between container images include reducing the download time for any
software update and minimising overall image footprint. Using the performance monitor-
ing tools within the container software the results in Figure 10 highlight the reduced size
on disk of both images, which was observed at 44.96%. A reduction in download times
between the alpine-python3 images was 5.6346 s across the two tests. Reducing storage
requirements for individual software images benefits automotive systems by minimising
associated storage hardware costs. Furthermore, layer sharing promotes quicker download
speeds which reduces the impact on OtA bandwidths.

Figure 10. Shared Image Layers Size on Disk and Download Times.

7.3. Image Update: Result and Discussion

The test cases in Section 7 examines the benefits surrounding software update size and
speed of download. The two alpine-python images share a common OS (alpine); however,
the application software within each image comprises of different versions. The test case
first examined the specific download and extract times for each image when downloaded
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independently. The total download and extract time for the two images was 54.8172 s.
The overall size on disk for the two images was recorded at 883 MB. These results provided
a baseline for a standard software version upgrade, which is similar to full binary re-
flashing techniques. The second part of the test used the same two images but used image
layer sharing provided by the container software. There were similarities between the two
images as they were both built using the same OS (alpine). As such, because both images
share two of the three image layers. Due to layer duplication the OS layers of the new
image were not downloaded. This reduced the overall download time by 5.6346 s, which
was a 10.28% reduction in total overall download and extraction times. Furthermore, when
using container layer sharing, overall storage requirements were reduced considerably by
397 MB or 44.96% when compared with independent image downloads

With each new vehicle model, more and more software are included, adding to the
burden of addressing software-related problems. Automotive software update practices
have followed the same vehicle recall procedure as when a physical component fails. How-
ever, the recall process incurs consumer inconvenience, system downtime, high monetary
costs for the manufacturer and potentially reduced brand reputation and customer loy-
alty. The motor industry is attempting to address the limited available options regarding
automotive software updates by using new automotive enabled connectivity.

To illustrate the benefits of container-based software updating, the image download
test outlined in Sections 7.1 and 7.2 was conducted. As new software is made available
it can be pulled from a remote central software repository. It is envisaged that any future
software download would be conducted through automotive connectivity using a static or
mobile-based communication network and the Internet, or a central repository which is
either hosted with the vehicle manufacturer or third-party supplier.

Consideration has been given to develop the experimental setup to represent an actual
ECU hardware environment. The necessary container image layers used within this test
case were downloaded over the existing University Internet connection media. Hence,
the reported time to download is as it would be in a real scenario using ground/location-
based WiFi. However, it is envisioned that vehicular on-board connectivity solutions
could be used to connect to other communication technologies including DSRC or the LTE
network (4G and 5G). These could be used to provide a mobile connection and download
method. Furthermore, within this test-case scenario, bandwidth is not a primary considera-
tion as any future software download can take place over a time-period, unless in certain,
very rare, safety critical scenarios, which is not within the scope of the proposed approach.
Container-based software image layers have minimum storage overhead compared to
the traditional ECU architecture-based updates, as only layers pertaining to the update is
downloaded as opposed to all the layers within the new software image. The efficiencies
provided by container image layers and layer duplication can minimise the size require-
ments of redundant storage associated with future software updates, given that component
costs can escalate sharply due to high vehicle production numbers and the lifespan of a
vehicle model, both of which are an important consideration in ECU design.

8. Conclusions

Container-based ECUs, as proposed and evaluated within this paper, can promote au-
tomotive software updates, particularly OtA software updates in conjunction with vehicle
connectivity. This can reduce significantly the need to recall vehicles when encountering
a software-related problem because the new software can be deployed to a target vehicle
remotely, as and when required. Notably, by using containers in this way, overall vehicle
security can be maintained and any potential software vulnerabilities can be addressed.
This has significant implications for the automotive industry.

The number of vehicles recalls in the U.S. associated with a software fault has risen
dramatically by 1400% since 2010. Vehicle recalls are highly disruptive to the consumer,
expensive for the manufacturer and can, in some cases, reduce brand reputation. It is
estimated that resolving a software-related error post-sale is 30 times more expensive than
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compared with fixing the same issue during the early stages of the SDLC. Compounding
this, the current automotive software update practices and procedures are not keeping
pace with the rapid increase in the number of lines of software code. The research findings
presented in this paper demonstrate that these problems may be overcome by using
container-based ECUs, whereby errors, bugs and vulnerabilities cannot only be addressed
promptly and effectively, but also throughout the vehicle’s lifetime. Additionally, container-
based OtA software updates can significantly reduce disruption to consumers. Consumers
are also able to incorporate additional or new functionality into a container-based ECU,
which can generate additional revenue for the manufacturer in terms of their aftermarket
sales. The proposal holds promise of a paradigm shift in the automotive E/E architecture
and the way software update is performed.
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Abstract: This paper presents the lane-merging strategy for self-driving cars in dense traffic using
the Stackelberg game approach. From the perspective of the self-driving car, in order to make
sufficient space to merge into the next lane, a self-driving car should interact with the vehicles in
the next lane. In heavy traffic, where the possible actions of the vehicle are pretty limited, it is
possible to conjecture the driving intentions of the vehicles from their behaviors. For example,
by observing the speed changes of the human-driver in the next lane, the self-driving car can
estimate its driving intention in real time, much in the same way of a human driver. We use the
principle of Stackelberg competition to make the optimal decision for the self-driving car based on
the predicted reaction of the interacting vehicles in the next lane. In this way, according to the traffic
circumstances, a self-driving car can decide whether to merge or not. In addition, by limiting the
number of interacting vehicles, the computational burden is manageable enough to be implemented
in production vehicles. We verify the efficiency of the proposed method through the case studies
for different test scenarios, and the test results show that our approach is closer to the human-like
decision-making strategy, as compared to the conventional rule-based method.

Keywords: self-driving car; game theory; decision-making; stackelberg game; lane-merging; inten-
tion estimation

1. Introduction

The recent development of self-driving cars has shifted the concept of partially au-
tonomous driving from purely imaginary to the real. However, in order to achieve fully
autonomous driving (i.e., Level-5 [1]), developers should still overcome many technical
difficulties. One of the most challenging tasks is to describe the interaction between a
self-driving car and human-driven vehicles [2,3]. In city driving, the vehicle often faces
complex traffic situations that should be appropriately addressed. For instance, in con-
gested traffic, human drivers constantly interact with other vehicles to create flexibility [4]
by guessing the driving intentions of other drivers. Thus, autonomous vehicles should also
act similarly to human drivers when facing complex traffic situations instead of conserva-
tive motions. Otherwise, to ensure safety, very conservative decisions such as waiting for
traffic to ease is most likely to be made, which are not efficient [5]. Therefore, it is important
to reflect the interactions between autonomous vehicles (AV) and interacting vehicles in the
decision-making logic. In this way, human-like decision-making can be realized, which is
essential when human-driven vehicles and self-driving cars share roads in the near future.

To resolve the technical problems mentioned above, we propose the game theoretic
decision-making strategy that enables the self-driving car to consider the interactions
with the surrounding vehicles. In particular, we model human thinking processes using
game theory as a good candidate to handle heavy traffic conditions in which vehicles
affect each other [6]. In this approach, the game participants are assumed to be rational

Electronics 2021, 10, 894. https://doi.org/10.3390/electronics10080894 https://www.mdpi.com/journal/electronics25



Electronics 2021, 10, 894

players that make decisions maximizing their own utility [7]. The latter includes setting
the player’s particular objective. Thus, the appropriate decisions for self-driving cars can
be made provided so that they play the game with surrounding vehicles. These vehicles
are considered rational decision makers maximizing the utility [8,9].

The efficiency of game theory in modeling vehicle’s decision-making process has been
verified in previous studies. The most common approaches include the level-K reasoning
framework and Stackelberg game approach.

The level-K framework (also referred to as the hierarchical reasoning game the-
ory) is a method to model interaction between players using the hierarchical depth of
thought [10,11]. The key idea of the level-K framework is that each player has a depth of
strategic thought from level-0 to a specific number K, and the K-level player makes the
decision, assuming that the other players choose the particular actions, which are based on
the (K-1)-level depth of thought [12]. More specifically, the players assume themselves as
the most advanced ones who can think one level ahead of others. In [13,14], the level-K
framework decision making is proposed at the unsignalized intersection where many inter-
actions between the vehicles occur. Other researchers also considered the lane-changing
problem in highways using the level-K framework [15]. Although, a level-K framework is
a promising technique to describe the interactions between the multiple agents, it should
model the depth of thought for all agents in the strategic game. Therefore, if a self-driving
car faces multiple vehicles, a heavy computational burden is required to model the depth
of all vehicle’s thoughts [16].

In contrast, the Stackelberg game (also referred to as the leader-follower game) is
a hierarchical game where each player is assigned the roles of either leader or follower.
By modeling the utility function that needs to be maximized by the each game participant,
the interactions between each vehicle can be modeled effectively. Compared to the level-K
framework, the Stackelberg game does not need to model the depth of thought for all game
players hierarchically, so the computation is less complex. The lane-changing scenario
is modeled using Stackelberg game theory in [17] and the surrounding drivers’ inten-
tions such as “aggressive driver” and “cautious driver” are estimated in real time [18,19].
In addition, the modeling of multi-vehicle interactions at uncontrolled intersections is
considered in [20]. However, these approaches do not consider active interaction which is
essential for lane-merging in dense traffic condition.

In this paper, we develop the decision-making strategy for a vehicle merging into
another lane in dense traffic where all vehicles interact with each other. In such dense traffic,
lane-merging is not possible unless there is a concession between interacting vehicles. So
we consider the active interaction that changes the behavior of the interacting vehicle. For
the manageable computation, we exploit the Stackelberg game approach. In real-world
driving, the human-drivers consider only interacting vehicles, not all vehicles on the
road. Similarly, in this paper, the self-driving cars consider interactions only with a single
interacting vehicle in the next lane. In this way, the computational load of the proposed
method is manageable enough to be implemented in the hardware.

It is also worth noting that the estimation of surrounding vehicle intentions is essential
to make the appropriate decision in real time [21]. In our problem (i.e., dense traffic
condition), we assume that the intentions of the drivers in the next lane are limited to
“yield” or “ignore” [22]. By imposing a certain quantity (i.e., politeness) to the surrounding
vehicles, the AV that needs to merge estimates the politeness of the interacting vehicle in
real time and decides whether to merge [23]. However, human drivers utilize a strategy
that is not exactly known to self-driving cars. To reflect this aspect, in our verification
environments, the interacting vehicles in the next lane behave based on the car-following
model that the self-driving car does not know. To verify the effectiveness of our game
theoretic decision-making strategy, the performances for the various test scenarios are
compared to those of the rule-based approach [24].

The characteristic features of the proposed strategy are summarized as follows.
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1. The complex vehicle interactions in dense traffic are effectively modeled using the
Stackelberg game approach with manageable computation;

2. To establish reliable and verifiable test environments, we propose the modified car-
following model that can change the target leading car depending on varying circum-
stances;

3. The intentions of the surrounding vehicles are effectively estimated in real time by
monitoring the speed variations of the interacting vehicles.

The remainder of the paper is organized as follows. In Section 2, we provide a problem
definition for the lane-merging scenario in heavy traffic. In Section 3, we introduce the
vehicle model, action space, and the driving strategy of the surrounding vehicles. The key
result of this paper, game theoretic decision-making strategy is presented in Section 4.
The efficiency of our approach is verified through the case studies in Section 5. Finally,
we make conclusions and provide a future outlook in Section 6.

2. Problem Statement

Here we describe the interactions between two agents in a strategic game. In Figure 1,
AV in the side lane is called an ”ego-car”, which is a controlled host vehicle and the
surrounding vehicles are the human-drivers modeled by a car-following model described
in Section 3.3. As illustrated in Figure 1, the interactions between the vehicles in dense
traffic are modeled using game theory. More specifically, we propose a lane-merging
decision-making strategy for an autonomous vehicle in dense traffic where AV essentially
does not have enough space to merge into the next lane from the side lane. In such
an environment, lane-merging is not encouraged due to the risk of collision. However,
for extreme cases, when traffic is not relaxed for a long time, the driver have to wait
indefinitely unless aggressive behavior is considered. In addition, when in emergency
situations such as hospital transport, aggressive behavior is required to a certain degree.
Therefore, the lane-merging method for traffic congestion can be an option for self-driving
cars, especially where traffic congestion happens frequently.

Figure 1. (a) Lane-merging scenario in the heavy traffic (photo is from Unsplash) and (b) reproducing
the real-world driving scenario.

Under such heavy traffic conditions, the AV should interact with vehicles in the next
lane to efficiently change the lane [25]. For example, if the AV in the side lane waits until
enough space becomes available to merge into the next lane, the decision and control
algorithm that is generally not willing to take a risk (i.e., lane-changing with an insufficient
distance) may not merge into the next lane unless safety is ensured. However, in reality,
human drivers in the side lane often attempt to influence interacting vehicles to get an
opportunity to merge [26]. The notable waysi in which drivers interact with others are
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hand gestures (motion indicating that they about to change the lane) and others. Obviously,
in general traffic, not only surrounding vehicles but also the AV influences the behaviors
of interacting vehicles. Therefore, such interaction modeling is essential to adequately
describe real-world traffic.

From the perspective of an AV, it can secure sufficient distance to merge rather than
wait forheavy traffic to be relaxed by affecting the behaviors of surrounding vehicles.
To achieve this goal, the AV should predict the response of other vehicles to its actions,
which is very uncertain in reality. From the perspective of the surrounding vehicles in the
next lane, they should decide whether to yield to AV while obeying traffic regulations.
For instance, even if the vehicle in the next lane is willing to make the safety gap by
decelerating, the traffic condition does not allow to decelerate considering the relative
distance or velocity with the behind vehicle. The latter is a very common situation for
heavy traffic. For instance, the perspective of Car 3 is shown in Figure 1. Car 3 makes the
decision based on its relationship to the AV, its relative distance, and velocity to Car 4.

In general, the decision-making of the drivers is determined by their dispositions
e.g., aggressive, cautious dispositions. However, for the limited traffic condition considered
(lane-merging in dense traffic), a decision of the vehicle is mainly governed by the traffic
conditions rather than its driving disposition. Generally, the resulting decisions of the
vehicle appears in the form of driving intentions. In the merging scenario, these intentions
include “yield” or “ignore” (from the perspective of the vehicle in the next lane). For in-
stance, when AV expresses a lane-merging intention by turning on the lane-changing signal,
the reaction of Car 3 can be the deceleration to express “yield” or maintain the speed to
express “ignore” (Figure 1). To build reliable and verifiable scenarios where the human
drivers usually consider only the adjacent vehicles, the AV considers only one interacting
vehicle.

3. Vehicle Model and Action Space

In this section, we introduce the model that represents the vehicle dynamics and the
decision-making process for all interacting vehicles.

3.1. Vehicle Dynamics

For simplicity, we consider a point-mass vehicle model with continuous time:

ẋ = vx,

v̇x = ax, (1)

ẏ = vy,

and discretize it using the Euler forward method [27]:

x(t + 1) = x(t) + vx(t)�t,

vx(t + 1) = vx(t) + ax(t)�t, (2)

y(t + 1) = y(t) + vy�t,

where state x = [x, vx, y]′ is defined by the longitudinal position at the center of gravity,
velocity, and lateral position at the center of gravity. Moreover, control u =

[
ax, vy

]′ is
defined by the acceleration, and lateral velocity. Finally, �t and t stand for the time step
size and is the discrete time instance, respectively.

3.2. Action Set

According to the Stackelberg game approach [28], the game players are assumed to
choose a discrete action and execute it for the entire control cycle. To focus on vehicle
interactions rather than dynamics itself, the finite discrete actions are assumed for all game
participants (interacting vehicles) as follows:

1. “Maintain” : Maintain the speed.
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2. “Accelerate” : Constant acceleration with ax (m/s2) until vehicle speed reaches to the
maximum speed vmax.

3. “Decelerate” : Constant deceleration with −ax (m/s2) until vehicle speed drops to
zero.

4. “Lane-merge” : Changing lane with vy (m/s), i.e., movement in a lateral direction.

Here, we set the constant acceleration, maximum velocity, and the lane-merge velocity
to: ax = 0.97 m/s2, vmax = 2.5 m/s, and vy = 2 m/s, respectively. The latter is only
available to the ego-car.

Based on the action space, the strategy space for the leader and follower, i.e., the AV
and interacting vehicle, is defined as,

S = Γl × Γ f (3)

Γl =

{
{L, M} , Lateral Motions
{A, M, D} , Longitudinal Motions

Γ f = {A, M, D}, Longitudinal Motions

where S is a strategy space, Γl and Γ f are action sets of the leader and follower, L and
M denote the “Lane-merge” and ”Maintain”, and A, M, and D are the “Accelerate”,
”Maintain”, and “Decelerate” in the longitudinal direction.

Obviously, the lateral motions are only available to the ego-car, and the surrounding
vehicles are assumed to move forward in a longitudinal direction. In other words, for each
time step, the leader decides whether to change lanes or not, while the follower decides its
longitudinal motion based on the circumstances, such as traffic conditions.

3.3. Intelligent Driver Model

As mentioned earlier, in real-world driving, the ego-car reacts to the behaviors of
the surrounding vehicles and vice versa. Therefore, to establish reliable and verifiable
lane-merging scenarios for the formulated problem, the modeling of these interactions
between the vehicles is important, which distinguishes our test environment itself from
others where the vehicle motion is not interactive [29].

In game theoretic interaction modeling, it is assumed that all vehicles choose their
actions based on the game theory so that all actions are limited by defined strategy space S.
However, the surrounding vehicles, i.e., vehicles in the next lane, choose their actions based
on their own strategies that the ego-car does not know exactly. The latter is reasonable
because, generally, the drivers do not know the future behaviors and/or trajectories of
others. Instead, they can predict the behavior (velocity and acceleration) of other vehicles
from their observations.

To reflect this human-like decision-making process for interacting vehicles, a widely-
used longitudinal car-following model referred to as the intelligent driver model (IDM) is
introduced [30] :

v̇ =
dv
dt

= amax

{
1 −
(

v
v0

)δ

−
(

s∗(v,�v)
s

)2
}

, (4)

where v0, �v, amax, δ, s, and s∗ stand for target speed, velocity difference (approach rate),
maximum acceleration, constant acceleration component, gap, and desired gap with the
front vehicle, respectively.

The desired gap s∗ is a function of v and �v and given by:

s∗(v,�v) = s0 + vT +
v � v

2
√

amaxb
, (5)

where s0 is the minimum gap between ego and front vehicles, T is a safe time headway,
and b is the desired deceleration that makes a driver feel comfortable.
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If there is no car ahead, s∗ is ignored, i.e., s∗ = 0, thus IDM become a function of the
v and v0. All parameter values for the IDM are summarized in Table 1. The preferred
time headway in dense traffic is defined based on [31] and the established models aim to
describe the car-following in heavy traffic.

Table 1. Parameter values for the intelligent driver model (IDM).

Parameter Given Value

Desired velocity v0 2.5 m/s
Safe time headway T 1.2 s
Maximum acceleration amax 0.97 m/s2

Desired deceleration b 1.67 m/s2

Acceleration exponent δ 4
Jam distance s0 1 m

The conventional IDM is a mathematical model that is based on psychical properties
such as the relative distance and speed between vehicles. Thus, the intention of the
drivers cannot be described in (4) and (5). To tackle this problem, we impose politeness
in the conventional model, and IDM is modified to adequately react to the surrounding
circumstances. In particular, when the ego-car sends a lane-changing signal to an interacting
vehicle, the latter chooses its action depending on its specified politeness pi ∈ [0, 1]. If the
pi of the ith interacting vehicle is close to 1, then the interacting vehicle is likely to allow
the ego-car to change lanes by reducing the speed. Once the ego-car merges into the
next lane successfully, the interacting vehicle now follows the ego-car based on (4) and (5).
Otherwise (pi is close to 0), the interacting driver ignores the signal from the ego-car and
follows the car ahead.

The speed control procedure of the modified IDM is described in Algorithm 1.
Here St = [{x1(t), v1

x(t), y1(t)}, · · · , {xn(t), vn
x(t), yn(t)}]′ is the state tuple of the interact-

ing vehicles at time step t, and S′
t = {St, se}′ is the state tuple including the state of the

ego-car se = (xe(t), ve
x(t), ye(t)). Moreover, M = {i|i ∈ {1, · · · , n}}, where i is the index

of the interacting vehicle and n is the number of the interacting vehicle, P is the set of the
specified politeness to the interacting vehicle (P = {pi|i ∈ M}). Additionally, Sflag ∈ {0, 1}
is a flag of the lane-changing signal that the ego-car sends to the interacting vehicle. For ex-
ample, when the ego-car turns on the lane-changing signal, Sflag = 1, otherwise Sflag = 0.
Finally, fIDM represents a conventional IDM in (4) and (5).

It is assumed that only one interacting vehicle can see the lane-changing signal from
the ego-car. Thus, if Observe(Sflag) is true (i.e., ego-car turns on the lane-changing signal
and only one interacting vehicle observes it), the behavior of the interacting vehicle is
determined by the assigned politeness. The process of decision making for the interacting
vehicle behavior is as follows.

To include the stochastic component of the driver’s behavior, we first generate the
random number prand ∈ [0, 1] and compare it with the assigned politeness of the ith

vehicle pi ∈ [0, 1]. If the pi is larger than prand, it is assumed that the interacting vehicle
now considers the ego-car as its leader car (Line 6) and takes an action based on fIDM
(Line 7). More specifically, the interacting vehicle is willing to allow the lane-merging of
the ego-car. For example, if the interacting vehicle recognizes that the ego-car is too close,
it decelerates to keep a desired distance from the ego-car. In the case that pi is smaller than
prand, the interacting vehicle ignores the ego-car’s lane-merging intention and follows the
original front vehicle in the same lane (Line 9). In addition, when Observe(Sflag) = 0 (non-
interacting vehicle that cannot see the lane-merging signal from the ego-car), the vehicle
speed is controlled based on the conventional IDM (Line 12). This procedure is repeated
for every time step to create a reasonable test environment. Following Algorithm 1,
the politeness is imposed to the conventional car-following model.
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Algorithm 1: IDM with Politeness

1 Input St, M, P and se

2 for i ∈ M do
3 if Observe(Sflag) then

4 prand = rand[0, 1];
5 if pi > prand then
6 S′

t ← St ∪ se;
7 si

t+1 = fIDM(si
t | s ∈ S′

t);
8 else

9 si
t+1 = fIDM(si

t | s ∈ St);
10 end

11 else

12 si
t+1 = fIDM(si

t | s ∈ St);
13 end

14 end

15 St+1 = {∀si
t+1 ∈ St+1 | i ∈ M};

16 Output St+1

4. Game Theoretic Lane-Merging Strategy

4.1. Utility Function

In game theory, the participants are considered as rational decision-makers whose goal
is to maximize their utility function (achieve a certain numerical design value). Here we
define an appropriate utility function, and the ego-car assumes that the interacting vehicle’s
behavior aims to maximize the utility.

The objective of the ego-car is to merge into the next lane while maintaining safety.
At the same time, the interacting vehicles also try to adjust their speeds to avoid a collision.
These objectives for all game participants can be described by the utility function U≤0 [32]:

U = w1C + w2V + w3H. (6)

where w1, w2, and w3 are the non-negative weights for each term depending on its impor-
tance, C, V and H denote “Collision,” “Velocity,” and “Headway” functions defined below.

The collision detection function C ∈ {−1, 0} is equal to −1 when the collision occurs.
Otherwise, it is set to 0. Additionally, we set the follower’s weight, w1, as a varying
parameter depending on the politeness:

w1 =

{
wc × pi , for follower
wc , for leader

(7)

where wc is a constant collision penalty.
Once we introduce pi, there is room for the follower to choose the less conservative

action, even if the collision is expected due to the action of the ego-car. For example, when
the pi is close to zero, the follower’s behavior is dominated by the functions V and H.
It means that an impolite driver usually prevents the merging of ego-car by choosing the
aggressive actions, such as “Accelerate” and “Maintain.”

The function V is the normalized difference between the current and the target speeds:

V = −
∥∥∥∥v − v0

v0

∥∥∥∥
2
. (8)

If v is different from v0, V is always negative.
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The function H is defined based on the headway:

H =

{
−1 , if headway ∈ “close”
0 , if headway ∈ “sufficient.”

(9)

The comparison of the current distance headway, s, and desired distance headway,
s0, allows for the vehicle to determine whether the headway is closed or not. When the
headway is “close,” the vehicle is likely to decelerate and keeps a sufficient distance to the
front car.

The defined utility (6) can be utilized for all game participants because the common
goal of all vehicles is to drive safely by taking the appropriate actions moment. Once the
follower recognizes the leader’s lane-merging intention, it tries to maximize its utility
based on the specified politeness. For instance, although the leader car takes action (L)
first, the follower with low politeness takes an action that prevents the leader’s merging
by choosing the non-conservative action. For the leader car, by estimating the follower’s
driving intention in real time, the prediction for the follower’s behavior is available,
which will be described in the next subsection. Other parameters such as “comfort” are
not considered due to the limitations of the scenario: Dense traffic, slow driving [33].

4.2. Stackelberg Game

In the Stackelberg game approach, the game participants are assigned as the leader and
the follower. A leader takes action first, and a follower makes a decision after observing the
leader’s behavior (“first-mover advantage” [34]). We assign the leader role to the ego-car
and the follower role to the vehicle in the next lane.

To successfully merge into the next lane, the leader vehicle should predict the reaction
of the follower according to the leader’s action. We assume that the behavior of the
interacting vehicle is based on the basic principle of game theory: “All game participants
make their decisions in such a way as to maximize their own utility U”. Thus, the future behavior
of the follower can be predicted to a certain degree.

For example, from the perspective of the follower, the optimal action γ f ,∗ should
maximize its utility U f (γl , γ f ). Note that the utility is influenced by the leader’s action
γl as well as the follower’s action γ f , which is true in reality. From the perspective of the
leader, he can predict the follower’s behavior based on U f (γl , γ f ) while maximizing its
utility Ul(γl , γ f ). Since the follower’s optimal action γ f ,∗ may be not unique in some cases,
the leader assumes the worst-case scenario (the follower can take the action that is the
worst in terms of Ul(γl , γ f ) maximization).

The optimal action for the leader γl,∗ referred to as the Stackelberg equilibrium [6] is
given by:

γl,∗ ∈ argmax( min
γ f ∈S f (γl)

Ul(γl , γ f )), (10)

S f (γl)
def
=
{

ζ ∈ Γ f : U f (γl , ζ) ≥ U f (γl , γ f ), ∀γ f ∈ Γ f

}
, (11)

where ζ ∈ Γ f is an optimal action of the follower that maximizes U f after observing the
leader’s action γl , S f (γl) is the strategy space for the given leader’s action and follower’s
optimal action ζ, and γl,∗ is optimal action of the leader based on the maximin strategy.

For a better understanding of the above-described algorithm, we give a simple ex-
ample of the Stackelberg game in Figure 2. In the overtaking case, the leader car in the
left line wants to go back to the right line and the follower car in the right line wants
to drive faster. The possible decisions of the leader and follower are limited to discrete
actions in Section 3.2 and denotes the initial letters in the heading as (4). To simplify, Γl
and Γ f are given as {A, L, D} and {A, M, D} respectively, so that the tree diagram has nine
leaves. The numbers at the leaves are the payoff of the leader and follower for each action
combination in S. The leader can predict the decision of the follower based on the game
theory approach.
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If the leader chooses action L, then S f (γl) is {M} to maximize its own utility. There-
fore, the leader can predict that the Ul should be 0.7 when choosing action L. Likewise,
the utility of action A and D can be predicted if the leader can predict the follower’s action
based on S f (γl). However, when the leader chooses action D, the decision to maximize
the follower’s utility is not unique, i.e., S f (γl) = {A, M}. To avoid the risk of the worst
case, the leader assumes that the follower chooses the action A, which is the worst for the
leader’s utility. The expected utility of the leader’s decision is 0.6 with action A, 0.7 with
action L, and 0.8 with action D. In this manner, we can find that the optimal action γl,∗ that
maximizes the utility is action D. It means the optimal action of the leader is deceleration
so as to allow the follower to go ahead.
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)

Follower

Leader

Figure 2. Simple example of the Stackelberg game in an overtaking scenario.

4.3. Real Time Politeness Estimation

As defined earlier, politeness is the numerical value representing the intention of
the interacting vehicle to yield the ego-car. When the politeness is low, the interacting
vehicle is likely to ignore the lane-changing signal from the leader car and follows the
front car based on the IDM. If the follower’s intention is to yield to ego-car with high
politeness, the follower considers the ego-car as its target vehicle to follow. Therefore,
for safe lane-changing, the leader car should estimate the interacting vehicle’s driving
intention (i.e., politeness).

The politeness can be estimated by observing the current interacting vehicle’s acceler-
ation and is given by:

P(t + 1) ← P(t) + α

1 + β
(12)

where P(t) ∈ [0, 1] is the estimated politeness at time step t, α ∈ [0, β] and β ∈ (0, ∞] are
the tunable weighting parameters that determine the update rate, and the initial politeness
P(0) is set to a relatively low value.

For example, when the acceleration of the interacting vehicle is observed (i.e., a f (t) ≥ 0
and v f (t) �= 0), the politeness should be decreased. That is, if the interacting vehicle
accelerates in dense traffic, where there is no sufficient gap between the vehicles, we assume
that its driver is aggressive. In this case, we set α = 0. In contrast, if the deceleration of the
interacting vehicle (i.e., a f (t) < 0 or v f (t) = 0) is observed, the politeness increases until it
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reaches 1 by setting α equal to β. The ego-car estimates the follower’s intention in real time
by comparing the P(t) with the threshold Pth = [Pl

th, Pu
th], where Pl

th = 0.2 and Pu
th = 0.8.

For instance, if P(t) is less than Pl
th, then the ego-car determines the intention of follower

as “ignore” and vice versa.

4.4. Game Process

The process of the merging strategy is shown in Figure 3. As the game starts, the leader
and the follower are assigned based on their states. Specifically, the ego-car is always the
leader, and the vehicle behind the ego-car in the next lane is considered as the follower
(the Stackelberg game settings). We assume that ego-car has already reached the end
of the side lane so that lane merging is needed as soon as possible. After the target
vehicle (follower) that the ego-car should interact with is selected, the ego-car estimates the
politeness of the target vehicle by observing its acceleration and follows the optimal action
based on Stackelberg equilibrium for every time step.

Figure 3. Game process.

If the estimated politeness of the target vehicle is high enough (P(t) > Pu
th), it is

considered as “Yield” intention and the optimal action of the ego-car (γl,∗) is “Lane Change.”
In this case, based on the Stackelberg game approach, the ego-car tries to change the lane.
By contrast, even though P(t) < Pu

th is given, if γl,∗ is determined as “Maintain,” the ego-car
waits for the next time step and repeats the same procedure of the “Politeness Estimation”
(Figure 3). In addition, when the target vehicle ignores the signal from the ego-car for some
reason, the latter finishes the interaction with the target vehicle and starts the game again
with the other target vehicle. If the ego-car fails lane merging by interacting with all the
vehicles in the next lane, lane merging is possible when the traffic condition in the next
lane is relaxed rather than based on the game theoretic approach.

5. Case Studies

In order to verify the effectiveness of the proposed approach, we conduct case studies
for various test scenarios and compare our approach with the conventional rule-based
decision making. The simulations are performed on Matlab R2020a platform under desktop
specification (Intel i5-9500 CPU, Ram 16GB, Windows 10) and no computational difficulty
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is found. Figure 4 and Table 2 visualize and give the initial vehicle state conditions. There
are four vehicles in the next lane. Car 3 and Car 4 are the interacting vehicles and all the
vehicles move slowly due to the dense traffic. Therefore, space for the ego-car to merge into
the next lane is not sufficient. In addition, we assume that all vehicles can observe the state
of other vehicles, i.e., state tuple S

′
t is available for all vehicles. Although the perception

part is one of the major components in the autonomous driving technology, we exclude it
from the scope of our study and focus on the decision and control parts.
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Figure 4. Initial condition for the case studies.

Table 2. Initial conditions for simulations.

x0 (m) y0 (m) v0 (m2)
Car 1 6 2 2.5

Car 2 −4 2 2.5

Car 3 −14 2 2.5

Car 4 −24 2 2.5

Ego car −4.5 −2 0

5.1. Test Environment Setup

We consider three scenarios by assigning the different politeness values to the four
vehicles in the next lane. For a fair comparison, the same initial conditions are used for all
scenarios. The differently assigned politeness values mean that the interacting vehicles can
interpret the same traffic condition differently. For example, even for the same condition,
the reactions of the interacting vehicles to the action of the ego-car are different, which is
true in reality.

It is worth noting that instead of setting the extreme values (0 and 1), we consider the
politeness of 0.1 or 0.9 for all vehicles. It gives room to act against unexpected situations
like jaywalking. For example, even though the politeness of the interacting vehicle is 0.1,
the vehicle has a 10% chance to behave cautiously in an emergency situation.

5.2. Rule-Based Lane Merging

In this subsection, the rule-based lane-merging approach is introduced, and the
decision-making performance is compared to that of our approach in the next subsection.
Rule-based lane-merging is a quite conservative decision-making strategy since it prefers
to obey the traffic rules rather than interacting with the vehicles. For example, only the
physical properties such as the relative distance and velocity between the vehicles are
considered when making the decision [16]. From the perspective of the ego-car using the
rule-based lane-merging approach, the surrounding vehicles in the next lane are considered
as the moving obstacles, and the gap between the obstacles seems too tight to attempt
a cut-in.

5.3. Case Studies

The results of the case studies for different scenarios are shown in Figures 5–7,
where the snapshots are visualized for every 5 s during the entire simulation time (15 s).
In Scenario 1, since the politeness of Car 3 is relatively high, we reckon that Car 3 is likely
to allow the lane-changing of the ego-car as shown in Figure 5. As expected, starting from
the initial traffic state in Figure 4, the ego-car successfully merges into the next lane around
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t = 5 s. In contrast, Car 3 in Scenario 2 (Figure 6) ignores the ego-car’s lane-merging signal
due to its low politeness. Instead, the ego-car interacts with Car 4 whose politeness is high,
and the ego-car can change lanes around t = 10 s as illustrated in Figure 6.
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Figure 5. Scenario 1: pi = {0.9, 0.1, 0.9, 0.9}.
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Figure 6. Scenario 2: pi = {0.1, 0.9, 0.1, 0.9}.

In Scenario 3 (Figure 7), the ego-car fails to merge into the next lane when all interacting
vehicles have (Car 3 and Car 4) aggressive drivers. In this case, lane merging is only possible
once the traffic condition is relaxed (t = 15 s). The production vehicle may not want to take
a risk when they face these conflicts. Thus, it is most likely that the production AV in the
side lane may behave as the ego-car in Figure 7, which is not very efficient.

Next, we estimate politeness values for all interacting vehicles using (12). The cor-
responding plots are shown in Figure 8. We make a neutral guess by assigning the
initial politeness P0 = 0.5, which is tunable. As can be seen in Figure 8a, the ego-car
changes lanes successfully when the estimated politeness is larger than the upper thresh-
old, i.e., P(t) > Pu

th, and the optimal action γl,∗ is calculated as “Lane change.” The
estimation of the Car 4’s politeness is not performed since the ego-car does not interact
with it after completing the mission (i.e., Lane-merging).
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Figure 7. Scenario 3: pi = {0.9, 0.1, 0.1, 0.1}.
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Figure 8. Estimated politeness of target vehicles for each scenario.

Figure 8b shows the estimated politeness for Car 3 and Car 4. For the first few steps,
the ego-car interacts with Car 3, and the estimated politeness of Car 3 decreases as the
steps progress. Once the P(t) of Car 3 reaches the lower bound Pl

th, the ego-car gives
up lane-merging attempts and changes the target vehicle. Around 8 s, the target vehicle
is changed from Car 3 to Car 4, and the ego-car repeats the same procedure. Similar to
Figure 8a, the estimated politeness of Car 4 increases, and the ego-car attempts to change
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lanes when the predicted action of the follower is “Yield,” i.e., P(t) > Pu
th. The vertical

dotted line indicates the moment of time when the target vehicle is changed.
The estimated politeness for Scenario 3 is illustrated in Figure 8c. Similar to the

interaction with Car 3 in Figure 8b, both estimated politeness values decrease as the ego-car
interacts with Car 3 and Car 4. Therefore, the ego-car fails to change lanes (Figure 7). Thus,
we confirm that the estimated politeness values correspond to those from Table 3, even
though the ego-car does not know the decision-making strategy of the interacting vehicle
exactly, which is in fact based on the modified IDM.

For a fair comparison, the rule-based lane-merging strategy that is only based on the
relative distance is implemented in our scenarios with the same initial condition. In this
case, the vehicles in the next lane always ignore the lane-changing signals from the ego-car
and move based on the conventional IDM. The snapshot of this case is omitted since it
does not differ from that of Scenario 3 in Figure 7 regardless of the interacting vehicle’s
politeness. Instead, as shown in Figure 9, we illustrate the relative distance between the
ego-car and vehicle in the next lane.

Table 3. Assigned politeness.

Scenario 1 Scenario 2 Scenario 3

Car 1 0.9 0.1 0.9

Car 2 0.1 0.9 0.1

Car 3 0.9 0.1 0.1

Car 4 0.9 0.9 0.1

Using the rule-based approach, the ego-car calculates the distance to each interacting
car and compares it with the threshold (dashed line). In Figure 9, xego

t − xi+1
t+1 is the distance

between the ego-car and the vehicle behind the ego-car in the next lane (i.e., (i + 1)th

vehicle). As the (i + 1)th vehicle approaches the ego-car, the relative distance decreases
until the (i + 1)th vehicle passes the ego-car. Thus, the ego-car calculates the predicted
relative distance one step ahead. In contrast, the relative distance between the ego-car
and the vehicle in front of the ego-car in the next lane ((i)th vehicle) described by xi

t − xego
t

increases since the vehicle ahead is moving away.
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Figure 9. Calculated distance for rule-based approach.

xego
t − xi+1

t+1 and xi
t − xego

t changes drastically at the 8-th time step. It corresponds to
the (i + 1)th vehicle approaching and going beyond the ego-car at this moment. After this
step, the (i + 1)th vehicle becomes the ith vehicle, since the ego-car fails to change the lane.
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At the same time, the ego-car changes the (i + 2)th vehicle to a new interacting vehicle
((i + 1)th).

We assume the safety threshold of 7 m because the vehicle length is 5 m. Therefore,
the safe gap between ith vehicle and (i + 1)th vehicle is set to 2 m. The ego-car initiates
the lane-merging when both relative distances exceed the safety threshold. In this dense
traffic, unlike the results of the game theoretic decision-making strategy, there is no chance
to merge into the next lane. That is, the ego-car is tuned to behave cautiously so that risky
decision making is avoided, which is general in production vehicles.

Based on the results of the case studies, we confirm that the Stackelberg game approach
in Figures 5 and 6 is much closer to human decision making in dense traffic compared to the
rule-based approach (see Figure 7). Since an AV being too cautious in its decision making
may not be preferred by the driver in the AV, human-like decision making should be
considered. The AV may share the road with human-driven vehicles until the penetration
rate of the AV in the road reaches 100%. Therefore, including vehicle interactions in
decision-making algorithm is quite promising. Moreover, it can also be extended to other
driving situations with little modifications.

6. Conclusions

This paper presented the lane-merging strategy for a self-driving car in dense traffic
using the Stackelberg game approach, which included the driving intention of the surround-
ing vehicles. By monitoring the speed variations of the interacting vehicle, the self-driving
car could estimate its politeness, representing driving intention. Based on the Stackelberg
game theory, the decision of the self-driving car is made in such a way as to maximize
utility function that is affected by the self-driving car as well as the interacting vehicle.
Furthermore, to describe the reasonable behavior of the human driver, we present the
modified car-following model that responds to the self-driving car’s action. The proposed
method is verified through case studies in various driving conditions. Compared to the
rule-based lane-merging strategy, the decision made by our approach is much closer to that
of the human driver in real-world driving. To extend the proposed method for different
driving scenarios, future work will include the generalization of the proposed logic in other
situations where the self-driving car frequently interacts with vehicles (e.g., intersection,
take over, cut-in, etc). In addition, rather than discrete actions, continuous action will be
considered to capture accurate vehicle dynamics.
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Abstract: Environmental concern regularly leads to the study and improvement of manufacturing
processes and the development of new industrial products. The purpose of this work is to optimize
the amount of injected plastic and reduce the number of parts used in the production of entrance
panels to control features inside the car cabin. It focuses on a particular case study, namely the control
of opening and closing windows and rotation of the rear-view mirrors of a car, maintaining all of
the functionality and introducing a futuristic and appealing design inline with new autonomous
driving vehicles. For this purpose, distinct low-cost touch sensor technologies were evaluated and
the performance of several types of sensors that were integrated with plastic polymers of distinct
thickness was analyzed. Discrete sensors coupled to the plastic part were tested and integrated in the
injected plastic procedure. In the former, sensitivity tests were performed for finding the maximum
plastic thickness detectable by the different sensors. For the latter, experiments were carried out on
the sensors subject to very high pressure and temperature inside the molds—the two most relevant
characteristics of industrial plastic injection in this context—and functional results were observed
later. We conclude that, by changing the way the user interacts with the car cabin, the replacement of
conventional mechanical buttons—composed of dozens of parts—by a component consisting of a
single plastic part that is associated with conventional low-cost electronics allows the control of a
more diversified set of features, including many that are not yet usual in the interior of automobiles
today, but that will eventually be required in the near future of autonomous driving, in which the
user will interact less with driving and more with other people or services around her/him, namely
of the multimedia type. Additionally, the economic factor was considered, namely regarding the cost
of the new technology as well as its manufacturing, replacement, and subsequent recycling processes.

Keywords: sensors; touch sensor; touch button; capacitive sensor; polymer; injected plastic; plastic
button; automotive industry; self-driving car

1. Introduction

The interfaces currently in automotive vehicles mostly depend on mechanical but-
tons to act on the control of several functionalities inside the car cabin, which include
opening and closing door windows, adjusting the position of rear-view mirrors, handling
multimedia systems, air conditioning, navigation, etc. [1].

Because they are composed of several moving parts, mechanical buttons support
a limited number of uses—or cycles—due to the wear and tear that results from their

Electronics 2021, 10, 1233. https://doi.org/10.3390/electronics10111233 https://www.mdpi.com/journal/electronics41
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continuous utilization [2]. Other technological areas, such as multimedia, information
technology, telecommunication systems, or even medical devices, have overcome this
obstacle over the past two decades, changing the paradigm of the interfaces of their
products by adopting technologies that are based on touch sensors [3,4].

A sensor is a device that reacts to stimulus [5]. It is used to measure physical quantities,
such as temperature, humidity, radiation, or light, among many other possibilities. In the
context of this study, we will always be referring to electrical sensors, whcih is, devices that,
in the face of a variation of a given physical quantity, manifest themselves in a variation of
an electrical quantity (e.g., voltage, current, impedance). This variation is always the result
of a stimulus.

However, a simple sensor is rarely able to effectively measure a quantity, due to
limitations that typically show their influence in the form of non-linear behavior [6], the
presence of noise, or degradation of performance throughout use over the years. In order
to overcome these limitations, it is common to use a complementary electronic signal
conditioning system in association with the sensor, such as amplifiers, filters, or even
microcontrollers. By using microcontrollers, we gain the ability to process, store, and
communicate data between different devices. One particular disadvantage lies in the need
to implement additional electronics and the corresponding increase in production costs.

There are several touch sensor technologies available today, which provide different
properties and costs:

• inductive sensors;
• infrared sensors;
• ultrasound sensors;
• resistive sensors; and,
• capacitive sensors.

Different sensors show distinct advantages and disadvantages. The analysis of each
sensor technologies is performed in the context of this article. The tests and analysis
conducted concluded on the appropriateness of coupling capacitive touch sensors [7,8]
with a piece of injected plastic several millimeters thick, to serve as an interface [9] for
controlling the opening and closing of door windows, as well as for positioning rear-view
mirrors from inside a vehicle’s cabin. We used a microcontroller-based system to acquire
the touch signals and execute the control algorithm. We have found that this approach adds
value to the product, as it is programmable and, thus, presents the necessary flexibility to
adapt to different models of the same car range, as well as other vehicles in new contexts
and applications. Because it is programmable, it can also be updated by reprogramming the
car’s control software (without hardware intervention) in order to integrate new context-
dependent interactions, such as controlling the multimedia system, the temperature of
the car, air conditioning, navigation, the driving inherent functionalities of the car, or
even to accommodate future requirements of the vehicle [10] that are unforeseen at this
stage of development. The integration of these systems with self-driving cars where
disruptive technologies and functionalities may have to be integrated soon us ine aspect
that deserves particular attention. Implementing these new functions as simply as possible
can make more sense with touch-based sensors that are placed in unusual positions inside
the cabin, e.g., on the steering wheel, roof, bank seat, etc. [11]. A secondary aspect that
assumes increasing importance and, thus, requires even more attention from the automotive
manufacturers regards the continuous integration of the smartphone with the car cabin [12].
Additionally, in this context, the integration of touch-based sensors can favor this approach.

Moreover, the association of this technology with injected plastic molding allows for
rethinking the design of components for the car cabin control panels as both decorative
and functional elements—now designed together and not as separate parts—that are
geometrically aligned and combined to produce a more compact desired functionality and
visual effect [13].

This article presents the following contributions

• the analysis and comparative study of touch sensors for the automotive industry;
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• study on the incorporation and functionality of capacitive sensors in injected plastic;
• the incorporation of microelectronics to control capacitive sensors;
• development and validation of an experimental case-study to control the opening and

closing of car door windows, and the position of electric rear-view mirrors; and,
• production, implementation, and testing of the prototype developed in an industrial

context, on a real car manufactured by an international group.

This work is also part of the ’Collective Efficiency Strategies’, being totally aligned with
the ’Mobinov—Automobile Cluster Association’, which identified “to contribute to making
Portugal a reference in research, innovation, design, development, manufacture and testing
of products and services of the automotive industry” and “strengthen the competitiveness
of a fundamental sector of the economy, promoting an increase in exportation” as some of
its main goals [14].

This article is structured, as follows. Section 2 describes the materials and methods
used, analyzing, in depth, the available touch sensor technologies that are available and the
criteria used to select, among these technologies, the most suitable for the current context in
the automotive industry. Section 3 analyzes the approaches and methods used to integrate
injectable plastic with touch sensors and which polymers are the most suitable for this
purpose. The experimental results are discussed in Sections 4 and 5 closes the article.

2. Materials and Research Methods

A sensor device responds to a change in the surrounding physical environment, which
translates to a variation of an electrical charge. The present work addresses a specific family
of sensors in view of their use when integrated with injected plastic parts to control the
functionalities in the car cabin—touch sensors.

2.1. Touch Sensors

Touch sensors allow the detection of human touch or the proximity of an object for
human interaction. Its adoption is expanding in an increasing range of devices, products,
and technologies, as it replaces buttons and mechanical switches, as well as potentiometers
and encoders. Such levels of replacement imply several benefits, such as increased equip-
ment durability and reliability when compared to devices made up of a set of mechanical
parts. The appearance of touch-based devices can also be more appealing and attractive to
the end user.

Its operation is based on the principle of a normal mechanical button. A flow of elec-
trical current is generated in the sensor whenever it is touched (no pressure or movement
of mechanical parts is required). The current flow is interrupted when the sensor is no
longer touched. The automatic detection of this current variation allows the system to be
controlled to act accordingly (e.g., opening or closing door windows).

There are several types of touch sensors, namely inductive, infrared, ultrasound,
resistive, or capacitive ones. They all present advantages and disadvantages, which are
analyzed below.

Inductive sensors need to be excited at both the sensor and touched object (for example,
see the case of RFID cards [15]). Ultrasonic sensors [16] are large in size, and they require
additional electronics and processing on the receiver end. In the same way, infrared sensors
have limitations between the emitter and receiver that are essentially related to distance
and the need for additional electronics. Resistive sensors are generally cheaper and allow
activation with any object that precedes the sensor, however they are not very accurate. A
capacitive sensor consists of only one conductive electrode [17], which, in the presence of a
contiguous object, alters its electrical characteristics, namely the capacitance. This change
can be accurately measured. When considering that the touch is to be performed by a
human finger, and while taking the analysis of important criteria imposed by industry, such
as cost, precision, sensitivity, and dimension into account, the sensors that assume greater
prominence and relevance in view of the intended use are of the resistive or capacitive type.
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The next subsections provide detailed analysis of each one of these sensors, with a view to
the selection of the most appropriate device for the present automotive context.

2.1.1. Inductive Sensors

Inductive sensors are widely used to validate touch devices. Good examples include
the metro ticket, house keys, car keys, and many other beacons that we use on a daily
basis. These types of sensors are not ideal for applications that are activated by human
touch, as their operating principle resides in the specific resonance frequency that is created
through an electronic circuit by operating a coil with an oscillator. Faraday’s law explains
the sensor’s working principle:

e = −N
dΦ
dt

, (1)

where e represents the electromotive force, N is the number of turns of wire, Φ is the
magnetic flux, and t is the time constant. A sensor is composed by several components:

By observing the diagram presented in Figure 1, we conclude that the use of inductive
sensors for the present application is not suitable for several reasons, namely: cost, need to
incorporate additional electronics, complexity, and the presence of magnetic fields is not
viable with the interaction of the human body.

Figure 1. Block diagram of an inductive sensor consisting of 1–Sensor Field; 2–electronic oscillator;
3–Demodulator; 4–Flip-Flop; 5–Output [18].

2.1.2. Infrared Sensors

Infrared screens have light-emitting diodes, as well as receivers parallel to these
diodes, along the frame of the entire panel. This way, the beams are interrupted whenever
a human finger touches the screen (see Figure 2). We can perceive the coordinates of the
touch by knowing which specific beams are interrupted.

There are numerous advantages associated with this type of panel. The smooth
recognition of touch and gestures, as well as short response times, are two crucial properties
in this type of technology. It is usually applied in large screens, allowing, for example,
outdoor usage. There are also disadvantages with the use of this technology, such as,
for example, the greater probability of false activations. Whenever a foreign body comes
into contact with the interface, the infrared beam is blocked and an activation occurs [19].
Another disadvantage lies in cost, given that it is significantly more expensive than other
devices offering a similar purpose.devices offering a similar purpose.

Figure 2. Panel with infrared technology.
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2.1.3. Ultrasound Sensors

Ultrasound sensors detect objects by measuring the travel time of an acoustic signal
that is emitted by it in order to discern whether there is an object in front of the sensor. The
most well known application is the parking sensor array in the back of vehicles.

Ultrasound touch panels are currently under development, with the intention that it
will be possible to accurately determine the touch as well as the magnitude of the touch.
This technology can also be used to detect a fingerprint on a panel, as it allows for a scan
of the object that performs the touch. This technology has already been applied to LCDs
that analyze users’ fingerprints through the screen. It is often referred to as a technology
that allows the 3D detection of a touch, because, in addition to the touch coordinate, it also
allows obtaining depth information.

Through intense miniaturization, it is possible to embed an ultrasound transducer in a
silicon chip, making it possible to produce sensors as small as 3 mm2 [20], which, if arranged
in a grid pattern, become suitable for detecting touch and discern gestures. In the realm of
innovation, this technology enables the use of uncommon materials for the touch interface, such
as glass and metal. Because it remains a new technology, it is still expensive and inaccessible
for experimentation.

2.1.4. Resistive Sensors

Resistive sensors detect the pressure on the surface and, thus, obtain better perfor-
mance when it comes to the use of pens, gloves, or devices to perform the touch.

These sensors are made with two layers of a conductive material (or non-conductive,
covered with a conductive film), which are separated by small spaces. The instant the
body presses the surface of the sensor, the upper layer flexes and comes into electrical
contact with the bottom layer, creating a potential difference. The contact point of the
electrodes present in the layers is automatically obtained based on X-Y coordinates due to
the particular voltage drop generated.

There are different types of resistive touch sensors:

• 4 wires;
• 5 wires; and,
• 8 wires.

The 4 and 5 wire resistive touch panels are similar, with the electrodes on the bottom
layer, the former being less expensive, and the latter more resistant. It should be noted that
the 4-wire panel also allows for measuring the pressure of the touch against its surface.
The lower the resistance measured at the touch, the greater the pressure exerted [21]. The
8-wire touch panels represent higher complexity, as they provide greater measurement
meridians along the panel.

Figure 3 illustrates the functioning of a resistive panel:
Figure 4 illustrates a resistive panel, where two electrodes are visible on each surface

arranged perpendicularly, forming a matrix. The electrodes are connected by four wires to
the display controller.

During standby position, X+ is grounded, while X+ and Y+ are both at high impedance
states, and Y- is a pull up. The measurement of a 4-wire resistive panel is performed in two
stages, the first for one coordinate, then the other. For measuring the X coordinate, X+ is
connected to GND, X- to VCC, Y+ is high impedance and Y- connected to the ADC. For
measuring the Y coordinate, X+ is high impedance, X- connected to the ADC, Y+ to GND
and Y- to VCC. The (x, y) position is then given by the following equations:

x =
VY+
VVcc

× LengthScreen (2)

y =
VX+

VVcc
× HighScreen (3)
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The resistive type sensors are being progressively replaced by capacitive sensors, as
it is necessary to exert a higher pressure to produce the expected feat, thus showing less
sensitivity. However, they continue to be used in devices subject to harsh environments, as
they are typically more resistant.

Figure 3. Model representing a resistive panel [22].

Figure 4. Electrical models of a resistive sensor [23].

2.1.5. Capacitive Sensors

Capacitive sensors are currently widely used in portable devices, such as phones,
tablets, and computers, as well as for a wide variety of home appliances and other electronic
devices. There are many advantages, including: durability, robustness, and the possibility
of building electronic devices with a more attractive design.

The operating principle is analogous to that of a simple capacitor. Two conductive
plates are separated by an insulating material where the C capacitance translates to:

C = ε0.εr.A/d, (4)
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where ε0 represents free space permittivity, εr is the relative permittivity or dielectric
constant, A the capacitive plate area, and d the distance in between.

By analyzing Equation (4), it can be seen that, in the installed system ε0, εr and A are
constant. Thus, the capacitance changes are inversely proportional to the distance between
the plates as depicted in Figure 5.

Figure 5. The model representing a capacitive sensor [24].

In a capacitive sensor, the sensing electrode is one of the plates. The second electrode
(second plate) consists of two factors: the first is C0, referring to a parasitic capacitance
of the surrounding environment and the other factor is the human finger, which, being
conductive, creates a capacitance CT (please see Figure 6). This way, C0 and CT form a
parallel, increasing the total capacitance (capacitive devices in parallel, add up their effect).
The inspection of the model in Figure 6 shows that the capacitance is lower in the absence
of a finger, and higher in the presence of the human part. Additionally, in the presence of
the finger, the total capacitance is the sum of the capacitance C0 and CT .

The εr of plastic materials, which varies between 0.95 and 1.00, is an important aspect
for further validation of the applicability of this technology [25]. These parameters are
important, as they affect the sensor calibration. Subsequently, the sensor electrode is
connected to an electronic circuit that periodically reads its capacity.

There are several analog measurement methods for detecting the presence of an
object/finger while using a capacitive sensor: resonance frequency change; frequency
modulation; amplitude modulation; charge time measurement; and, duty cycle. Most of
the methods require intensive analog circuits that inherit problems, like crosstalk, coupling,
and noise sensitivity. However, a digital approach, with dedicated integrated circuits,
consumes less area and energy when compared to analog solutions.

2.2. Evaluation of Processes and Materials

This section discusses the advantages and limitations of the distinct sensing tech-
nologies introduced above. In particular, it analyzes and evaluates their differentiating
characteristics, allowing for conscious decision making, which is being supported in the
best interest of the SmartPlastic project.
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Figure 6. The model representing a capacitive sensor activated by a human finger [26].

2.2.1. Inductive Sensors

Advantages: inductive touch sensors show strong advantages in the following areas:

• Touch and validation: systems where wireless contact and data validation are re-
quired. This is one of the great advantages of inductive touch sensors and, thus, these
technologies are typically used in ATM cards (i.e., contactless), in tickets and public
transportation passes, or in car keys.

• Metal detection: inductive sensors are also widely used in metal detection and their
first use was precisely to replace mechanical limit switches in industry. This appli-
cation is also used for traffic accounting. Often, on roads and car parks, there are
inductive loops for automatic vehicle detection.

• Nuclear applications: inductive sensors are also used in nuclear applications, detect-
ing variations in the electromagnetic field of a system that would have previously
been stable.

Disadvantages: they show the following negative aspects:

• Additional electronics: they need an exciter or metallic circuit on one side of the
system and a resonant circuit on the other.

• Complexity: the implementation of an inductive sensor has several stages, which
implies some additional electronics components and the need for proper signal pro-
cessing conditioning.

2.2.2. Infrared Sensors

Advantages: these sensors are quite popular in a broad range of applications. The
following aspects of this technology are highlighted:

• Object detection: the use of infrared sensors is very common and it has been widespread
in the area of object detection. The most common example of this application relates
to garage gates.

• Large touch screens: the principle used to detect a car at the garage door can be
miniaturized to the point of achieving a high density of beams and, thus, can be
applied to touch screens. They are primarily used in screens of enormous dimensions,
which are generally located outdoors.

• Counting systems: there are systems for counting people or vehicles that use in-
frared sensors.

• Intrusion alarms: some of these systems also use infrared sensors to detect intruders.

Disadvantages: they present the following weaknesses:

• Dimension: it is necessary that the sensors (as well as the application) occupy a
considerable volume to work properly.
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• Limitation of the application on screens (I): it is only used in large screens. The incorpo-
ration of this technology is justified due to its reach (panels of several square meters).

• Limitation of the application on screens (II): it can only be applied to flat screens.
• Cost: the cost of an infrared sensor for a home gate is very low. However, the manufacture

of a panel that uses this technology is much higher, because it uses an array of sensors of
this type, thus increasing the number of devices and the construction complexity.

2.2.3. Ultrasound Sensors

Advantages: among the main advantages, we highlight:

• 3D recognition: this type of sensor aims for three-dimensional recognition of touch. It
is possible to measure the depth of a touch, and the relief of the object that is touching
the sensor.

Disadvantages: the main disadvantages are:

• Cost: the cost per device is high and its application also entails high costs.
• Applicability: for the intended purpose in the context of the current automotive

application, the most interesting features that are associated with the use of this type
of sensor are not observed.

2.2.4. Resistive Sensors

Advantages: The utilization of resistive sensors in touch panels shows several advantages.

• Robustness: resistive panels are highly resistant and robust, which is why they are
widely used in screen panels in the industry.

• Use: they can be touched with objects, such as pens and gloves, which confers them
an additional advantage in industrial use, namely regarding the use of personal
protective equipment that is often used by operators.

• Cost: they have a lower cost when compared to other technologies.

Disadvantages: however, they also show important disadvantages:

• Sensitivity: touch sensitivity is reduced; therefore, it becomes necessary to exert some
force to produce an effect on the screen, which makes the contact a little forced.

• Manufacturing: the manufacture of this type of panels requires meticulous and high
precision processes to produce the exact gap between the different layers of the sensor,
which makes it difficult to carry out personalized experiments.

• Cost: as mentioned in the previous section, resistive panels exist in different configu-
rations. The most sensitive and accurate ones are in the form of 8 wire resistive panels,
and this variant is expensive.

• The cost of implementing ON/OFF buttons: The cost of implementing this technology
to produce ON/OFF buttons is high. For the particular case of the present work, it
would imply the use of a small panel/screen or a larger panel for controlling several
ON/OFF buttons.

• Applicability: bearing in mind that the present objective is to couple electronic sensor
components near or inside the plastic after/during overmoulding, this solution would
present reduced sensitivity, as it would take more force to execute a command. This
issue also adds complexity to the mechanics of fixing the resistive panel.

2.2.5. Capacitive Sensors

Advantages: capacitive sensors have numerous advantages:

• Ease of use and integration: the implementation of a capacitive sensor is relatively
less difficult, as the utilization of a conductive material with an appropriate shape
suffices. This way, there is a large number of possible shapes and implementations of a
capacitive sensor, either through the use of stickers, the positioning of a conductor, or
the utilization of a material with a proper shape that transmits mechanical properties,
such as elasticity and resistance, which can change an electric field when activated.

49



Electronics 2021, 10, 1233

• Simple electronics: in view of the existing microchips for performing signal condi-
tioning and capacitance measurement, the use of this technology and the consequent
development of new components for human interaction are increasingly expanding.

• Projected capacitance: it represents an evolution of capacitive screens that permit
multi-touch and superior sensitivity. This technology consists of the manufacture
of a panel in the middle, of which is a layer of any dielectric, and then on its two
faces it has conductive surfaces with a matrix design (X, Y, or other personalized
shape). These matrix conductors are constantly monitored by an electronic circuit that
is sensitive to the change in the capacitance of a given coordinate (X, Y) on the panel.

• Cost: this technology leads to the simplest and cheapest way of implementing
ON/OFF buttons.

Disadvantages: the disadvantages of capacitive sensors are mainly related to the
difficulty of detecting contact under certain circumstances:

• Glove contacts: procedures of this type affect the capacitive panels/buttons, since
gloves change sensitivity.

• False triggers: the triggering of this type of sensors originated from external issues
that do not represent a human finger (for example, a drop of water) is undesirable, but
possible to mitigate. To minimize this problem, filters and the processing of dedicated
algorithms are typically used, producing good results.

2.2.6. Comparison of Touch Sensor Technologies

The following table indicates the main characteristics that are listed by different
technologies. All of the evaluations were conducted in relation to the objectives of the
SmartPlastic project.

The distinction between the “On/Off Button” and “Panel” columns in the table refers
to a simple two-state button and a flat 2D panel with X/Y dimensions. It allows a set of
functionalities that vary with the precision of the panel.

Project applicability assesses the suitability of this sensor for the project’s objectives.
Cost represents the general assessment of the cost of technology, including all of the
electronics attached. Robustness evaluates the robustness of a sensor that was developed
using these technologies. Integration evaluates the ease with which this technology can be
integrated in different media/materials. The requirements to be met must meet dimension,
additional electronics, the need for microcontrollers and programming, among others. The
inspection of Table 1 seems to indicate that a large set of properties can be more easily
found in sensors of capacitive type.

Table 1. Summary of the characteristics of the different technologies covered and investigated under the context of
project SmartPlastic.

Sensor On/Off Panel Robustness
Integration

(ON-OFF/Panel)
Cost

(ON-OFF/Panel)
Proj. Applicabil.
(ON-OFF/Panel)

Induct. Yes No Good Good/ × High − × −/×
Infra. Yes Yes Good Good/Bad Medium − High −/−
Ultra. Yes Yes Good Bad/Bad High − High −/−
Resist. Yes Yes V. Good Good /V. Good High − Low +/−

Capacit. Yes Yes V. Good V. Good /V. Good Low − Medium +/+

2.3. Integration of Sensors with Microcontrollers

For the sake of flexibility and scalability in future production, in the development of
the prototype we opted for using a microcontroller to perform the reading and aggregation
of the signals coming from various touch sensors. There are several methods for connecting
switches to a microcontroller and achieving the desired functionality.
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2.3.1. Button Directly Connected to the Microcontroller

This is the most direct method, but it is rarely used, since each button uses a digital
microcontroller pin, which are limited in number. The signal that is used in this type of
assembly is usually digital, and the control can be made through a downward or upward
slope (denied). For this, the characteristics of the microcontroller pins must be considered,
and the type of “pull” to be inserted in the assembly—pull-up or pull-down, i.e., the device
pulls current or supplies current—should match accordingly (see Figure 7). It should be
noted that, for the user, there is no difference between the two approaches. They both cause
current to flow whenever an event occurs and the process is triggered from there.

Figure 7. Schematic of connecting a button to a microcontroller with a pull-up resistance, that is,
normally High when not pressed. If the button is pressed, GND forces the logic level ’0’ (zero) at the
input of the microcontroller.

2.3.2. Variable Voltage Drop

This method allows several buttons to be connected to a single pin of the microcon-
troller, which specifically has to be an analog-digital peripheral (ADC) that converts analog
voltage levels into sequences of digital symbols (i.e., sequences of ’1’s and ’0’s) .

The inspection of Figure 8 shows that, without any button pressed, the voltage that is
read by the ADC is equivalent to VCC. However, by pressing a button, the value read is
different. For example, for VCC = 5 V:

• pressing SW1 reads 0 V;
• pressing SW2 reads VCC − (VCC/2) = 2.5 V;
• pressing SW3 reads VCC − (VCC/3) = 3.33 V;
• pressing SW4 reads VCC − (VCC/4) = 3.75 V; and,
• pressing SW5 reads VCC − (VCC/5) = 4 V.

Figure 8. The schematic of several buttons using a circuit with variable resistance to be connected to
a single pin of the microcontroller, which, in turn, connects to an analog-to-digital converter (ADC)
to sense the voltage measured at the input and convert it to a digital value.
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The analysis performed to the example circuit shown in Figure 8 can be used a different
number of buttons and other specific resistances. This is the approach employed in the car
window lift control buttons provided for analysis and described later in the text.

2.3.3. Matrix with Row and Column Control

This approach is quite common in keyboards and, usually, in panels with many
buttons. This technique more efficiently uses the available pins on the microcontroller chip.
It allows for a greater number of buttons in relation to the number of occupied pins.

For the matrix topology, the number of buttons relates with the number of available
pins on the following way:

• 4 buttons −→ 2 rows & 2 columns = 4 pins
• 8 buttons −→ 3 rows & 3 columns = 6 pins
• 16 buttons −→ 4 rows & 4 columns = 8 pins
• 32 buttons −→ 8 rows & 8 columns = 16 pins

This implementation requires some automation at the software level and some details
at the hardware level. The use of this technique requires scanning rows and columns. In
other words, the methodology requires that the columns (in Figure 9 designated by letters)
are configured as outputs and the rows (in the figure designated by numbers) configured
as inputs. The columns are all set to HIGH (’1’), which is, all of the columns are connected
to pins that are at a higher voltage and, one-by-one, scanned at LOW. At the same time,
the scan of the rows takes place, and each pin (of the columns) is checked, in order to
verify whether any column has the associated LOW value. This way, the pressed column
at LOW state is known, together with the corresponding Y row, thus allowing to infer the
coordinate of the button being pressed as illustrated in Figure 10.

(a) (b)

Figure 9. Matrix linked buttons. An array of rows and columns is depicted in (a). In (b), the switches
are also represented to illustrate how all possible connections indicate a unique combination.

2.4. Communication Protocol with the Engine Control Unit (ECU)

In this study, a real automobile that was manufactured in 2018 is addressed. The
operating mode and electrical functionality of door windows and rear-view mirrors are
equally referenced under the context of this work.

2.4.1. Multiplex Door Panels Control System

The functionality of this system consists of the actuation of four window panes with
associated functions (descend, ascend, full descend, and full ascend), as well as a button
to lock their actuation. There is no substantial amount of technical information available
regarding the electrical properties of the system. These are regular buttons developed with
polymers, electronic components, and metallic contacts. Nevertheless, there is a wide range
of options for this functionality of a car door when looking at other similar products from
the same manufacturer. Regarding communications, there are models with CAN, LIN, and
“K interface” communication capabilities [27,28]. In terms of electrical characteristics, the
supply voltages vary between 5 and 12 V, depending on the model. In the specific case of
the vehicle that is used for investigation and development, the analysis of all components
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to be reproduced observes that the parts have more than one button. The simple command
for a window pane is formed by four buttons: one button to raise the window, another to
lower it, or to fully raise and fully lower it. Figure 11 depicts such a command obtained
from the tested vehicle and the corresponding electrical circuit.

Figure 10. Illustration of the scanning and reading algorithm performed to the buttons that are
connected in the matrix.

(a) (b)

Figure 11. Passenger window pane elevator button in (a). The schematic of the electric button is
shown in (b).

2.4.2. Disassembling the Communication Protocol between Touch Sensor and ECU

In Figure 12, we can observe the operation of a car’s electronic system.

Figure 12. Automobile electronic system.

The ECU is the device that controls all of the electronic components and many me-
chanical components of an automobile [29].

53



Electronics 2021, 10, 1233

For the sensors to be read, the control unit has its own communication and protocol
capabilities, as well as ADC and DAC ports. The system receives information from different
points of the car through the respective sensors and it performs the necessary actions after
processing that information. The operations range from raising or lowering the car door
window, to injecting more or less fuel into the engine. For this purpose, the control unit
also has a processing unit, memory, and internal communication ports. By observing this
system, it is thus possible to perceive and extrapolate to the real case, when considering
that a car today has several control units, each one performing specific tasks.

In the specific case under investigation, an experimental analysis was carried out by
measuring the electrical signals between the door and the control unit under test [30], thus
obtaining a detailed pattern of behavior in relation to the observed signals (see Figure 13).
The signals do not vary only when the user performs a certain action. It was found that
there is always a periodic signal that maintains its shape and frequency over time. Through
further analysis, the perception is acquired that this signal is used in the automotive
industry to perform diagnoses of the condition of the vehicle and its different parts [31].
The analysis of this paper focuses on the signals measured during the actions of “going up”,
“going up completely”, “going down”, and “going down completely”, for the left front
window, since the method of operation of the remaining windows and other functions
is similar.

(a) (b)

Figure 13. Electrical connections performed for measuring the electrical communications signals
between the sensor and ECU in (a). (b) illustrates the measured signal with no action being applied
by the user.

In Figure 14, we can observe the signals that were measured by probing the electrical
circuits in the door panel.

The electrical values change according to the functionality requested, and they are:

• Minimum: −48 mV;
• Maximum: +368 mV;
• Amplitude: 416 mV; and,
• Frequency: 83 Hz.

When analyzing the board referring to the button on the left front window pane, the
electrical diagram shown in Figure 15 is obtained.
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Figure 14. The signals measured by applying all of the functions to the window pane: Descend, Full
Descend, Ascend, and Full Ascend. (Left to right, top to bottom)

Figure 15. Circuit diagram present on the PCB of the tested button assembly.

A mechanical analysis of the button operation was also performed after analyzing
the board of the tested button accessory and its circuitry. Thus, it was found that the
first “click”, be it descending or ascending, is a simple contact button. However, the
second “click” forms a parallel between the resistance of the first “click” and the second.
Subsequently, we have the following definition for the four possible actions:

• Descend: R1;
• Full Descend: R1 in parallel with R2;
• Ascend: R3; and,
• Full Ascend: R3 in parallel with R4.

When comparing the circuit with the measured signals, there is a relationship and
mechanism for actuation by voltage drop where a voltage divider is applied. In this way,
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it is concluded that, at this moment, the door does not have a communications protocol,
but rather a purely analog interaction with the amplitude manipulation of a signal sent by
the ECU.

3. Results

By analyzing the characteristics of the sensor technologies that were previously de-
scribed in Table 1, and when considering the desired use in the context of this project,
in particular the criteria of robustness, ease of integration, and cost, the most adequate
decision implies adopting sensors of capacitive type.

Capacitive sensors in a system can be used in several fields of application, such as
replacing simple buttons, or using touch panels, sliders. Because they present a set of
favorable characteristics, whereby their adequate sensitivity to touch and the reduced
need to connect electronics that are dedicated to their operation stand out, capacitive type
sensors are gaining popularity in several application areas. Cost also represents a very
appealing factor, especially if purchased in large quantities. The advantages are numerous
and they facilitate the specific implementation of the desired functionalities in the context
of the SmartPlastic project.

Regarding the verification of whether some of the indicated disadvantages constitute
an impediment to implementation, it appears that the operating environment (e.g., the
car’s cabin) is sufficiently stable to the point that the normal operation of the device is not
affected. In the event of unforeseen scenarios (e.g., an arm inadvertently placed over the
sensor), it is always possible to correct this behavior by implementing filters and control
algorithms using firmware.

3.1. Testing Capacitive Sensors with Different Polymers and Thickness Specifications

By testing several types of capacitive sensors composed of a simple copper pad on a PCB,
and the TTP223B packaging integrated circuit, the experimental results were successful, even
for plastic samples (placed near the sensor) that present greater thickness. The sensor proved
to be sensitive to touch with a high success rate. The first tests were conducted on hundreds
of samples and achieved an approximately 100% success rate in sensing human touch. It
should be noted that the hand and touch-based sensor are on opposite sides of the plastic part.
For the worst case scenario, plastic pieces as thick as 2.5 mm were perfectly able to detect the
hand touch on the other side of the piece, obtaining sensitivity rates above 96.67% and 100%
for most cases. These results can be observed from Tables 2–6, where the type and thickness
of the polymer tested are depicted for each of the sensors presented in Figure 16 and Table 7.

Table 2. Preliminary tests to test the permissible plastic thickness (for sensor 1).

Polymer Description
Thickness
(mm)

Test
Version

Test
Number

Effectiveness Assessment

PC ABS Taroblend 66 0.8 V1 >10 NA Approved
PA6GF30 Ultramid B3E2G6 0.8 V1 >10 NA Approved
PPTD20 Hostacom TRC 352N 0.8 V1 >10 NA Approved
PP Sabic PHC3181 0.8 V1 >10 NA Approved
PA6 Badamid B70S Natur 0.8 V1 >10 NA Approved
PC ABS Taroblend 66 1.8 V1 >10 NA Approved
PA6GF30 Ultramid B3E2G6 1.8 V1 >10 NA Approved
PPTD20 Hostacom TRC 352N 1.8 V1 >10 NA Approved
PP Sabic PHC3181 1.8 V1 >10 NA Approved
PA6 Badamid B70S Natur 1.8 V1 >10 NA Approved
PC ABS Taroblend 66 2.5 V1 >10 NA Approved
PA6GF30 Ultramid B3E2G6 2.5 V1 >10 NA Approved
PPTD20 Hostacom TRC 352N 2.5 V1 >10 NA Approved
PP Sabic PHC3181 2.5 V1 >10 NA Approved
PA6 Badamid B70S Natur 2.5 V1 >10 NA Approved
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(a) (b)

(c) (d)

Figure 16. From (a–d), the figure depicts the four capacitive sensors tested. The individual electrical
properties and datasheet for each sensor can be found in Table 7.

Table 3. Effectiveness tests for sensor 1.

Polymer Description
Thickness

(mm)
Test

Version
Test

Number
Hits Effectiveness Assessment

PC ABS Taroblend 66 2.5 v2 30 30 100.00% Approved
PA6GF30 Ultramid B3E2G6 2.5 v2 30 30 100.00% Approved
PPTD20 Hostacom TRC 352N 2.5 v2 30 29 96.67% Approved
PP Sabic PHC3181 2.5 v2 30 29 96.67% Approved
PA6 Badamid B70S Natur 2.5 v2 30 29 96.67% Approved

Table 4. Effectiveness tests for sensor 2.

Polymer Description
Thickness

(mm)
Test

Version
Test

Number
Hits Effectiveness Assessment

PC ABS Taroblend 66 2.5 v2 30 30 100.00% Approved
PA6GF30 Ultramid B3E2G6 2.5 v2 30 30 100.00% Approved
PPTD20 Hostacom TRC 352N 2.5 v2 30 30 100.00% Approved
PP Sabic PHC3181 2.5 v2 30 30 100.00% Approved
PA6 Badamid B70S Natur 2.5 v2 30 29 96.67% Approved

Table 5. Effectiveness tests for sensor 3.

Polymer Description
Thickness

(mm)
Test

Version
Test

Number
Hits Effectiveness Assessment

PC ABS Taroblend 66 1.8 v2.1 30 29 96.67% Approved
PA6GF30 Ultramid B3E2G6 1.8 v2.1 30 30 100.00% Approved
PPTD20 Hostacom TRC 352N 1.8 v2.1 30 29 96.67% Approved
PP Sabic PHC3181 1.8 v2.1 30 30 100.00% Approved
PA6 Badamid B70S Natur 1.8 v2.1 30 30 100.00% Approved
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Table 6. Effectiveness tests for sensor 4.

Polymer Description
Thickness

(mm)
Test

Version
Test

Number
Hits Effectiveness Assessment

PC ABS Taroblend 66 1.8 v2.1 30 30 100.00% Approved
PA6GF30 Ultramid B3E2G6 1.8 v2.1 30 30 100.00% Approved
PPTD20 Hostacom TRC 352N 1.8 v2.1 30 30 100.00% Approved
PP Sabic PHC3181 1.8 v2.1 30 29 96.67% Approved
PA6 Badamid B70S Natur 1.8 v2.1 30 30 100.00% Approved

Table 7. Electrical characteristics of the tested sensors.

Sensor # Int. Circuit Pad Type Datasheet (Accessed on 1 April 2019)

Sensor 1 TTP223-B Circular 1 Channel https://datasheet.lcsc.com/szlcsc/TTP223-BA6_C80757.pdf
Sensor 2 TTP223N-B Squared 1 Channel https://datasheet.lcsc.com/szlcsc/TTP223-BA6_C80757.pdf
Sensor 3 TTP224 Squared 4 Channels https://download.mikroe.com/documents/datasheets/ttp224.pdf
Sensor 4 0401-8224 Circular 4 Channels Clone TTP224

All of the pieces injected in relation to the present context of producing polymer
components for controlling the opening of door windows and rear-view mirrors are less
thick than the values that are indicated in Tables 2–6. Therefore, it is possible to conclude
that the objective of the project can be achieved without the need to resort to a necessarily
more complex process that involves over-molding the sensors, as tested and illustrated in
Figure 17.

3.2. Integration of Capacitive Sensors with Microcontrollers on the PCB

Having validated the touch sensor technology, it was decided to design the sensors
themselves on the PCB in order to reduce the costs and area of the circuit. We chose to
integrate these sensors that were designed directly on the PCB with a microcontroller
that had its own peripheral for conditioning and interpreting the signals emitted from
these sensors. The microcontroller chosen was the ATtiny3217 from Microchip, which
incorporates a Peripheral Touch Controller that abstracts the functions necessary to deal
with capacitive sensors. By using this peripheral, it is advantageous to explore a method
for connecting capacitive sensors, which is analogous to the “Matrix with row and column
control” method described in Section 2.3.3. This method of measuring the change in
capacitance using a matrix electrode configuration is called Mutual Capacitance. This
way, where only 10 sensors could be integrated using the “one sensor per pin” or Self
Capacitance method, it now becomes possible to support up to 21 sensors using a matrix
configuration with 3 rows and 7 columns. Figure 18 illustrates the prototype developed
that supports 19 capacitive sensors.
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Figure 17. The figure illustrates the tests that were performed by over-moulding embedded sensors
in different types of polymers. The tests were conducted for senor 2. Although most of the sensors
were functional after moulding, they were subject to high pressure and temperature, which may have
consequences related to the robustness and durability of the component during use over time. This
the main reason why this path of investigation has been left for future work.
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(a) (b)

Figure 18. (a) PCB with 19 capacitive sensors supported. (b) The finished prototype ready to be
incorporated in the automobile’s door.

4. Analysis and Discussion

The purpose of SmartPlastic was to develop a technological alternative to an auto-
mobile part, which is the result of a complex fabrication process that employs several
miniature components based on injected plastic, for controlling functionalities inside the
car cabin. This part has a limited life-cycle as a result of this process and of the mechanical
wear of the components.

The original automobile part that is responsible for the control of the door windows
and rear-mirror’s movement used in tests is composed of 26 discreet components. Amongst
them, there are several pieces made of plastic, rubber, metal, and PCBs with their respective
electronic components and connectors as depicted in Figure 19. The intricate design of the
side mirror joystick is of particular interest (please see Figure 19c): this component employs
a complex electromechanical system that is comprised of metal beads rolling along plastic
grooves, closing electrical circuits to move the mirrors. This joystick component is made
up of 12 components alone.

Each one of these components has its own production line and they all converge into
an assembly line to complete the part mounting. These production lines need to obey
specific tolerance limits, defined as an allowance for a specific variation in the size and
geometry of a part [32]. These variations in size and geometry add up along the production
and assembly, which can result in a shortened life-cycle for the component. Assembly is of
particular importance, because it usually is made by hand, which is never error free, takes
more time than automation, and can lead to waste if a mistake occurs. There is an inherent
cost to the OEM in all of these fault prone processes: the product quality. The shorter the
product quality, the shorter its mean time between failures (MTBF) and, thus, the higher
the maintenance and replacement costs.

After considering all of the above, the original part mechanism was analyzed to
determine which functionality should be incorporated and emulated in the new part. Once
those requirements were defined, the development of the new part was made using the
least mechanical complexity possible.

The newly developed part is composed of two components: a PCB with its electronic
devices and the molded polymer plastic surface. The polymer plastic component is the re-
sult of a proven automated process that requires no human intervention during fabrication.
The PCB production and its electronic component’s assembly are both also automated and,
thus, do not require human intervention during the entire process. The only intervention
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required was to join the PCB and surface components. Such a reduced level of complexity
allows for smaller margins of error and faster production times, which results in higher
productivity and better quality standards being met.

(a) (b)

(c) (d)

Figure 19. From (a–d) the figure illustrates some of the components of joystick rear-view mirrors and
buttons used to open/close door windows. (a–c) depicts electronic parts of the joystick components
and (d) illustrates the PCB that interacts with the contacts that are closed/opened by the button.

The plastic polymer surface was designed to allow the user to accurately feel where the
hand should be placed in order to activate the controls (see Figure 20a), without the need of
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looking at the polymer touch surface. This was accomplished by employing grooves along
the touch controls and ridges between them during the design process. This requirement
was of the utmost importance, as the driver needs to focus on the road while driving, and
should avoid looking where the controls are. Therefore, the surface design is important
enough to make every other development task, such as the PCBs, gravitate around it. The
PCB was designed as a function of the surface limitations and functional requirements, as
depicted in Figure 20b.

(a) (b)

Figure 20. The functional prototype connected to the door of a real automobile manufactured in 2018.
(a) depicts the new single-component touch-based polymer panel in detail, while (b) shows the panel
that was integrated in the vehicle’s door, controlling the four windows (front left and right, and rear
left and right) and the two rear-view mirrors.

As already noted, all of the development results in a substantial reduction of compo-
nents production and assembly processes. The lesser amount of human intervention and,
thus, probability of error, also contributes to a reduction in the production costs along the
road. These factors are of extreme importance to the operator that is responsible for selling
the vehicle to the end consumer, because the maintenance costs are a critical factor to be
taken into consideration when deciding to buy a new vehicle. There is also a non-monetary
cost involved, which is the improvement in the ecological footprint when comparing this
newly developed part to the original mechanical part. This new part uses less plastic and
it has a longer life-cycle—as a result of less production and assembly faults—which will
invariably lead to less waste, even if the OEM decides to replace the part in the event of
an operational failure to the detriment of repairing the faulty part. This improvement in
reliability is the result of omitting moving mechanical components in the development of
this new part. Those moving components are the main contributors to the wear of a part
or product. Therefore, by employing no moving components and reducing the assembly
complexity, there would be less potential points of failure, which can be measured in a
longer MTBF.

There was some level of skepticism in the beginning of the investigation regarding
this technology’s flexibility when paired to the types of polymers and associated thickness,
which some manufacturers use, as well as in regards to the use of painting and surface
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finishing. This solution can be implemented using different polymers and thickness, which
makes it a versatile option for different environments and contexts that require unusual
designs and even extreme operating conditions, such as greater thermal resistance or greater
resistance to mechanical stress, as shown in Section 3.1. This way, this novel technology
meets the requirements of different car manufacturers without the need of any type of
physical adaptation.

The next step consists of the endurance validation for the developed part. The first
tests allow for concluding that the number of failures is indeed small, being below 0.05%.
This process will be mechanized and it is expected to allow the solution to be automatically
validated running thousands of operating cycles. With this, the intention is to improve
reliability and be able to decide which gestures and interactions are the most appropriate
for using this solution in the originally proposed context, which is the control of windows
and rear-mirrors on the driver’s side in the interior of a car cabin.

Considerations about Incorporation of Touch-Based Technology

There is some debate going on regarding the visual attention that the driver must
pay to use touch-based screens and their maintenance as primary control interfaces, being
supplemented by secondary devices that are only enabled for certain features [33]. Inde-
pendently of the chosen path, at later stages of evolution of the car cabin interfaces, the
touch-based technology that is proposed in this work can be adopted with high gains in
terms of development complexity, integration in the vehicle, ease-of-use, and cost.

5. Conclusions

The paradigm of carbon emissions reduction represents an important goal in the
industrial context. In this work, we developed a new technology, which was supported by
a case-study for opening/closing electric windows and controlling the rear-view system,
which allows the plastic part’s number reduction in the manufacturing process through
the replacement of a mechanical panel with touch sensors incorporated using low-cost
electronics that were attached to a single injected plastic part. The production processes are
further reduced, leading to reduced waste of the material, smaller environmental impact at
the end of life, and less energy being spent on design.

By eliminating several parts from the current system, we obtain a cheaper component
whose functionality is also easier to build and less prone to errors. This conclusion requires
quantitative validation. However, the decrease in the number of hours of a human operator
largely justifies the reduced cost of the part, rendering the economic study to an economy
of scale less relevant.

Regarding the technological purpose of this work, at this stage of development there
is a new technology that covers all of the features of its predecessor. However, it shows to
be more versatile and able to be reprogrammed to integrate new features in the future, both
from the manufacturer and the user, including presets for different vehicle users. This type
of personalization, according to the driver, is an add-on that car manufacturers currently
pursue with great interest.

What the Future Will Bring

Autonomous self-driving cars will become a reality soon and, supported by new arti-
ficial intelligence technology [34], they will provide more functionalities to the passengers.
It may be expected that the new concept of a car cabin changes accordingly, namely for the
driver who is now going to be able to interact more with other passengers and eventually
use the car seat in positions where he/she can face other passengers, thus not necessarily
being aligned with the front direction of the vehicle. This may imply that control buttons
will have to be integrated into the passenger’s seat, roof, or arm rest, and, in that case,
buttons will have to become simpler and probably not formed by dozens of plastic parts
each. Multi-function, re-programmable, and touch-based sensors, such as the solution
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proposed in this article, are excellent candidates that are ready to be adopted by these new
cars and systems [35].
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The following abbreviations are used in this manuscript:

SPaC Smart Plastic Cover
LCD Liquid-Crystal Display
ADC Analog-to-Digital Converter
DAC Digital-to-Analog Converter
CAN Controller Area Network
LIN Local Interconnect Network
PCB Printed Circuit Board
ECU Engine Control Unit
MTBF Mean Time Between Failures
OEM Original Equipment Manufacturer
MDPI Multidisciplinary Digital Publishing Institute
FEDER Fundo Europeu de Desenvolvimento Regional (Portugal)
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Abstract: Pedestrian detection is at the core of autonomous road vehicle navigation systems as they
allow a vehicle to understand where potential hazards lie in the surrounding area and enable it
to act in such a way that avoids traffic-accidents, which may result in individuals being harmed.
In this work, a review of the convolutional neural networks (CNN) to tackle pedestrian detection
is presented. We further present models based on CNN and transfer learning. The CNN model
with the VGG-16 architecture is further optimised using the transfer learning approach. This paper
demonstrates that the use of image augmentation on training data can yield varying results. In
addition, a pre-processing system that can be used to prepare 3D spatial data obtained via LiDAR
sensors is proposed. This pre-processing system is able to identify candidate regions that can be
put forward for classification, whether that be 3D classification or a combination of 2D and 3D
classifications via sensor fusion. We proposed a number of models based on transfer learning
and convolutional neural networks and achieved over 98% accuracy with the adaptive transfer
learning model.

Keywords: pedestrian identification; classification; autonomous vehicles; CNN; transfer learning

1. Introduction

Autonomous vehicles are becoming increasingly prevalent on roadways around the
world; a study conducted in 2020 by Mordor Intelligence [1] reports that “the autonomous
(driverless) car market was valued at USD 20.97 billion in 2020” and is projected to increase
by 22.75%, to USD 61.93 billion by 2026. While consistent and significant technological
advancements are being made in related fields, confidence in autonomous systems for use
on roadways is declining. AAA reported in 2018 [2] that 73% of adults in the United States
claim to be “too afraid” of allowing a vehicle to autonomously control itself—this is an
increase of 10% from a similar study conducted one year prior.

Eliminating the human element of vehicular control, of course, subsequently elimi-
nates the risk of traffic collisions resulting from human error. Furthermore, the occupants
of autonomous vehicles are free to spend travel time recreationally or occupationally; this
is especially beneficial considering the increasing congestion on roadways within major
settlements, alongside a growing world population.

In the event that most, if not all, vehicles on roadways possess fully autonomous
capabilities, it would be possible for a system to be implemented wherein these vehicles
communicate with one another by sharing information on hazards ahead and manoeuvres
they wish to perform. The resulting improvements to travel efficiency would likely have a
cascading effect through iterative increases to speed limits.

Additionally, the Mobility-as-a-Service (MAAS) market is likely to see an increase
in potential as autonomous vehicles acquire mass-adoption. Fully autonomous MAAS
would hypothetically enable individuals to, rather than owning a personal vehicle, lease a
vehicle for each journey they embark upon, similar to how companies such as Uber and
Lyft currently operate, however in this case, without the need for a driver. Alternatively,
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those who do opt to purchase their own autonomous vehicle would have the opportunity
to lease the vehicle out when not in use, providing an additional stream of income.

In an autonomous driving system, the safety of vehicle occupants, as well as individu-
als in the surrounding environment, should be guaranteed. One recent study conducted
by Najada and Mahgoub [3] revealed that approximately 80% of casualties resulting from
vehicle-related accidents were pedestrians.

The safety of vehicle occupants and pedestrians can be achieved through collision
avoidance warning systems (CAWS). A key component of CAWS is vehicular situational
awareness, which can be facilitated through the use of different types of sensors. These
sensors gather data pertaining to the vehicle’s surroundings, which can then be processed,
with useful information being extracted. LiDAR, RADAR, and camera sensors are the three
most prominent sensors currently in use.

In this paper, the use of cameras and computer vision in the scope of pedestrian
detection and classification, touching on methods by which LiDAR can be used to improve
such a system through sensor fusion are investigated. Here, pedestrian detection can
be defined as the process of determining whether an image, generally a frame extracted
from a video sequence, contains pedestrian instances. A successful system should be able
to leverage computer vision technologies in order to extract the specific locations of any
pedestrians in the frame [4], the results of which are usually in the form of bounding boxes
encapsulating individual pedestrian instances.

Machine learning models are generally bespoke, designed with a specific use-case
in mind. While the performance of these models can be exceptional, the training process
requires a substantial amount of labelled data, which can be incredibly time-consuming.
ImageNet [5] is an example of such a dataset, consisting of over 14 million images across
thousands of classes. Models trained using ImageNet may be exceptional at differentiating
between a wide variety of classes, however, applying such a model to a more specific
use-case would likely result in a significant loss of performance. Hence, the motivation to
make use of transfer learning in this paper to reduce computer complexity and enable the
transfer of learning from a previously trained model.

Identifying and localizing pedestrian shapes in images has, perhaps, been one of the
greater challenges facing computer vision researchers over the past decades [6], largely due
to the variable appearance of the human body and variations in illumination, occlusion,
and poses [7]. Recently, however, with the advent of increasingly powerful and compact
hardware, pedestrian detection systems have taken great strides in terms of efficiency and
accuracy [8–10].

There are two primary methods of achieving pedestrian classification through com-
puter vision: deep learning [11] and machine learning [12] based methods; both approaches
follow similar computational pipelines. First, candidate regions must be identified—this
can be achieved through the application of either a sliding window, or some more complex
region proposal algorithm [13,14]. Once candidate regions are identified, feature extraction
is applied to these regions to obtain an accurate classification on the basis of subsequent
classification algorithms.

In 1999, Lowe proposed a visual recognition system [15] which makes use of local
features which are scale-invariant and partially invariant to changes in illumination. This
publication is indicative of researchers’ shift in focus at the time, from attempts to recon-
struct objects as three-dimensional objects [16], to feature-based object recognition. Soon
after, Viola and Jones published a real-time facial recognition framework [17] in the form
of a binary classifier consisting of numerous, weaker, classifiers which are trained using
Adaboost [18]. Viola and Jones later went on to propose a pedestrian detection algorithm
which used motion and appearance information in order to detect a moving person [19].
Dalal and Triggs expanded this work [20] and proposed the use of Histogram of Oriented
Gradients (HOG) as a feature extractor, with the resulting HOG features being fed into
a linear Support-Vector Machine (SVM) [21] classifier. This HOG-SVM combination is
capable of differentiating between regions which contain pedestrians and those which
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do not. The resulting reduction in the number of false positives was over an order of
magnitude, compared to the best performing Haar wavelet detector at the time [22]. While
HOG-SVM offers exceptional performance in classification tasks, it fails to achieve a low
mean average precision [23].

In 2008, Felzenswalb et al. utilised the HOG-based detector in their multiscale De-
formable Part Model (DPM) [24] which deconstructs objects into groups based on pictorial
models [25]. The DPM was suggested to be state-of-the-art at the time, outperforming
other methods of object detection, such as template matching.

McCulloch and Pitts first proposed the McCulloch-Pitts (MCP) model in 1943 [26],
which is widely accepted as the genesis of Artificial Neural Networks. In 1980, Fukushima
introduced Neocognitron, a hierarchical, multilayer Artificial Neural Network which was
designed for use in handwritten character recognition and similar pattern recognition tasks.
The model consisted of several pooling and convolutional layers, which provided the ability
to learn how to identify visual patterns in images. LeCun et al. inspired from Neocognitron
proposed the concept of Convolutional Neural Networks (CNNs) which utilize error
gradient, yielding impressive results in a range of pattern recognition applications [27–29].

CNNs [30] are perhaps the most prevalent application of deep learning for computer
vision tasks, as they have proven to be exceptionally well-suited for tackling object detection
problems, in part due to their ability to extract discriminative features. CNNs are composed
of three different types of neural layers: convolutional layers, pooling layers, and fully
connected layers. In the context of computer vision tasks, Yosinski et al. [31] deduced that
the lower layers (i.e., convolutional and pooling) act in a similar manner to conventional
computer vision-based feature extractors such as edge detectors, while the final, fully
connected layers, are more task-specific. In [32] authors showed that CNNs outperformed
both HOG descriptor and Haar-classifier.

As discussed in earlier sections, deep learning and machine learning models require
significant volumes of data for use during training. This was identified in 2001 in a research
report published by Gartner [33], which alluded to the impending surge of big data. An on-
board pedestrian detection system is proposed in [34] based on 2D and 3D cues. Just under
a decade later, the ImageNet database was introduced by Deng et al. in 2009 [5]. Authors
in [35] propose a dataset that includes challenges related to dense urban traffic, based on
their dataset they propose a fusion framework for multi-object detection. The advent of
larger datasets such as ImageNet required more capable deep learning models and, in
2012, Krizhevsky et al. introduced AlexNet [36]: a breakthrough in CNN architecture
which makes use of the Rectified Linear Units (ReLU) activation function which provided
a sixfold reduction in training time, compared to the TanH activation function which, at
the time, was standard. Additionally, AlexNet has the capability of being trained across
multiple GPUs simultaneously, which enabled more complex models to be produced and
was a key enabler of the significant reduction in training time.

Transfer learning (TF) aims to provide a middle ground, where knowledge acquired
from larger datasets can be used in conjunction with smaller, domain-specific, datasets in
order to improve performance in subsequent domain-specific tasks. In this context, prior
knowledge can be model weights or low-level image features which describe what is being
classified such as edges, shapes, corners, pixel intensity, etc.

Therefore, the models produced in this work make use of transfer learning as it
enhances the performance of the proposed CNN model with the VGG-16 architecture,
proposed by Simonyan and Zisserman in 2014 [37]. The VGG-16 CNN model improves
upon the work carried out for AlexNet by switching the 11 × 11 and 5 × 5 kernel-sized
filters with two consecutive 3 × 3 filters in the first two convolutional layers.

The main contributions of this paper are threefold—(i) a review of CNNs in pedes-
trian classification, (ii) classification models trained on CNNs and transfer learning and
(iii) a pre-processing system with LiDAR point cloud with applications in a 3D object
classification model.
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The rest of the paper is organized as follows. Section 2 presents the review of CNNs.
The models developed are explained in Section 3. Results and discussions are elaborated
in Section 4 with a conclusion in Section 5.

2. Review of CNNs for Pedestrian Recognition

R. Hecht-Nielsen [38] described neural networks as “a computing system made up of
a number of simple, highly interconnected processing elements, which process information
by their dynamic state response to external inputs”. The review presented here expands on
the CNN and deep learning principle presented in [39,40] in the context of AlexNet [36].
They are modelled to mimic the human brain in order to recognize patterns. This is
achieved through numerical input vectors that describe real-world information such as
images and text, from which an output response can be generated. In the context of
pedestrian classification, once a candidate region has been recognized through recognition
techniques, it can be classified through the use of a neural network which allows for an
appropriate response to be made by the vehicle.

Convolutional Neural Networks (CNNs) mostly used in the computer vision field.
CNNs are structured in a three-dimensional layers and processes information first through
“convolution”, layer where small portions of data are analysed in order to create a “feature
map”, before passing it to “pooling” layer. Here, each feature of the data set has its
dimensionality reduced while retaining the most relevant information. This next section
covers the related theory behind CNNs.

2.1. Single Layer Perceptrons

Perceptrons, sometimes referred to as “linear binary classifiers”, are a form of super-
vised classification algorithm that can be used to determine the classification of a given
input. If neural networks are considered to be computational representations of the human
brain the perceptrons act as individual neurons, which take the form of a single-layer
neural network and consist of four key elements: input values, weight and bias, the net
sum, and an activation function.

Input values are multidimensional vector values that are fed into the perceptron in
order to be processed. The input values are multiplied by a weighting parameter, which
is indicative of an individual input’s influence over the output value. The sum of the
weighted input values is referred to as the “net sum” or “weighted sum”, and can be
calculated with the following equation:

s = ∑m
i wi Ii, (1)

where s is the weighted sum, m is the number of inputs, w represents the weight for each
input, and I represents the value of each input. Once a weighted sum has been calculated,
it is then applied to the activation function, which normalizes it. In simple perceptron
models, the activation is a step function. See Figure 1.
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Figure 1. A simple perceptron model.

2.2. Multi-Layer Perceptrons

Multi-layer perceptron (MLP) is simply another way of referring to a neural network
and consists of a collection of individual single-layer perceptrons (SLP) arranged into
distinct “layers”. The most basic form of MLP consists of three layers: an input layer,
output layer, hidden layer. The input and output layers serve the same purpose as in an
SLP, the hidden layer is where most of the MLP’s computation is performed.

MLPs allow for non-linear classification, such as XOR functions, which is not possible
with SLPs as they are not capable of modelling feature hierarchy. It is for that reason
that SLPs generally only find use as building blocks for MLPs, which have been shown
to approximate non-linear functions. Furthermore, SLPs simply use the step function as
an activation function, whereas MLPs can use more complex activation functions which
enable the classification of items into multiple labels as well as to provide probability-
based prediction.

2.3. Activation Functions

Activation functions are mathematical equations that are not only used to determine
the output of the individual perceptrons, but also the accuracy, computational efficiency
during training, and the output of a deep learning model in its entirety. Additionally,
selecting an appropriate activation function for the task the neural network is attempting
to perform is crucial, as they have a significant influence over the network’s ability to
converge and the speed at which it can converge. Examples of activation functions include
the binary step, linear, sigmoid, TanH, rectified linear unit (ReLU), SoftMax and back
propagation. ReLU is the most frequently used activation function due to their simplicity
where positive values are treated linearly, and negative values are assigned a value of
zero [41].

2.4. Hyperparameters
2.4.1. Hidden Layers and Units

Hidden layers are layers within a neural network that lie between the input and output
layers. Increasing the number of hidden layers has the potential of increasing the accuracy
of a model, however as more hidden layers are added, computational requirements will
increase yet will yield diminishing returns on the error function.

Not having an adequate number of hidden layers on the other hand will result in
poor generalization and unreliable predictions, so it is important to strike a balance in the
selection of number of hidden layers.
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2.4.2. Dropout

Dropout is a technique used during the training of a model in which certain nodes are
deactivated so that it does not become overwhelmed with information, which can isolate
nodes that may not be contributing to an improved error function, which in turn should
produce a more efficient model.

2.4.3. Activation Function

Activation functions, which have been discussed earlier in this section, can be added
to any point of a neural network and there is no limit to the amount that can be added
which again results in the process of determining a suitable balance between the number
of activation functions and the overall efficiency of the model.

2.4.4. Learning Rate

The learning rate determines the strength of changes made to weights during the
process of backpropagation. A lower learning rate results in smoother convergence at the
cost of an increase in training time and a higher learning rate will have opposing effects,
which means the appropriate learning rate will be model-specific.

2.4.5. Epochs and Batch Size

The number of epochs represents the number of instances that the training dataset is
fed into a neural network during the training process. Increasing the number of epochs
will increase the accuracy to a certain extent, after which overfitting will start to occur,
and training accuracy can decrease. Batch size controls the percentage of the dataset to be
exposed to the network through each iteration (epoch) of the training process, which can
reduce the over generalization of the model.

2.4.6. Optimisation Algorithm

Optimisation algorithms are those that attempt to minimize the error function of a
model. There are two subcategories of optimization algorithms: “first-order” (e.g., gradient
descent), which adjust the loss function with respect to given parameters, and “second-
order”, which use what is known as the ‘second order derivative’ or “Hessian” to adjust
the loss function.

First order optimizations are easier to compute and require less computational time to
converge reasonably well with larger data sets. Second order derivatives are only able to
outperform first order optimizations when a second order derivative is known, otherwise
they are more computationally intensive and take longer to execute.

2.4.7. Momentum

Momentum is the process of tracking changes made to a model and the direction of
those changes, which can be used to influence subsequent changes so that they follow the
same direction, towards a lower error function.

3. Proposed Pedestrian Classification Models

Pedestrian detection can be described as a binary classification problem, where the
goal is to predict whether candidate regions contain an instance of a pedestrian (positive
sample, denoted as 1) or not (negative sample, denoted as 0).

All models and software produced for this project were developed using Python
3.8. TensorFlow 2.3.0, Keras 2.4.3, and scikit-learn 0.24.2 were used in the development
of deep learning models. Scikit-learn also found use in the development of our 3D pre-
processing system, in the creation of the DBSCAN clustering algorithm and RANSAC
regressor. TensorBoard was used during the training of CNN models in order to monitor
training progress in real-time.

The overall concept of our proposed method is presented in Figure 2.
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Figure 2. Concept of our proposed method.

In Figure 2, at the pre-processing stage the training and validation images have their
pixel values scaled from (0 to 255) to (0 to 1) upon import. In the next block, image
generators augment the imported images before supplying them to our models. This
includes minimal random rescaling, as well as random zooming and shear-transformations
by a factor of 0.3. In the TF adaptive model block, we do not use bottleneck features as
we use image generators, whereas the TF feature extractor model makes use of the VGG
bottleneck features.

This section presents the datasets used, data preparation and image augmentation parameters.

3.1. Datasets
3.1.1. CVC-02 Dataset

The CVC-02 [34] dataset was used during the development of the pedestrian classifica-
tion systems for an autonomous vehicle. Images provided by the CVC-02 dataset have been
recorded in urban scenarios in and around Barcelona, Spain. Images have been recorded
using a colour stereo camera with a resolution of 640 × 480 pixels and 6 mm focal length.
Specifically, the classification subset which consists of 3140 positive and 6175 negative
samples (in which pedestrians are present, and are not present, respectively) were prepared
for this paper; these images have also been rescaled to a size of 64 × 128 pixels and have
been split into training, validation, and testing dataset. Table 1 presents the overview of
the CVC-02 data splits used in the development of pedestrian classification models.

Table 1. Overview of CVC-02 data splits.

Data Split Total Samples No. of Positive Samples No. of Negative Samples

Training 3000 1500 1500
Validation 1000 500 500

Testing 1000 500 500

3.1.2. NuScenes Dataset

The NuScenes [42] dataset is a large-scale dataset provided for use in autonomous
driving research and has been used here in the development of a 3D LiDAR pre-processing
system. The entire database consists of 1000 20-s scenes recorded in Boston, United
States and Singapore under challenging driving conditions. Each scene contains data
captured using 6 cameras, 1 LiDAR sensor, 5 RADAR sensors, a GPS, and an IMU. The
10 scenes which is a subset of the main dataset are used here to show the effectiveness of
this approach.
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3.2. Image Augmentation

When training deep learning models such as CNNs, the quantity of available data
may be a limiting factor for model performance—this can be somewhat alleviated through
the application of image augmentation, which artificially creates a new data samples
based on original samples. While there are appropriately sized datasets available for the
training of pedestrian classification models, image augmentation can also be used to apply
artificial transformations to input images such as rotation, scale, shearing, zoom, etc. These
augmentations are employed in an effort to mimic noise, variations in illumination, and
variations in fundamental image properties (e.g., scale, rotation).

It is preferable that the types of augmentation, and the intensity to which they are
applied, strike a balance between providing a suitable amount of noise and variation,
which can increase the complexity of the data, and preserving the image features, which is
crucial in a model being able to generate accurate predictions. Figure 3a,b demonstrates
examples of suitable and unsuitable image augmentation. The images can be improved by
pre-processing techniques such as wavelet-based de-noising to remove the noise. Note that
in the unsuitable data, parts of the pedestrian have been cropped out of the image—this,
of course, will not provide the model with representative information. Furthermore, the
augmentations should make sense in the context of the problem being solved; applying a
vertical flip to a pedestrian dataset is ill-suited as it is unlikely that a deployed model will
encounter a pedestrian in such a position, although edge cases will exist.

 
(a) 

 
(b) 

Figure 3. (a) Unsuitable image augmentation. (b) Suitable image augmentation.

All models trained during this project made use of identical image preparation tech-
niques. Augmentation was applied to all models, except for the model described in
Section 3.5.1, which takes the VGG-16 bottleneck features as input.

Image dimensions are first changed to 150 × 150, with three channels corresponding to
the RGB colour space. Image pixel values are then normalized, from values between 0 and
255, to values between 0 and 1. The normalization of pixel values is to increase the rate at
which models learn; large pixel values can disrupt or slow down the process. The original
sample labels, which are strings (“positive” or “negative”) are encoded to numerical values
(1 or 0, respectively), which is more suitable for machine learning techniques.

Once the data has been prepared, image augmentation is applied. Keras’ Image-Data
Generator() method was used to facilitate this augmentation. The parameters of this
augmentation are as follows: a shear range of 0.1, a zoom range of 0.1 with the fill mode set
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to “nearest” (new pixels are set to the nearest neighbouring pixel values), with horizontal
flipping enabled. Figure 3b illustrates the effects of these parameters on training data.

During the development of the models, it was found that prior configurations for
image augmentation resulted in models that were unable to identify pedestrians in the ma-
jority of samples (REF RESULTS). After investigation, it was found that the augmentation
being applied was too intense, resulting in images which contained pedestrians who could
not be identified by the model. The offending parameters included: A zoom range of 0.3,
rotational range of 90 degrees, width and height shift ranges of 0.2, and shear range of 0.2.
This faulty image augmentation is illustrated in Figure 3a.

3.3. Rudimentary CNN Classifier

The first CNN model produced in this paper was developed to serve as a benchmark
for comparison against transfer learning-based models. The architecture of this model is
relatively simple, consisting of three blocks of convolutional layers, the output of which are
flattened into feature maps of shape 17 × 17 × 128, which are then processed by two dense
layers as shown in Figure 4.

 

Figure 4. Rudimentary CNN model architecture.

In the convolutional layers, a kernel size of 3 × 3 has been used—this is based on the
kernel filter size used in the VGG-16 architecture which, in-part, resulted in an improvement
of performance over the AlexNet architecture (see Section 3.4). The final output of the
dense layers is a confidence score for each class, indicating how confident the model is that
a sample does or does not contain a pedestrian instance.

Training of the first rudimentary model spanned 100 epochs, with a batch size of 30.
100 iterations per epoch was used to cover the training data consisting of 3000 samples
(Table 1), with each sample being used to generate 30 additional samples via image aug-
mentation. As the augmentation of validation data results in only 20 images per original
sample (scaling is the only augmentation applied to the validation set), the number of
validation steps per epoch has been set to 50, such that the model is able to validate on all
available samples.

As observed in Figure 5, during training, the model began to overfit after the fourth
epoch, as illustrated by the increase in loss on validation data. This means that the model
was not capable of generalizing unseen data. However, decent results with a final validation
accuracy of 96% were obtained.
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Figure 5. Training summary of the rudimentary CNN model.

Figure 5 is composed of two training summary plots. The left plot details the accuracy
of the model during training, i.e., what percentage of data samples can it accurately
identify; the red line corresponds to the model accuracy on training data, while the blue
line corresponds to the model accuracy on validation data. The right plot details the model
loss during training. Loss is a measure of how far an estimated value is from its true value.
In all models described in this paper, binary cross entropy is used as a loss function.

3.4. Rudimentary CNN Classifier with Regularization

In an attempt to improve upon the performance of the previous model, a second
model has been developed which incorporates regularization in the fully connected layers.
This is achieved via the addition of two dropout layers, one after each of the first two dense
layers. A fourth convolutional block, consisting of a convolution and max-pooling layer is
also added. The parameters of this new block (depth, filter size, and activation function)
are identical to those in the preceding layer (Figure 6). The reasoning behind the addition
of a fourth convolutional block is to enable the model to extract more features from input
samples, resulting in an improvement of performance.

 

Figure 6. Rudimentary CNN model architecture with regularization.
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Dropout layers enable regularization in deep learning models, which simulates the
use of multiple architectures during training. Dropout layers randomly mask a fraction
of units’ output by setting their values to zero. Dropout is a computationally inexpensive
and effective technique of reducing the rate of overfitting in a model and improves its
generalization error.

Here, a second rudimentary model which makes use of regularization through the
addition of dropout layers is presented. In this case, a dropout of 0.3 is applied to the
output of the first two dense layers. The result of this is that 30% of the units in these dense
layers are masked (i.e., 30% of the units in each layer have their output nullified; set to
zero). Additionally, a fourth convolutional block has been added. This enables the model
to extract more features from input samples, with the goal of an increase in performance
over the original model.

The regularized model is trained with the same hyper parameters as in the original
model, spanning 100 iterations across 30 epochs. The addition of regularization and a
fourth convolutional block, while resulting in similar validation accuracy (96%), reduces
the validation loss considerably (approx. 0.51%, down to approx. 0.40%). Furthermore,
the model begins overfitting later in the training cycle, and the rate of overfitting is less
intense than that in the previous model. The training data indicates that this model is more
suitable for use on unseen data than the former model, suggesting that this model is more
capable of generalizing better (Figure 7).

 

Figure 7. Training summary of the rudimentary CNN model with regularization via dropout layers.

3.5. Transfer Learning Classification Models

VGG-16 [36] is a CNN architecture which specializes in computer vision recognition
tasks and has been trained on the ImageNet dataset [5]. It takes 224 × 224 RGB images
as input. The “16” in its name refers to the 16 composite layers, which are split into five
convolutional blocks and a single fully connected block, that make up the architecture
(Figure 8).
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Figure 8. VGG architecture diagram [41].

The convolutional layers all make use of 3 × 3 convolution filters, with each convolu-
tional block paired with a max pooling layer. The max pooling layers are applied over a
2 × 2 window with a stride of 2, for down sampling purposes. Note that, in blocks 3 and 4,
VGG-16’s use of 3 × 3 filters resulted in an improvement of performance over AlexNet and
ZF-Net, which used 11 × 11 and 7 × 7 filters, respectively. It is also worth highlighting that
3 × 3 filters are the smallest dimensions that allow a model to learn directional features
(e.g., up, left, centre, etc.).

Convolutional block 5 produces a feature map of shape 7 × 7 × 512, which is flattened
into a feature vector containing bottleneck features. These bottleneck features are then
processed by a block of fully connected layers consisting of two 4096-channel layers and a
single 1000-channel layer (with one channel for each class in the ImageNet dataset). Finally,
a SoftMax activation layer normalizes the classification vector, ensuring that the sum of all
probabilities is equal to zero.

In this sub-section, we describe three models developed via transfer learning: the
first two of which “freezes” the convolutional blocks in order to preserve the original
VGG-16 model weights, which are not updated during training. The original dense layers
are replaced with bespoke dense layers which are more suited to the specific task of
pedestrian classification. The second and third models make use of previously discussed
image augmentation methods, while the first does not. Instead, aforementioned bottleneck
features are provided to the model during training. These features must also be processed
for subsequent classifications on new data.

The third model enables the updating of weights in convolutional blocks 4 and 5.
These weights are initialized as those in the vanilla VGG-16 model. The dense layers are
also replaced with those used in the previously described model.

In all three approaches outlined above, the dense layers are replaced. This is in-line
with the findings of Yosinski et al. [31], described in the literature review: convolutional
layers act as conventional computer vision feature extractors, which can be applied to
a wide scope of tasks. The outputs of the final convolutional block take the form of
‘bottleneck features’ (Figure 9) which are the final activation maps prior, processed by the
fully connected dense layers. The blurriness in Figure 9 can be improved by pre-processing
the image.

78



Electronics 2021, 10, 3159

Figure 9. Visual representation of bottleneck features from the VGG-16 model.

3.5.1. VGG-16 Feature Extractor Model

This section describes the first of three models with the VGG-16 architecture used
in the transfer learning model. In this model, all convolutional layers of the original
architecture have been frozen; their weights will remain the same throughout the training
process, not being updated as in the traditional process of training CNN models. The
dense layers have been replaced: the new dense layers follow the same form as in the
rudimentary models proposed in Section 3.3. Furthermore, no image augmentation has
been applied to the data samples provided during training– this is to compare the results of
image augmentation and will be compared to a subsequent model which does incorporate
image augmentation. Instead, the vanilla VGG-16 model is used to generate bottleneck
features for all training and validation data samples, these bottleneck features are then
flattened for use as inputs for our model.

The hyper parameters used in the training of this model are identical to those used in
the training of the rudimentary models described previously: 30 epochs of 100 iterations
in training, with 50 iterations during validation. The model performance appears to
have significantly improved over the aforementioned rudimentary models (Figure 10):
validation loss, while still indicative of overfitting at the fifth epoch, has been reduced by
approximately 30%. Furthermore, the training and validation accuracies are more closely
correlated (a variation of approximately 2%) which suggests that the transfer learning
model is more capable of generalizing on unseen data, than the rudimentary models.

 

Figure 10. Training summary of the VGG-16 feature extraction model.
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3.5.2. Applying Image Augmentation

In this model, image augmentation is applied to input samples—the process of which
is identical to that in the rudimentary models (Section 3.3). The model has been trained
for 100 epochs of 100 iterations, with 50 iterations for validation steps. Additionally,
the learning rate is reduced (from 1 × 10−4 to 2 × 10−5) in order to avoid rapid and
abrupt changes to weight values during backpropagation which may adversely affect
model performance.

The training of this model spanned 100 epochs of 100 iterations, with a batch size of 32:
the default batch size for Keras. The training summary of this model (Figure 11) is similar
to that of the previous model, suggesting that the application of image augmentation did
not provide significant improvements to model performance in this case.

 

Figure 11. Training summary of the VGG-16 transfer learning model with image augmentation.

3.5.3. Adaptive VGG-16 Model

This section describes the third and final transfer learning model developed during
this project. This model enables the updating of weights in convolutional blocks 4 and 5;
blocks 1–3 remain frozen, preventing the weights of these blocks from being updated
during backpropagation. The learning rate is further reduced from 1 × 10−4 to 1 × 10−5,
again to prevent adverse effects on model performance as a result of intense adjustments
to weight values and avoid the model from getting stuck in local minima. This model has
been trained with the same image augmentation as in previously discussed models.

The training of this model, again, spanned 100 epochs of 100 iterations, with a batch
size of 32. The training summary of this model (Figure 12) illustrates that, while validation
loss appears to have increased from previous models, the validation accuracy has improved
(approx. 98%). This is likely due to the model’s ability to better understand the provided
data though the adjustment of weight values during backpropagation.

80



Electronics 2021, 10, 3159

 

Figure 12. Training summary of the VGG-16 transfer learning model with convolution blocks unfrozen.

3.6. 3D Point Cloud Pre-Processing

In the development of the 3D pre-processing system described in this section, a
number of tools and software were used in this paper to produce results. Most notably:
Python 3.8, NumPy, Pandas, and the NuScenes devkit. Furthermore, Scikit-Learn facilitated
the implementation of our RANSAC regressor and DBSCAN clustering algorithm.

3.6.1. Identification and Removal of Ground Points

LiDAR point cloud data is inherently noisy and can contain large amounts of data
which may not be pertinent to the task at hand. Examples of such points are those which
correspond to the ground on which a vehicle is travelling. While information about the
ground can be useful in the identification of road markings, it does not provide meaningful
information in the context of pedestrian detection (there are specific use-cases, an example
of which being the identification of regions of high pedestrian activity such as crossings,
however). Removing ground points not only removes points which may skew the results of
further operations, it also significantly improves the computational time and effort required
to process the entire dataset.

3.6.2. Data Preparation

A crucial and effective method of removing irrelevant points from the provided point
clouds is to identify and remove points which reside outside of the target camera’s field
of view (FOV). The NuScenes dataset provides images and point cloud information for
each “snapshot” (i.e., frame) within each 20-s scene. The point cloud data retrieved from
the dataset resides in the point sensor frame: in order to determine which points lie within
the camera FOV and which points do not; the point cloud must be transformed from the
point sensor frame to the image frame. Once the driving data have been collected, well-
synchronized keyframes are sampled (image, LIDAR, RADAR) at 2 Hz. These samples
are annotated using expert annotators and multiple validation steps in order to produce
highly accurate annotations. All objects in the nuScenes dataset comes with a semantic
category, as well as a 3D bounding box and attributes for each frame they occur in.

First, the point cloud is rotated and transformed from the point sensor frame to the
vehicle ego frame for the timestamp of the relevant LiDAR sweep. This same process is
subsequently used to transform the data from the vehicle ego frame to the global frame,
from the global frame to the ego vehicle frame, and finally, the ego vehicle frame to the
camera plane.
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Next, a “snapshot” of the LiDAR point cloud is taken. The resulting 2D matrix is
multiplied by the camera intrinsic matrix, and renormalization is applied. Points which lie
outside of the camera FOV can now be removed using logical AND functions. A margin
of 1 pixel is applied for aesthetic purposes, and we ensure that all points are positioned
at least 1 m in front of the sensor in order to exclude points which pertain to the camera
casing. This process returns a 2D mask of points, whose IDs are matched with the original
3D point cloud in order to identify and remove the points which lie outside of the camera
FOV. Figure 13 illustrates the significance of removing points which fall outside of the
camera FOV.

 

Figure 13. RANSAC regression applied to 3D point cloud data.

3.6.3. RANSAC Regression

RANSAC (random sample consensus) is a simple, yet highly effective, method of
handling outliers through trial and error. It separates data into inliers and outliers, which
can be used in further processing techniques. In the context of this paper, a plane on which
the majority of points lie is identified with an that this plane is likely to be the ground
plane, these points can be removed.

In 3D space, RANSAC functions by first selecting three data points at random from
a given point cloud—three points are chosen as this is the minimum number of points
required in order to define a plane in 3D space. These identified points are assumed to be
inliers and, once the plane has been defined, the number of data points which lie on this
plane is tallied. This tally, alongside the points used to define the plane, is stored. This
process is repeated for n number of trials or until a plane, on which x% of points lie, has
been defined.

Here, a residual threshold of 0.4 is used. The algorithm is halted when a plane
is identified which consists of 30% of the total point cloud data, or 50 trials have been
conducted. The result is a mask of inlier points, which correspond to those lie on the ground
plane; these points are removed from the original point cloud data. Figure 13 illustrates the
effectiveness of RANSAC. Yellow points on Figure 13 distinguish the identified ground
points and indicate the RANSAC-identified ground plane.

Note that it would be possible for the algorithm to misidentify objects as ground
points. Consider the case where a vehicle approaches a T-intersection with a large office
building directly ahead; it is likely that the points which make up the office building
far outnumber those which lie on the ground and would subsequently be identified as
‘ground’. This can be alleviated through the definition of an angle threshold, relative to the
vehicle, which must be respected by proposed ground planes (e.g., if a plane is angled at
>5◦ from the vehicle, it is ignored).
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3.6.4. Clustering Objects

DBSCAN is a widely used clustering technique. It makes use of two parameters:
epsilon and minimum points. It works by randomly selecting a point within the dataset
from which a potential cluster can be defined. The epsilon is a distance parameter which
forms a radius around the selected data point; all other points which fall within this radius
are considered “core” points. If the number of core points exceeds the defined number
of minimum points, a cluster is initialized. Once a cluster has been initialized, all points
which lie within the epsilon of the core points are added to the cluster-these are known as
“border” points. Border points are those which are considered to be part of the cluster, but
do not lie within the epsilon of the starting point. These border points then project their
own radius, which gathers further related points and adds them to the cluster-this process
is repeated until no further points are identified. Once a cluster is finalized, and no further
points have been identified in an iteration, a new starting point is randomly selected from
the remaining points which do not belong to an existing cluster, and the entire process is
repeated.

The algorithm developed during this project made use of DBSCAN, with an epsilon
of 0.3 and a minimum point’s value of 2. The results can be seen in Figure 14a. Individual
objects in Figure 14 are distinguished by colour. Each colour indicates a separate DBSCAN-
identified cluster. Those on the left are pedestrians, and the yellow cluster to the right is a
false detection of a traffic light pole. Figure 14b shows the actual image.

 
(a) 

(b) 

Figure 14. (a) Clustered objects defined via DBSCAN clustering. (b) Actual image.
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While the system described here is incapable of classifying pedestrians, it serves as a
foundation from which a system, more accurate than the classification models discussed in
previous sections, can be developed through sensor fusion.

4. Results and Discussion

When summarizing the performance of classification algorithms, a simple metric to
use is classification accuracy, which is the total number of correct predictions divided by
the total predictions. While this allows for a general overview of how well a model might
be performing, it lacks details which can be used to better understand the performance
of a model and diagnose where it might be failing. A confusion matrix allows for a better
understanding of model performance, directly illustrating the ratio of correct and incorrect
predictions for each class. In this section, the use of many confusion matrices—one for each
model produced— are utilized to show the effectiveness of the approach.

4.1. Rudimentary CNN Models

The two rudimentary models that produced reasonably well results, covered in detail
at the start of Section 3, are used as a benchmark to compare the further improved transfer
learning models.

The most basic model achieved a classification accuracy of 96% on the test set, with the
majority of incorrect classifications belonging to the positive sample class (i.e., pedestrians).
Interestingly, an identical model with regularization applied via dropout layers produced
almost identical results: It can be seen that the model with regularization performed
slightly better in predicting negative samples (i.e., no pedestrian present), however it did
misidentify one more positive sample than the most basic model.

It may appear that the addition of dropout resulted in a questionable increase in
performance, referring back to the training summary for each model (Figure 4 for the
most basic model 6 for the dropout model), there is a significant difference in overfitting-
indicated by the disparity between training and validation loss over time. This may be
the result of using the same core dataset to compose the training, validation, and testing
data splits. It would likely prove beneficial to produce a second testing dataset in order to
further investigate the differences between the two models described here.

4.2. Transfer Learning Models

Three transfer learning models were developed and discussed below with results
presented on the test data.

4.2.1. Transfer Learning Feature Extractor Model

Moving on to Transfer Learning-based models, starting with the VGG-16 feature
extraction model. It is seen that this model underperforms compared to the previous two
models (Section 4.1). Referring back to the training summary for this feature extractor
model, the loss during training is significantly lower than the best performing rudimentary
model (Figure 7). This is indicative that the feature extractor model is less overfit than
the rudimentary model—the rudimentary model performs better on the test set, however
it may be the case that the feature extractor model performs better on data derived from
completely new datasets. Furthermore, the fact that convolutional blocks have been frozen
during the training of this feature extractor model should also be taken into account; it was
unable to adapt to the provided dataset.

4.2.2. Transfer Learning Models with Image Augmentation

As discussed in Section 3.3, it is imperative that suitable image augmentation is
applied prior to the training of any classification model. Here, two models which make use
of image augmentation at varying intensity are used.

A model trained using overly intense image augmentation significantly underper-
forms, compared to all other models. Approximately 90% of positive samples (i.e., those
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that contain pedestrians) are misidentified as not containing a pedestrian. The model
trained with suitable image augmentation, shows a substantial improvement in the model’s
ability to identify pedestrians in data samples, slightly outperforming the feature extrac-
tion model.

4.2.3. Transfer Learning Adaptive Model

The adaptive model is the best-performing model described in this paper. It yields
an accuracy of approximately 98% on testing data (100% for negative samples, 96.6% on
positive samples). Of course, this is due to the ‘unfreezing’ of convolutional blocks 4 and 5
during training. The ability of this model to adjust its weights during training enabled it to
better understand the dataset and adapt accordingly.

Table 2 shows the accuracy of each model developed. All models, with the exception
of that which has been trained using flawed image augmentation, perform admirably. The
caveat is that, as shown in the training summaries under Section 3.3 all models appear to
be overfitting to varying degrees. Further, Table 3 presents the confusion matrix compares
the models in terms of additional metrics of precision, recall and F1 score.

Table 2. Classification results on the models proposed.

Model
Percentage Accuracy on

Positive Samples
Percentage Accuracy on

Negative Samples
Percentage Accuracy on

All Samples

Rudimentary
CNN model 92.6 99.2 96

Rudimentary CNN
model with

regularization
99.8 92.4 96.4

TF model with
feature extractor 100 68.2 84.1

TF model with flawed
image augmentation 100 8.2 54.1

TF model with suitable
image augmentation 100 66.4 83.2

Adaptive TF model 100 96.6 98.3

Table 3. Confusion matrix.

Model Precision Recall F1 Score

Positive Negative Positive Negative Positive Negative
Rudimentary
CNN model 0.99 0.93 0.93 0.99 0.96 0.96

Rudimentary CNN
model with

regularization
1 0.93 0.92 1 0.96 0.96

TF model with feature
extractor 1 0.76 0.68 1 0.81 0.86

TF model with flawed
image augmentation 1 0.52 0.08 1 0.15 0.69

TF model with suitable
image augmentation 1 0.75 0.66 1 0.80 0.86

Adaptive TF model 1 0.97 0.97 1 0.98 0.98

The adaptive transfer learning model, the best performing model proposed in this
paper, suffers from minimal overfitting. Furthermore, it appears to perform exceptionally
well on training data. Rudimentary models, while offering acceptable performance in
classification of test data, have not been trained on a dataset as large as those which make
use of transfer learning. Comparing the results in [43] where they used three different
datasets and trained models using transfer learning, the results in this paper are very
similar. The authors achieved an accuracy of 96.71% with 2000 training samples and 99.52%
with 5000 training samples using SVM classifiers on the PRID database. In this paper, an
accuracy of 98.3% on 3000 training samples is achieved.
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As transfer learning models proposed in this paper use the VGG-16 model weights,
they can be considered more reliable; while not trained directly on the ImageNet database,
the inherent knowledge acquired from the VGG-16 model’s training on ImageNet provided
a foundation from which a domain-specific (i.e., pedestrian classification) understanding
can be cultivated.

4.3. Sensor Fusion

In Sections 3.1–3.5, a description how a CNN might be trained for use in a pedestrian
classification system is explained, and in Section 3.6, a process for object clustering on
LiDAR point cloud data can be applied to segment points which represent pedestrians in
the environment surrounding a road vehicle. While CNN methods can provide acceptable
classification results for pedestrian detection, the combination of visual and spatial data
holds the potential to improve the efficiency and effectiveness of a pedestrian detection
system through sensor fusion. There are two categories of sensor fusion: early fusion and
late fusion.

Sensor fusion compiles the outputs of multiple sensors, such as LiDAR, RADAR,
cameras, etc. The goal of sensor fusion is to create a model which leverages the strengths
of each sensor type in the hopes of mitigating their weaknesses. An example of this is the
use of LiDAR point cloud data to identify pedestrians in low-light conditions, in which a
camera would likely underperform. Conversely, consider a situation where a pedestrian is
standing next to a set of traffic lights: a 3D classification system may determine that the
pedestrian and traffic lights make up the same object-a camera would be able to differentiate
between the two.

In early fusion, the raw data produced by sensors is fused together. LiDAR point cloud
data produced by LiDAR sensors can be projected onto 2D images gathered by cameras,
for example. 2D object detection on images can be combined with region of interests (ROIs)
generated through this point cloud projection through ROI matching, which validates
candidate detections proposed by the 2D detection system.

In late fusion, the results of independent detections are fused. LiDAR point clouds are
fed into 3D object detection systems, while images are fed into 2D object detection systems.
A 3D projection can be created from these 2D detections, which are then cross-referenced
with the LiDAR detections via intersection over union (IOU) matching.

5. Conclusions

In this paper, a discussion of the existing work pertaining to pedestrian classification
through machine learning and deep learning techniques for an autonomous vehicle is
presented and a review of convolutional neural networks and how they can be applied in
the scope of pedestrian classification is included.

A number of classification models have been proposed, trained on the CVC-02 dataset.
It was found that the regularization did not lead to significant improvements in accuracy,
however, it did result in a less-overfitting model which is able to better generalize unseen
data. Additionally, the image augmentation must be appropriately applied to training data
prior to the training of a classification model. Failure to do so will produce a model which
significantly underperforms and is unsuitable for use in an autonomous driving system.

The advantage of VGG-16 architecture with a transfer learning model is discussed
and shown to have better performance than the models trained using traditional methods.
Furthermore, it is concluded that allowing convolutional layers to update their weights
during training is beneficial and can lead to exceptional results when compared to models
trained with their convolutional layers frozen.

Additionally, a pre-processing system, whereby LiDAR point cloud data is prepared
for use in a 3D object classification model, making use of RANSAC regression and DBSCAN
clustering, and methods by which visual and spatial data can be combined via sensor fusion
in order to boost the results of a pedestrian classification system, are proposed.
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Abstract: The current design paradigm of car cabin components assumes seats aligned with the
driving direction. All passengers are aligned with the driver that, until recently, was the only element
in charge of controlling the vehicle. The new paradigm of self-driving cars eliminates several of
those requirements, releasing the driver from control duties and creating new opportunities for
entertaining the passengers during the trip. This creates the need for controlling functionalities that
must be closer to each user, namely on the seat. This work proposes the use of low-cost capacitive
touch sensors for controlling car functions, multimedia controls, seat orientation, door windows,
and others. In the current work, we have reached a proof of concept that is functional, as shown for
several cabin functionalities. The proposed concept can be adopted by current car manufacturers
without changing the automobile construction pipeline. It is flexible and can adopt a variety of new
functionalities, mostly software-based, added by the manufacturer, or customized by the end-user.
Moreover, the newly proposed technology uses a smaller number of plastic parts for producing the
component, which implies savings in terms of production cost and energy, while increasing the life
cycle of the component.

Keywords: cabin control functions; touch sensor; touch button; capacitive sensor; injected plastic;
plastic button; embedded lighting; reliability testing; automotive industry; self-driving car

1. Introduction

Recent advances in self-driving cars are expected to translate into a significant number
of new vehicles circulating using this new paradigm in the coming years [1,2]. Many works
state that by 2050 self-driving cars will dominate, which creates new opportunities but also
new challenges [3]. In this context, the human driver will likely be released from functions,
offloading that responsibility to the machine and artificial intelligence algorithms [4,5].
Once relieved from driving duties [6], the driver will benefit from new services inside
the car cabin, including those related to using multimedia and communications such as
games, work meetings, movies, music and Internet browsing, to name a few. Furthermore,
there may no longer exist a clear separation of the passengers the way we have it today
due to the transmission tunnel on the cockpit’s floor. In this context, it is possible that a
brand differentiator may well consist of the interior design of the car cabin, namely the seat
arrangement and orientation, as well as the floor of the car cabin [7,8].

Therefore, the drivers’ seat, as well as the seats of the other passengers no longer need
to be aligned with the moving direction. Moreover, the seats should be able to rotate on
their axis instead of simply sliding back and forth to adjust proper leg positioning as they
do today.

Electronics 2022, 11, 21. https://doi.org/10.3390/electronics11010021 https://www.mdpi.com/journal/electronics89
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To serve this purpose, the passengers no longer will be aligned with the driving
direction, possibly turning to face each other, which creates the need to add control buttons
to operate general functionalities from their seats, as opposed to having these control
buttons on the doors and central panel.

The development of this technology will imply redesigning the seats to incorporate
these controls. Today’s standard for implementing funcional controls in the automotive
industry is to build buttons which are composed of mechanical devices comprised of
several plastic polymer parts [9]. The actual standard presents several disadvantages as
compared to robust alternatives that can provide a functionality within a single plastic part.

Touch-based technologies [10] can pave the way towards the integration of sensors
coupled to a single plastic part attached to the seat. In this case, the touch sensors lying
below the plastic part will be able to sense the interaction of the passenger to control
a certain functionality. This is important as it allows a reduced assembling time and a
larger Mean Time Between Failures (MTBF). Moreover, it allows the same part design
to be incorporated into many models of the brand, since the different funcionalities are
controlled by software.

In this work, we developed the proposed technology and designed a new car seat that
incorporates a viable design for controlling the opening and closing of car side windows
and seat positioning. We were able to develop and test the technology on a real car used in
the market and also on a new seat with an innovative design able to be incorporated in
self-driving cars.

This article presents the following contributions:

• Performance analysis of capacitive touch sensors for the automotive industry;
• Integration of microelectronics to control capacitive sensors with injected polymer

plastic to be coupled to the seat;
• Development and implementation of a testing and reliability assessment system, by au-

tomatically applying and monitoring thousands of touch interactions per
plastic part;

• Design of a futuristic car seat with integrated controls;
• Development, implementation and testing of a functional prototype to control the

opening and closing of car side windows and the position of the car seats.

This work is also part of the ‘Collective Efficiency Strategies’, totally aligned with
the ‘Mobinov—Automobile Cluster Association’, which identified as one of its main goals
“to contribute to making Portugal a reference in research, innovation, design, develop-
ment, manufacture and testing of products and services of the automotive industry” and
“strengthen the competitiveness of a fundamental sector of the economy, promoting an
increase in exportation” [9].

This article is structured as follows. Section 2 describes the materials and methods
used, analyzing in depth the capacitive touch sensor technology selected for the current
context, and validating its use over thousands of cycles of operation. Section 3 addresses
implementation and results. It analyzes the design of the newly developed car seat and
the methods used to integrate injectable plastic with capacitive touch sensors in it. The
discussion and future research directions in Section 4 close the article.

2. Materials and Methods

Distinct sensing technologies such as inductive, infrared, ultrasound, resistive and
capacitive-based ones were analyzed and tested in depth [9], and their characteristics
compared. The decision for the most appropriate technology to use in this context befell
upon capacitive touch sensors depicted in Figure 1a,b. The comparison criteria ranged
from ease of use, reliability, cost, ease of integration and smallest design footprint [11,12].
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(a) (b)

Figure 1. Touch-based technology. (a) General illustration that resembles the use of mobile phones
and (b) technical detail of the touch surface.

2.1. Touch Sensors for Activating Functions in Polymers

Capacitive touch sensing is a low-cost and low-complexity technology [13] ubiquitous
in today’s devices. Thus, in a way, there is already a precedent on how people expect these
interfaces to work and how to interact with them [14]. Several capacitive sensors (four
examples are depicted in Figure 2) were tested with plastic samples of varying thickness and
composition as exhaustively described in Subsection 3.1 of [9]. The sensors experimented
offered two different designs and two different channel counts. The experimental results
were successful to the extent where the touch detection rate nearly reached 100% for every
sensor tested, as presented in Table 1.

After validating the technology and method, in order to reduce the cost and the
design footprint, it was decided to conceive the sensors directly on the Printed Circuit
Board (PCB) (see Figure 3). The way these capacitive sensors work is based on a method
known as self-capacitance [15], where each sensor is read using a single input of the system.
Self-capacitance touch sensors use a single sensor electrode to measure the apparent
capacitance between the electrode and the ground of the touch sensor. This method offers
good immunity to noise induced from neighbouring sensors and circuitry.

To build a proof-of-concept design using this sensor, a microcontroller is required for
reading sensing data and acting accordingly. A microcontroller consists of an embedded
processor with auxiliary peripherals, I/O and electronics to interface with external sensors
and other hardware. The microcontroller necessary for this prototype should ease the job of
integrating all the technology by having peripherals to interact with capacitive sensors and
potentially interact with an automobile’s Electronic Control Unit (ECU) [16], as depicted in
Figure 4.

(a) (b) (c) (d)

Figure 2. The figure depicts the capacitive sensors tested for the current design from (a–d). The
electrical properties and datasheets for each sensor can be found in Table 1. The effectiveness tests
performed these sensors are described in Table 2.

Table 1. Electrical characteristics of the tested sensors in Figure 2.

Sensor # Int. Circuit Pad Type Datasheet

Sensor 1 TTP223-B Circular 1 Channel https://datasheet.lcsc.com/szlcsc/TTP223-BA6_C80757.pdf (accessed on July 13 2020)
Sensor 2 TTP223N-B Squared 1 Channel https://datasheet.lcsc.com/szlcsc/TTP223-BA6_C80757.pdf (accessed on 13 July 2020)
Sensor 3 TTP224 Squared 4 Channels https://download.mikroe.com/documents/datasheets/ttp224.pdf (accessed on 13 July 2020)
Sensor 4 0401-8224 Circular 4 Channels Clone TTP224
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Table 2. Effectiveness tests for sensors 1–4 depicted in Figure 2.

Sensor Polymer Description
Thickness

(mm)
Test

Number
Hits Effectiveness Assessment

Sensor 1 PC ABS Taroblend 66 2.5 30 30 100.00% Approved
Sensor 1 PA6GF30 Ultramid B3E2G6 2.5 30 30 100.00% Approved
Sensor 1 PPTD20 Hostacom TRC 352N 2.5 30 29 96.67% Approved
Sensor 1 PP Sabic PHC3181 2.5 30 29 96.67% Approved
Sensor 1 PA6 Badamid B70S Natur 2.5 30 29 96.67% Approved

Sensor 2 PC ABS Taroblend 66 2.5 30 30 100.00% Approved
Sensor 2 PA6GF30 Ultramid B3E2G6 2.5 30 30 100.00% Approved
Sensor 2 PPTD20 Hostacom TRC 352N 2.5 30 30 100.00% Approved
Sensor 2 PP Sabic PHC3181 2.5 30 30 100.00% Approved
Sensor 2 PA6 Badamid B70S Natur 2.5 30 29 96.67% Approved

Sensor 3 PC ABS Taroblend 66 1.8 30 29 96.67% Approved
Sensor 3 PA6GF30 Ultramid B3E2G6 1.8 30 30 100.00% Approved
Sensor 3 PPTD20 Hostacom TRC 352N 1.8 30 29 96.67% Approved
Sensor 3 PP Sabic PHC3181 1.8 30 30 100.00% Approved
Sensor 3 PA6 Badamid B70S Natur 1.8 30 30 100.00% Approved

Sensor 4 PC ABS Taroblend 66 1.8 30 30 100.00% Approved
Sensor 4 PA6GF30 Ultramid B3E2G6 1.8 30 30 100.00% Approved
Sensor 4 PPTD20 Hostacom TRC 352N 1.8 30 30 100.00% Approved
Sensor 4 PP Sabic PHC3181 1.8 30 29 96.67% Approved
Sensor 4 PA6 Badamid B70S Natur 1.8 30 30 100.00% Approved

(a)

(b) (c)

Figure 3. First prototype of a touch sensor with self capacitance technology. The resulting touch
sensor design is shown in (a). The bottom PCB is shown in (b). The PCB assembled on a plastic part
is depicted in (c).

With these criteria in mind, the ATSAMC21J18A microcontroller from Microchip
was adopted. It features a 32-bit processor architecture, a processor speed of 48 MHz,
32 KB of RAM, 264 KB of non-volatile (Flash) storage memory and 52 general-purpose
input/output (GPIO) pins. It also features two important peripherals needed to ease the
integration: a Peripheral Touch Controller (PTC) and a Controller Area Network (CAN) [17].
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The PTC peripheral makes the process of sampling and validating the capacitive touch
sensors more reliable and robust as all of these steps are performed automatically and
periodically by the hardware itself. The CAN peripheral [18] was planned as a viable means
of integrating this prototype with the automobile’s ECU since it implements a standard
bus of communications used by the automobile industry. The microcontroller development
board and the developed prototype are depicted in Figures 4 and 5, respectively.

Figure 4. PCB and plastic part connected to the sensors and the ATSAMC21J18A microcontroller
development board.

Figure 5. PCB with sensors based on a mutual-capacitance design assembled on a plastic part.

After prototyping this first version and validating the integration method, further
design changes were implemented in order to reduce cost and footprint even more. Where
previously there was a need to match the amount of GPIOs of the microcontroller to
the number of sensors employed using the “Self-Capacitance” [15] design previously
explained how we further reduced the number of GPIOs needed using a design called
“Mutual-Capacitance” [19]. By using this alternative approach, if sensors are arranged with
the electrical connections in a matrix-like array, it would only require M × N GPIOs on the
microcontroller, M being the number of rows and N being the number of columns.

Compared against the previous version of the prototype, where 19 GPIOs were
needed in order to read the 19 sensors using the “Self-Capacitance” design, in this case only
10 GPIOs are required using a configuration of 3 rows and 7 columns. This design improve-
ment allowed for a greater reduction in cost by making it viable to select a cheaper but
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powerful microcontroller at the cost of a slightly more complex PCB design (with negligible
effect in final cost). The microcontroller chosen was the ATTINY3217 [20], which allows a
saving of nearly 71% of the cost when compared to the previously chosen microcontroller.

2.2. Touch Surface Backlighting

Another challenge tackled is the need for adequate backlighting on the touch surface.
Backlighting can be used to appropriately guide the user to the touch control, to illuminate
pictograms depicting the control function, or both functions.

Integrating backlighting poses a technical challenge as the light needs to be concentric
with the touch sensor but cannot interfere with the touch sensing, neither by constraining
the surface area for the sensor employment nor by inducing noise on the sensor line. The
employed method consisted of drilling a hole in the middle of the sensor that is large
enough to allow proper dispersion of the light on the control pictograms. The LEDs were
assembled on the underside of the PCB, but shining upwards as suggested in Figure 6.

Figure 6. Illustration on how to couple a LED back light to a capacitive touch sensor. The hole where
the LED scatters light has a diameter equal to 3 mm.

This approach allows the LED not to interfere electrically with the sensor while
properly illuminating the control surface.

After carefully iterating over several drilling diameters, a proper dispersion was
achieved using 3 mm, as depicted in Figure 7 and this development was employed in
the final prototype. The backlighting effect is illustrated in the intermediate prototype
developed shown in Figure 8.

Figure 7. PCB with LEDs shining from behind the sensors and the measuring of the light’s hotspot
and dispersion diameters.

94



Electronics 2022, 11, 21

Figure 8. Prototype with backlight testing of two different LED colors.

2.3. Validation and Reliability

The testing of such a piece of hardware can be performed manually or automated
with machinery. Testing manually is a time-intensive task and—albeit closer to the real
usage of the equipment—requires at least one person to perform the tests by hand and keep
track of the success and failure rates. Furthermore there is no way to ensure that the tester
performs every test in the same way, with the same motions and adequate finger pressure.
Automating the testing by using machinery allows faster tests and a greater degree of
accuracy in the motions required. In addition, performing tests faster allows for a greater
number of test samples to be acquired in the same time-frame, thus making the whole
validation more reliable. Therefore, whenever possible, tests should be automated. An
adequate machine for performing this task is a 3-axis Computer Numerical Control (CNC)
system [21]. These machines have 3 axis of independent movement and are ubiquitous in
several industries (e.g., ranging from 3D printers to assembly lines). They work by having
a coupled computer following a precise script telling the machine the movements that
have to be done. The adopted setup uses an industrial 3-axis CNC machine [21] with a
capacitive “finger” probe (please see Figure 9c) attached in the gripper part as depicted in
Figure 9d.

In order to automate the testing procedure we made use of available digital input lines
on the CNC controller board in order to allow the CNC to be told by the tested equipment
if a given probe touch was detected. All of this was orchestrated using a G-Code script
which is the standard scripting language to program a CNC machine to perform a set of
movements. The source code and flowchart developed are illustrated in the next page and
in Figure 10.

The algorithm employed in our G-Code script can be summarized in a few simple steps:

1. Move the probe to the initial position (2 cm above the sensor);
2. Move the probe down 2 cm (touching the sensor);
3. Wait for a digital signal on the CNC controller’s input, warning that a touch was detected;
4. If the signal comes within 5 s, register this iteration as a success; otherwise, mark as

a failure;
5. Move the probe up 2 cm (no longer touching the sensor);
6. Repeat the process from 2.
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(a) (b)

(c) (d)

Figure 9. The figure depicts the testing environment specifically designed and developed from
scratch to validate the touch-based prototype. In (a) the structure of the CNC is shown. (b) Depicts
the CNC controller board with digital inputs. (c) Illustrates the the “finger” probes that emulate a
human touch. The gripper in (d) was custom-designed and printed using 3D printing technology to
allow attachment the probe to the moving part of the CNC strucutre.

Figure 10. Flowchart of the CNC test script. The G-Code source code is illustrated next.
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#<loop_count> = 0

#<timeout> = 0

#<timeout_limit> = 50 ;tenths of second

#<successes> = 0

#<misses> = 0

#<t_start> = datetime[]

(logopen,Teste_Touch_Tranca.log)

G00 X338 Y188 Z-430

o100 repeat [10000] ;repeat ten thousand times

#<s> = [datetime[] - #<t_start>]

(print,#<s>, Iteration #<loop_count,0>, Successes: #<successes,0>, Misses: #<misses,0>)

(log,#<s>, Iteration #<loop_count,0>, Successes: #<successes,0>, Misses: #<misses,0>)

G00 Z-430 ;move to start position

o200 while [[#<timeout> LE #<timeout_limit>] AND [#<_hw_input> EQ 1]] ;wait for previous touch release

G04 P0.1

#<timeout> = [#<timeout> + 1]

o200 endwhile

o300 if [#<timeout> EQ #<timeout_limit>]

(print,Touch release timeout)

(log,Touch release timeout)

o300 endif

#<timeout> = 0

G00 Z-440 ;move to touch position

o400 while [[#<timeout> LE #<timeout_limit>] AND [#<_hw_input> EQ 0]] ;wait for touch signal or

timeout

G04 P0.1

#<timeout> = [#<timeout> + 1]

o400 endwhile

o500 if [[#<timeout> LE #<timeout_limit>] AND [#<_hw_input> EQ 1]] ;check if we reached a timeout

#<timeout> = [#<timeout> / 10]

(print,Touch signal received after #<timeout,1>s)

(log,Touch signal received after #<timeout,1>s)

#<successes> = [#<successes> + 1] ;increment touch success counter

o500 else

(print,Touch signal timeout)

(log,Touch signal timeout)

#<misses> = [#<misses> + 1] ;increment touch miss counter

o500 endif

#<timeout> = 0

#<loop_count> = [#<loop_count> + 1] ;increment iteration counter

o100 endrepeat

#<t_duration> = [datetime[] - #<t_start>]

G00 Z-420

(print,Took #<t_duration> seconds doing #<loop_count,0> iterations)

(print,#<successes,0> touches detected and #<misses,0> touches missed)

(log,Took #<t_duration> seconds doing #<loop_count,0> iterations)

(log,#<successes,0> touches detected and #<misses,0> touches missed)

(logclose)

The complete definition of the testing methodology allowed each one of the 19 slider
and on-off sensors on the PCB to be tested and validated in the CNC structure developed,
illustrated in Figure 11. Each test was comprised of 10,000 iterations, running from 2 to 3 h.
This allowed testing of all the sensors within a week’s time.

All tests reported more than 99% reliability, the worst performing sensor achieving
99.45% reliability (see Figure 12 and Table 3) and the best performing one achieving 100%
(please refer to Figure 13 and Table 4).
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(a) (b)

Figure 11. (a) Testing of a slider-type sensor. (b) Testing an on–off sensor.

Figure 12. Sensor presenting the worst performance after 10,000 iterations.

Table 3. Statistical data regarding the worst-performing sensor.

Statistical Data

Number of tests 10,000
Test duration (s) 10,842
Average response time (s) 0.138
Failure count 55
Failure rate 0.55%
Failure distribution, Q1 1
Failure distribution, Q2 1
Failure distribution, Q3 21
Failure distribution, Q4 22
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Figure 13. Sensor presenting the best performance after 10,000 iterations.

Figure 12 is a good example of a phenomenon observed where errors tend to show up
later during the tests. This might be explained taking into consideration that the integration
system calibrates the capacitive sensor baseline over time and, because each one of the
10,000 iterations is performed as quickly as possible (1.1 s for the worst case scenario) the
integration system might not have enough time to reliably calibrate back to where the
baseline was before, resulting in this accumulated error over time. In a real usage scenario
no touch sensor or any other button is used thousands of times during a single trip and not
as frequently as in these tests. Considering the strict test conditions, these sensors were
also submitted, and considering that the tests show reliability values above 99%, it can be
concluded that they are appropriate and reliable.

Another interesting aspect is that the worst performing sensors are positioned within
the PCB layout near noise sources such as the power supply circuitry and communication
data lines. Therefore, future designs should take care in properly isolating the sensor lines
from such circuitry either by properly employing ground planes, by changing the routing
of the data and sensor lines or by simply changing the layout of the components. Sensors
positioned far from these noise sources have close to no errors as shown in the sensors
portrayed in Figures 13–15 and the corresponding Tables 4–6.

Table 4. Statistical data regarding the best performing sensor.

Statistical Data

Number of tests 10,000
Test duration (s) 6909
Average response time (s) 0.18
Failure count 0
Failure rate 0%
Failure distribution, Q1 0
Failure distribution, Q2 0
Failure distribution, Q3 0
Failure distribution, Q4 0
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Table 5. Statistical data regarding the sensor in Figure 14.

Statistical Data

Number of tests 10,000

Test duration (s) 6820
Average response time (s) 0.172
Failure count 3
Failure rate 0.03%
Failure distribution, Q1 0
Failure distribution, Q2 0
Failure distribution, Q3 2
Failure distribution, Q4 1

Figure 14. Sensor presenting a typical performance after 10,000 iterations.

Figure 15. Sensor presenting another typical performance after 10,000 iterations.
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Table 6. Statistical data regarding the sensor in Figure 15.

Statistical Data

Number of tests 10,000
Test duration (s) 10,625
Average response time (s) 0.139
Failure count 7
Failure rate 0.07%
Failure distribution, Q1 1
Failure distribution, Q2 1
Failure distribution, Q3 3
Failure distribution, Q4 2

Finally, one aspect of the technology that deserves consideration is what happens if a
sensor becomes out of control. For this, we can assume two possible cases: (1) the sensor
starts sending undesired control commands or (2) the sensor freezes and stops working.
For both cases there are approaches that must necessarily be foreseen. First, if there is
a malfunction of the sensing mechanism, then it may need repair assistance as happens
with current systems and cars. However, if the system systematically (or sporadically)
assumes an erratic behavior after a certain number of utilizations, then a solution that
incorporates a periodic reset of the electrical reference values of the touch system can easily
be implemented. For any case, it must be noted that in the thousands of tests conducted
through the CNC-based testing system developed, we never experienced a situation where
the sensor became out of control. The tests we are currently implementing consist of the
utilization of a CNC specifically developed for testing the developed system thousands of
times and assessing its response capability and robustness. The manuscript describes these
tests, which indicate from 0 (zero) to a maximum of 55 failures detected per 10,000 touches
performed, which means the system is robust and reliable (less than 0.55% of failures
detected in the worst case scenario, and (0) zero in the best one). Moreover, the newly
proposed touch-based system will require less maintenance and become more robust to
the presence of water and humidity (e.g., resulting from rain, coming from an open door
window) inside the car cabin and near the control buttons, a problem that has been known
and described by manufacturers for decades.

2.4. Comparing New and Current Paradigms

The integration tests were developed on a mass-produced automobile (please see
Section 4 of [9]). The original vehicle’s button responsible for controlling the doors’ win-
dows and side mirrors is comprised of 26 discreet components. Amongst these compo-
nents there are those made of plastic, rubber, metal and PCBs with circuitry as shown in
Figure 16. Each one of these components has its own production and/or assembly line
which, all together, contribute to a complex sourcing and assembly process that produces a
part with many moving components. Moreover, each component fabrication process needs
to comply with physical tolerances that may lead to faults. Furthermore, hand assembly
is often required and, thus, it is not an error-free process. All this contributes to a part
that may often result in waste during fabrication and, having a reduced quality standard
due to the tolerances may lead to short MTBF, which produces high maintenance and
replacement costs.

The developed prototype has no moving parts as it is made up of a polymer plastic
cover and two PCBs. Both the polymer plastic component and the PCBs with their respec-
tive circuitry have a fully automated and mature fabrication process that does not require
human intervention. Thus, there is little room for tolerance error propagation along the
process. This results in larger MTBF which, in turn, represents lower maintenance and
replacement costs.
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(a) (b)

Figure 16. Example of the number of components and complexity of (a) side mirror’s and
(b) windows’ control buttons

Of particular interest is the fact that this part is fully programmable and can commu-
nicate with the automobile using industry standard protocols. Therefore, it is suitable to
be mass-produced and adapted to several automobiles or even different applications, or
environments such as aircraft seats, working space seats, etc.

3. Implementation and Results

The first prototype was developed to run a proof of concept with a mass-produced
automobile from 2018 [9]. However, the monitor-supported prototype seat (depicted in
Figure 17b) was also built to house the SPaC part so that it could be presented to customers
and disseminate the new technology. This seat was conceived, developed and built by the
company AlmaDesign [22].

In Figure 17a we can see the prototype seat with the integrated SPaC part. The
location of the SPaC part in an autonomous vehicle environment of the future will allow
the passenger to access different commands for controlling functions regardless of the
position of the seat inside the vehicle. In the current case study, these functions are:
positioning of the seat, opening and closing of the windows, and control of the rear-view
mirrors. In case it becomes necessary to change/add functions, the developed technology
has flexibility to allow further development and scaled integration.

This implementation led to the development of a touch system with two PCBs intercon-
nected by a flat-cable, as the curved geometry of the plastic part dictated by the aesthetics
conceived by the design team did not allow the electronic system to be implemented using
only a single PCB. This is depicted in more detail in Figure 5. There is a possibility of using
a flexible PCB, which would allow the PCB to adapt to complex contours of the control
surface. However, this would raise costs significantly and consequently this possibility
was discarded.

Figure 17a,b illustrates the seat developed under the context of this change of paradigm
that are capable of integrating futuristic vehicles’ requisites. The new touch-based tech-
nology developed adapts to the design of novel seats that integrate functionalities of the
car cabin. In fact, as self-driving cars assume more relevance in a global context, it is
expected that the passengers no longer have to travel aligned with the driving direction.
This implies that they may not be able to reach all parts of the cabin in order to control
some functionalities.
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(a) (b)

Figure 17. (a) Button-controlled seating prototype developed for controlling car cabin functionalities.
(b) Demo screen developed for emulating the car’s windows and seat positioning functionalities.

Therefore, the current buttons were designed for the seat to incorporate the car
functionalities. They can also be applied in other parts of the vehicle. Moreover, the
incorporated functionalities can control the seat positioning and movement, as well as the
window closest to that passenger. Figure 18a,b details the controls of window opening
and rear mirror positioning. Rear seats, which in many cases may not move, can include
advanced multimedia controls that are tipically accessible only by front-seat users.

Another aspect to consider is that unknown (at this point) functionalities may have to
be included in the near future to control novel features of self-driving vehicles, which do
not exist in current automobiles. The proposed technology makes room for a variety of
human–machine interfaces, including the use of other types of sensors, wgucg have never
been tried before on a single vehicle. These should allow the passengers of self-driving
vehicles to better enjoy the travelling experience towards the destination.

(a) (b)

Figure 18. (a) Front and (b) lateral details of the developed car seats for controlling functionalities
inside the cabin.
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Since the prototype seat was developed with aesthetic concerns in mind, a demo screen
was developed to emulate the operation of the previously described car functionalities
(shown in Figure 17b). This allows the seat to be demonstrated at conferences, fairs or to
any other interested parties while proving the touch-based control concept for the car seat.
The demo screen shows animations depicting some functionalities idealized for the seat
control panel. The functionalities are: seat rotation (as illustrated in Figure 19) seat height
adjustment, seat front and back sliding, seat reclination, and front and back door windows
opening and closing.

Figure 19. Driver’s seat rotation animation as shown on the demo screen.

4. Discussion

The current paradigm of car seats aligned with the driving direction is about to
change [23]. This may imply that passengers no longer have access to the usual controls on
the front panel or in doors inside the car cabin [24], thus creating the need to incorporate
new control functionalities near the seats’ surfaces.

4.1. Conclusions of This Study

In this paper we address this change of paradigm in the sense that we propose new
low-cost and easy to implement touch-based models for controlling car cabin functionalities.
The sensors are based on self capacitance technology coupled to a low-cost microcontroller
that connects to the automobile’s ECU [16]. To this end, we have developed the necessary
electronics and performed thousands of tests on real plastic injected components, to assess
reliability and robustness. We have been able to verify that, for the thousands of tests
performed to each touch-based sensor, the maximum failure rate achieved was below 0.55%
for a behaviour that is far more demanding than real-life utilization on a vehicle. On a
conventional utilization, no sensor is consecutively used thousands of times without a reset.
This is even more significant as these can be integrated with car seats in order to allow
the passenger control over functionalities that otherwise would be no longer accessible
when the seat changes position, a possibility that may become a reality when the passenger
becomes free from driving duties.

The main contributions of this paper can be summarized below:

• Innovative touch-based technology for controlling functionalities inside the car cabin;
• Thousands of cycles automatic reliability test and validation of touch-based sensors;
• Novel and appealing design of the cabin of self-driving cars;
• Moving control buttons and features to other parts of the cabin instead of the doors

and central panel;
• More natural and intuitive human-machine interaction similar to the one used in

mobile phones;
• Scalable and flexible addition of new functionalities via software technology;
• Retro-compatible technology;
• Supported by versatile communication protocols;
• The same low-cost solution can be incorporated into cars of distinct segments.
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4.2. Future Research Directions

There is an active discussion [25] about the attention that touch-based technology
requires from the driver and passengers. It is not clear if the feedback obtained by pressing
a touch sensor is enough to create the sense of action completed by the user.

As future research directions there is an ample debate that haptic feedback [26] may
have to be incorporated in touch-based control [27]. The haptic effect caused by the pressure
of a mechanical button needs to be emulated for the new vehicle’s control interfaces to act
more naturally and give the user the perception that the action has been launched.

Another aspect that is indirect implications to this paper regards the ongoing evolution
of deep neural networks and the challenges still to be faced [28] before self-driving cars can
be massively adopted. In particular, several aspects of autonomous vehicles still have to
undergo strict assessment concerning functional safety [29]. Furthermore, the use of deep
learning for predicting decisions [30] based on data captured from cameras [31] and their
association to other metrics such as positioning, velocity of the car, traffic or the presence
of pedestrians near by, will have to be validated for many more thousands of kilometers
to come.
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Abbreviations

The following abbreviations are used in this manuscript:

SPaC Smart Plastic Cover
LCD Liquid-Crystal Display
ADC Analog-to-Digital Converter
DAC Digital-to-Analog Converter
CAN Controller Area Network
LIN Local Interconnect Network
PCB Printed Circuit Board
ECU Engine Control Unit
MTBF Mean Time Between Failures
OEM Original Equipment Manufacturer
MDPI Multidisciplinary Digital Publishing Institute
FEDER Fundo Europeu de Desenvolvimento Regional (Portugal)
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Abstract: With the current technological transformation in the automotive industry, autonomous
vehicles are getting closer to the Society of Automative Engineers (SAE) automation level 5. This level
corresponds to the full vehicle automation, where the driving system autonomously monitors and
navigates the environment. With SAE-level 5, the concept of a Shared Autonomous Vehicle (SAV) will
soon become a reality and mainstream. The main purpose of an SAV is to allow unrelated passengers
to share an autonomous vehicle without a driver/moderator inside the shared space. However, to
ensure their safety and well-being until they reach their final destination, active monitoring of all
passengers is required. In this context, this article presents a microphone-based sensor system that is
able to localize sound events inside an SAV. The solution is composed of a Micro-Electro-Mechanical
System (MEMS) microphone array with a circular geometry connected to an embedded processing
platform that resorts to Field-Programmable Gate Array (FPGA) technology to successfully process
in the hardware the sound localization algorithms.

Keywords: Shared Autonomous Vehicle (SAV); Field-Programmable Gate Array (FPGA); microphone
array; sound source localization

1. Introduction

In the near future, autonomous vehicles will be sufficiently reliable, affordable, and
widespread on our public roads, replacing many current human driving tasks [1]. The
emergence of different autonomous applications will not only require accurate perception
systems [2], but also vehicles with high-performance processing capabilities with the ability
to communicate with cloud services and other vehicles, requiring low communications
response time and high network bandwidth [3]. One of the applications of autonomous
vehicles will be for shared mobility. This concept, which includes car-sharing or rent-by-the-
hour vehicles where passengers can partially or totally share the same trip, tend to become
a common practice in modern societies [1]. At the same time, the technological advances in
the automotive industry have highly contributed to the future of autonomous vehicles in a
sustainable urban mobility scenario [4,5]. The merging between autonomous driving and
shared mobility trends resulted in the emergence of the concept of Shared Autonomous
Vehicle (SAV) [1,6], which enables unrelated passengers to share the same vehicle during
their trips. The adoption of SAV will completely change the current paradigm of shared
rides and it will surely contribute to more sustainable and affordable passenger mobility in
urban areas [7].

In current ride-share or taxi services, despite the driver moderating the activities
inside the common space, some companies, such as Uber, Lyft, and Didi, have reported
several safety problems between passengers and drivers [8]. There have been records of
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harassment, assault and robbing passengers, and unfortunately no strict measures could be
taken since the company cannot have full control over the passengers, drivers, vehicles or
rides. In the context of an SAV, and since the vehicle will not require the driver’s control,
these problems can become worse since the absence of a moderator can leave the vehicle
vulnerable to misuse and inappropriate behavior between passengers, causing several
consequences both for the occupants and the car.

The safety of all occupants being a major concern, it is crucial to develop solutions to
ensure a normal ride during shared trips. Current trends aim at equipping an SAV with
sensor-based monitoring solutions to analyze and identify several situations inside the
vehicle’s shared space, for example, driver’s and passenger’s behavior, violence between
occupants, vandalism, assaults, and so forth, to trigger safety measures. Only by ensuring
the effectiveness of these triggers will passengers trust SAV solutions, which is essential to
bring forward their mass acceptance and adoption [7,9,10]. Current solutions that monitor
the activity inside the vehicle are mostly video-based systems [11–13]. In other fields,
these video-based solutions tend to be very useful as they can look through facial or object
movements to find possible sound sources in the environment [14–17]. However, video-
only solutions are not able to capture all the surroundings as they have a limited field
of view, making the classification and detection of all human actions inside the vehicle
difficult. Thus, it is almost mandatory to collect audio events inside the shared space [18].

Outside the automotive context, current audio-only sensor systems use microphone
arrays to localize different sound sources in a wide range of applications, for example, robot
and human–robot interactions [19,20], drones direction calculation [21], audio recording for
multi-channel reproduction [22], and multi-speaker voice and speech recognition [23]. In
such solutions, the accuracy and detection performance is affected by the array geometry,
where linear arrays are only able to localize sound sources in a 2D range [24], and circu-
lar [19,22,25], spherical [20,26], or other geometries [27,28] allow the system to localize in a
3D space. Besides the geometry, the number of microphones also affects the localization
accuracy [27]. Other hybrid approaches combine microphone arrays with video cameras
combined with facial recognition techniques to localize and detect audio sources, which
can be used to monitor the SAV [29,30]. However, they sometimes require complex sensor
fusion systems with high processing capabilities.

In a microphone array solution, the estimation of the Direction of Arrival (DoA) is
a well-known research topic. This mechanism can be applied to either a simple scenario
where only one sound source is present or to a complex setup with several sound sources
to be processed simultaneously. Several solutions allow the estimation of DoA for narrow-
band signals including high-resolution subspace algorithms like MVDR [31], MUSIC [32],
and ESPRIT [33]. Meanwhile, new research has suggested new directions in this field of
study [34–36]. Recently, different solutions that allow obtaining these results both in digital
signal processing-based systems [37–39] and in machine learning-based approaches [40,41]
have been proposed. Although these proposals are highly accurate, their application is
not always feasible in a real-time scenario. This is mainly due to the computational com-
plexity of these approaches being very high, essentially in implementing sound separation
mechanisms [42,43].

With the challenge of creating an audio-only sensor system to localize and identify
speakers without requiring a video-based solution, this work presents an embedded, cost-
effective, low-power, and real-time microphone array solution for speaker localization and
identification that can be used inside an SAV. To accelerate the processing tasks, the sensor
system resorts to Field-Programmable Gate Array (FPGA) technology to deploy dedicated
processing modules in hardware to interface, acquire, and compute data from different
microphones [44–49]. Moreover, the processing system provides a Robot Operating System
(ROS) interface to make data available to other high-level applications (for the identification
and classification of audio events) or to other sensor fusion systems. Finally, and since the
system deals with sensitive data, we have deployed the processing systems over a static
partitioning hypervisor to guarantee data security and prevent unwanted access of private
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information. This work was developed in partnership with Bosch Car Multimedia Portugal,
S.A., and contributes to the state-of-the-art with:

(1) a microphone array system to monitor sound events inside an SAV, which can be
easily integrated with other sensor fusion strategies for automotive;

(2) a hardware-based system with data acquisition and format conversion, i.e., Pulse
Density Modulated (PDM) to Pulse Code Modulated (PCM) to interface the micro-
phone array;

(3) hardware-accelerated algorithms to localize different sound sources that can achieve
good accuracy and performance metrics with real-time response.

The remainder of this paper is organized as follows: Section 2 describes the sensor
system architecture; Sections 3 and 4 detail, respectively, the design and implementation
steps to develop the sensor system (these sections are further divided in the microphone
array and the processing platform); Section 5 presents the system evaluation, while Section 6
concludes this paper with a summary of our findings; Finally, Section 7 discusses some
open issues regarding this research topic, pointing out some future work directions.

2. Sensor System Architecture

The sensor system’s architecture with all modules and their respective interactions is
depicted in Figure 1. It is mainly divided into three main blocks:

(1) the microphone array;
(2) the processing platform; and
(3) the ROS environment.

Figure 1. Sensor system architecture.

Microphone Array
The microphone array includes seven microphones in a Uniform Circular Array (UCA)

geometry. The output of each microphone is a PDM signal containing the necessary infor-
mation to localize and separate the sound sources. The microphone’s board is connected
to the processing platform through an FPGA Mezzanine Card (FMC) interface, which is
used to power the board, obtain data from the microphones, and provide the clock signal
to generate the data output.
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Processing platform
The processing platform is responsible for acquiring and processing, in real-time, the

data retrieved from the microphone array module. It consists of the Xilinx Zynq UltraScale+,
which includes a MultiProcessor System on a Chip (MPSoC) with Programmable Logic
(PL) FPGA technology. This allows the acceleration in hardware of the microphone array
interface and the source localization algorithms. On the PL side, the PDM-to-PCM module
is responsible for converting the audio signal from the PDM to PCM format and for
applying filtering steps to prevent signal aliasing and spatial-aliasing [50]. The conversion
from PDM to PCM is required by the sound processing algorithm in the next hardware
block. This step is performed in the Signal Processing module, where a set of calculations
and bit operations in the FPGA are executed to estimate the DoA of the sound sources.
The processed data, which contain the estimated DoA and the acquired signal, are sent to
the Processing System (PS) through the Advanced eXtensible Interface (AXI) protocol in
the Advanced Microcontroller Bus Architecture (AMBA) bus. On the PS side, the data are
collected through a standard device driver supported by a virtualized embedded Linux
Operating System (OS).

ROS Environment/Interfaces
On top of the embedded Linux, we run the ROS environment to provide the processing

data (audio source data and localization) to higher-level applications that perform the
identification and classification of the audio events inside the vehicle.

Figure 2 depicts the ROS architecture of the microphone array for sound identifica-
tion and localization. Upon the arrival of new audio data, the MicArray Node reads and
processes the output from the localization algorithm in the PL, that is, the DoA and the
source audio sample in the WAV format, and publishes it to multiple topics according to the
audio source (one topic for each source). Finally, each audio source topic is subscribed to by
the Identification and Characterization Node, which applies the classification and identi-
fication algorithms and forwards data to higher-level applications for further processing.
Moreover, the system provides a collection of services, which act as an interface to exe-
cute several actions, for example, performing hardware initialization, change parameters,
configure the microphone array, and so forth.

Figure 2. ROS architecture/interface between the sound source localization and separation system
and the characterization algorithm.

3. Microphone Array System

To develop the sensor system, and to comply with the project’s requirements, the
microphone array must provide specific features such as: (1) have an UCA geometry with
a maximum diameter of 10 cm; (2) use up to seven low-power MEMS microphones; and
(3) include an FMC interface. In contrast to linear arrays, a UCA geometry allows the
use of sound source localization in a 3D space, and the FMC interface allows the Printed
Circuit Board (PCB) to be plugged into other platforms that support this connector. All
microphones are spaced five centimeters apart, providing a UCA with six microphones
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placed around the circumference (60◦ between microphones). Additionally, one microphone
is placed in the center to be used as reference during the computation of the algorithms.
The PCB layout also has six LEDs, placed around the array and parallel to the microphones,
to indicate the calculated localization of the detected sound source. The FMC connector,
placed at the bottom side, allows us to make the direct connection between the processing
platform and the microphones and LEDs.

Figure 3 shows the PCB layout developed for the microphone array. For testing
different microphone devices, this board supports three kinds of omnidirectional and low-
power MEMS microphones: INMP621 and ICS-51360 (from TDK InvenSense) [51,52], and
SPK0641HT4H-1 (from Knowles) [53]. Among other features, they all provide low-power
modes, data output in PDM format, and they all work with a clock signal around 2.4 MHz.
These features allow the utilization of the same controller for any board configuration.
However, and to simplify the sound source localization process, on each PCB prototype
only one type of microphone in the array can be used. Due to this geometry, the maximum
frequency that the system can handle is 3430 Hz, which is the spatial aliasing frequency,
fSpatialAliasing, as shown in Equation (1), defined by [50]:

fSpatialAliasing =
c

2d
, (1)

where c is the sound speed (in this case it was considered the sound speed in the air at
20 ◦C, 343 m·s−1), and d is the smaller distance between microphones, 0.05 m.

(a) (b)
Figure 3. Three-dimensional (3D) view of the PCB microphone array with the microphone position
(numbered 1 to 7). (a) Top-view. (b) Bottom-view.

4. Processing Platform

The processing platform includes a PL system with FPGA technology, and a PS with
an Application Processing Unit (APU), which are both the main units used in this prototype.
The communication between both systems is achieved via the AXI protocol through the
AMBA bus and by resorting to the available Direct Memory Access (DMA) controller, and
the communication with the microphone array PCB is done through the FMC interface.
The processing platform deploys on the PL, the Signal Acquisition module (responsible of
acquiring and converting the signal of each microphone) and the Signal Processing module
(which includes the algorithm to localize the sound source). By its turn, the PS provides
support to the hypervisor, Linux OS, device drivers, and the ROS interfaces.

4.1. Signal Acquisition Module

The data acquisition module is responsible for generating a clock signal of 2.4 MHz to
interface the microphones and to collect and convert each microphone data output from
the PDM to the PCM format. Figure 4 displays the data flow between each microphone
and its corresponding acquisition block. Since the microphone output is a PDM signal with
a switching frequency of 2.4 MHz, the PDM to PCM converter block deployed in the FPGA
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is responsible for: (1) generating a clock signal at 2.4 MHz; (2) acquiring the data from
the microphone at the same clock frequency; and (3) converting the signal from PDM at
2.4 MHz to the PCM format at 8 kHz with a 24-bit resolution.

Figure 4. Data acquisition system with the PDM to PCM converter.

To convert the signal from PDM to PCM for each microphone [54], the processing
steps depicted in Figure 5 were used. The process has three stages, starting with a low-pass
filter that receives the PDM signal from the microphone and, after a quantization process,
outputs a new signal to the next block. Since the microphones use a sampling frequency of
2.4 MHz, the next block performs a decimation by a factor of 300, which creates a new signal
frequency of 8 kHz. These two stages are developed in the FPGA using a Cascade Integrator
Comb (CIC) filter block. The last stage corresponds to a Finite Impulse Response (FIR) filter
block, that performs a band-pass filter. This filter has the lower cut-off frequency at 70 Hz
to remove the Direct Current (DC) component, and it has the upper cut-off frequency at
3 kHz, which reduces possible aliasing phenomena (audio and spatial aliasing). Although
the bandwidth of the pass-band filter is between 70 Hz and 3 kHz, this range is enough for
the human voice’s fundamental frequency, which is commonly between 85 and 155 Hz for
an adult male, and 165 to 255 Hz to an adult female [55].

Figure 5. Block diagram of the conversion of PDM to PCM signal.

4.2. Sound Source Localization

The algorithm to localize the sound sources is presented in Figure 6. Since its working
principle is based on the signals energy, it requires data from all microphones to calculate
the DoA of the sound source. This task is performed in six sequential steps: (1) Absolute
Value; (2) Average Value; (3) Noise Removal; (4) Polar to Cartesian; (5) DoA Calculation;
and (6) Get Angle.

(1) Absolute Value: In this step, for each microphone, the input data (in PCM format)
are received at the same frequency of the sampling frequency (8 kHz) to calculate its
absolute value.

(2) Average Value: This step receives data from the previous block and calculates the
moving average for each microphone signal.

(3) Noise Removal: This block receives the data from the previous step and a user-
defined noise threshold signal (Noise Threshold). If the average value of the central
microphone is less than the Noise Threshold, then it is considered only background
noise in the environment, and the new average value for each microphone is set to
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zero. Otherwise, the average value of the central microphone is subtracted from the
remaining microphone’s data.

(4) Polar to Cartesian: This stage calculates, for each of the six UCA microphones, its
cartesian position multiplied by its corresponding average value. The output from
this block is the weight vector for each microphone according to the signal energy.

(5) DoA Calculation: In this step, the resultant of all vectors to output a cartesian vector
with the DoA estimation is calculated.

(6) Get Angle: This stage calculates the DoA angle from the cartesian vector.

Figure 6. Block diagram of the energy sound source localization algorithm.

To optimize the conversion steps, the Polar to Cartesian and the Get Angle, make use
of look-up tables. Additionally, the output from the Polar to Cartesian stage provides
information to control the LEDs in the microphone array. The output data corresponds to
the weight of each microphone according to the location of the sound source. This data are
processed to generate a Pulse-width Modulation (PWM) signal for each LED, which results
in a brighter light on the LEDs closer to the sound source.

4.3. Interface between the PL and the PS

The communication between the PS and the PL is made through the AXI-Lite protocol
over the AMBA bus. System data can be classified as: (1) data acquired by the microphones
and processed in hardware that includes the DoA estimation and the respective PCM signal,
transferred from the PL to the PS; and (2) control data transferred from the PS to the PL
that is used to configure the acquisition and localization systems. In the first case, that is,
data from the PL to the PS, the process is performed in two ways:

(1) the PCM signal data are written to the Block Random Access Memory (BRAM) directly
through a BRAM controller that defines the writing position. This data are accessed
by the PS through an AXI interface connected to the BRAM;

(2) the DoA data are directly set available to the PS via AXI-Lite interface.

In the second case, where the PL receives the control signals from PS, the AXI-Lite
protocol is used, where the PS can access control registers to enable the PDM-to-PCM
Converter and Signal Processing modules, and to configure the noise threshold inside the
sound source localization module.
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4.4. Software Stack

Figure 7 depicts the software stack that is supported by the PS. The ROS2 system,
supported by a virtualized Linux, is used to ease the integration of the microphone array
with the ROS network standard. As previously shown in Figure 2 from Section 2, it provides
specific interfaces of nodes and topics, allowing both for system flexibility, scalability, and
interoperability features. Moreover, to configure and capture the audio data packages
from the microphone array within the OS, a device driver was developed and included
in the custom Linux image. Finally, to guarantee data security and prevent unwanted
accesses from third parties to the audio data that flows through the system, an additional
virtualization layer was added through our in-house made static partitioning hypervisor
Bao [56].

Figure 7. System software stack.

5. Evaluation

In order to test and evaluate the speaker localization and identification prototype, we
have used the following experimental setup: (1) the sensor system prototype (Figure 8a);
(2) an audio sound source; and (3) a laptop computer with a ROS interface that subscribes
to the ROS topics. The laptop is connected to the processing platform through an Ether-
net interface (in a wired ad-hoc network using an SSH session) to control the prototype
system and store the acquired and processed data (signal data and DoA from each sound
source). Regarding the sensor system, three different steps were executed to demonstrate
its behavior with just one sound source:

(1) first step test evaluates and verifies the acquisition system, i.e., sampling, PDM to
PCM format conversion, and data filtering;

(2) second step evaluates the accuracy and precision of the localization system;
(3) lastly, the third step evaluates the localization system in the presence of a moving

sound source, checking the DoA and verifying the resulting angle with the actual
position of the sound source.

The center microphone is used as the reference to calculate the DoA, and the angle
measurements, with resolution of 1◦, start at 0◦ on the positive x-axis of the unit circle
graph (corresponding to the microphone number 5), and go counter-clockwise around the
circle until they are back at 360◦ (Figure 8b). Since the sensor system is to be placed in
the center of the vehicle’s roof and to bring the sound sources closer to the conventional
passenger locations, during the tests, the sound source was placed between 50 to 150 cm
away from the microphone array with an elevation of 45◦.
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(a) (b)
Figure 8. Sensor system prototype to localize and identify sound sources in an SAV and location of
each microphone in the PCB to calculate the DoA. (a) Sensor system prototype. (b) Microphone’s
location on a XY referential.

5.1. Data Acquisition

To test the acquisition modules, the system was adapted to bypass the sound source
localization module and each microphone’s data were directly sent from the PDM-to-PCM
module to the device driver using the BRAM controller. During the tests, the sensor system
was exposed to different sound sources, which allowed the analysis of the behavior of the
PDM-to-PCM module at different frequencies and distances. Figure 9 depicts the results for
the three types of microphones available in the microphone array. The sound source used to
test the data acquisition was a controlled signal (sine wave) at different frequencies: 220 Hz
(Figure 9a); 440 Hz (Figure 9b), which is currently used as the reference frequency for tuning
musical instruments; 880 Hz (Figure 9c); and 1760 Hz (Figure 9d). All the sound sources
have their fundamental frequency within the bandwidth defined for the band-pass filter.

The results show that the microphones and the conversion module can achieve a good
performance in collecting sound within the frequency ranges defined by the band-pass
filter since the main characteristics of the original signals are present on the acquired
samples. However there are some differences in the received signal’s amplitude, which are
mainly associated with the receiving power of the collected signal, which can be affected
by: (1) the location and position of the microphones in the array; (2) the aperture size of the
microphone’s sound port; (3) and the aperture size of the PCB hole for the sound port. For
instance, the INMP621 and the ICS-51360 are located in the bottom layer of the microphone
array, which result in signals with lower amplitude values. Moreover, Figure 9a presents
some signal’s distortion and lower amplitudes, which are mainly due to the speaker’s
ability to generate lower frequencies.

For testing the band-pass filter we have generated sound waves at frequencies above
the filter’s cutoff frequency which is 3 KHz. Figure 10 shows the results in each microphone
type for two different frequencies, 3520 Hz and 7040 Hz. When the frequency is nearby the
cutoff frequency (3 KHz), the sound is attenuated according to the low-pass component of
the filter. However, at 3520 Hz, there are still some signal components since, by definition, at
the cutoff frequency the output drops below 70.7% of its input. For the 7040 Hz frequency,
there is only noise and the audio signal is nearly zero. These results show the correct
operation of the band-pass filter which is used to avoid temporal and spatial aliasing.
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(a) (b)

(c) (d)
Figure 9. Data acquisition by the three types of microphones at different frequencies. (a) Sine wave
at 220 Hz. (b) Sine wave at 440 Hz. (c) Sine wave at 880 Hz. (d) Sine wave at 1760 Hz.

(a) (b)
Figure 10. Sine wave acquisition for frequencies above the filter’s passband. (a) Sine wave at 3520 Hz.
(b) Sine wave at 7040 Hz.

5.2. Sound Source Localization

To evaluate the localization process, which is the most important goal of this project,
two different tests were executed: (1) a set of measurements to evaluate the sensor system
accuracy in terms of DoA, and (2) a tracking test. The accuracy test was executed with a
sound source at the 180º position using the controlled signal (sine wave) at different fre-
quencies: 220 Hz, 440 Hz, 880 Hz, and 1760 Hz. For each frequency, a set of measurements
was executed at different distances: 50 cm, 75 cm, 100 cm, and 150 cm. A total of 200 DoA
measurements were acquired for each experiment. Figure 11 presents the box plots of
the experiments. The results present a similar and high accuracy for all the frequencies
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tested. However, it is also possible to conclude that, with increasing distance, the precision
is affected.

(a) (b)

(c) (d)
Figure 11. Box plot of the DoA measurements at different frequencies and distances. (a) Sine wave at
220 Hz. (b) Sine wave at 440 Hz. (c) Sine wave at 880 Hz. (d) Sine wave at 1760 Hz.

Table 1 presents the accuracy calculated in each experiment. Regarding the distance
parameter, the accuracy is higher for smaller distances. When the test was performed at
50 cm, the accuracy reached at least 99.54%. At 880 Hz the system obtains the best overall
results, as the accuracy reached values above 99.20% for all tested distances.

Table 1. DoA accuracy at different frequencies and distances.

Sound Source Distance
50 cm 75 cm 100 cm 150 cm

Sine
Wave

Frequency

220 Hz 99.62 % 98.92 % 98.33 % 97.33 %
440 Hz 99.54 % 99.56 % 96.94 % 97.45 %
880 Hz 99.92 % 99.20 % 99.48 % 99.46 %
1760 Hz 99.76 % 99.86 % 98.24 % 98.67 %

In the second evaluation, the system was tested with a moving sound source around
the microphone array that followed the pattern shown in Figure 12a. The result presented
in Figure 12b demonstrates with precision the location of the moving sound source. Because
the algorithm needs 64 samples to localize the sound source and the sampling frequency is
8 kHz, after the first DoA calculation is performed, the following are always available with
an 8 ms delay.
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(a) (b)
Figure 12. Moving sound pattern and respective calculated DoA. (a) Sound source path. (b) Direction
of arrival of a sound source over the time.

5.3. FPGA Hardware Resources

The FPGA implementation requires the resources described in Table 2. In terms of
LookUp Table (LUT) and LUTRAM, the implementation uses 8.09% and 4.47% of the
resources available in the platform, which corresponds to 18628 LUT and 4450 LUTRAM.
From the available 21,725 Flip Flop (FF) units, the system uses a total of 21,725 FF, which
corresponds to 4.71% of the available resources. The BRAM module is the most used
resource, requiring a total of 191 BRAM units corresponding to 61.22% of the available
BRAM in the platform. Due to the acquisition system that using the FIR and CIC blocks,
the system requires 49 of the available 1728 Digital Signal Processor (DSP) units (2.84%).
The hardware also requires 14 Input/Output (IO) pins, which corresponds to the seven
microphone inputs, one output for the clock signal used to drive the microphones, and six
outputs to control the LEDs PWM signal. Finally, to support the clock generator module,
the system requires one of the eight available Mixed-Mode Clock Manager (MMCM) units,
and five of the 544 existing Global Clock Buffer (BUFG) blocks.

Table 2. FPGA resources utilization.

Resource Utilization Available Utilization (%)

LUT 18,628 230,400 8.09%
LUTRAM 4550 101,760 4.47%

FF 21,725 460,800 4.71%
BRAM 191 312 61.22%

DSP 49 1728 2.84%
IO 14 360 3.89%

BUFG 5 544 0.92%
MMCM 1 8 12.50%

6. Conclusions

This article presents a sensor system solution to monitor sound events in an SAV cabin.
This solution is composed of a microphone array connected to a processing platform, which
provides the localization of the sound sources to higher-level application through an ROS
interface. Regarding the proposed solution and the tests performed, the implemented
system is able to acquire data from all microphones, filter the collected signals, and calcu-
late the DoA of one sound source with good accuracy results. Through individual ROS
topics, the MicArray Node makes the acquired audio samples available to other high-level
applications, in order to identify and classify the sound events. This way, it is possible
to identify the type of event that occurs and act accordingly. Concerning the architecture,
the system allows the deployment of independent hardware blocks for customization and
acceleration purposes.

We believe that, with the growing interest in developing autonomous vehicles, pas-
senger monitoring solutions like the one proposed in this article will surely contribute
one step further towards the option of SAV. To the best of our knowledge, there are no
audio-only solutions in the literature that are intended to monitor passengers inside an
SAV. From a broader perspective, this solution, as a concept, can be integrated in other
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applications beyond SAV, where the localization of a sound source in a real-time approach
is a major priority.

7. Future Work

Current work encompasses the exploration of more advanced and efficient algorithms
to localize multiple sound sources, such as variable step-size least mean square. Since
the individual data of each sound source are required, in a scenario where there are
multiple and simultaneous sources, it becomes mandatory to use a sound source separation
algorithm, such as independent component analyses with fast convergence. Moreover, an
open issue related to the vehicle interior is noise, and no matter how acoustically isolated
the vehicle is, the noise will always be present at different amplitudes. Thus, the next step
is to use localization and separation algorithms with self-adapting resources that change
the noise threshold, preserving the signal in the presence of noise. Furthermore, the sensor
system also needs to be tested in a situation closed to the SAV reality, for example, inside a
vehicle’s roof.
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Abstract: Traffic management challenges in peak seasons for popular destinations such as Madinah
city have accelerated the need for and introduction of autonomous vehicles and Vehicular ad hoc
networks (VANETs) to assist in communication and alleviation of traffic congestions. The primary
goal of this study is to evaluate the performance of communication routing protocols in VANETs
between autonomous and human-driven vehicles in Madinah city in varying traffic conditions.
A simulation of assorted traffic distributions and densities were modeled in an extracted map of
Madinah city and then tested in two application scenarios with three ad hoc routing protocols using
a combination of traffic and network simulation tools working in tandem. The results measured
for the average trip time show that opting for a fully autonomous vehicle scenario reduces the trip
time of vehicles by approximately 7.1% in high traffic densities and that the reactive ad hoc routing
protocols induce the least delay for network packets to reach neighboring VANET vehicles. From
these observations, it can be asserted that autonomous vehicles provide a significant reduction in
travel time and that either of the two reactive ad hoc routing protocols could be implemented for the
VANET implementation in Madinah city. Furthermore, we perform an ANOVA test to examine the
effects of the factors that are considered in our study on the variation of the results.

Keywords: VANET; V2X; autonomous vehicles; routing protocols; ad hoc protocols; wireless
communication

1. Introduction

Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communications play a
vital role in building an Intelligent transportation system in Vehicular ad hoc networks
(VANETs) [1,2]. The vehicles and infrastructure communicate and exchange important
information about the traffic situations, road conditions, and many more [3,4]. This infor-
mation helps autonomous vehicles to make decisions dynamically and avoid potentially
dangerous conditions. Furthermore, utilizing V2V and V2I concepts in smart cities will
enhance the safety of the vehicle on the roads as well as optimize the flow of traffic [5–7].

Figure 1 describes a VANET of a smart city environment with V2I and V2V wireless ad
hoc communication. Vehicles transmit and relay packets across the network informing of
incidents, such as accident scenarios, at specific locations. The ad hoc protocols employed
by the literature and this work proactively or reactively send out packets to the nearest
neighbors based on the communication range and antenna. The figure further elaborates
on the V2I concept in the VANET environment, where a base station node with a larger

Electronics 2022, 11, 777. https://doi.org/10.3390/electronics11050777 https://www.mdpi.com/journal/electronics125



Electronics 2022, 11, 777

communication range receives the relayed packet and forwards it to vehicles further away
or via cable to other entities in the network.

The concurrent presence of human-driven and fully automated vehicles on a road
network poses new research challenges. Especially in the case that this type of mixed
fleet needs to cooperate under a real-life urban or extra-urban environment [8,9]. The key
challenge in these environments is traffic congestion, a regular phenomenon, which causes
dynamic changes in the environment and in the decisions the automated vehicles will
make (lane blockage, delays, illegal parking, short-time cars’ stops) to be self-navigated
within the urban area [10,11]. To make things worse, the coexistence of heavy pedestrian
traffic and adverse weather conditions, such as heavy rain, extreme heat, strong winds, and
hail, can make the co-presence of conventional (human-driven) and automated vehicles
even more challenging [12]. We need to find a way that will not lead to an increase in
the traffic jam due to this necessary cooperation of the two different types of vehicle
fleets. Traffic congestion induces serious infrastructure degradation in metropolitan areas.
Considering that malfunction cooperation among conventional and automated vehicles can
increase traffic jams and consequently the cost, it is clear that civil infrastructures should be
equipped with novel sensors and software tools to enable cooperative functionality among
the conventional and automated vehicles [13].

For the seamless coexistence of automated and conventional vehicles, it is clear that
new signaling and traffic management methods are required. These methods should
be dynamic and adapted according to the real-time traffic flow conditions, which will
allow for increased efficiency. In this paper, we develop wireless communication between
Vehicles and Infrastructure. Both human-driven and autonomous vehicles will need to
wirelessly communicate with each other: Vehicle-to-Vehicle and with the surrounding road
infrastructure (V2I). The transportation network utilizes traffic modeling and available
data to simulate the future state. First, we use OpenStreetMap (OSM) [14,15] to extract
the roads network map of Madinah city. Next, we use the Simulation of Urban MObility
(SUMO) [16,17] traffic modeling tool to generate various traffic scenarios for our simulation.
We select OMNeT++ [18,19] as the network simulation platform in our study and import
the Madinah city map as well as SUMO-generated traffic scenarios to perform simulations
and obtain the results. For this study, we select three routing protocols, including Ad
hoc On-Demand Distance Vector (AODV) [20,21], Destination Sequenced Distance Vector
(DSDV) [22,23], and Dynamic Manet on Demand (DYMO) [24–27], which are discussed
later. This study takes into account the conditions of the city of Madinah, especially at peak
times of Hajj and Umrah. To the best of our knowledge, very few works are conducted on
autonomous vehicles in the Kingdom of Saudi Arabia.

The contribution of our work is as follows:

• We study the effect of different routing protocols in VANET communication sys-
tems. Two types of routing protocols (proactive and reactive) are considered, and
a performance evaluation is conducted of the VANET system under varying traffic
scenarios.

• Furthermore, we demonstrated the effect of various populations of autonomous to
human-driven vehicles in the smart city by analyzing the impact of the introduction
of autonomous vehicles on the trip times of the vehicles in the VANET scenario.

• Finally, we evaluated the main factors that influence the performance of the VANET
system through the analysis of variance (ANOVA) test, and our study illustrated
the contrasting influence of the factors captured on multiple metrics in a smart city
simulation.

The organization of this paper is as follows: Section 2 provides a brief summary of
recent studies, while Section 3 provides a detailed methodology of our work. Section 4 ex-
plains the simulation details and various test scenarios we considered in our study. Section 5
elaborates and analyzes the results and findings of our simulation. Lastly, the conclusion is
presented in Section 6.
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Figure 1. Vehicles in a VANET communicating when an accident occurs at the traffic light intersection.

2. Related Works

There are various research areas in the VANET domain [28]. We focus on the com-
munication aspects of VANETs. Tremendous work regarding the communication routing
protocols for VANETs is studied. The authors in [29] discuss the details of the protocol
stack, application, and challenges of VANET. In [30], the authors classify the routing proto-
cols based on the type of architecture and mode of operation. They discuss the features
of the current known routing protocols and how bio-inspired protocols can improve the
performance of the routing process. Several factors might affect the performance of the
routing protocols. Hence, the authors conclude that depending on the VANET application,
the routing protocol needs to be designed or tailored.

The authors in [31] evaluate the performance of AODV and Dynamic Source Rout-
ing (DSR) [32,33] routing protocols in VANET with dense and sparse car traffic density.
The simulation was carried out in the OPNET Network Simulator [34] using IEEE 802.11b
standard [35] to study the impact on VANET. The Packet Delivery Ratio (PDR), throughput,
and end-to-end delay were the performance metrics used for the study, and the authors
concluded that AODV was better in dense traffic density. However, the authors only
considered reactive routing protocols in their analysis.

Another study [36] analyzed the performance of DSR, AODV, and DSDV routing
protocols in terms of PDR, average throughput, delay, and total energy under high traffic
density. The authors compared the performance of the routing protocols in a highly
congested area of Khartoum to find out the most suitable routing protocol. Regardless,
the authors did not consider different traffic scenarios or routes that might affect the
performance. In [37], the authors studied the performance of AODV, DSR, and DSDV
routing protocols in terms of PDR, throughput, and Normalized Routing Load (NRL) as
performance metrics. The intended map of the city of Casablanca was generated using
OSM, and the mobility model was created using SUMO. Simulations were run using the
Network Simulator 2 (NS-2) [38] tool with a high traffic density. The authors concluded
that the AODV protocol outperforms DSR and DSDV protocols under a heavy traffic load.
However, the authors did not consider different traffic scenarios and the autonomy of
vehicles in VANET systems.

Ghori et al. [39] studied several routing protocols to identify the most suitable protocol
for video streaming in VANET. They classified and examined the routing protocols and dis-
cussed the pros and cons of each routing protocol. The authors evaluated the performance
of AODV and DSR routing protocols in terms of throughput and delay using OPNET as
the network simulation tool. Road-side Units (RSUs) [40] were used to simulate a complex
traffic scenario, and the authors concluded that AODV is the best routing protocol for
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VANET. However, the authors did not consider any proactive routing protocols in their
study. The researchers in [41] analyzed AODV, Optimized Link State Routing Protocol
(OLSR) [42], and DSDV routing protocols in terms of PDR, goodput, routing overhead,
and end-to-end delay as performance metrics under different node densities and velocities.
The mobility model was generated using the BonnMotion tool [43], and the simulation was
carried out in NS-3 [44]. The authors concluded that the OLSR routing protocol performs
best in their scenario. Nonetheless, the authors did not consider a more realistic scenario
with traffic lights, etc. Additionally, they did not consider high node density in their study.

The authors in [45] present a detailed classification of the routing protocols in VANET
with their benefits and drawbacks. They simulate a VANET environment of Oujda city
using OSM, SUMO, and NS-3 tools to compare the topology-based and position-based
routing protocols. The performance of DSDV, AODV, Greedy Perimeter Stateless Routing
(GPSR) [46], OLSR, and Greedy Perimeter Coordinator Routing (GPCR) [47] routing proto-
cols are evaluated in terms of PDR, end-to-end delay, throughput, and routing overhead
by varying the node density. The authors observe that the OLSR protocol outperforms
other protocols in terms of PDR and throughput. GPSR and GPCR protocols perform better
concerning the routing overhead and end-to-end delay. Additionally, the authors propose
a new greedy forwarding technique based on the angle direction, speed variation, density,
and distance to the next-hop node to improve the GPSR and GPCR protocols. However, no
simulation was conducted based on the proposed technique. Furthermore, the authors did
not consider autonomous traffic distribution in their traffic scenarios.

Shi et al. [48] evaluate the performance of two communication technologies, including
802.11p and LTE-V, in the V2X scenario. The authors consider a scenario where the vehicles
communicate an accident at an intersection. To perform the experiments, the authors deploy
two vehicles in a real-world test field, which communicate with each other using 802.11p
and LTE-V technologies. The Packet Delivery Ratio (PDR) and latency are selected as two
performance metrics. From the results, the authors conclude that 802.11p provides much
lower latency compared to LTE-V; however, the PDR of LTE-V is much better. Nevertheless,
the study only provides a small-scale deployment and does not provide an extensive
comparison between the two technologies. Furthermore, the implementation scenario is
oversimplified in this study.

The authors of [49] conduct a performance evaluation of routing protocols for VANETs
using a simulation system called Cellular Automaton-based VEhicular NETwork (CAVENET).
CAVENET generates mobility behavior in one-dimensional cellular automata, and the
network is simulated on NS-2. They implemented two reactive routing protocols, AODV
and DYMO, and one proactive routing protocol, OSLR. Packet delivery ratio is used as
the primary evaluation metric between the protocols. They claim that DYMO is the best
routing protocol because of its route maintenance ability. Their simulation is limited as it
only considers 30 nodes from a 10 to 90 s simulation time. Further, only two nodes can
deliver the majority of the packets, while some cannot deliver any packet at all because
of disappearing routes over multi-hop communication, and the PDR is dependent on the
number of hops in this simulation, not the routing protocol.

García-Campos et al. [50] perform a comparison study of ad hoc reactive routing
protocols for VANETs in urban settings. The routing protocols studied were AODV, DSR,
DYMO, and Location-Aided Routing (LAR) [51], and the MAC protocol used was IEEE
802.11p. The performance evaluation was conducted on the ns-2 simulator for the network
simulation and BonnMotion for the mobility generator. The number of nodes in the VANET
ranged up to a maximum of 175 with increments of 25 vehicles. Performance metrics
captured were throughput, end-to-end delay, max. route activity time, number of hops,
jitter, and more. Their results show that Dymo and AODV perform best for the jitter metric,
Dymo for route activity time, and LAR for the remaining metrics. Their study is limited in
that only one distribution of vehicles are used, and they only scale the traffic to 175 nodes.
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3. Methodology

3.1. OpenStreetMap

The map of Madinah city was exported with the OpenStreetMap tool—an open-
source geographic database of the world. Figure 2 shows the extracted map on the Java
OpenStreetMap Editor (JOSM), a java tool to inspect and edit OSM maps. From this tool,
ID extraction is possible of the edges (roads) and their connections to create custom trip
routes of vehicles traveling from points of interest to the Prophet’s Mosque in the center of
the exported map.

Figure 2. The imported map from OpenStreetMap of Madinah city.

The selection criteria comprised of factors such as the inclusion of main highway
routes towards the center, the Prophet’s Mosque. These highways connect to a primary
Ring Road that encircles the point of interest in the center of the city. In addition to all the
highway routes, the roads within the encircling Ring Road need to be included as passenger
vehicle trips end near the hotels at this location or the drop-off points near the mosque.

Some of these highways connecting to the Ring Road are primary sources of external
traffic towards the city. For example, the west and south-west highways are the primary
routes for traffic entering the city for pilgrims coming from Makkah city via road and
from the main hub airport for the Hijaz region and pilgrims traveling to the country, King
Abdulaziz International Airport (KAIA). In addition, the eastern highway welcomes visitors
from the Madinah train station, the final stop for the high-speed haramain railway project
connecting Makkah, Jeddah (KAIA airport), and King Abdullah Economic City (KAEC).

3.2. Simulators and Frameworks

A combination of a traffic simulation tool and a network simulation tool was used to
model the traffic behavior and communication of autonomous and human-driven vehicles
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in Madinah city. The network simulator imported the traffic data generated on the traffic
simulator to perform VANET communication in each scenario tested. The traffic simulator
created a variety of traffic situations to match the traffic patterns of the population densities
in Madinah city.

3.2.1. Simulation of Urban MObility (SUMO)

SUMO is an open-source traffic modeling simulation tool developed by the German
Aerospace Center, now maintained by the Eclipse Foundation. SUMO enables researchers
to model road traffic and traffic management systems and to perform in-depth analysis
prior to launching the solution in real-world scenarios. In addition to road traffic com-
prising autonomous and human-driven vehicles, SUMO is capable of simulating public
transportation and pedestrians.

SUMO provides a variety of tools with the ability to generate, execute, and evaluate
traffic simulations that involve the importing or creation of road networks, route calcula-
tions with given parameters and constraints, visualization of the traffic, and emissions cost
of each trip for the vehicles.

SUMO has been used in prior research projects to conduct a variety of application
studies with a diverse set of research questions and objectives. Examples include an
evaluation of proposed algorithms for traffic light control systems to improve vehicle
throughput and reduce waiting times, artificial intelligence (AI) training of traffic light
schedules, traffic effects of autonomous vehicles, simulation of traffic parking scenarios,
and so on.

3.2.2. OMNeT++

OMNeT++ is a discrete-event simulation library and platform developed to perform
network simulations. These network simulations can include anything from wired to
wireless communication to domain-specific networks, such as wireless sensor networks, ad
hoc networks, and so on. These networks are modeled using external framework projects
and imported into the OMNeT++ simulator. INET [52] is a popular framework that contains
models for a diverse range of network protocols, such as IPv6, Border Gateway Protocol
(BGP), and many Ad hoc routing protocols.

OMNeT++ employs a modular architecture for models, referred to as components.
These components are written in C++ language and then integrated using higher-level
language NEtwork Description (NED) into larger components or models. This modular
architecture enables researchers to easily import and embed external models into the
applications for simulation.

In this research, OMNeT++ is the core simulation platform, INET provides the com-
munication libraries such as routing protocols and wireless technologies, while Vehicles
in network simulation (Veins) [53,54] provides cars and road network libraries to create
VANETs. All of this is performed within the specific traffic models generated by SUMO on
the imported OSM map, as described by the system design in Figure 3.

Figure 3. Simulationdesign of the experiments and a subset of the modules utilized from each com-
ponent.
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3.2.3. INET Framework

INET is an open-source framework model library for OMNeT++ network simulations
designed for communication experiments. It consists of a variety of network protocols (e.g.,
Open Shortest Path First (OSPF), BGP), wired and wireless protocols for the data link layer
(e.g., IEEE 802.11), mobility models, and numerous other models and components.

INET, such as OMNeT++, follows a modular design with the concept of modules
communicating by passing messages using agents. These agents and protocols are the com-
ponents that form the higher-level function of network devices, such as routers, switches,
hosts, and other devices.

INET is used in this research to import and implement the link-layer protocol, IEEE
802.11p designed for VANETS, and the ad hoc routing protocols described later.

3.2.4. Veins

Veins is an open-source simulation framework for vehicular networking. The models
provided by the framework libraries are imported into the OMNeT++ event-based simula-
tion to interact with INET and SUMO to perform VANET communication simulation for a
given road network and traffic characteristics.

The Veins framework provides a user-modifiable application-specific simulation code
that enables researchers to tweak or adapt certain applications to their use-cases. In this
research, Veins is used to simulate the VANET applications for the two test case scenarios
performed in the simulation experiments described in detail later.

3.2.5. Simulation Process

Figure 4 illustrates in further detail the steps that were taken to perform the simulation
experiments between the various simulation platforms. The map extracted from the OSM
platform is refined by correcting disjoint roads, missing paths, and other miscellaneous
modifications. The refined map or road network is then imported into the SUMO traffic
modeling tool. Traffic is generated based on the predefined parameters for various experi-
ment configurations. The resulting set of XML files for the specific scenario is configured
with a set of modified routes to measure the trip time performance measure—explained
in further detail later. The set of XML files and a configuration file are imported into
an OMNeT++ network simulator project where the simulation start and end times are
defined in the OMNeT++ configuration file for synchronizing the simultaneous simula-
tions. The configuration file requires the path to the XML files to load the traffic into the
road network.

Figure 4. Flow diagram of the simulation processes.

Two tweaks are made on the Veins imported libraries to enable the Veins VANET car
to perform routing operations on network packets. The Veins accident scenario application
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is also modified, enabling Veins cars to propagate the accident packet to their neighbors
within the communication range specified. The receiving cars further relay the packet
until all vehicles in the network are aware of the accident packet. These modified Veins
applications in tandem with the routing protocols provided by INET are loaded in runtime
for each vehicle simulated by the SUMO simulator. The simulations are repeated for the
various configurations designed for this evaluation. At the end of the simulation time,
the trace files are extracted and saved for later data analysis.

3.3. Ad Hoc Routing Protocols

Several routing protocols are implemented in the INET framework. The target of this
research is to compare topology-based routing protocols [55] in certain traffic contexts. We
chose the DSDV protocol as a proactive routing protocol. For the reactive routing protocol,
we selected AODV and DYMO protocols for comparison.

Based on the Bellman–Ford algorithm [56,57], DSDV is a loop-free proactive routing
protocol that maintains the routing table containing sequence numbers for each route in
the network. A node will update its routing table when it receives a route update with
a higher sequence number. If the route update has the same sequence number, a route
with a better metric is selected. A periodic update of the routing tables is necessary for the
DSDV protocol. Full dump or incremental update methods are used to perform the routing
updates. In the full dump method, nodes transmit the whole routing table, whereas, in the
incremental update, the node only transmits entries that have changed. Routing updates are
broadcasted by either transmitting infrequent full dumps or frequent incremental updates.
In a high dynamic topology, routing information needs to be updated more frequently,
consuming more power.

Reactive protocols do not maintain routing information about all the nodes but rather
only keep the information of the nodes that are present in the route. AODV is a loop-free
reactive protocol where routes are generated based on demand from the source node. When
a source node finds no route to the destination node, it initiates the route discovery process
by flooding [58] the network with route request (RREQ) messages. After discovering the
destination node, a unicast message is sent back to the source node in the form of a route
reply (RREP) message. A route is established and kept in the routing table of the source
node until the link is expired. If any node is unreachable due to broken links, a route
error (RERR) message is broadcasted. Like AODV, DYMO is a reactive protocol in which
routes are calculated on demand. However, DYMO does not support unnecessary HELLO
messages and relies on the sequence numbers assigned to all the messages. Table 1 shows
the characteristic comparison between Ad hoc routing protocols.

Table 1. Comparison of Ad-hoc routing protocols.

Characteristics
Routing Protocols

AODV DYMO DSDV

Protocol type Reactive Reactive Proactive
Routing scheme On-demand On-demand Table-driven

Routing loop Loop-free Loop-free Loop-free
Control message overhead Low Low High

3.4. Traffic Characteristics

The dataset used to perform experiments were generated using the SUMO traffic
modeling simulator due to the lack of real-world datasets available for Madinah city.
The synthetic dataset contained modeling of autonomous vehicles and human-driven
vehicles with different traffic densities and distributions to measure the performance
difference in each test case.
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3.4.1. Distributions

Varying traffic distributions were considered when modeling the traffic to study
the effect of a higher volume of autonomous vehicles to human-driven vehicles on the
performance metrics captured. Five distribution types were modeled:

• t1—Autonomous 0: 100 Human-Driven;
• t2—Autonomous 25: 75 Human-Driven;
• t3—Autonomous 50: 50 Human-Driven;
• t4—Autonomous 75: 25 Human-Driven;
• t5—Autonomous 100: 0 Human-Driven.

3.4.2. Densities

Varying traffic densities were considered when modeling the traffic to study the effect
of a higher volume of vehicles on the performance metrics captured from the two test case
scenarios detailed later. Four densities of traffic were modeled:

• 500 vehicles (low);
• 1000; vehicles;
• 2500 vehicles;
• 5000 vehicles (high).

Both low- and high-density numbers of vehicles are labeled to differentiate between
the performance metrics captured and discussed in the results and analysis section of
this paper.

3.5. Performance Metrics

The performance metrics measured in the experiments reflected the objective of the
two application scenarios:

Average trip time =
1
n

n

∑
i=1

departTimei − arrivalTimei (1)

Average latency =
1
n

n

∑
i=1

packetRxi − packetTxi (2)

The average trip time is measured through the SUMO simulator that tracks the vehicle
trajectory over the road network and measures the departure time and arrival time, even the
waiting time for each vehicle that completed its route. In the case of latency, the trace file of
the experiment provides time stamps of the packet transmission time and packet receiving
time for specified nodes within the communication range. We compute the latency from
the time the first ’accident’ packet is sent until the last node in the communication range
receives the packet and acknowledges it.

4. Simulations

4.1. Simulation Parameters

Table 2 shows the simulation parameters used in our OMNet++ simulation. For ra-
dio medium, we select IEEE 802.11 Dimensional Radio with a radio band of 5.9 GHz.
The number of channels for each node (vehicle) is three, which represents the number of
channels within the band. The transmission power for the vehicles is set to 20 mW, while
the bandwidth is 10 MHz. As mentioned earlier, we selected AODV, DYMO, and DSDV
as the three routing protocols in our simulations. The simulation can be visualized on
OMNeT++, as seen in Figure 5.
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Table 2. Simulation Parameters—OMNeT++.

Parameters Value

Radio Type IEEE 802.11 Dimensional Radio
Radio Band 5.9 GHz

Number of Channels 3
Transmitter Power 20 mW

Bandwidth 10 MHz
Routing Protocols AODV, DYMO, DSDV

Figure 5. OMNeT++ simulation of the traffic model generated by SUMO.

Table 3 details the list of parameters and their respective values for the traffic model
simulations. Four traffic densities were considered with their respective arrival rates
departing from a simulation time equal to 5 s. The fringe factor refers to the probability of
the routes generated starting or ending at the edges of the network given to the SUMO route
generator. All vehicles were of passenger class with human-driven vehicles implementing
the IDM car-following model. Each traffic model was generated three times per distribution
with fixed seeds, respectively, and repeated for each of the five distributions.

Table 3. Simulation Parameters—SUMO.

Parameters Value

Traffic Densities 500, 1000, 2500, 5000
Traffic Distributions 0:100, 25:75, 50:50, 75:25, 100:0

Fringe Factor 100
Vehicle Class Passenger

Car-Following Model IDM
Custom Trips R1, R2, R3

Custom Trip Lengths 1.8 km, 1.8 km, 1.9 km
Departure Time 5 s
Simulation Time 500 s

Repetitions & Seeds R = 3, S = 1, 2, 3
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Car-Following Model

Drivers in SUMO may react to environmental changes at specific intervals measured
in simulation time, for example, by changing the velocity of the vehicle or changing lanes.
The reaction time of the driver depends on the car-following model prescribed to the
vehicles in the traffic distribution configuration. The frequency of the drivers’ decision-
making can be decoupled from the simulation time using the actionStepLength parameter,
as presented in Table 4.

Table 4. Car-following model parameters (human-driven model).

Parameters Value

model IDM (Intelligent Driver Model)
minGap 2.5 m

accel, decel, emergencyDecel 2.6 m/s2, 4.5 m/s2, 9.0 m/s2

tau 1 s
delta 4

stepping 0.25 s
actionStepLength 1 s

By assigning 1 s, the drivers evaluate their surroundings and make a decision every
simulation time of 1 s. The parameter minGap defines the distance maintained by the
driver at a full stop or ‘standing’ situations, such as congestions and traffic light stops.
The table further describes the way the IDM car-following model works through the use
of parameters such as the acceleration, deceleration, and emergency deceleration rates,
predefined for passenger vehicles in this instance. Tau and delta are tuning parameters.
The former is the minimum gap measured in the time unit that the driver will try to maintain
while behind another vehicle, and the latter is the recommended value of the acceleration
exponent. The acceleration exponent delta is part of the IDM differential equations to
calculate the approaching rate for a given vehicle. Finally, the stepping parameter defines
the internal step length in seconds for the calculation of the following speed.

4.2. Simulation Environment Specifications

Tables 5 and 6 describe the physical host and software specifications, respectively,
utilized for the simulation experiments and analysis of the captured metrics.

Table 5. Physical host specification.

Item Specification

CPU Intel Core i5-8250U CPU @ 1.60GHz
Operating System Windows 10 Build 18363 (64-bit)

Main Memory 20 GB

Table 6. Software specification.

Item Specification

Network Simulation OMNeT++ v5.6.2
Traffic Simulation SUMO v1.11.0

Data Analysis Tool 1 MATLAB R2021b
Data Analysis Tool 2 Microsoft Excel

4.3. Test Scenarios
4.3.1. Custom Trips

In this scenario, three custom trips were created for each of the various traffic distribu-
tions and densities to measure the trip time for a vehicle from a point of interest moving
towards the Prophet’s Mosque. This is an example case of a taxi vehicle providing a service
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to the pilgrims arriving in the city. The three routes use a primary highway and move
towards the major Ring Road encircling the Prophet’s Mosque and nearby accommoda-
tions, then move towards the local roads to drop off the pilgrim at the nearest location to
the mosque.

This test case scenario, executed and averaged over repetitions, provides the re-
searchers with an estimate of the impact of traffic distributions and densities on the single
trip journey of pilgrims from various points of interest. Three custom vehicle trips were
considered moving towards the Prophet’s Mosque:

• West Highway to Prophet’s Mosque (Figure 6);
• South Highway to Prophet’s Mosque (Figure 7);
• North Highway to Prophet’s Mosque (Figure 8).

Figure 6. Route 1—West Highway to Prophet’s Mosque.

Figure 7. Route 2—South Highway to Prophet’s Mosque.
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Figure 8. Route 3—North Highway to Prophet’s Mosque.

4.3.2. Communication Latency

This test scenario aims at collecting information on the packet transmission delays
when a VANET node sends a packet to all neighboring nodes within a specified communi-
cation range, determined by the communication power of the radio antenna. In this case,
an accident is simulated on a vehicle in the network, blocking the road. Then, a packet alert
is broadcasted to the nearest VANET vehicles, warning them of an accident. These vehicles
relay the packet to their neighbors until all the vehicles in the environment have received
the accident packet. Once the alert is received, the alternative route to the destination is
taken by vehicles to avoid the congestion caused by the accident.

5. Results and Analysis

The results for our experiments are based on the traffic characteristics discussed earlier.
We consider studying the average trip time and average latency with different traffic
distributions under varying traffic densities. Furthermore, we performed an Analysis Of
Variance (ANOVA) test to study the impact of various factors on the system performance
in terms of average trip time and latency.

5.1. Average Trip Time

The average trip time is calculated using Equation (1) for different routes with vary-
ing traffic densities and distributions. The graphs are plotted with confidence intervals
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with a confidence level of 90% to measure the uncertainty and establish if the results are
statistically significant.

The average trip time for Route 1 with varying traffic distributions can be seen in
Figure 9. The difference in the average trip time for low and high traffic densities is about
10 s. The average trip time is reduced by up to 7.1% for a fully autonomous traffic distri-
bution under high traffic density. Traffic distributions t1, t2, and t3 have similar average
trip times for low or high traffic densities. However, traffic distributions t4 and t5 achieved
shorter average trip times for both types of traffic density. We consider a 90% confidence
level attributing to the confidence internals in the graphs. The confidence intervals are
barely non-overlapping for each group, denoting they are statistically significant and
not random.

Figure 9. Average trip time for Route 1 in low and high traffic densities.

In Figure 10, the average trip time for Route 2 against different traffic distributions
is shown. At a low traffic density, the average trip time decreases with an increase in
autonomous level. The average trip times for t1, t2, and t3 traffic distributions are similar
at a high traffic density. The average trip time further decreases for t4 and t5 traffic
distributions. A fully autonomous traffic distribution incurs the least average trip time at a
high density. The confidence intervals overlap, signifying that the results are not significant.
Hence, we tend to perform ANOVA tests to investigate the results and study the effects of
the factors on the results.

Figure 10. Average trip time for Route 2 in low and high traffic densities.
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Figure 11 shows the average trip time for Route 3 against varying traffic distributions
under low and high traffic densities. The average trip time would be higher for any traffic
distribution with a high traffic density. The difference in average trip time at low and high
traffic densities is highest for semi-autonomous traffic distribution. A fully autonomous
traffic distribution incurs the shortest average trip time at any traffic density. Although the
confidence intervals overlap, the mean does not fall in the confidence intervals for traffic
distributions t2, t4, and t5. Hence, an ANOVA test would predict the effect of the factors on
the variation of the results.

Figure 11. Average trip time for Route 3 in low and high traffic densities.

5.2. Average Latency

The latency graph for fully human-driven traffic distribution with varying traffic den-
sities is shown in Figure 12. It can be seen that latency increases with a higher traffic density.
Looking at this graph, it can be observed that the difference between reactive and proactive
protocols is not very significant. At a lower traffic density, i.e., less than 3300 vehicles,
DSDV outperforms both reactive protocols (AODV and DYMO). Once the vehicle density
increases beyond 3300, the reactive protocols provide less latency. The reason behind the
increased latency in a higher density is because more nodes will send the acknowledgments
to the sender, compared to the lower traffic density, which will take more time to wait and
send in order to avoid collisions.

Figure 12. Latency graph for fully human-driven vehicles with varying traffic densities.

For a fully autonomous traffic distribution, as seen in Figure 13, the latency is slightly
higher for AODV and DYMO protocols when the traffic density is less than 1900 vehicles.
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With increasing traffic density, the DSDV protocol is outperformed by the AODV and
DYMO protocols. The difference in latency is about 2.38 milliseconds, with DSDV having
significantly higher latency. Therefore, as the traffic density increases, reactive protocols
tend to perform better for a fully autonomous traffic scenario. The reason behind the
increased latency in the DSDV protocol is the control packet overhead caused by the
periodic exchange of packets. As mentioned earlier, the DSDV protocol exchanges control
packets regularly to update the routing tables. Since we observe the latency from the
time the first ’accident’ packet is sent until the last node in the communication range
receives the packet and acknowledges it. With high traffic density, there is an increased
chance that a DSDV control packet transmission will start while the nodes are reporting the
accident. This exact scenario happens in this case. When there is a transmission of control
(HELLO) packets, the nodes will wait until the channel is free to transmit the accident or
acknowledgment packets, which results in higher latency.

Figure 13. Latency graph for fully autonomous vehicles with varying traffic densities.

In Figure 14, we plot the latency graph for semi-autonomous traffic distribution where
50% of vehicles are human-driven, and the rest are autonomous vehicles. For increasing
traffic density, latency for reactive and proactive protocols increases linearly. It is clear
that there is no significant difference between the reactive and proactive protocols in this
scenario as the density of traffic increases. The analysis of variance presented later further
confirms this observation.

Figure 14. Latency graph for semi-autonomous vehicles with varying traffic densities.

140



Electronics 2022, 11, 777

Figure 15 shows the latency graph with varying traffic distributions under low traffic
density. For any traffic distribution, DSDV performs slightly better than reactive protocols
at a low traffic density. The difference in latency is about 0.04 milliseconds between reactive
and proactive protocols.

Figure 15. Latency graph for low traffic density with varying traffic distribution.

A latency graph with varying traffic distributions under a high traffic density can be
seen in Figure 16. For a fully human-driven traffic distribution, t1, DSDV provides higher
latency compared to reactive protocols. For semi-autonomous (t3) or 25% autonomous
vehicle (t2) traffic distribution, reactive protocols perform slightly better than DSDV. In 75%
autonomous traffic distribution (t4), the DSDV protocol is outperformed by the AODV
and DYMO protocols. For a fully autonomous traffic distribution, AODV and DYMO
outperform DSDV in high traffic density. The higher latency in the DSDV protocol is due
to the control packet overhead. When the control packets (HELLO packets) are sent by any
node, the neighboring nodes will not send any data packets as they sense the channel is
busy. The latency is observed from the time the first ’accident’ packet is sent until the last
node in the communication range receives the packet and acknowledges it. Thus, in the
case of DSDV, if there is a transmission of control (HELLO) packets, the nodes will wait
until the channel is free to transmit the accident or acknowledgment packets, which results
in higher delays.

Figure 16. Latency graph for high traffic density with varying traffic distribution.
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5.3. Analysis of Variance (ANOVA)

For the analysis of variation study, we used a Full Factorial Design with K = 3 factors
and five (5) levels [59,60] for trip time and latency metrics. The formulation of the ANOVA
is listed below for each performance metric captured. Factors A, B, and C are different for
the trip time and latency factorial designs:

yijkl = observation in the Ith replication of experiment with factors A, B, and C at levels i, j,
and k, respectively;
μ = mean observation;
αi = effect of factor A at level i;
β j = effect of factor B at level j;
ξk = effect of factor C at level k;
γABij = interaction between A and B at levels i and j;
γABCijk = interaction between A, B, C at levels i, j, k.

5.3.1. ANOVA of Trip Time

Table 7 shows the factors and the levels considered for the trip time variance analysis.
The factors selected for the trip time were the routes, traffic distribution, and traffic density.
The route factor had three levels, traffic distribution had five (5) levels, and traffic density
had two (2) levels, as denoted in the table.

Table 7. Factors and their respective levels for trip time.

Symbol Factor
Levels

1 2 3 4 5

R Routes R1 R2 R3
T Traffic Distribution 0:100 25:75 50:50 75:25 100:0
D Traffic Density 500 5000

We quantify the impact of the main factors on the trip time by performing ANOVA
tests. The ANOVA for the trip time is given in Table 8. We can observe that the main factors
contribute about 97% to the variation of the trip time results, and the first and second-order
interactions between the factors contribute around 2% and 1%, respectively. The route (R)
has the most significant effect on the results with a 91.8% variation. Traffic distribution
(T) shows a variation of 3.2% on the trip time results. However, traffic density (D) has the
least significant effect on the results adding up to 1.6%. Our assumption that the residuals
are normally distributed is proven by the Quantile-Quantile (Q-Q) for all three factors,
as shown in Figure 17. The visual tests show that the residuals fall evenly around the
least-squares line forming a heavy-tailed linear line.

Table 8. ANOVA of trip time.

Component Sum of Squares Perc. Variation DF Mean Square

y 339,533.0005 30
ȳ 327,189.6338 1

y − ȳ 12,343.3667 100.00% 29
Main Effects 11,928.2186 96.6% 7 1704.0

D 201.0703 1.6% 1
T 400.6816 3.2% 4
R 11,326. 4667 91.8% 2

First-order Interactions 264.6889 2.1% 14 18.9
D-T 92.6519 4
D-R 92.5407 2
T-R 79.4963 8

Second-order Interactions 150.4593 1.2% 8 18.8
D-T-R 150.4593 8
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Figure 17. Quantile—Quantile Plot of Trip Time Residual.

5.3.2. ANOVA of Latency

The factors and levels considered for the latency variance analysis are shown in Table 9.
Routing protocols had three (3) levels, traffic distribution had five (5) levels, and traffic
density had four (4) levels, as listed in the table.

Table 9. Factors and their respective levels for latency.

Symbol Factor
Levels

1 2 3 4 5

RP Routing Protocols AODV DSDV DYMO
T Traffic Distribution 0:100 25:75 50:50 75:25 100:0
D Traffic Density 500 1000 2500 5000

For the latency results, the ANOVA is shown in Table 10. From the table, we can
observe that the main effects contribute 92.7% of the variation in the latency results. The
traffic density (D) has the highest impact, with 91.1% of the variation. While the routing
protocol (RP) has the least contribution with 0.2%. Traffic distribution (T) contributes 1.4%
of latency variation. Additionally, the highest interaction is between the traffic density
and distribution that has the most significant effect with 3.94% variation on the latency
results compared to any other interaction combination. This indicates that the above factors
interact to influence the latency result. The interaction between all three factors accounts
for only 1.9% of the variation. The Q-Q plot of latency residuals is shown in Figure 18. We
can observe that the residuals fall evenly around the least-squares line forming a trend with
a heavy tail due to outliers. Hence, our simulations are concrete, and the variations in the
results are not due to randomness.
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Table 10. ANOVA of latency.

Component Sum of Squares Perc. Variation DF Mean Square

y 538.0728 60
ȳ 427.9197 1

y − ȳ 110.1531 100.00% 59
Main Effects 102.0573 92.7% 9 11.3

D 100.3077 91.l% 3
T 1.5098 1.4% 4

RP 0.2398 0.2% 2
First-order Interactions 6.0242 5.5% 26 0.2

D-T 4.3165 12
D-RP 0.9441 6
T-RP 0.7635 8

Second-order Interactions 2.0716 1.9% 24 0.1
D-T-RP 2.0716 24

Figure 18. Quantile—Quantile Plot of Latency Residual.

6. Conclusions

In this work, we evaluated the performance of various VANET routing protocols in
Madinah city under different traffic scenarios. Two reactive routing protocols, AODV and
DYMO, are selected, while one proactive protocol, DSDV, is considered. We considered
both fully autonomous and human-driven vehicles in our study to replicate the state of
future traffic. We further model multiple traffic distributions with the varying volume of
autonomous and human-driven vehicles, along with several traffic densities to represent
different traffic conditions. We performed simulations to analyze the average trip time
and average communication latency between vehicles. For an average trip time, we found
that fully autonomous traffic distribution achieved the shortest trip time, with a reduction
of around 7.1% compared to other distributions with human-driven vehicles. For aver-
age latency, we observed that the DSDV protocol performs better in fully human-driven
scenarios. However, in the case of fully autonomous traffic, both reactive protocols outper-
form the DSDV protocol, reducing the latency by 2.38 milliseconds (33.7% improvement).
From our experiments, we recommend the use of reactive routing protocols compared to
the proactive DSDV protocol, as the control message overhead of DSDV is much higher.
Furthermore, we performed an ANOVA test to examine the effect of factors on the trip
time and latency results. For the average trip time, we observed that the routes compared
to traffic density and distribution had the most significant effect (91.8%) on the variation
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of the results. On the other hand, traffic density had the highest impact on the latency
result (91.1%) compared to other factors. The ANOVA table also highlighted the effects
of the interactions between the factors on the results. The visual tests observed from the
Q-Q plots exhibit that the residuals fall evenly around the least-squares line, forming a
heavy-tailed linear line. This confirms our assumption that the residuals are normally
distributed. Hence, the variation in the results is not random but due to factors considered
in our study.

6.1. Limitations

Our focus was studying and evaluating the routing protocols under different traffic
scenarios. We considered 500 vehicles as a low traffic density and 5000 vehicles as a high
traffic density for our study. It might not be the case in a real-world scenario for a highly
congested area. Furthermore, we did not assess dynamic vehicle velocity changes based on
conditions in our simulation. Although we considered a reasonable size of map area for
the city of Madinah, we might need to take into account a larger area to study the overall
performance. Other environmental factors that might affect the performance are out of
scope for this particular study.

6.2. Future Works

This research can be extended by conducting further studies on the various issues
considered in this article in the future. For the traffic model designed and adopted in this
work, multiple factors can be expanded to outline the effect of those factors. For example,
the car-following model for the human-driven vehicle can be another factor to consider by
comparing against models, such as Krauss, EIDM, Wiedemann, and so on. Further, the pa-
rameters for each respective car-following model can be studied, such as minimum gaps
kept from the vehicle in front, acceleration, and deceleration rates and other parameters.
Another future study could outline the effect of even higher traffic densities in Madinah
city with further distributions of not just passenger vehicles but also buses, motorcycles,
etc. Routing protocols in this study could be expanded to include other ad hoc protocols,
such as OLSR and DSR. Performance metrics can be furthered by considering the impact
of the packet delivery ratio and the network throughput of the accident notification and
relaying packets on traffic congestion. Other metrics could also be studied such as the effect
of the network behavior on the carbon dioxide emissions and waiting time of passenger
vehicles in the traffic model.
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Abstract: In this paper, we propose a novel deep reinforcement learning (DRL) method for optimal
path planning for mobile robots using dynamic programming (DP)-based data collection. The pro-
posed method can overcome the slow learning process and improve training data quality inherently
in DRL algorithms. The main idea of our approach is as follows. First, we mapped the dynamic
programming method to typical optimal path planning problems for mobile robots, and created a
new efficient DP-based method to find an exact, analytical, optimal solution for the path planning
problem. Then, we used high-quality training data gathered using the DP method for DRL, which
greatly improves training data quality and learning efficiency. Next, we established a two-stage
reinforcement learning method where, prior to the DRL, we employed extreme learning machines
(ELM) to initialize the parameters of actor and critic neural networks to a near-optimal solution in
order to significantly improve the learning performance. Finally, we illustrated our method using
some typical path planning tasks. The experimental results show that our DRL method can converge
much easier and faster than other methods. The resulting action neural network is able to successfully
guide robots from any start position in the environment to the goal position while following the
optimal path and avoiding collision with obstacles.

Keywords: deep reinforcement learning; global optimal path planning; dynamic programming;
mobile robots; shortest path; continuous state space; collision avoidance

1. Introduction

Deep reinforcement learning (DRL) has been a powerful tool in many applications,
including optimal path planning for mobile robots [1–10]. However, traditional deep
reinforcement learning approaches use the trial-and-error method, which is extremely
time-consuming and often does not converge [11]. The learning efficiency has become the
bottleneck in applying DRL to more real-time path planning problems. One key factor
that determines the efficiency of the learning process is the quality of the training data.
Traditionally, DRL neural networks learn from randomly generated experience training
data. Consequently, training is often a lengthy process and it is easy to get trapped in
a local minimum and fail. In order to overcome this fundamental challenge of DRL, in
this paper, we propose an improvement to the training data quality by using dynamic
programming (DP)-based optimal data collection. This new DP-based data collection
method is an excellent match for the path planning problems because the shortest distance
path planning problems can be mapped to be a DP problem that can therefore achieve the
global optimal solution. This DP-based data collection method can provide an abundant
optimal training dataset for DRL.

Path planning is a popular research topic with many recently published studies [12–15].
However, it remains an active research area with much to be explored. In path planning,
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researchers strive to achieve the global optimal solution and one such method that can
guarantee this is DP. There are many DP algorithms used to solve various problems that can
be applied in navigating the global optimal path for mobile robots, which commonly use
grid discretization to approximate the global optimal solution [16–19]. Different from most
works, in this study, we first mapped the dynamic programming method to the typical,
shortest traveling distance path planning for mobile robots and then used DP to find the
exact, analytical, optimal solution for the continuous path planning problems. Specifically,
we first employed DP to find the optimal solution for the center of each grid cell and then we
created a novel method to compute the optimal solution for any continuous start position
in the continuous workspace using only local information of neighbor cells. As a result, our
method can achieve the optimal solution for any start position during robot continuous
navigation compared to previous works using DP-based path planning methods.

Although DP-based data collection can provide optimal experience training data for
DRL, it is likely that the learning process will still be too long or even get trapped in a local
minimum and fail to converge if the data are fed to the DRL algorithm directly. To further
improve the convergence performance and speed up the learning process, we propose
the use of extreme learning machines (ELM) prior to the DRL in order to start DRL at a
near-optimal starting point. This staged learning method allows DRL to fully focus on the
most challenging part of the path planning, such as the areas around the obstacles or the
ridges along which multiple optimal paths diverge. This initialization can be very fast due
to the time efficiency feature of ELM.

By using DRL in this study, we aimed to learn the optimal action policy, i.e., closed-loop
feedback for the real-time navigation of mobile robots in a 2D environment. Our optimal
closed-loop action policy, which applies to any start position and covers all trajectories in
the free workspace, is better than the optimal open-loop action sequence that is restricted
to a single start position and therefore one trajectory. The optimal action policy allows for a
real-time, fast, optimal response as the robot moves around in a complex environment. The
closed-loop action policy eliminates the shortcomings of open-loop action sequences. It
is also robust to disturbances or noise and reduces the deviations caused by disturbances
since the effects of the disturbances are automatically compensated for. For example, in
the case of the robot’s state deviating from the optimal path caused by disturbance, the
closed-loop action policy can mitigate the deviation from the original trajectory without
accumulative errors. The optimal action policy can guarantee that the robot can still move
along a new optimal path starting from the new disturbed state or position, which is
close to the original optimal trajectory while the open-loop action sequence can cause the
robot to move far away from the original optimal trajectory due to accumulative errors.
Therefore, the closed-loop optimal policy is crucial for the real-time optimal navigation for
mobile robots.

The contributions of this work are multifold: First, we mapped the dynamic program-
ming method to typical optimal path planning problems for mobile robots and created
an efficient dynamic programming-based method to find an exact, analytical, optimal
solution for the continuous path planning problem. We then used high-quality training
data gathered from the dynamic programing method for DRL, which greatly improves data
quality and learning efficiency. We established a new two-stage learning method where we
employed ELM to learn from initial optimal experience data in order to initialize the actor
and critic neural networks to a near-optimal solution prior to DRL. Finally, we illustrated
our proposed method using typical path planning tasks.

We organized the paper as follows. In Section 2, we provide an overview of the most
relevant and recent papers in the fields of path planning, dynamic programming, optimal
path planning, and DRL for path planning. In Section 3, we detail the new DRL approach
implemented for this study. Experimental results are presented in Section 4. We conclude
the paper and offer a few pointers for future research in Section 5.
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2. Related Work

Path planning is a research field studying the moving strategies of robots or vehicles. In
path planning, the goal is to safely move an agent from a start position to its corresponding
final destination while evading any obstacles or other agents [12–15]. With numerous
applications, such as improving robot movement efficiency and safety, increasingly efficient
and powerful algorithms have been developed. To this end, research has been focused on
optimal path planning, which can be defined with one or more of the following constraints:
shortest time [20], shortest distance [21], and optimal energy consumption [22].

Conventional path planning methods, such as RRT, A*, and Bug approaches [13,14,23–26],
aim to find one path from only one start position to the goal position, i.e., an open-loop
sequence of points along the trajectory. When the start position changes or the mobile
robot deviates from the optimal path caused by disturbances, path planning is reinitialized
from the new start position. In contrast, our proposed method produces a closed-loop
optimal action and control policy. With this policy, once the continuous optimal policy
is learned via DRL, the robot can always move along the optimal path starting from any
new position even when disturbed in the free workspace, based on the optimal policy and
without replanning. Therefore, the purpose of our proposed approach is different from
RRT, A*, and Bug approaches; our approach is better.

Deep learning (DL) is a new learning paradigm that performs nonlinear transformation
using a multi-layer network structure [11,27–33] and has been gaining popularity in the
last decade. In [28], Yann LeCun et al. presented a landmark work that employed the back-
propagation method to acquire kernel coefficients directly from imaging representations
of human written numbers, resulting in automated learning. We can categorize DL into
three main groups: supervised learning [29], unsupervised learning [30], and reinforcement
learning [31]. Unsupervised learning aims to find the hidden structures in unlabeled data
but is ineffective in path planning problems due to the nature of this type of learning.
On the other hand, supervised learning is much better with path planning problems due
to its ability to easily converge and its lack of need to specify how the task should be
performed. However, it is not without any flaws; in some applications, it can be hard to
collect enough labelled data. In addition, the performance of this method is also limited:
the robot cannot outperform the “supervisor”, i.e., the training data, in supervised learning.
In comparison, the last main method, DRL, does not need labelled data for training and
can adequately generalize to new scenarios. However, DRL suffers the drawback of low
sample efficiency [32].

In the last decade, DRL has been successfully applied to more and more applications.
DRL performs better than human players in various fields by trying different strategies. In
particular, DRL has been successfully used in mobile robotics or automated vehicle motion
planning [1–11]. For example, in [10], the authors investigated the performance of a DRL-
based deterministic policy gradient method for the dynamic environment. The algorithm
was applied to multiple vehicle path planning. In [2], the authors studied a complex,
big environment in which conventional algorithms often result in failures. They used a
DRL-based algorithm to map vehicle’s control actions to sensory inputs [2]. In [3]. The
authors focused on a mixed environment and used DRL for vehicle motion planning. This
algorithm was used for automated, multi-vehicle scenarios. In addition, by understanding
and predicting the motions of moving obstacles using the equipped sensors, DRL can
be programmed to avoid dynamic obstacles [4]. The elements of social interaction were
introduced to DRL [5], where social rules were used to guide DRL. When we consider
non-communicating multi-agent path planning problems, traditionally, the computation
time can be prohibitively long due to unobservable agents’ goals. However, DRL can be
effectively used to reduce online computation time [6] and enable real-time navigation.
While it is more challenging for DRL to avoid collision when the dynamic obstacles or
agents do not follow any behavior rules, we can mitigate this issue by adding an LSTM
segment for flexible observation size. This allows the DRL algorithm to achieve a better
performance as the number of mobile obstacles increases [7]. A proposed method with
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low computation time and low energy consumption while achieving optimal or close to
optimal path formulates a clustered IoT network as a combinatorial optimization problem.
The authors in [8] used a seq2seq network and DRL to train this network using information
of the clusters and the UAV’s start or end as the input. In [9], the authors introduced a
new combination of elite-duplication genetic-assisted path planning with DRL. Using this
method, they can optimally generate sparse waypoints in a constrained space. In practical
path planning applications, such as for warehouse robots, there are multiple agents. To
address this problem, in [10], the authors formulate the problem as a decentralized, partially
observable Markov decision process and use a DRL approach to solve the problem by
feeding global and local map representations into convolutional layers.

In the literature, many works have been presented in the research area of dynamic
programming and DP-based optimal path planning. However, we found that most of these
works cannot offer an exact continuous solution to the global optimal problem. They tend to
use a distance transformation algorithm. This approach aims to find the paths from the goal
position back to the start position. In order to use this method, we generate a distance wave
front, which is propagated to cover all free space beginning from the destination [16–19].
The authors in [13] presented a constrained traveling distance transformation algorithm,
which can search for the shortest distance between any two points with the presence of
static obstacles. This method calculated the optimal traveling distance by discretizing the
workspace into image pixels and approximating the traveling distance to the closest pixel
of reference for every grid point. The authors in [17] extended the idea of the distance
transform method for 2D path planning. They defined the propagated cost as a weighted
sum of the traveling distance to the destination and the total cost of obstacles moving closer.
The authors in [18,19] presented a real-time obstacle avoidance path planning for robots,
which is applicable to scenarios with dynamic targets and obstacles. In this particular
path planning scenario, the authors aimed to minimize both the cumulative local penalty
functions along the path and the sum of the current known distance to a target. In all of
the above works, the environment was discretized; researchers could not find an exact,
analytical, continuous optimal solution for the path planning problem.

In [34], the authors proposed an actor-critic deep reinforcement learning method with
experience replay. The sampling method described in this paper is very efficient. In [35], the
authors proposed a Q algorithm-based ELM (Q-ELM) to tackle a slow convergence problem.
In this ELM, the input was the mobile robot’s perception of the external environment
information and the output was the corresponding reward and punishment for each action
decision, which was the Q value.

The essence of conventional extreme learning machines (ELM) [36–44] is to use a
single hidden layer feedforward neural network for training and learning. Later, ELM
has been extended to use neural networks with multi-layer hidden nodes for different
applications [36]. Since hidden nodes do not need to be iteratively tuned, ELM learns much
faster and yields more promising performance compared to multiple layer perceptron
(MLP)-based algorithms [37]. ELM can also provide a unified learning platform with a
widespread type of feature mappings and can be applied in regression and multiclass
classification applications [38]. However, this method is not flawless. Compared with MLP,
in order to achieve comparable accuracy, ELM often needs much more hidden nodes [39].
In [40], the authors directly used ELM in a path planning method. They use a multi-
layer ELM to calculate the cost function of the A* algorithm and determine the accurate
search direction by evaluating the impact of obstacles. The authors in [41] designed an
adaptive fuzzy neural network planning method based on ELM. The ELM is used to solve
classification and regression problems and is applied to quickly and accurately reduce the
computational complexity of the traditional adaptive neural network. In this work, we
used ELM to initialize DRL actor and critic neural networks, which were able to quickly
produce the solution to the vicinity of the global optimum due to its short computation
time and high-quality optimal initial training data.
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3. Methodology

In this study, we evaluated our approach in a multi-obstacle environment, a typical
layout for path planning applications, such as warehouse fulfillment. In this scenario, we as-
sume that the robot can accurately measure the distance between itself and its surrounding
environment with common sensors, such as Lidars and cameras.

Our main aim was to enhance the performance of learning algorithms and training
data quality associated with DRL. The two basic steps in DRL are the data collection and the
training process. At the data collection step, the traditional DRL usually collects random
samples in the form of (st, at, rt, st + 1). These random samples are generally of low quality
and result in a much longer training process in the learning stage. To solve this problem,
we propose using DP that can find the global optimal trajectories from any start position to
generate high-quality training data. In the following Section 3.1, we show how the path
planning problem was formulated into a DP problem and solved for optimal paths, which
in turn provides best quality data for DRL training. Conventionally, during the training
step, the robot uses DRL algorithms directly to learn the optimal paths. In this Section 3.2 of
this paper, we propose and discuss a detailed, novel two-stage deep reinforcement learning
algorithm for fast learning.

Specifically, DP-based training data contain the global optimal information. The de-
rived optimal experience data include not only local information but also key global useful
information, which can effectively guide the reinforcement learning process. Therefore, the
learning process can efficiently learn from these best experience data and converge fast. For
example, global optimal moving directions (i.e., actions) are the highest quality information
from the environment and are much more useful for learning than low-quality randomly
collected experience data.

The major challenge of complex continuous action policy representation using the
neural network is the tendency to fall in a local minimum. ELM can effectively deal with this
problem in our application scenarios of this study. ELM is one type of supervised learning
and is much more efficient at learning than general reinforcement learning algorithms
since the target information is generally not available in conventional deep reinforcement
learning approaches. The reasons are as follows:

• DP-based optimal training data provide global optimal moving directions or actions
and can be used as the optimal learning target.

• Given the input-to-hidden parameters of the actor and critic neural networks in DRL,
ELM formulates the learning problem as a quadratic optimization problem, which has
the closed-form solution, resulting in rapid non-iterative learning. More importantly,
ELM can achieve the global optimal solution, which effectively reduce or overcome the
local minimum problem that is inherent in DNN learning. Therefore, ELM provides
an excellent starting point close to the global optimal solution for DRL algorithms.

3.1. Global Optimal Solution for Discrete Grid Cell Centers Using the DP Method

In this section, we present a two-step DP-based path planning method. This method
uses a distance propagation method to find the shortest distance from any position in the
workplace to its corresponding destination. Specifically, we separated the task into two
steps: a path planning step and a robot navigation step. During the first step, we divided
the workspace into grid cells and use a DP-inspired algorithm to find the shortest distance
from each cell center to the goal position. Next, during the navigation step, we generated
continuous optimal trajectories from any start position in the workspace by using only the
local information of neighboring cells.

3.1.1. DP-Inspired Algorithm for Global Optimal Path Planning for Discrete Grid Cells

In this study, we began the planning step by first partitioning the environment into
grid cells and setting the goal with zero distance. We then calculated the distances from
all the neighbor cells of the goal, eight in total, to the final goal position. Specifically,
the shortest distance from each cell center to the destination was calculated, as shown in
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Figure 1. Next, this distance generation method propagated through all the remaining
cells, finally obtaining the shortest distance for each cell. A map was built for the whole
workspace.

Figure 1. Goal and its eight neighbors (left) and shortest distance of the neighbor cells to goal (right).

We store the information for each cell, such as the center of the cell, the shortest length
from the center of the cell to the goal, the optimal moving direction for the cell, and flags,
to show the information, such as whether the cell is (1) in an obstacle, (2) already visited, or
(3) in the priority queue (PQ).

The state space in our method is continuous in the navigation step. Any point in the
free workspace is associated with the shortest distance from the final goal calculated by
using only local information. In contrast, in this planning step, we used a discretized map
of cells for planning. Based on the idea of dynamic programming, we illustrate in Figure 2
the cells that are organized by layers in our proposed method. Each cell is associated
with the shortest length from the center of the cell to the goal. Each cell also contains key
information, such as the optimal moving direction, which is used to guide the robot to the
destination along the optimal path. In our method, only local information provided by its
valid, available neighbors is required to calculate the shortest distance of a cell. We define
valid neighbor cells as those that are not in any obstacle and define the available cells as
the ones with the shortest lengths, which are already calculated from the previous steps.

Figure 2. The illustration of the DP-like, layered-structure representation of the cells.

The DP-based formula for calculating the shortest traveling distance is as follows:

Vk(Xk) = min
Xnbr∈Dnbr(Xk)

{
d
(
Xk, Xwpm) + Vk+1

(
Xwpm

)}
(1)
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Xwpm = Xnbr + Vd(Xnbr) (2)

where d
(
Xk, Xwpm

)
stands for the Euclidean distance from Xk to Xwpm and Vk+1

(
Xwpm

)
is

the shortest distance to the goal. Xnbr is the center of Xk’s neighbor cell, Xwpm is the
corresponding waypoint of Xnbr, and Vd(Xnbr) is the optimal moving direction at Xnbr.
As for a valid neighbor cell Xnbr, notice that there is no known obstacle between Xk and
Xwp(Xnbr), i.e., the line segment of Xk and Xwp, does not pass any obstacle.

The global optimal direction Vd from the cell center Xk can be calculated as follows:

Vd = Xwpm∗ − Xk (3)

where Xwpm∗ is the optimal waypoint that produces the shortest traveling distance Vk(Xk),
which is obtained using Equation (1).

Figure 3 shows a general case of how the shortest distance is determined for each
cell. For example, there are three valid available neighbor cells for cell 326, which are cell
315, cell 322, and cell 312. We can compute the shortest distance and the optimal moving
direction for cell 326 based on only the local information of these three surrounding cells.

Figure 3. Calculation of the shortest distance for the cell with three valid neighbors available.

Note that not all surrounding cells have a valid shortest distance due to the presence
of the obstacles. The center of a cell may be inside an obstacle and may have no valid value.
As long as we can find one or two neighbors of the cell close to the obstacle with valid
shortest distance values, we can still calculate the shortest distance for that cell. Lastly, it
is also important to check whether the line connecting the cell and the waypoint passes
through any obstacle.

In Figure 4, we show how to employ only local information to obtain the global
shortest distance of a cell to the goal. In this example, the shortest distance of cell 37 is
calculated using only the information of three neighbors: cell 13, cell 21, and cell 29. We also
calculate the corresponding optimal waypoint Pwp using the centers and optimal moving
directions of the neighboring cells using Equations (1) and (2). The shortest distance V(Pc37)
is then calculated:

V(Pc37) = d
(

Pc37, Pwp
)
+ Vk+1

(
Pwp
)

(4a)

where Vk+1
(

Pwp
)

stands for the shortest distance from Pwp to the goal. d
(

P37, Pwp
)

repre-
sents the distance between the center Pc37 of cell 37 and the waypoint Pwp. In contrast with
other methods [3], the optimal traveling distance from cell 37 does not need to pass through
the center of neighbors 13 or 21; instead, it can find the optimal, accurate moving direction.
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Figure 4. Computing global shortest distance of cell 37 from local neighbors: cells 13, 21, and 29.

In the implementation of our algorithm, we used a priority queue (PQ) to choose the
next cell to consider and find the shortest distance from the cell to the goal. This process
mimics the wave front propagation from the goal position. The cell priority Pdist(C) was
computed as follows:

Pdist(C) = min
Cj∈Dnbr(C)

{
d
(
C, Cj

)
+ Vk+1

(
Cj
)}

(4b)

where d
(
C, Cj

)
represents the Euclidean distance from the center of cell C to the center

of cell, Cj, Cj is the valid available neighbor, Dnbr(C) is the set of all the valid available
neighbor cells of current cell C, and Vk+1

(
Cj
)

is the shortest distance of Cj to the goal
position. In Figure 5, we show the progress of distance propagation. In Figure 5a, we
show the result of the propagation after 44 cells. In Figure 5b, we show the result of the
propagation after 371 cells.

 

(a) 

(b) 

Figure 5. Progress of shortest distance propagation: (a) visited 44 cells, (b) visited 371 cells.
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In this study, we developed a DP-based shortest traveling length of path planning
algorithm, as shown in Algorithm 1.

Algorithm 1. DP-Inspired Shortest Distance Path Planning Algorithm

Step 1. Initialize the environment:
Step 1.1. Partition the whole map into N × M grid cells;
Step 1.2. Set cell properties for obstacles such as obstacle flag;
Step 1.3. Set the goal cell with zero distance.
Step 2. Process eight neighbors of the goal cell. For each neighbor, do the following operations:
Step 2.1. Calculate the shortest distance from the goal to the center of the cell, set cell properties
such as the shortest distance, optimal moving direction, visit flags;
Step 2.2. Check each of eight neighbors of the current cell, add it to priority queue (PQ) if (not in
PQ) AND (not visited yet) AND (not obstacle).
Step 3. Cell propagation for the whole free workspace:
Step 3.1. Take the top cell in PQ;
Step 3.2. Compute for the cell the shortest distance and optimal moving direction using only the
local information of available, valid neighbor cells using Equations (1) and (3);
Step 3.3. Set cell properties such as the shortest distance, optimal direction, visit flags;
Step 3.4. Check each of eight neighbors of the cell, add it to priority queue (PQ) if (not in PQ)
AND (not visited yet) AND (not obstacle);
Step 3.5. Back to step 3.1 until PQ is empty.
Step 4. Check and mark the cells close to ridge boundary based on local information of
neighbor cells.

3.1.2. Navigation Step: Exact Shortest Distance Calculation for Any Point in the Map

This navigation step is a real-time process in which the robot travels along the optimal
traveling path from any point in the continuous map. The trajectory does not need to go
through grid cell centers. We calculated the optimal direction for any point using only local
information of the neighbor cells. We discuss two cases in detail here.

In the first case, as shown in Figure 6a, the optimal moving directions of the valid
neighbor cells are all pointing towards the same waypoint. We calculated the waypoint
Pwp based on the information of any valid neighbor cell, the center position, and optimal
moving direction of the cell. Then, we calculated the optimal traveling direction Vp and the
shortest traveling distance d(P) from the current point P(x,y) as follows.

Vp = Pwp − P (5)

d(P) = d
(

P, Pwp
)
+ Vk+1

(
Pwp
)

(6)

where Vk+1
(

Pwp
)

is the shortest distance from Pwp to the goal and d
(

P, Pwp
)

is the distance
between points P and Pwp.

 

(a) 

Figure 6. Cont.
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(b) 

Figure 6. Calculation of Exact Shortest Distance from Any Point in the Map. (a) Case I, (b) Case II.

In Case II, we considered the robot position P, which is close to the ridge boundary as
shown in Figure 6b, where there are several waypoints in the neighborhood. Some potential,
optimal directions guide the waypoint on the left while others guide the waypoint on the
right. Similar to Case I, we first calculated the waypoint set Dwp(P) from all valid neighbors.
Next, we minimized the distance from the point to the goal in order to obtain the best
waypoint as follows.

d(P) = min
Pwp∈Dwp(P)

{
d
(

P, Pwp
)
+ Vk+1

(
Pwp
)}

(7)

Then, we calculated the shortest distance d(P) from the point P to the goal using the
best waypoint Pwpm and we also computed the corresponding optimal moving direction.

In this navigation step, for any arbitrary position in the environment, there are up to
9 valid cells in the neighborhood, including the cell containing the current point plus 8
neighbor cells. However, if the cell is not in the free space, some neighbor cell properties
may not be available.

3.2. Two-Stage DRL

Although DRL has the potential to achieve superhuman performance in theory, in
practice, it is very challenging to efficiently learn the parameters of the optimal continuous
action policy, i.e., the continuous actor network for specific applications using DRL. Without
an adequate initialization, DRL often converges too slowly or it may not even converge
at all. In this paper, we propose a novel two-stage DRL algorithm based on the modified
DDPG algorithm to efficiently learn the optimal policy for the mobile robot navigation.
At the first stage, we employed the DP-based technique to generate many global optimal
trajectories or experiences in the workspace. Based on these optimal trajectories, ELM was
then used to calculate the favorable initial parameter values of the actor and critic networks
(DNN) due to its non-iterative high computation speed and high-quality initial optimal
training data. In the second stage, once the favorable initial values of the parameters are in
the vicinity of the global optimum, DRL was used to fine-tune and ensure the high accuracy.
More specifically, we employed both local experience data and global optimal experiences
to guide the learning process to make the learning process converge to the optimal solution
while avoiding the collision with obstacles using more local experiences in complicated
regions, such as the regions close to obstacles and ridges. In the free workspace far away
from obstacles or ridge regions, the optimal policy is relatively smoother and requires
the smaller amount of training samples. By using this two-stage DRL method, we can
significantly accelerate the learning process, reduce the probability of the robot getting
trapped into a local minimum, and achieve the high-quality navigation policy.

3.2.1. Initial and Online Data Collection

In this study, the training data were partially collected prior to DRL training and
partially during the training process. Before training, (I) the DP-based navigation approach
was employed to generate multiple optimal trajectories by specifying random start positions
and (II) for each grid cell, we produced experience data with optimal moving directions,
obtained as described in Section 3.1. Experience data for the critic Q(s,a) were then generated
as follows. In the initial data collection, given a position or state s, there are two methods to
produce the experience for Q(s,a): (a) using the corresponding optimal moving direction a
to advance one step to obtain the next state st + 1 and compute the optimal Q(s,a) = −d(s,st +

1) + V*(st + 1) or (b) randomly generate a moving direction and advance one step to obtain
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the next state st + 1 and compute Q(s,a) = −d(s,st + 1) + V*(st + 1), where V*(st + 1) is the
negative shortest distance from state st + 1 to the goal. These trajectories were sampled to
obtain initial training data. During training, further samples were collected and used in the
later training process as the robot moves around in the environment and moves towards to
the goal.

The data collection around the obstacles is particularly challenging as the robot (1) can-
not collide with the obstacles and (2) needs to follow the optimal path, which often requires
the robot to move closely around the obstacles. In order to avoid collision with obstacles,
more samples were collected from the regions close to obstacles. Some samples are gen-
erated by advancing one step along the optimal moving directions while other samples
are generated by advancing one step along random moving directions without collision
with obstacles.

3.2.2. Using ELM for Near-Optimal Initialization

ELM learning was employed to rapidly initialize the actor and critic networks in deep
reinforcement learning due to its short learning computation time and high-quality solution.
Due to the fast computation, we can run ELM multiple times and select the best solution
among multiple runs as the initial values of the DRL network parameters. ELM is able to
achieve the global optimal solution for the quadratic programming problem for the given
weights of input-to-hidden layers if the networks is with one hidden layer. Therefore, ELM
initializes the parameters of the networks to a near-optimal solution when the training data
are produced along the optimal moving directions generated in Section 3.1. By using ELM
and global optimal initial training data, we also significantly reduced the probability of
getting trapped in a local minimum.

Given a set of N distinct training samples {(xi, ti)| xi ∈ Rd, ti ∈ Rm, i = 1, 2, . . . , N}
where xi is the training input data vector, ti represents the target of each sample, and L
denotes the number of hidden nodes, one single hidden layer neural network with L hidden
neurons can be written as [39]:

yi =
L

∑
j=1

β jg
(
wjxi + bj

)
=

L

∑
j=1

β jhj(xi) = ti + εi, i = 1, 2, . . . , N (8)

where g is the activation function, wj and bj are random weights and biases, and ε is noise
or error.

The matrix form of ELM is presented here:

min
β

‖Hβ − T‖2 (9)

β =

⎡
⎣βT

1
. . .
βT

L

⎤
⎦ =

⎡
⎢⎣

β11 · · · β1m
...

. . .
...

βL1 · · · βLm

⎤
⎥⎦

T =

⎡
⎣ tT

1
. . .
tT

N

⎤
⎦ =

⎡
⎢⎣

t11 · · · t1m
...

. . .
...

tN1 · · · tNm

⎤
⎥⎦

H =

⎡
⎣ h(x1)

. . .
h(xN)

⎤
⎦ =

⎡
⎢⎣

h1(x1) · · · hL(x1)
...

. . .
...

h1(xN) · · · hL(xN)

⎤
⎥⎦ (10)

where H is the hidden layer output matrix and T is the training data target matrix. The
above quadratic optimization problem can be solved in a closed form: β = H+T, H+ is the
Moore–Penrose generalized inverse of matrix H. Therefore, ELM is a non-iterative learning
algorithm and is extremely fast.
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During the ELM training phase, only the output weights β are adjusted according to
the algorithm. The ELM training algorithm can be summarized in Algorithm 2.

Algorithm 2. Fast ELM Learning Algorithm

Step 1. Randomly assign the hidden node parameters, i.e., the input weights wj and biases bj for
additional hidden nodes j = 1, 2, . . . , L in Equation (8).
Step 2. Calculate the hidden layer output matrix H using Equation (10).
Step 3. Compute the output weight vector β as follows:

β = H+T (11)

where H+ is the Moore–Penrose generalized inverse of matrix H.

Note that this algorithm is used in Algorithm 3 to initialize the actor and critic neural
networks, where the parameters θQ or θμ each includes β, w1, w2, . . . , wL, b1, b2, . . . , bL.

3.2.3. Actor and Critic Neural Networks in DRL

The actor network and critic network consist of three layers each, using the sigmoid ac-
tivation function in the hidden layer. In the actor network, the input is the two-dimensional
state vector, i.e., the position s = (x,y) in the workspace, and the output is a two-dimensional
action vector, i.e., the moving direction a = (vx,vy). Meanwhile, for the critic network, the
input is a four-dimensional vector (s,a) = (x,y,vx,vy) and the output is the negative distance
Q(s,a) from the current state s to the goal, taking the current action a. Both the actor and
critic networks can be efficiently initialized using the rapid ELM algorithm.

3.2.4. Modified DDPG (MDDPG) for Fine-Tuning DRL Actor and Critic Networks

In this section, we modify the deep deterministic policy gradient method (DDPG)
for planning the optimal path for the robot. The robot is assumed to interact with the
environment E in discrete timesteps. At timestep t, the robot accomplishes three things:
it takes an action at, moves one step from the state st, and receives a reward rt. Both the
action and state spaces are continuous in this section.

The action-value function depicts the expected return in state st after taking an action
at. We detail the Bellman equation as follows:

Qμ(st, at) = Ert ,st+1∼E [r(st, at) + γQμ(st+1, μ(ss+1))] (12)

The loss function is defined as:

L
(

θQ
)
= Es

t∼ρβ , at∼β,rt∼E

[(
Q
(

θQ
)
− yt

)2
]

(13)

where the reward signal r(st, at) is the negative travel distance for each time step and
yt = r(st, at) + γQ(st+1, μ(ss+1)

∣∣θQ) .
The critic Q(s,a) is learned using the Bellman equation. The actor is calculated by

following the chain rule to the expected return from the derivative of J with respect to the
actor parameters:

∇θμ J ≈ Es
t∼ρβ ,

[∇θμ Q(s, a
∣∣∣θQ)

∣∣∣
s=st , a=μ(st |θμ)

]= Es
t∼ρβ ,

[∇aQ(s, a
∣∣∣θQ)

∣∣∣s=st , a=μ(st) ∇θμ μ(s
∣∣∣θμ)

∣∣∣
s=st

] (14)

3.2.5. Two-Stage DRL Algorithm

Next, the DDPG algorithm (MDDPG) is modified to include DP-based data collection
before and during the training time. ELM is employed to initialize the parameters of the
actor and critic networks as well.
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Algorithm 3. Two-Stage DRL Algorithm

Step 1. Prior to MDDPG training, DP-based data collection is performed to obtain the initial
optimal actor data and optimal critic data.
Step 2. Randomly generate initial weights of θQ and θμ of actor and critic networks, respectively.
Note that the parameters θQ and θμ include β, w1, w2, . . . , wL, , b, b2, . . . , bL in Algorithm 2.
Step 3. Based on initial training data, ELM is employed to rapidly compute hidden-to-output
weights βQ and βμ for the actor network and critic network, respectively. We then replace the
corresponding parts with βQ and βμ in the above randomly generated initial weights θQ and θμ.
Step 4. Initialization for MDDPG training:
Step 4.1. Initialize critic network Q

(
θQ) and actor network μ(θμ)) with weights θQ and θμ,

respectively;
Step 4.2. Initialize target network Q′ and μ′ with weights θQ′

= θQ, θμ′
= θμ;

Step 4.3. Initialize replay buffer R with N0 collection steps with DP-based optimal experiences;
Step 4.4. Receive observation of start state s1.
Step 5. Using MDDPG to fine-tune actor and critic neural networks
Step 5.1. Collect more training data for action exploration and stored in R;
Step 5.2. Select action at = μ(θμ) + Nt according to the current policy and exploration noise Nt;
Step 5.3. Execute action at and observe reward rt and new state st + 1;
Step 5.4. Store transition (st, at, rt, st + 1) in R;
Step 5.5. Sample a random mini-batch of N transitions (st, at, rt, st + 1) from R;
Step 5.6. Compute.

yi = ri + γQ′(si+1, μ′(θμ′)|θQ′
) (15)

Step 5.7. Update critic by minimizing the loss:

L =
1
N

N

∑
i=1

(yi − Q(si, ai

∣∣∣θQ))
2

(16)

Step 5.8. Update the actor policy using the sampled policy gradient:

∇θμ J ≈ 1
N ∑

i
∇aQ

(
θQ
)
|s=si ,a=μ(si)μ(s|θμ)|si (17)

Step 5.9. Update the target networks:

θQ′
= τθQ + (1 − τ) θQ′

(18)

θμ′
= τθμ + (1 − τ) θμ′

(19)

Step 5.10. Repeat Step 5.1 until reaching the maximum number of training or stop criteria.

4. Experimental Results

4.1. Environment

To evaluate the effectiveness of our method, we used our method in typical motion
planning scenarios with multiple obstacles. The vehicle would be able to travel from any
beginning position in the workspace and reach the goal position without colliding with any
obstacles. One typical scenario is shown in Figure 7. The rectangle obstacles in the figure
depict the barriers. The beginning position of the vehicle and the goal position are marked
out in the figure.
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Figure 7. Robot working environment.

4.2. Vector Fields and Shortest Travelling Distance of the Optimal Path Map

To demonstrate the efficacy of the proposed method, we carried out the experiments
for two typical scenarios with multiple obstacles. In Figure 8, we show the calculation
order for the cell distance propagation. Every number before each arrow shows the order
by which the cell is travelled. In Figure 9, we show the shortest travelling distance (i.e.,
the number before each arrow) from the goal position to each cell. In these two figures,
every arrow represents the optimal moving direction for the center of the cell to the goal.
The goal position is represented by a triangle with zero distance. Obstacles are represented
by rectangular shapes. For any point in the free workspace, based only on the shortest
distances and optimal moving directions of local neighbor cells as shown in Figure 9,
we can efficiently calculate the corresponding optimal moving direction (i.e., action) and
the shortest distance from the point to the goal position in order to navigate the robot to
advance along the optimal path to the goal.

Figure 8. The computation order (each number before arrow) for the cell propagation.
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Figure 9. Shortest distance (the number before each arrow) and optimal moving vector (each arrow)
fields of the map (x, y axes: indices of cells).

In Figure 10, we consider an environment with multiple obstacles with different
shapes. We show the visitation order and the optimal moving vector fields of the entire
environment.

Figure 10. The visitation order and optimal moving vector fields of the map.

The Ridge Boundary

In Figure 11, we focus on the ridge boundary that separates two sets of moving
directions. The starting points on the left of the ridge boundary take the paths to the far left
and the starting points on the right of the ridge boundary take the paths to the far right. As
a result, these starting points travel through different waypoints.

 

Figure 11. Ridge boundary in the middle of this figure to separate cells into left and right parts with
different moving directions.
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4.3. Sample Optimal Trajectories for Optimal Data Collection

By using the navigation algorithm described in Section 3.1.2, we randomly se-
lected multiple starting points and computed their optimal trajectories, as shown in
Figures 12 and 13. From any beginning point, the vehicle can move along the shortest
traveling path all the time. These optimal trajectories can be sampled and fed into the
two-stage DRL for training.

Figure 12. Typical sample optimal trajectories for data collection.

Figure 13. Sample trajectories for data collection in another scenario.

4.4. Sample Optimal Trajectories Generated by the Two-Stage DRL Algorithm

Once we collected the initial data of optimal trajectories using the DP-based navigation
technique, we used our two-stage DRL to train the actor and critic neural networks. Instead
of using random data for trial-and error-iterations, we used these high-quality data for
initial training with ELM.

4.4.1. After First Stage: ELM Learning

The sample trajectories after ELM learning are shown in Figure 14. ELM can provide a
near-optimal starting point for the neural networks in a short time. However, some path
segments near obstacles may not be accurate. This problem with ELM learning is shown in
Figure 16. Thus, in the second stage, we can use the modified DDPG algorithm to further
improve the training accuracy.
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Figure 14. Sample trajectories after ELM initialization.

4.4.2. After Second Stage: DRL

The sample trajectories for one scenario after DLR learning are shown in Figure 15. In
this stage, DRL focuses on the more challenging parts of the paths and regions. In Figure 15,
we show that with DRL, we can improve the accuracy of the paths.

Figure 15. Sample trajectories after DRL fine-tuning.

In the regions close to obstacles, it is much more challenging to train the actor and
critic networks. For example, regular experience data collection can lead to collision with
the obstacle, which is shown by the green trajectory in Figure 16. After we added more
experience data to the neighbor of the obstacle, the learned policy network was able to
produce an optimal trajectory (blue line in Figure 16) while avoiding the collision with
the obstacle.

In order to illustrate the advantages of our proposed DRL method over the original
DDPG algorithm, we conducted the following experiment. In the same scenario as that
depicted in Figure 15, we employed the DDPG algorithm to train the actor and critic neural
networks with the same training experience samples. The only difference in this experiment
using the original DDPG algorithm is that we employed random weights to initialize the
actor and critic networks instead of using the weights from ELM learning results. We
repeated the experiment for three times and they all failed to find the feasible paths.
In Figure 17, we show a typical trajectory resulting from the original DDPG algorithm.
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The robot starts from a position (−9.0, 9.0) and collides with the obstacles, even after
250,000 training iterations. The main reason for this failure is that, compared to supervised
learning, deep reinforcement learning is much harder to converge, less efficient in learning,
and easier to get stuck in local minima. These implementation issues associated with the
conventional DRL algorithm result from many factors including weak guidance signals,
obstacles, and long episodes in the complex environment. In contrast, our fast ELM learning
with DP-based optimal data collection is able to initialize the corresponding weights to a
near-optimal solution, which significantly improve the learning effectiveness and efficiency.
In Figure 18, we show the trajectory of using our proposed method for the same scenario
using only 70,000 training iterations. The robot can follow the optimal path, avoid obstacles,
and reach the target successfully. This experiment demonstrated that our proposed method
is much more efficient than the original DDPG algorithm.

 

Figure 16. Collision with obstacles (green), collision avoidance by sampling more experiences close
to obstacles (blue).

Figure 17. Collision with obstacles (red trajectory) with the conventional DDPG learning algorithm,
even with the same training experience samples.
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Figure 18. Trajectory produced by our proposed DRL method.

5. Conclusions and Future Work

In this paper, we presented a novel optimal path planning algorithm based on DRL
with application to mobile robots. In order to improve training data quality and generate
optimal training data for DRL, we mapped the DP method to typical optimal path planning
problems and established an efficient DP-based method to find the exact, analytical, optimal
solution. In order to accelerate the reinforcement learning process and improve the learning
performance, we also created a two-stage DRL method, in which ELM was employed to
initialize the weight parameters of the actor and critic networks. This algorithm is able to
move the robot along an optimal path from any starting point in the continuous workspace
to a specified goal location. For our next steps, we plan to conduct a comprehensive
study to compare our proposed method with other existing techniques. We also plan on
extending the capability of our algorithm to handle 3D environments and environments
with obstacles of arbitrary shapes, moving obstacles, and multiple agents.
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Abstract: The concern over safety features in autonomous vehicles is increasing due to the rapid
development and increasing use of autonomous driving technology. The safety evaluations performed
for an autonomous driving system cannot depend only on existing safety verification methods, due to
the lack of scenario reproducibility and the dynamic characteristics of the vehicle. Vehicle-In-the-Loop
Simulation (VILS) utilizes both real vehicles and virtual simulations for the driving environment
to overcome these drawbacks and is a suitable candidate for ensuring reproducibility. However,
there may be differences between the behavior of the vehicle in the VILS and vehicle tests due to
the implementation level of the virtual environment. This study proposes a novel VILS system
that displays consistency with the vehicle tests. The proposed VILS system comprises virtual road
generation, synchronization, virtual traffic manager generation, and perception sensor modeling, and
implements a virtual driving environment similar to the vehicle test environment. Additionally, the
effectiveness of the proposed VILS system and its consistency with the vehicle test is demonstrated
using various verification methods. The proposed VILS system can be applied to various speeds,
road types, and surrounding environments.

Keywords: Vehicle-In-the-Loop Simulation (VILS); autonomous driving; vehicle test; consistency
validation; correlation validation; proving ground; path tracking; Adaptive Cruise Control (ACC)

1. Introduction

Autonomous driving systems have been developed rapidly in recent years to achieve
the goal of full autonomy. As technology advances, various systems are complexly linked
to each other, and verifying the safety of autonomous driving systems will become in-
creasingly important [1]. Consequently, various research institutes and governments are
conducting extensive research on the development of related technologies and the veri-
fication of the safety of autonomous driving systems. Unlike the existing SAE Lv.2 level
Advanced Driver Assistance System (ADAS), an autonomous driving system must respond
to various situations on the road independently, and any accidents that occur are attributed
to the vehicle instead of the driver [2]. To ensure the safety of the drivers in such sys-
tems, an effective safety verification method must be developed by testing the systems
over millions or even billions of kilometers [3–5]. The safety verification testing methods
are largely divided into simulation-based testing and vehicle testing. Currently, various
simulation-based testing methods are being used, which include Model-In-the-Loop (MIL),
Software-In-the-Loop (SIL), and Hardware-In-the-Loop (HIL) [6]. MIL and SIL are useful
for testing algorithms quickly because the vehicle, sensor, actuator, and controller all consist
of virtual models. Additionally, SIL can be implemented to test the software of an algorithm
mounted on a vehicle, and verification can be performed at the ECU level without using
an actual ECU. HIL can be implemented at the level of actual ECUs and hardware, and
real-time verification, including verification of the characteristics of actual hardware, can
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be performed by including actual hardware such as sensors and actuators in the simulation.
However, in the simulation-based testing method, there may be errors between the behavior
of the actual vehicle and its dynamic characteristics due to the application of the virtual
vehicle dynamics model and to the occupants being unable to feel the vehicle’s behavior.
Vehicle testing is the final step in verifying the effectiveness of the autonomous driving
algorithm because it uses a real vehicle, along with real sensors and a real surrounding
environment [7]. The effectiveness of the existing body control system and chassis control
system can be verified through vehicle testing in the stage just before commercialization
after the development process. However, verifying the effectiveness of the autonomous
driving system, which responds to various dangerous traffic situations during the vehicle
test, is difficult due to the expansion of Operational Design Domain (ODD). Vehicle testing
requires various external factors such as the surrounding environment and objects, due to
which it cannot be performed by the vehicle alone. Even if a test bed and several dummy
obstacles such as vehicles and pedestrians are prepared at a high cost, it is not possible to
replicate a specific scenario during the vehicle test; there is also a risk of collision with the
surrounding objects [8].

Therefore, Vehicle-In-the-Loop Simulation (VILS), which is a verification method
based on virtual environments and real vehicles, has gained considerable interest as a
means to overcome the limitations of the simulation and vehicle testing methods. VILS can
ensure repeatability and reproducibility and can considerably reduce the risk of collisions
when compared to vehicle tests because the surrounding objects and environments are
represented as virtual objects, as shown in Table 1. This method enables the verification of
the effectiveness of an autonomous driving system and reflects the dynamic characteristics
of the actual vehicle, unlike the existing simulation test methods, such as MIL, SIL, and HIL.
Furthermore, the cost required to prepare the test environment is also reduced, thereby
improving the economic efficiency.

Table 1. Comparison of various testing methods for a vehicle.

Testing Method
Vehicle

Dynamics
Cost Reproducibility Danger

MIL Model Low High Low
SIL Model Low High Low
HIL Partial Model Mid High Low

Vehicle Test Real High Low High
VIL Real Mid High Low

VILS is divided into dynamo-VILS, which test vehicles on a fixed chassis dynamo,
and PG-VILS, which are based on vehicles driving on a Proving Ground (PG) [9]. Related
studies can be categorized according to the two different types of VILS. First, the related
studies for dynamo-VILS are as follows.

Gletelink [10] proposed a method to verify the effectiveness of the Adaptive Cruise
Control (ACC) function by attaching a vehicle to a dynamo and integrating a real robot tar-
get vehicle with a virtual surrounding vehicle within a limited indoor space
(200 m × 40 m). Rossi [11] analyzed the energy efficiency of a verification vehicle us-
ing a dynamo-based ADAS test system called SERBER. Additionally, an Over-The-Air
(OTA) sensor emulation method that uses a screen to project an image was employed to
ensure that the camera sensor can directly capture an image of the virtual environment.
Sieg [12] and Diewald [13] also tested the ADAS and autonomous driving functions using
the dynamo and OTA-based radar emulation. Diewald developed a radar OTA emulation
method for multiple objects and conducted a VILS test using a radar virtual model capable
of replicating real conditions. Gao [14] developed an indoor dynamo-VILS environment
and evaluated the performance of autonomous vehicle via Autonomous Emergency Brak-
ing (AEB) functions through the developed VILS environment. Zhang [15] also evaluated
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and analyzed the Energy Management Strategy (EMS) of Hybrid Electric Vehicles (HEV)
through dynamo-VILS.

Unlike in the vehicle test, the dynamo-VILS used in the above study was tested in an
indoor space, which enables flexible and repeatable testing based on a virtual environment.
However, building the dynamo and emulator equipment for each sensor is extremely
expensive and requires a large amount of space. Furthermore, the steering angle is lim-
ited due to the mechanical link of the dynamo, which requires additional equipment for
testing [9].

In the case of the PG-VILS, the vehicle runs on the actual PG, and the vehicle dynamic
characteristics are identical to those in the vehicle test, as shown in Figure 1. The acceptance
of an autonomous driving system can be evaluated by the passengers in the vehicle.
Additionally, the cost of building an environment is significantly lower when compared
to dynamo-VILS. Therefore, an efficient verification environment can be configured and
unexpected situations on the road, such as traffic congestion, can be virtually realized to
verify the effectiveness of the autonomous driving function. The studies related to PG-VILS
are as follows.

Figure 1. Concept of PG-based VILS.

Park [16] confirmed the validity and safety of the VILS method by establishing a VILS
verification environment and performing an ADAS evaluation based on the EuroNCAP
test scenarios. Kim [17] conducted tests using VILS in situations that were difficult to
verify due to the high risk of collision, such as crossing vehicles and pedestrians on the
road. He employed a PG with sufficient width to eliminate the risk of an accident during
the test. Tettamanti [18] implemented various traffic scenarios by integrating the VILS
environment, which is a virtual realization of an actual test bed, with SUMO, a traffic
simulator. Lee [19] verified the effectiveness of Cooperative Adaptive Cruise Control
(CACC) using a real vehicle and a virtual vehicle implemented using VILS. Kim [20] and
Solmaz [21] constructed a virtual road environment and verified the effectiveness of the
lane change algorithm through PG-VILS.

As above, various studies related to dynamo-VILS and PG-VILS have been conducted.
The previous studies were primarily focused on the methodology related to VILS imple-
mentation or the verification of the target system results using VILS. As a result, there is
insufficient research on securing the driving environment at the time of vehicle test and an-
alyzing the consistency of VILS. Therefore, this study aims to verify the effectiveness of an
autonomous driving system by establishing a test system using a PG-VILS. A VILS system
that can reproduce the driving conditions during the vehicle test was developed, and the
validity of the proposed VILS system is analyzed based on the consistency between the
vehicle tests and VILS tests. The remainder of this paper is organized as follows. Section 2
describes the overall configuration of the proposed VILS system and presents the details
of the system components used to improve the consistency of the vehicle and VILS tests.
Section 3 describes the test vehicle used for the VILS applications, and Section 4 describes
the procedure and verification method used to verify the consistency of the test results.
In Section 5, the performance of the proposed VILS system is verified by comparing the
consistency of the VILS test and vehicle test results. Section 6 presents the conclusion of the
article along with future research implications.
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2. Proposed PG-Based Vehicle-In-the-Loop Simulation System Structure

The composition of the proposed VILS system is divided into a virtual simulator
and test vehicle, as shown in Figure 2. The virtual simulator comprises four components:
virtual road generation, real–virtual synchronization, virtual traffic behavior generation,
and perception sensor modeling. The test vehicle is a real vehicle equipped with an
autonomous driving ECU which performs autonomous driving using the data generated
in a virtual simulator.

Figure 2. Proposed PG-based VILS System Structure.

Data transmission/reception between the virtual simulator, which generates the vir-
tual environment, and the test vehicle, which operates in the actual proving ground en-
vironment, is performed using the CAN communication interface. The state information
(position, heading, speed, etc.) which is measured by the RTK-GPS of the test vehicle is
transmitted to the virtual simulator to enable interworking between the two environments.
Subsequently, the virtual GPS and sensor data of the virtual simulator which are required
for autonomous driving control are transmitted to the ECU of the test vehicle. The virtual
simulator consists of four elements: Virtual Road Generation, Synchronization, Virtual
Traffic Behavior generation, and perception sensor modeling. Virtual Road Data is used
for synchronization between real and virtual. Perception sensor modeling is performed
by utilizing the state information of the synchronized test vehicle and the behavior of
virtual traffic. This study aims to perform a simulation similar to the vehicle test conditions
through the proposed processes. This section explains the four elements that constitute
the virtual simulator. The next, Section 3, explains the configuration of the test vehicle and
presents a detailed explanation of the autonomous driving algorithm applied in this study.

2.1. Virtual Road Generation

To conduct a driving test in a virtual environment, a virtual road environment is
required in which to drive the vehicle [22]. In this study, a virtual road was created using
HD-MAP, which was provided by the National Geographic Information Institute (NGII) of
South Korea. HD-MAP is an electronic map which was developed using the recognition and
positioning sensor data installed in a Mobile Mapping System (MMS) vehicle; it provides
precise locations and road object property information in centimeters. HD-MAP is essential
for autonomous driving systems, which require precise control of the vehicle to perform
operations such as lane changes and obstacle avoidance. It differs from navigation and
ADAS maps, which can only distinguish the road units [23]. The virtual road environment
was developed using the HD-MAP of K-City, an autonomous driving testbed at the Korea
Automobile Testing and Research Institute (KATRI).
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The road shape information provided by the HD-MAP is supported by the World
Geodetic System 1984 (WGS84) coordinate system format. Here, the location on the surface
of the earth is expressed in terms of latitude and longitude using units of [◦], which makes it
less useful and intuitive when implementing an autonomous driving system [24]. Therefore,
the map must be converted to the Universal Transverse Mercator (UTM) coordinate system
in meters, with precision expressed in terms of latitude and longitude. It is easy to express
the distance and direction in the case of UTM because all the coordinates on the surface
are expressed as X[m] and Y[m] coordinates based on a specific origin. The process of
converting the WGS84 coordinate system into UTM coordinates is given as follows [25]:

X = k0N[A + (1 − T + C) ∗ A3/6 + (5 − 18T + T2 + 72C − 58e′2)A5/120] (1a)

Y = k0[M − M0 + N tan φ [A2/2 + (5 − T + 9C + 4C2)A4/24+
(61 − 58T + T2 + 600C − 330e′2)A6/720]]

(1b)

M = a [(1 − e2/4 − 3e4/256 − . . .)φ − (3e2/8 + 3e4/32 + 45e6/1024 + . . .) sin 2φ

+(15e4/ . . . + 45e6/1024 + . . .) sin 4φ − (35e6/3072 + . . .) sin 6φ + . . .]
(1c)

k0 = 0.9996, e2 = (a2 − b2)/a2, e′2 = e2/1 − e2, N = a/
√

1 − e2 sin2 φ,
T = tan2 φ, C = e′2 cos2 φ, A = (λ − λ0) cos φ

(1d)

Here, k0 represents the UTM Central meridian scale factor, and a and b represent the
semi-major and semi-minor axes of Earth’s ellipsoid, respectively. e denotes the first eccen-
tricity and e′ denotes the second eccentricity. φ and λ represent the latitude and longitude,
respectively, and φ0 and λ0 represent the origin constants of latitude and longitude.M
denotes the actual distance from the equator to latitude based on the central meridian, and
M0 denotes the value obtained by applying φ0 to Equation (1c).

Figure 3 presents an example result obtained when the road shape information of the
HD-MAP, which is provided as latitude and longitude in degrees units, is converted into
the UTM coordinate system in meter units. The converted road shape information was
applied to the IPG Carmaker Scenario Editor to build a virtual road environment.

Figure 3. Example of WGS84 to UTM coordinate conversion.

2.2. Real–Virtual Synchronization

In the case of PG-based VILS, the actual location of the test vehicle and the location of
the virtual road do not match. Therefore, the test vehicle must be positioned on the virtual
road for the driving test, as shown in Figure 4.

The location information for the test vehicle at the start of the simulation and the
location information (position, heading) errors for the starting point of the virtual road
were applied to the location information for the test vehicle for each sample using the same
process as in Equation (2).

Xvir(t) = X(t)− (Xstart − Xroad) (2a)
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Yvir(t) = Y(t)− (Ystart − Yroad) (2b)

ψvir(t) = ψ(t)− (ψstart − ψroad) (2c)

In this equation, ( )road represents the starting point of the virtual road and ( )start
represents the point where the test vehicle is located at the start of the simulation. ( )vir
represents the virtual location information, where X, Y, and ψ represent the X/Y global
position and heading value of the vehicle, respectively.

Figure 4. Concept of position synchronization between real and virtual environments.

Thus, the location information of the test vehicle is converted into virtual location
information to ensure that the vehicle can be driven on a virtual road regardless of the
actual location. Since the location information measured by the RTK-GPS of the test vehicle
is provided in terms of latitude and longitude, the coordinate system transformation
described in Section 2.1 is performed.

The measurement period (10 Hz–50 Hz) [26–28] of the RTK-GPS sensor differs from
the period in which the virtual simulator operates (>100 Hz) [29–31]. This causes the test
vehicle behavior to be updated continuously in the virtual simulator. To achieve an accurate
simulation, location information for the test vehicle which matches the cycle of the virtual
simulator must be updated continuously. In this study, location information was generated
using the extrapolation method based on the operation period of the virtual simulator, as
shown below [32]:

vx_ext(t) = vx_ext(t − 1) +
{

ax_mea +
(xmea−xext(t−1))∗κ

Δtsim
2

}
∗ Δtsim,

xext(t) = xext(t − 1) +
{

vx_ext(t) +
(xmea−xext(t−1))∗κ

Δtsim

}
∗ Δtsim

(3a)

vy_ext(t) = vy_ext(t − 1) +
{

ay_mea +
(ymea−yext(t−1))∗κ

Δtsim
2

}
∗ Δtsim,

yext(t) = yext(t − 1) +
{

vy_ext(t) +
(ymea−yext(t−1))∗κ

Δtsim

}
∗ Δtsim

(3b)

ψext(t) = ψext(t − 1) +
{

γmea +
(ψmea − ψext(t − 1)) ∗ κ

Δtsim

}
∗ Δtsim (3c)

Here, ( )ext and ( )mea represent the extrapolation value and the measured value,
respectively, κ represents the filtering constant, and Δtsim represents the operation cycle
of the simulation. The parameters x, y, vx, vy, ax, ay, ψ, γ represent the global position,
longitudinal/lateral speed, acceleration, heading, and heading change rate of the test
vehicle, respectively.

The period of the RTK-GPS data measurement value is lower than the period of the
simulation, due to which the data are represented in a step shape, as shown in Figure 5.
However, continuous position information for the test vehicle which is suitable for the
simulation period is generated using the extrapolation method.
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Figure 5. Result of extrapolation process.

2.3. Virtual Traffic Behavior Generation

Ensuring the accuracy of the behavior of the test vehicle used in the simulation test is
important. However, in the case of an autonomous driving system simulation, it is also
important to determine the behavior of the surrounding vehicles because the autonomous
driving system must respond to various dangerous situations which can arise from the
surrounding vehicles on the road. Additionally, it is important to accurately simulate
the behavior of the target vehicle at a given time to replicate dangerous situations such
as emergency steering and braking which can occur during the vehicle testing in the
simulation and to verify the performance of the algorithm [33].

Figure 6 depicts the implementation of the virtual traffic behavior. Firstly, the location,
speed, and heading of the RTK-GPS installed in the target vehicle are logged during the
vehicle test. The measurement data were logged based on the GPS time provided by the
RTK-GPS, and information on the target vehicle was obtained based on the vehicle test
time. The location of the target vehicle was measured in terms of latitude and longitude.
Therefore, the location of the target vehicle is converted into meter units by performing the
UTM conversion, as explained in Section 2.1.

Figure 6. Procedure of virtual vehicle behavior generation.

Since the RTK-GPS data of the target vehicle are updated at a frequency lower than
that used in the simulation, discontinuous vehicle behavior is observed in the virtual
environment. To solve this problem, the logged target vehicle information was interpolated
based on the simulation cycle and applied in the virtual simulator. The behavior of the
target vehicle was interpolated using the Matlab Interpolation Tool, as shown in Figure 7.
The Piecewise Cubic Hermite-Interpolating-Polynomial (PCHIP) method was used for the
interpolation; this method interpolates the data most similar to the measured target vehicle
data [34,35].
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Figure 7. Interpolation result of measured target vehicle data.

2.4. Perception Sensor Modeling

The virtual traffic implemented as shown above cannot be measured through an actual
perception sensor; therefore, a virtual perception sensor model is required to measure this
traffic. Perception sensor models can be largely classified as using raw-data or object-list
modeling. A raw-data sensor model provides a virtual image or point cloud similar to the
real one, and can implement the driving environment in detail. However, it involves a large
computational overhead. Conversely, the object-list sensor model can directly provide the
data required for vehicle control to reduce the computational overhead and can provide
realistic data by replicating physical characteristics such as sensor noise [36–39]. In this
study, the relative distance and speed of the virtual traffic required for the autonomous
driving algorithm were generated through object-list-based perception sensor modeling.

The relative distance between the test vehicle and the virtual traffic was determined
based on the global location data of the vehicles. If the relative distance is calculated directly
through the global location of each vehicle, the generated value is different from the relative
distance of the actual perception sensor. This results in a difference in behavior between the
vehicle test and the autonomous driving test performed using the VILS, making it difficult
to ensure the repeatability and reproducibility.

Three aspects must be reflected to generate a value similar to the relative distance
of an actual perception sensor. The distance between the test vehicle’s RTK-GPS and the
perception sensor mounting point, the RTK-GPS mounting position of the actual target
vehicle used to implement the virtual traffic, and the point at which the actual perception
sensor detects the target vehicle must be considered. Figure 8 depicts the method used to
generate a relative distance which is similar to that of a real perception sensor in the VILS
test by considering the aforementioned three factors. The relative distance between the test
vehicle and virtual traffic is calculated as follows:[

RDx
RDy

]
=

[
Xmea − Xsensor
Ymea − Xsensor

] [
cos(−ψego) − sin(−ψego)
sin(−ψego) cos(−ψego)

]
(4a)

[
Xsensor
Ysensor

]
=

[
dx
dy

] [
cos(ψego) − sin(ψego)
sin(ψego) cos(ψego)

]
+

[
Xego
Yego

]
(4b)

[
Xmea
Ymea

]
=

[ −lx
−ly

] [
cos(ψtra f ) − sin(ψtra f )
sin(ψtra f ) cos(ψtra f )

]
+

[
Xtra f
Ytra f

]
(4c)

Here, the subscripts ( )sensor and ( )mea represent the perception sensor mounted on
the test vehicle and the point detected by the perception sensor, respectively. The parameter
RD represents the relative distance based on the test vehicle; d denotes the distance between
the RTK-GPS mounted on the test vehicle and the recognition sensor; and l denotes the
distance between the RTK-GPS mounted on the target vehicle and the point detected by
the perception sensor of the test vehicle.
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The relative speed can be calculated based on the absolute speed difference between
the virtual traffic and the test vehicle as shown below:

RV = Vtra f − Vego (4d)

Here, the subscripts ( )ego and ( )tra f represent each test vehicle and virtual traffic
vehicle, RV represents the relative speed, and V represents the vehicle’s absolute speed.

Figure 8. Concept of perception sensor modeling.

Even if the relative distance and speed of the test vehicle and the virtual traffic are
obtained using the above method, the noise component generated by the actual perception
sensor cannot be implemented in the virtual environment. Consequently, the RTK-GPS
date and perception sensor data which were obtained during the vehicle tests were utilized
to implement the sensor noise, which is similar to that of the actual conditions. Firstly,
the RTK-GPS-based relative distance and relative speed of the test vehicle and target
vehicle measured during the vehicle test were calculated using Equation (4). The error
was calculated by comparing the calculated RTK-GPS-based relative distance and speed
with the actual perception sensor data, and then calculating the mean and variance of the
error using Equations (5a,b). Subsequently, a normal distribution was generated with the
mean and variance of the error by using Equation (5c). The relative distance and velocity
similar to the actual perception sensor data were generated by inserting the generated
normal-distributed noise into the perception sensor model, as follows [40–42]:

μ =
1
n

n

∑
k=1

Xk (5a)

σ2 =
∑ (X − μ)2

n
(5b)

N(μ, σ2) =
1√

2πσ2
× e−((X−μ)2/2σ2) (5c)

Here, μ denotes the mean of the data, σ2 denotes the variance, and n denotes the
total amount of data. N(μ, σ2) represents a normal distribution with mean and variance
as inputs.

Figure 9a presents the results generated by using the perception sensor modeling
process. In the case of the relative distance calculated by using only the RTK-GPS data
between each vehicle without sensor modeling (represented by the red point), an error was
observed in comparison to the actual recognition sensor data that is sufficient to affect the
vehicle control. In the case of the relative distance and speed (represented by the green point)
generated through sensor modeling, it can be observed that the trend is similar to the actual
perception sensor data (represented by the blue point). Figure 9b presents the distribution
of the errors by comparing the data before and after performing sensor modeling using the
actual perception sensor data. When sensor modeling is performed, the longitudinal and
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lateral relative distances and relative speeds present an average error distribution close to 0
when compared to the data obtained before performing sensor modeling.

Figure 9. (a) Result of perception sensor modeling, (b) distribution of errors.

3. Test Autonomous Driving System

In the VILS, a test vehicle with an autonomous driving function is required to verify
the performance, similar to in the vehicle test. The test vehicle comprised an autonomous
driving ECU, RTK-GPS equipment, and a control target vehicle. The autonomous driv-
ing ECU is used to control the vehicle based on the information obtained in the virtual
driving environment, and the real-time performance is verified. The RTK-GPS is used to
measure the position, speed, acceleration, and rotation information of the test vehicle. The
information obtained in the RTK-GPS is transferred to the synchronization module of the
virtual simulator to implement the actual vehicle movement in the virtual environment,
as explained in Section 2.2. The vehicle to be controlled is the actual vehicle to which the
autonomous driving system is applied, and, in the case of the PG-VILS, the vehicle is driven
on a proving ground.

The autonomous driving algorithm for the PG-VILS consists of longitudinal control
that maintains the vehicle’s distance from the preceding vehicle and lateral control that
follows the designated path. Figure 10 presents the system architecture of the autonomous
driving used in this study. In longitudinal control, relative distance and relative speed are
used to maintain a distance from a preceding vehicle. In lateral direction control, path-
following is performed using global coordinates measured by the RTK-GPS. The output
values of the longitudinal and lateral controllers are transferred to the lower controller
that controls the actuator of the vehicle. The lower controller uses PID control to generate
throttle/brake and steering wheel angle commands for vehicle acceleration/deceleration
and steering. Since the lower controller based on PID control has an intuitive and simple
structure, a detailed description will be omitted in this paper.
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Figure 10. The architecture of the Test Autonomous Driving System.

3.1. Longitudinal Controller

An Adaptive Cruise Control (ACC) system was designed based on LQR optimal
control for the longitudinal control. Figure 11 depicts the correlation between the test
vehicle and the preceding vehicle in the ACC system, which can be expressed as a state
equation, as shown below [43,44]:

.
x = Ax + Bu =

[
0 −1
0 0

]
x +

[
0
−1

]
u (6a)

x =

[
x1
x2

]
=

[
cd − c

vp − ve

]
(6b)

Here, u denotes the acceleration of the host vehicle, and c and cd denote the relative
distance and target relative distance to the preceding vehicle, respectively. ve and vp
represent the speed of the test vehicle and the preceding vehicle, respectively, and c0
represents the safe braking distance. The state variable, x1, represents the error between
the target relative distance, cd, and the current relative distance, c, and x2 represents the
error between the speed of the preceding vehicle and the test vehicle. cd represents the safe
braking distance, time gap, and speed of the preceding vehicle.

Figure 11. Correlation between test vehicle and preceding vehicle.

To obtain the target acceleration of the test vehicle, a cost function is defined and a
control input, u, is generated as a value which minimizes it, as shown below:

J =
∫ ∞

0
(xTQx + uT Ru)dt (7)

Here, Q and R represent the weights for the state variable and the input, respectively.
The gain, K, which represents the control input, is calculated using the Ricatti equation

as follows:
u = ades = −Kx (8a)

AT P + PA − PBR−1BT + Q = 0 (8b)

K = R−1BT P (8c)

Here, ades represents the target acceleration and P represents the solution of the Ricatti
equation. In the case of the calculated ades, the maximum and minimum values are limited
as shown in Equation (9a) to prevent a sudden acceleration/deceleration of the vehicle.
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When the Time-To-Collision (TTC) (set to 0.8 s in this study) with the preceding vehicle
expressed in Equation (9b) lies within the set time, a specific acceleration value is used for
emergency braking [45].

ades =

⎧⎪⎪⎨
⎪⎪⎩

amax
amin
ades

aAEB

i f
else
else
i f

ades > amax
ades < amin

TTC < TTCmin

(9a)

TTC =
c

vp − ve
(9b)

Here, amax and amin represent the limit values of the required acceleration and aAEB
represents the acceleration value used during the emergency braking.

3.2. Lateral Controller

The pure-pursuit algorithm, which is a path-following algorithm, was used for the
lateral control [46]. The pure-pursuit algorithm generates the target steering angle to reach
the look-ahead point, which is the target point on the path to be followed, as shown in
Figure 12. The generated target steering angle is calculated as follows:

δdes =
L
r
=

2 sin(θerr)

ld
∗ L (10a)

ld = ve ∗ k (10b)

Here, L represents the wheelbase of the vehicle, r represents the turning radius, θerr
represents the yaw angle between the vehicle heading and the look-ahead point, and ld
represents the distance to the look-ahead point. In the case of ld, the vehicle speed, ve, of
the test vehicle and the linear coefficient, k, were used in proportion to the vehicle speed.
Thus, an appropriate look-ahead point can be determined based on the vehicle speed, while
achieving the path-following performance and steering stability.

Figure 12. Geometry of pure-pursuit algorithm.

4. Consistency Validation Procedure and Methodologies

The VILS system must be capable of verifying the autonomous driving system and
whether the test results obtained using the proposed VILS are similar to those of the vehicle
test. Even if a VILS System with various components has been developed, it is impossible
to replicate and reproduce the vehicle test scenario using the VILS system if the behavior of
the vehicle is different from that observed during the vehicle test [47].

4.1. Consistency Validation Procedure

Figure 13 depicts the procedure used to verify the consistency between the vehicle test
and the VILS test. Firstly, the target vehicle behavior required for the VILS scenario
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generation and the result data (Control Command, Vehicle Status, etc.) required for
consistency verification are extracted from the various pieces of information obtained
during the vehicle test. A VILS scenario is then generated using the extracted target vehicle
behavior, and the VILS test result data are extracted. Time synchronization is performed
based on the Time of Arrival (TOA), which is the time at which the VILS test data reaches
a specific value, to compare the results obtained by performing the same VILS scenario
several times [48]. The consistency was analyzed and the validity of the proposed VILS
system was verified by comparing the time-synchronized VILS test results with the vehicle
test results.

Figure 13. Vehicle Test—VILS Test Validation Procedure.

4.2. Consistency Validation Methodologies

In this study, a time-series comparison, which quantitatively verifies the consistency
of the virtual and real data, and a scalar data comparison, used for data comparison at key
points in the test, are utilized [49,50].

In the time-series comparison, NRMSE, which is an index indicating the error between
datasets, and the Pearson correlation, which is an index indicating the linear correlation
between the two datasets, were used [51]. The NRMSE is a value obtained by dividing
the Root Mean Square Error (RMSE) value by the difference between the maximum and
minimum data. It can determine the error normalized to a value of 0 to 100, and is expressed
as follows [52]:

NRMSE =
RMSE

yreal,max − yreal,min
× 100 =

√
1
N ∑N

i (yreal,i − ysim,i)
2

yreal,max − yreal,min
× 100 (11)

Here, yreal and ysim represent the real and simulated data, N represents the number
of samples of the calculated data, and the subscripts, ( )max and ( )min, represent the
maximum and minimum values, respectively.

The Pearson correlation is a value obtained by dividing the absolute value of the
covariance of two data points by the product of the standard deviation of each data point.
It can be represented as a number between -1 and 1, where a value closer to 1 indicates a
higher correlation between the data, and can be expressed as follows [53]:

rsim,real =

∣∣∣∑N
i (ysim,i − ysim)× (yreal,i − yreal)

∣∣∣√
∑N

i (ysim,i − ysim)
2 × ∑N

i (yreal,i − yreal)
2

(12)

Here, r denotes the Pearson correlation coefficient, yreal and ysim represent the real and
simulation data, respectively, and y denotes the average of the data, where N indicates the
number of samples in the measured data.

In the case of scalar data comparison, the relative error between the virtual and real
data is determined as a ratio by comparing the data peak values at a specific point in time.
In this study, the peak value of the relative speed which is observed when the preceding
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vehicle arrives at a sudden stop is compared with the peak value of the longitudinal
acceleration of the vehicle performing the AEB. The peak values of the yaw rate/lateral
acceleration are obtained when driving on a turning road with a large curvature. The
corresponding results are explained in Section 5, and the relative error between the actual
and virtual peak data can be expressed as follows [54]:

PR =

∣∣∣yreal,peak − ysim,peak

∣∣∣∣∣∣yreal,peak

∣∣∣ × 100 (13)

Here,PR represents the ratio of the real simulation peak value, yreal and ysim represent
the real and simulated data, respectively, and the subscript ( )peak represents the peak value
of the data to be compared.

5. Field Test Configuration and Test Result

As explained in the previous section, the consistency of the VILS test results and
vehicle test results is an important indicator to ensure that the proposed VILS system
can achieve repeatability and reproducibility for a specific scenario. This is because VILS
is implemented to replicate scenarios which are difficult to implement repeatedly in a
vehicle test through a simulation and to replicate vehicle behaviors with similar tendencies.
This section describes the vehicle configuration, test site, and scenario used for the actual
vehicle tests and the VILS tests and analyzes the consistency of the test results from the two
different environments.

5.1. Experimental Setup

An autonomous vehicle based on the Hyundai Kona was used as the test vehicle,
as shown in Figure 14. Mobileye 630 was used as the perception sensor to detect the
surrounding vehicles, and a real-time ECU loaded with the autonomous driving algorithm
was configured using MicroAutobox3 (MAB3). Additionally, the actual position of the test
vehicle was measured using RT3002-v2, and the Xpack4 RoadBox, a real-time computing
device, was used as a virtual simulator equipped with the VILS system proposed in this
study. In the case of the vehicle test, information on the surrounding vehicles measured in
Mobileye and the location information of RT3002-v2 are transmitted to the real-time ECU
to perform the longitudinal and lateral control in autonomous driving. In the case of the
VILS, the virtual surrounding vehicles and virtual location information generated through
the virtual simulator are transmitted to the Real-Time ECU.

Figure 14. Hyundai Kona vehicle equipment components.

The actual vehicle tests and VILS tests were conducted on the configured test vehicle
in K-City (Autonomous Driving Testbed) and on the proving ground located inside the
Korea Automobile Testing and Research Institute. The vehicle test was conducted on a
suburban road inside K-City, as shown in Figure 15. The driving test was conducted on a
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selected target road (approximately 320 m in length), which includes curved sections with
turning radii of 70 m, 80 m, and 70 m, respectively, among the suburban roads. A test that
considered both the longitudinal and lateral dynamics along the target road was conducted.
The VILS test was conducted by constructing a virtual road with the same shape as that of
the target road selected for the vehicle test. Consequently, some areas within the proving
ground that allowed for the target road size were selected for the VILS test.

Figure 15. Test field KATRI K-City (Real) and proving ground (VILS).

Figure 16 presents the configuration and scenario of the vehicle test conducted using
the test vehicle and the target road described above. A Hyundai Sonata was used as the
target vehicle, and the ACC function, which maintains a longitudinal distance from the
target vehicle, was implemented. The target vehicle was equipped with an autonomous
driving function, along with manual driving; it was controlled to follow a set route, and
a constant speed was maintained through cruise control. Additionally, it was configured
to record the behavior measured using a mounted RTK-GPS. The recorded behavioral
information of the target vehicle was used to implement the behavior of the virtual vehicle
to be used in the VILS test. The vehicle test scenario was constructed for two cases, one in
which the target vehicle was driven autonomously and one manually.

Figure 16. Real test and VILS test concept and scenarios.

In the first scenario, ACC control is performed on a target vehicle which is driven using
autonomous driving to follow a predetermined route. In this scenario, the target vehicle
maintains a steady-state speed of 30 km/h and stops when sudden braking is performed
at the end of the last curved section (R = 70 m). In the second scenario, longitudinal and
lateral control are implemented on a manually driven target vehicle. The vehicle is driven
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at a speed of 30–40 km/h, and, similarly to in Scenario 1, it is stopped when sudden braking
is performed at the end of the last curved section. The speed of the target vehicle in the
scenario reflected the width and curvature of the target road to set a safe speed for the
test. In addition, in the case of a target vehicle that is manually driven by a real driver, it
is difficult to drive the entire section of the target road at a constant speed; therefore, it is
driven at a speed within a specific range. The ACC setting for the speed of the test vehicle
was set to 50 km/h, which is higher than the driving speed of the target vehicle, in order to
respond to the two scenarios.

The vehicle test was conducted using the scenario configured as described above,
and the recorded behavior information of the target vehicle was applied to the virtual
simulator. The VILS test was performed five times for each scenario, and the consistency of
the behavior of the vehicle in the two environments was determined by analyzing the VILS
test results and the vehicle test results.

5.2. Test Results

The test results of the two environments were compared by classifying the obtained
data into perception sensor data, longitudinal behavior, and lateral behavior, and a Key
Performance Index (KPI) was selected for each classification [55]. The KPI of the vehicle
test is represented in black, and the KPI of the VILS test, which was performed five times,
is represented in five different colors.

The consistency between the vehicle test and the VILS test was analyzed based on the
results of each KPI. The NRMSE, Pearson correlation, and peak-ratio comparison methods,
which were explained in Section 4, were used for the consistency analysis. The NRMSE
is an index that indicates the error between datasets, and the Pearson correlation is an
index that indicates a linear correlation between two datasets. The peak-ratio comparison
is an indicator to determine whether the data peak values observed at a specific point in
time, such as during emergency braking, are similar to each other in the vehicle test and
VILS test.

5.2.1. Test Result #1—Sensor Data

In this section, the validity of the proposed sensor model of the VILS system is verified
by analyzing the consistency between the virtual perception sensor data generated during
the VILS and the actual sensor perception data. First, the longitudinal/lateral relative
distance and relative speed of the target object, which are the sensor data necessary for
the ACC performed by the test vehicle, were selected as the KPIs of the sensor data. To
ensure high consistency with the vehicle test, the generated virtual perception sensor
data of the VILS System must be similar to the vehicle test data. This is because, when
the generated virtual perception sensor data are not similar to the real data, the control
command value generated by the autonomous driving algorithm may exhibit a completely
different behavior.

Figure 17a depicts Scenario 1 and Figure 17b depicts Scenario 2. In Scenario 1, the front
target vehicle is autonomously driven at a fixed speed. Therefore, it exhibits a constant
trend in the relative distance and relative speed after the steady state. In Scenario 2, the
measured sensor data values are not constant when compared to those of Scenario 1 since
the front target vehicle is manually driven.

The five VILS tests performed using these scenarios demonstrated that the results
of the VILS tests were similar to the sensor information obtained during the vehicle test,
as shown in Figure 17. A comparison of the errors of each VILS test and the vehicle test
demonstrated that the NRMSE of the longitudinal/lateral relative distance and the relative
speed presented an average value of approximately two percent, as shown in Table 2. Even
in the case of the Pearson correlation, it can be observed that the VILS system, which was
built with a high positive correlation close to one, generates sensor data similar to those
of the practical conditions. Table 3 presents the comparison results of the relative speed
of the front target vehicle, which was measured during the sudden braking at the end of
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the target road. This relative speed has an error rate of less than 2.5% on average when
compared to the vehicle test in both scenarios. This comparison confirmed the validity of
the virtual perception sensor data generated by the proposed VILS system.

Figure 17. Result of sensor data KPI.

Table 2. Data comparison result—Sensor data (Object relative distance, Object relative velocity) KPI.

Real—VILS
(Scen #1)

NRMSE [%] Pearson Correlation
ObjX ObjY ObjRV ObjX ObjY ObjRV

#1 2.13 2.41 2.71 0.99 0.99 0.98
#2 1.76 1.87 2.07 0.99 0.99 0.99
#3 1.98 2.28 2.68 0.99 0.99 0.99
#4 1.84 1.24 1.68 0.99 0.99 0.99
#5 1.60 1.80 2.30 0.99 0.99 0.99

Avg 1.80 1.80 2.18 0.99 0.99 0.99

Real—VILS
(Scen #2)

NRMSE [%] Pearson Correlation
ObjX ObjY ObjRV ObjX ObjY ObjRV

#1 1.61 1.48 1.97 0.99 0.99 0.99
#2 1.56 0.99 1.33 0.99 0.99 0.99
#3 2.18 1.21 1.87 0.99 0.99 0.99
#4 2.04 1.34 2.30 0.99 0.99 0.99
#5 2.17 1.61 2.91 0.99 0.99 0.99

Avg 1.99 1.29 2.10 0.99 0.99 0.99
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Table 3. Data Comparison Result—Object relative velocity Peak-Ratio.

Real—VILS (Scen #1)
PR [%]

Real—VILS (Scen #2)
PR [%]

Obj RV Obj RV

#1 0.70 #1 1.89
#2 0.46 #2 1.05
#3 2.32 #3 0.42
#4 2.55 #4 0.63
#5 0.23 #5 4.42

Avg 1.25 Avg 1.68

5.2.2. Test Result #2—Longitudinal Behavior (Adaptive Cruise Control)

In this section, the longitudinal behavior consistency of the vehicle test and VILS test
is analyzed. The desired acceleration, velocity, longitudinal acceleration, and AEB flag
were selected as the KPIs corresponding to the longitudinal behavior, and a consistency
analysis was conducted. Figure 18 depicts the longitudinal behavior of the KPIs for the
two selected scenarios. In the case of Scenario 1, it can be observed that the values of the
speed, longitudinal acceleration, and required acceleration of the test vehicle are constant,
except for the acceleration section, since the front target vehicle drove the target road at
a constant speed. In Scenario 2, the test vehicle controls the front target vehicle, which is
manually driven, and the required acceleration value, which is the control command value,
is not uniformly generated, unlike in Scenario 1. Therefore, the vehicle speed is maintained
at a value between approximately 30 km/h and 40 km/h (approximately 8 to 11 m/s), and
the longitudinal acceleration value also changes based on the required acceleration value.

In both scenarios, the front target vehicle performs sudden braking at the endpoint
of the driving target road; the test vehicle also implements control to activate the AEB. If
the set TTC condition is not satisfied, the autonomous driving controller outputs an AEB
Flag signal even though the minimum required acceleration calculated by the autonomous
driving controller of −4m/s2 is applied to the vehicle. Simultaneously, the acceleration
command (−8m/s2) required for sudden braking is input to the vehicle actuator.

The five VILS tests performed using these scenarios demonstrated that they were
implemented in a similar manner to the longitudinal behavior information obtained during
the vehicle test.

The NRMSE for the longitudinal KPIs was within four percent on average, and the
Pearson correlation exhibited a positive correlation close to one, as shown in Table 4. The
AEB flag was also observed at a similar time to the time observed during the vehicle test,
confirming the repeatability of the scenario in which the same emergency braking situation
occurs at the same location and at the same time. Additionally, the longitudinal acceleration
peak values in the vehicle test and VILS test, which occur in the AEB situation near the test
endpoint, were compared as shown in Table 5. The comparison results demonstrate that, in
Scenario 1, the average error rate was 6.18%, and, in Scenario 2, the average error rate was
3.06%. As the test vehicle was driven on a real proving ground instead of a virtual one, the
VILS test result exhibits some error every time. However, since the error in each test is not
at a level that exhibits a different trend from the vehicle test, the validity of the longitudinal
control test performed using the proposed VILS system is demonstrated.
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Figure 18. Result of Longitudinal behavior KPI.
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Table 4. Data Comparison Result—Longitudinal behavior (Desired longitudinal acceleration, Velocity
and Longitudinal acceleration) KPI.

Real—VILS
(Scen #1)

NRMSE [%] Pearson Correlation
Desired_Ax Vel Ax Desired_Ax Vel Ax

#1 4.21 2.08 4.34 0.95 0.99 0.88
#2 5.71 1.16 3.23 0.97 0.99 0.93
#3 3.98 1.96 3.15 0.96 0.99 0.94
#4 3.04 0.31 2.26 0.98 0.99 0.97
#5 2.33 1.29 2.82 0.97 0.99 0.95

Avg 3.76 1.18 2.87 0.966 0.99 0.934

Real—VILS (Scen
#2)

NRMSE [%] Pearson Correlation
Desired_Ax Vel Ax Desired_Ax Vel Ax

#1 2.49 1.13 3.34 0.97 0.99 0.95
#2 1.79 0.72 2.08 0.98 0.99 0.98
#3 2.40 1.18 3.86 0.97 0.99 0.94
#4 2.95 1.74 3.58 0.95 0.99 0.95
#5 2.70 0.60 4.21 0.96 0.99 0.93

Avg 2.46 1.06 3.43 0.966 0.99 0.95

Table 5. Data Comparison Result—Longitudinal acceleration Peak-Ratio.

Real—VILS (Scen #1)
PR [%]

Real—VILS (Scen #2)
PR [%]

Ax Ax

#1 7.18 #1 3.25
#2 5.00 #2 3.37
#3 6.28 #3 2.53
#4 6.28 #4 5.66
#5 6.15 #5 0.48

Avg 6.18 Avg 3.06

5.2.3. Test Result #3—Lateral Behavior (Path Following)

The consistency of the lateral behavior of the test vehicle and the VILS test was
analyzed by selecting the desired Steering Wheel Angle (SWA), yaw rate, and lateral
acceleration as the related KPIs. In both scenarios described above, the test vehicle is driven
in a three-section curved road (radius of curvature = 70 m, 80 m, and 70 m) on the target
road through path-following control. Figure 19 presents the lateral KPI data of the vehicle
test and VILS test conducted based on this scenario. The desired SWA is generated to travel
on a set route, and the yaw rate and lateral acceleration generated as a result are presented.
It can be observed that, for the desired SWA, the initial values of the vehicle and VILS tests
are different. This error is attributed to the fact that the SWA arranged at the start of the
test was different for each VILS test. When the test vehicle is driven using the autonomous
driving algorithm, the desired SWA is generated in a manner similar to the vehicle test. It
can be observed that the yaw rate and lateral acceleration also appear to be similar to the
results of the vehicle test.

The NRMSE for the lateral KPIs was within 5.5% on average, and the Pearson correlation
also exhibited a positive correlation close to 1, as shown in Table 6. However, it presents a
higher NRMSE value than the sensor data KPI and longitudinal KPI. This is caused by the
SWA of the initially aligned test vehicle, and, after the test vehicle starts driving, it does not
cause a significant difference in the vehicle behavior from the vehicle test, as explained above.
The yaw rate and lateral acceleration values generated when turning in a curved line were
used for the comparison of the peak values. In Scenario 1, the peak value was observed on the
first curved road (radius of curvature = 70 m) because this curved section was encountered
when the test vehicle started driving and accelerated. In Scenario 2, the acceleration of the test
vehicle occurred on the third curved road (radius of curvature = 70 m), resulting in a peak value.
The peak ratio of each scenario was compared, and it was observed that the yaw rate ratios
were 1.04% and 1.17%, and the lateral acceleration ratios were 3.31% and 2.25%, respectively, as
shown in Table 7. In both scenarios, the peak value of the VILS test was observed to be similar
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to that of the vehicle test. The above results demonstrate the validity of the lateral control test
performed using the proposed VILS system.

Figure 19. Results of Lateral behavior KPI.

Table 6. Data Comparison Result—Lateral behavior (Desired steering wheel angle, Yaw rate, Lateral
acceleration) KPI.

Real—VILS
(Scen #1)

NRMSE [%] Pearson Correlation
Desired_SWA YawRate Ay Desired_SWA YawRate Ay

#1 4.21 2.92 5.56 0.99 0.99 0.97
#2 5.71 1.78 5.03 0.99 0.99 0.97
#3 3.98 2.73 5.91 0.99 0.99 0.96
#4 3.04 1.6 5.24 0.99 0.99 0.97
#5 2.33 2.05 5.27 0.99 0.99 0.97

Avg 3.76 2.04 5.36 0.99 0.99 0.97

Real—VILS (Scen
#2)

NRMSE [%] Pearson Correlation
Desired_SWA YawRate Ay Desired_SWA YawRate Ay

#1 4.88 1.6 3.57 0.99 0.99 0.99
#2 3 1.04 2.93 0.99 0.99 0.99
#3 2.13 1.39 3.45 0.99 0.99 0.99
#4 4.58 2.19 3.98 0.99 0.99 0.99
#5 3.86 2.23 3.95 0.99 0.99 0.99

Avg 3.39 1.71 3.58 0.99 0.99 0.99

191



Electronics 2022, 11, 4073

Table 7. Data comparison result—Yaw rate, Lateral acceleration Peak-Ratio.

Real—VILS
(Scen #1)

PR [ % ] Real—VILS
(Scen #2)

PR [ % ]
YawRate Ay YawRate Ay

#1 0.33 2.65 #1 0.44 0.43
#2 1.77 3.31 #2 0.18 1.73
#3 1.33 5.30 #3 0.26 1.30
#4 1.11 2.65 #4 4.50 5.63
#5 0.66 2.65 #5 0.44 2.16

Avg 1.04 3.31 Avg 1.17 2.25

6. Conclusions

In this study, a VILS system which considers the consistency between the vehicle
test and VILS test results was proposed. Four components of the VILS system were
implemented to obtain simulation results similar to the behavior of a vehicle during vehicle
testing. First, a virtual road was built, and the behavior of the test vehicle in the real
environment and the virtual environment were synchronized. In addition, the behavior of
the surrounding traffic measured during the vehicle test was implemented in the simulation.
Finally, a virtual perception sensor that outputs similar values to the real perception sensor
was modeled. The VILS test was conducted using the VILS system built through the
above process.

The VILS test results and vehicle test results were analyzed using three types of co-
herence measures (i.e., NRMSE, Pearson correlation, data peak value comparison), which
verified that the vehicle behavior in the two different environments was similar. In partic-
ular, as the peak values of the two environments show a small difference of around five
percent, it can be seen that the vehicle behavior at a specific point is similarly repeated
and reproduced. Furthermore, it was verified that the proposed VILS system can simulate
not only general driving situations, but also dangerous driving situations, by applying a
scenario in which the target vehicle behavior changes between autonomous driving and
manual driving.

In the near future, the proposed VILS system will be expanded to be applied to various
speeds, road types, and surrounding environments. Additionally, the proposed VILS
system can be improved through virtual perception sensor advancement, which considers
the characteristics and modeling methodologies of various perception sensors. With these
improvements, the VILS system is expected to be able to verify various autonomous driving
functions in addition to the ACC and path-following functions.
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Abstract: Overtaking is a maneuver that consists of passing another vehicle traveling on the same
trajectory, but at a slower speed. Overtaking is considered one of the most dangerous, delicate
and complex maneuvers performed by a vehicle, as it requires a quick assessment of the distance
and speed of the vehicle to be overtaken, and also the estimation of the available space for the
maneuver. In particular, most drivers have difficulty overtaking a vehicle in the presence of vehicles
coming on other trajectories. To solve these overtaking problems, this article proposes a method
of performing safe, autonomous-vehicle maneuvers through the PreScan simulation program. In
this environment, the overtaking-maneuver scenario (OMS) is composed of highway infrastructure,
vehicles and sensors. The proposed OMS is based on the solution of minimizing the risks of collision
in the presence of any oncoming vehicle during the overtaking maneuver. It is proven that the
overtaking maneuver of an autonomous vehicle is safe to perform through the use of advanced
driver-assistance systems (ADAS) such as adaptive cruise control (ACC) and technology-independent
sensors (TIS) that detect the driving environment of the maneuver.

Keywords: autonomous vehicle; communication; ADAS; model predictive control; ACC

1. Introduction

Over time, the process of integrating automation systems into commercial vehicles is
becoming more and more evident. Among the triggers for this integration are, in particular,
traffic accidents, and specifically, collisions, which are mostly related to human mistakes
when performing high-risk maneuvers, such as overtaking and obstacle avoidance. Ba-
sically, overtaking is passing another vehicle traveling on the same trajectory at a lower
speed [1]. To avoid a collision, the driver performing the maneuver calculates the time
remaining before colliding with the vehicle approaching from the opposite direction. Per-
forming these calculations in real time is difficult, because it means that the human driver
must take into account situations such as traffic or the speed of other vehicles [2].

Therefore, different manufacturers and research groups around the world are working
on the development of systems to improve driving in urban areas and highways [3].
Autonomous vehicles (AVs) are part of this development, due to their role as an intelligent
transportation system (ITS), in which control and communication techniques such as
advanced driver-assistance systems (ADAS) are applied [4]. The research into cooperative
maneuvers such as overtaking between AVs is one of the most challenging areas in the field
of ITS and ADAS systems, since overtaking is a high-risk maneuver. Decisions made in the
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execution of overtaking maneuvers depend not only on the state of the vehicle, but also on
many other variables, such as environmental factors, surrounding conditions, the distance
of the vehicle to curves and intersections, the position and speed of other vehicles, etc.

The ADAS systems also provide control systems such as adaptive cruise control (ACC);
this system allows the vehicle to drive in an autonomous mode once a cruising speed and a
safety distance have been set. Thanks to this device, the vehicle accelerates and brakes in
accordance with the traffic conditions present, and the driver has the opportunity to relax
in the driver’s seat while keeping the situation under control [5,6].

Several studies have suggested applications associated with ADAS systems to perform
an overtaking maneuver. Similarly, many studies have explored the use of control systems
such as model predictive control (MPC), algorithms, and sensors such as cameras, the Global
Positioning System (GPS) and RADAR, to perform an autonomous overtaking maneuver.

However, no study has focused solely on the performance of overtaking maneu-
vers with ADAS systems such as ACC and technology-independent sensors (TIS), whose
operations are a combination of RADAR and LIDAR.

In this study, in order to provide parity between the different elements that constitute
the overtaking situation, an overtaking-maneuver scenario (OMS) with optimal trajectory
generation for autonomous vehicle overtaking without collisions, was developed. This
OMS is proposed for a three-lane highway, in which several elements, such as the highway
infrastructure, sensors, and vehicles are combined. PreScan was used to build and recreate
the OMS simulation features for the overtaking maneuver.

This study explores how an autonomous vehicle overtakes another vehicle traveling
io the same trajectory at a lower speed. This includes comprehending what elements
are involved and how sensors, highway infrastructure, vehicles or their combination
contribute to the successful performance of the overtaking maneuver. Furthermore, it
implies understanding in the near future how the ADAS system will adapt to real-life
interaction with AVs.

This article is structured as follows. Section 2 discusses the overtaking maneuver
and the different control methods to improve active safety. Section 3 describes the OMS.
Section 4 presents the OMS results. Section 5, together with the limitations of the study,
discusses and analyses the results obtained. Finally, the last section presents the conclusions
of the study.

2. Literature Review

Driving systems have become more complex with time, leading to the development of
new technologies in order to improve driving performance and stability [7]. This is also the
case with AVs, which provide numerous benefits to people who, for some reason, cannot or
should not drive. Such a solution could lead to improved access to education, employment
opportunities, and increased productivity, by reducing the burden on the families and
friends of people who cannot drive [8,9].

The AVs also have numerous advantages, such as reducing traffic congestion, reducing
fuel consumption, improving public transportation services, and facilitating maneuvers [10].
The application of new technologies in maneuvers implies that interactions between AVs
and environmental sensing may improve safety, efficiency and sustainability [11,12].

One of the most challenging maneuvers is overtaking, because the maneuver does
not depend only on the state of the vehicle but also on many other variables, such as
environmental conditions, the distance of the vehicle to curves or intersections, the type
of highway, the traffic signals, and the position and speed of other vehicles. Overtaking,
considered a common practice between vehicles, involves the consideration of a series of
factors by the users. These factors include the dimensions of the highway, the speed of
both the vehicle performing the maneuver and the vehicle to be overtaken, and also the
applicable traffic laws and regulations. [13].

Regarding autonomous overtaking, the main issue is to determine the onboard system
carried by the AVs. The onboard system determines how decision making is planned
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during the operation of the AVs on the highway. The systems are also responsible for
providing safety in various scenarios. To achieve successful overtaking, the vehicle with
the onboard system must calculate parameters such as speed, distance and time [14].

One of the most popular onboard systems used in AVs is the adaptive cruise control
(ACC). The ACC system bases its operation on sensors and RADARs, which are used to
control the speed and position of the AVs automatically. A notable feature of ACC systems
is the possibility of detecting and analyzing avoidable collisions with other vehicles in a
specific environment [15]. The emergency brake is activated if the system detects that the
collision is inevitable even with evasive maneuvers [16].

Yi et al. [17] proposed a control scheme that uses a full-range ACC with braking, for
a collision-avoidance system. The algorithm can perform user-like driving in high and
low-speed gears. Moon et al. [18] also used an algorithm comprised of full-range ACC for
collision avoidance. With this algorithm, the vehicle in question operates in three modes:
(1) comfort, (2) high, and (3) severe braking.

Another method for improving overtaking maneuvers is the model predictive con-
trol (MPC). MPC is a control algorithm that calculates in real time a sequence of future
actions of a system, in order to provide a basis for optimizing future control actions [19,20].
Wang et al. [21] used the MPC as a method for autonomous navigation of unmanned
surface vessels (USVs). MPC creates commands for precise tracking control of the USVs, to
avoid collisions with objects detected around. The study carried out by Wang et al. [22]
proposed a method to minimize the risk of collisions between a group of vehicles. This
method uses an MPC controller and a coordinated brake control (CBC) that further helps
the vehicle to reduce the impact when a collision with another vehicle is unavoidable.
Lin et al. [23] presented a collision-avoidance system that predicts the obstacle trajectory
using a trajectory-replanning controller integrated with driver characteristics, longitudinal
control and vehicle speed. Wnag et al. [24] studied a new method that consists of the
development of a trajectory-tracking controller and a path planner to avoid collisions of
autonomous vehicles, based on active front-steering systems (AFS). The MPC can also
be used as a 3D tracking-control tool. This is done through a symplectic pseudospectral
optimal-control method that performs tracking of the reference trajectory [25].

Bae and Lee [26] suggested an adaptive overtaking-assistance system (VAOAS) based on
vehiclar ad hoc networks (VANET). The VAOAS system calculates the safe passing distance
and the passing sight-distance, based on other vehicles’ location and speed, and provides
either a warning or an overtaking-approval message. Mei et al. [27] presented a robust
motion-detection and planning method for avoiding vehicles parked on the roadside. The
method uses lidar and long-range radar sensors in a complementary manner for obstacle
detection. Zhu et al. et al. [28] developed a system that uses a fusion algorithm and dynamic
scenes to detect overtaking vehicles. Their modelling technique for the identification of
overtaking vehicles combines dynamic-scene modeling, hypothesis testing, multi-scale means-
displacement-based information fusion, and bandwidth density. The combination of these
techniques results in a reliable model for detecting overtaking vehicles [29].

A novel technique for performing overtaking maneuvers is through a heuristic algo-
rithm. With this algorithm, the AVs are able to determine an optimal distance and speed
based on the relative position of other vehicles involved in the overtaking maneuver [14].

Yang et al. [30] designed and validated a decision-making system to generate over-
taking decisions by using a deep neural network (DNN). With this system, the DNN can
learn the decisions of humans in complex situations, and implement them in the AVs. An
automatic overtaking-maneuver can be performed through vision sensors (cameras, GPS
or a global navigation satellite system (GNSS) and the inertial measurement unit), and
longitudinal and lateral control- systems based on fuzzy controllers [31,32]. The study by
Anindyaguna et al. [33] also proposed using a fuzzy controller, but with the difference that
it used a camera combined with two components: GPS and radio control (RC).

Petrov et al. [34] proposed a nonlinear adaptive controller using third-order reference
trajectories for automated two-vehicle overtaking maneuvers. The trajectories and the
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derived kinematic relationships between the vehicles were used to establish a rationale
for designing a feedback control based on kinematics. Andersen et al. [35] developed a
method to perform overtaking by generating a trajectory planner. With this method, the
planner is guided by a real-time non-linear system that captures trajectory information, so
that AVs can overtake safely.

A modern approach to vehicle identification during an overtaking maneuver is
through the use of a Kinect system. Through red, green and blue, plus depth (RGB-D) data
collected within traffic scenes, the action of the detected vehicle is identified and tracked at
the moment of the overtaking maneuver [36].

Olaverri-Monreal et al. [37] proposed the see-through system (STS). With STS, AVs
can have a perspective view of another vehicle. To obtain an even clearer view, video
transmission technology and VANET are used to stream video between the involved
vehicles in the overtaking maneuver.

The scientific literature on AVs and the different systems for improving driving per-
formance and stability shows a gap in the development of scenarios involving overtaking
maneuvers with AVs. This article aims to develop an OMS through a simulation program
of a safe overtaking-maneuver that combines highway infrastructure, vehicles and systems
and technology-independent sensors (TIS).

3. Modeling Approach

This section presents in detail the simulation conditions to be fulfilled in an overtaking-
maneuver scenario (OMS) with autonomous vehicles. Subsequently, a description of
the construction of the OMS is included. Finally, the auxiliary settings implemented
with MATLAB/SIMULINK software are explained, in order to establish the simulation
parameters of the OMS.

Figure 1 shows the flowchart of our study. This flowchart illustrates the procedure
that the OMS follows to carry out an overtaking maneuver.

Figure 1. The flowchart of the method developed for the overtaking maneuver in PreScan.

3.1. Simulation Features

The first step in the scenario-building process is to specify the conditions of the simulation.
Next, the conditions necessary for the OMS simulation with autonomous vehicles are specified:

1. The OMS has three lanes of highway;
2. There are three vehicles, named A, B, and C;
3. The speed reached by vehicle A is faster than that of vehicle C;
4. In the left lane (1), vehicle B is located;
5. Vehicle C and vehicle A must be in the same lane of the highway.
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Once the simulation conditions are known, a virtual experiment can be constructed,
using the PreScan simulation function, in which different simulation elements such as the
highway infrastructure, vehicles, and sensors are combined. The following subsections
explain in detail how an OMS is constructed and which control systems are used to carry
out the simulation.

3.1.1. Stage Construction

The first step in the construction of the OMS is to determine the number of lanes of
the highway. In this OMS, a three-lane highway was chosen, with lanes designated as the
left lane (1), the center lane (2) and the right lane (3) (see Figure 2).

Figure 2. Scheme and layout of OMS highway infrastructure in PreScan.

This type of layout was chosen because in this type of lane, vehicles travelling in both
directions can use the center lane for passing, and thus approaching traffic may intend to
make the same maneuver at the same time.

In lane 2 there are two vehicles: vehicle A, which is responsible for carrying out the
overtaking maneuver, and vehicle C, which is ahead of vehicle A. Since both vehicles
(A and C) are located in lane 2, both vehicles move io the same trajectory, which goes from
X to Z (see Figure 3).

Figure 3. OMS with vehicles located in the center lane (2).

In lane 1, there is one vehicle, vehicle B, which has a trajectory that goes from Z to X.
As shown in Figure 4, the trajectory of vehicle B going from Z to X is the opposite of that of
vehicles A and C, which goes from X to Z: i.e., the trajectory in lane 1 is different from the
trajectory in lane 2.
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Figure 4. OMS with vehicles located in the left lane (1) and in the center lane (2).

Once the highway infrastructure and the vehicles (A, C, B) that interact with the
OMS have been determined, it is possible to determine the sensors that operate with the
autonomous vehicle in the OMS.

Vehicle A, being responsible for performing the overtaking maneuver, is equipped
with two technology-independent sensors (TIS), and each of these sensors is labeled with a
color in order to identify it in the OMS. The first TIS sensor is labeled yellow (TIS1), while
the other TIS sensor is labeled red (TIS2) (see Figure 5).

Figure 5. Short-range sensor (TS1) and long-range sensor (TS2) in vehicle A.

The operation of the TIS sensor is based on the combination of the technology of two
sensors: RADAR and LIDAR. This allows the sensor to have a general active scanning and
not be limited to a specific technology (such as radar, lidar or laser scanner).

TIS sensors can help to use and understand other sensors for active scanning, as they
have a strong scene-scanning performance. This allows them to receive information about
the environment and the obstacles.

As vehicle A moves along the highway path, it tracks and detects the vehicles that are
in the OMS. The range distance assigned for short-range detection is given by TS1, which
has a range of 60 m. For long-range detection, the TS2 is designated. This sensor has a
range of 150 m.

3.1.2. Auxiliary Settings

After building the OMS with all the necessary elements (highway infrastructure,
vehicles and sensors), it is necessary to execute auxiliary adjustments; i.e., using a graphical
programming software such as MATLAB/Simulink, an analysis of the OMS is carried out
through a graphical user interface (GUI). This is achieved through the interactive use of the
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block-diagram systems that make up the OMS (see Figure 6).In addition, through the GUI
it is possible to add ADAS, such as ACC.

Figure 6. Compilation sheet in MATBLAB/Simulink.

With ACC technology, vehicle A may be able to modify its speed, depending on
whether there are vehicles ahead traveling at a lower speed. In the case of failure, the user
can also enter new values for the identified problem areas.

If the OMS contains all the road infrastructure, vehicles and sensors needed for the
simulation, a compilation sheet is created, which allows for the launching of the experiment.
Figure 7 Shows a 3D scene during simulation, through a PreScan window called VisViewer.

Figure 7. Viewpoints on PreScan.
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Through VisViewer, the OMS scene can be handled from three types of viewpoints,
such as: (1) the default viewpoints, (2) the PreScan libraries viewpoints, and (3) the
VisViewer viewpoint (see Figure 7). Each of these viewpoints provides a view of the
overtaking maneuver, which results in a better visualization of the OMS analysis.

PreScan provides a preprocessing system for defining the OMS, and an execution
environment to carry it out. An accurate and complete simulation was performed to
achieve an OMS that fulfills all the guidelines established by the simulation conditions.
Furthermore, an analysis was performed through the GUI to optimize the OMS simulation.

4. Results

The results set out in this section consist of three phases. Each of these phases includes
a description of the elements that compose the OMS (see Figure 8).

Figure 8. Scheme of overtaking-maneuver phases.

Phase 1 shows the behavior of vehicle A upon starting to carry out the overtaking
maneuver. In addition, during Phase 1, vehicle A is analyzed when detecting other vehicles
(B and C) through the TIS sensors and the ACC controller.

Phase 2 shows the change of lane made by vehicle A at the end of Phase 1. In this
change of lane, which is from lane 2 to lane 1, vehicle A moves until it manages to pass
vehicle C. As a result, Phase 2 ends and Phase 3 begins.

Finally, Phase 3 describes how vehicle A returns to its original lane, which is lane 2.
This results in the end of the overtaking maneuver.

4.1. Phase 1

In Phase 1, vehicle A, which is located in lane 2, starts moving along its trajectory
from X to Z at an initial speed of 54 km/h (see Figure 9). As vehicle A moves along its
trajectory, (X–Z), its speed progressively increases until it eventually encounters another
vehicle ahead, which would cause it to slow down.

In phase 1, both the TIS sensors and the ACC controller in vehicle A continuously
monitor the OMS.

Figure 10 shows two TIS sensors in vehicle A. Each of the TIS sensors is labeled with a
color: the first TIS sensor is labeled red, and has a range of 60 m; d the other TIS sensor is
labeled blue, and has a range of 150 m.
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Figure 9. Ego-vehicle parameters showing lower speed of the vehicle A.

Figure 10. Vehicle A with TIS sensors in PreScan.

Vehicle C is represented by a green dot when it is detected by the TIS sensors in vehicle A.
Once the vehicles have been identified through the TIS sensors, a signal is sent to the

ACC controller, which enters demanded-headway-time (HWT) mode (see Figure 11), i.e.,
vehicle A brakes and starts to reduce its speed, and thus avoids a collision with vehicle C.

4.2. Phase 2

Regarding the ACC controller and TIS sensors, as mentioned before, they also start to
work when vehicle A starts to move along its trajectory (X–Z). Figure 12 shows how vehicle
A starts to reduce its speed from 59 km/h to 58 km/h when it approaches vehicle C. This
speed reduction is made possible by the TIS sensors on vehicle A, which detect the vehicles
ahead (B and C) and thus provide an overview of the OMS environment.
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Figure 11. Vehicle A with TIS sensors and ACC controller.

Figure 12. Vehicle A moving from lane 2 to lane 1.

In Phase 2, vehicle A is behind vehicle C, while vehicle B continues to move along its
path (Z–X) (see Figure 4). In Phase 2, vehicle A still continues detecting both vehicles C
and B through the TIS sensors and ACC control.

As shown in Figure 12, vehicle A starts to change lane (from lane 2 to lane 1), and
thus begins the overtaking maneuver. This change of lane happens only when vehicle A,
through the TIS sensors and the ACC controller, detects that there is no danger of collision
with vehicle C, and vehicle B is already ahead of vehicle C and A.

Vehicle A, once in lane 1, is still following the same trajectory (X–Z). In Phase 2, vehicle A,
which is moving in lane 1, starts to accelerate, which causes the speed increase until it overtakes
vehicle C. As shown in Figure 13, vehicle A increases to a speed of 98 km/h in order to overtake
vehicle C. Throughout the lane change, both the TIS sensors and the ACC controller keep
working continuously to detect and act, in case there are vehicles ahead of vehicle A.

In Phase 2, when vehicle A detects that there are no vehicles ahead, it again sends a
signal to the ACC controller, which causes the HWT mode to be deactivated.

4.3. Phase 3

Finally, in Phase 3, vehicle A, once it has overtaken vehicle C, can return to its original
lane 2 (see Figure 14) to complete the overtaking maneuver. At the end of the overtaking
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maneuver, vehicle A can start accelerating, causing the speed to increase to 119 km/h, until
it progressively moves away from vehicle C (see Figure 15).

Figure 13. Second phase of the overtaking maneuver.

Figure 14. Vehicle A changing phase, from left lane to center lane.

Figure 15. Third phase of the overtaking maneuver.
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5. Discussion

Single-lane highway overtaking is a common OMS that is present on most highways,
and hence most studies that have been conducted on overtaking with autonomous vehi-
cles opt for this type of OMS. However, when dealing with an OMS with three lanes of
highway and with vehicles that have a different trajectory than the vehicle performing
the overtaking maneuver, the operation of typical overtaking on a single-lane highway is
not guaranteed. To solve this problem, in this article an analysis of the overtaking maneu-
ver with autonomous vehicles on a three-lane highway is presented, with a vehicle on a
trajectory opposite to that of the vehicle performing the overtaking maneuver.

The results obtained demonstrate that the PreScan software is a versatile tool, which
is able to build scenarios with highway infrastructure, AVs and ADAS systems. This
allows obtaining data close to reality without the need to use real vehicles or physical
infrastructure. The OMS simulation showed how vehicle A starts to slow down gradually
when it approaches vehicle C. This speed change is due to the assistance of the ACC system.
The results also showed that with the help of TIS sensors, vehicle A can continuously
monitor its area to avoid a collision with both vehicle C and vehicle B.

From the results obtained in the OMS, for an autonomous vehicle to perform an
overtaking maneuver of another vehicle that is in the same lane of the highway moving at
a lower speed, and at the same time having to deal with vehicles that are in an opposite
lane to the vehicle performing the maneuver, it is necessary that all the analyzed phases
(1, 2, 3) fulfill the conditions of the simulation, in order for sensors such as TIS and the
ACC controller to detect the driving environment. Under these conditions, an autonomous
vehicle can perform the overtaking maneuver.

Figure 9 shows vehicle A with an initial speed of 54 km/h increasing its speed to
a maximum speed of 59 km/h (see Figure 11) to catch up with vehicle C. Once vehicle
A catches up with vehicle C, it starts the overtaking maneuver. The speed of vehicle A
is progressively reduced, while vehicle C maintains a speed of 58 km/h, as shown in
Figure 12. Vehicle A performs the lane-change maneuver (lane 2 to lane 1). To perform
this lane-change maneuver, vehicle A increases its speed to 96 km/h (see Figure 13). When
vehicle A achieves the overtaking maneuver with respect to vehicle C, vehicle A returns
to lane 2, and once the overtaking maneuver has been performed, vehicle A increases its
speed to 119 km/h, to move away from vehicle C. This can be compared to an overtaking
maneuver performed in the literature by Né-meth et al. [38], who designed a scenario with
three lanes and with the overtaking maneuver in lane 2. The overtaking scenario proposed
by the author starts with vehicle A, whose initial speed is 110 km/h, which is reduced once
it reaches vehicle C, and maintains similar speeds of 90 km/h, subsequently increasing to
a speed higher than that of vehicle C, to perform the overtaking maneuver. This means
that in our research, as in Nemeth’s, in order to perform the overtaking maneuver, it is
necessary that the vehicle that performs the overtaking maneuver (vehicle A) performs
speed changes (acceleration and deceleration), and these speed differences depend on the
speed of the vehicle to be overtaken, which is vehicle C.

The limitations of this study are that the speed and lateral movement of vehicles B and C
are constant in the scenario simulation, thereby not generating speed changes. In addition,
the scenario constructed in this work only considers the use of three vehicles on a three-lane
highway, and does not cover the inclusion of other elements such as traffic signs, pedestrians
or more vehicles. These topics could offer a fascinating continuation of this work.

6. Conclusions

An autonomous vehicle is a vehicle with a complex system, in which many technolo-
gies and different disciplines such as artificial vision, mechanics, and even geopositioning,
are involved. AVs convert and expand the present circumstances through small and subtle
details entirely into the future, and modify various aspects already known in vehicles,
to achieve better safety or comfort. This article aims to present a method of performing
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safe maneuvers with AVs through the PreScan simulation program, in which the OMS is
composed of highway infrastructure, vehicles and sensors.

The study presented in this article is governed by modeling approaches such as stage
construction and auxiliary settings. Each of these models employs a program for the
development of the scenario. For scenario construction, a simulation program is used, in
order to create highway infrastructure. For auxiliary settings, a graphical programming
program (MATLAB/Simulink) was applied, to modify and interpret a graphical user
interface (GUI). Moreover, each methodology is governed by simulation conditions that
must be fulfilled in order to perform the overtaking maneuver with AVs.

The proposed OMS can incorporate a safe overtaking driving-system in the front of
vehicles that have an opposite trajectory to the vehicle that carries out the maneuver. The
proposed OMS can be employed as a fully automated system, using ADAS systems such
as the ACC controller and TIS sensors, to detect the driving environment for performing
the overtaking maneuver.

The OMS complies with EuroNCAP tests. These tests mention that the autonomous
vehicle-assistance evaluations consist of an ACC system that has a lateral assistance to control
the position of the vehicle when moving in a fully marked lane and at a desired test speed.

An autonomous vehicle that has an ACC controller and TIS sensors can perform an
overtaking maneuver while controlling its speed and recognizing vehicles on the same
trajectory or on the opposite trajectory.

Considering further research, it is proposed that the scenario used here should be
complemented with different elements on the highway, such as traffic signs, traffic signals,
pedestrians, or more vehicles, to study the behavior of the maneuver when interacting
with more elements. Another interesting extension could be the implementation of several
sensors in more vehicles and for the highway infrastructure to have a continuous data
network that can assist the autonomous vehicle to perform and carry out different actions
based on the information from the environment. In addition, adding other ADAS systems
that help to analyze the behavior of the vehicle which has systems that help to perform
different maneuvers.
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Abstract: In the self-driving vehicles domain, steering control is a process that transforms information
obtained from sensors into commands that steer the vehicle on the road and avoid obstacles. Although
a greater number of sensors improves perception and increases control precision, it also increases the
computational cost and the number of processes. To reduce the cost and allow data fusion and vehicle
control as a single process, this research proposes a data fusion approach by formulating a neurofuzzy
aggregation deep learning layer; this approach integrates aggregation using fuzzy measures μ as
fuzzy synaptic weights, hidden state using the Choquet fuzzy integral, and a fuzzy backpropagation
algorithm, creating a data processing from different sources. In addition, implementing a previous
approach, a self-driving neural model is proposed based on the aggregation of a steering control
model and another for obstacle detection. This was tested in an ROS simulation environment and in a
scale prototype. Experimentation showed that the proposed approach generates an average autonomy
of 95% and improves driving smoothness by 9% compared to other state-of-the-art methods.

Keywords: self-driving; deep learning; neurofuzzy data processing; fuzzy backpropagation; self-
driving simulation; scale prototype

1. Introduction

In systems, the use of multiple data sources allows an actuator to have a broad view of
the environment it is seeking to control, thus allowing it to perform this task with greater
precision and to tolerate anomalies in data from some sources [1]. This method is used
in physical and robotic systems to widen the field of perception and avoid blind spots,
while the redundancy of the data allows the controller system to detect anomalies and
filter them [2]. Mobile robots use this method to perceive their environment from different
sensors that provide spatial, inertial, and visual information [3]; this is most notable in the
Autonomous Vehicles application. The research area for vehicles control is divided into sub
areas such as: environment perception, object and vehicles recognition, behaviors, planning
and route selection, lane maintenance, signal detection, steering and speed control, among
others [4]. This research focuses on the sensor data fusion for steering control.

Various strategies have been proposed in the literature to control the self-driving vehicle
direction, just to name a few: starting with the fuzzy inference systems [5,6], which controls
the direction by means of inference rules. In simulations, the predictive models [7,8] are
recurrently used to trace a route to follow within the path, as well as its combination with
fuzzy logic [9]. The aforementioned methods share the characteristic of requiring knowl-
edge transfer from the algorithm designer, other similar strategies are path detection [10],
knowledge transfer classifiers [11], and semantic segmentation [12]. On the other hand,
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self-tuning methods are the most widely used, from strategies based on reinforcement
learning [13–16], which are generally executed in simulations since they require learning
based on trial and error or mistakes. Another type of reinforcement learning is based on
vision [17,18], although there are other methods based on pure vision [19,20]. The aforemen-
tioned strategies mainly focus on keeping the vehicle on track; however, the current trend for
steering control is mainly focused on deep learning. This deep neural domain can be divided
into control strategies through vision and detection with convolutional networks [21–23].
Other alternatives within the same paradigm are recurrent networks for a visual–temporal
relationship [24,25]. The previously mentioned works of the deep learning paradigm present
good results; however, they use a single data source such as camera vision. In the literature,
it is possible to notice that the methods that present the best results are those based on
multisensory systems, for example those that combine visual and spatial information [26–28],
the a priori data fusion methods by object detection [29], and fusion 3D [30]. Returning to
the deep learning paradigm, another approach to process multiple data sources is to create
parallel architectures that process each source separately and integrate the outputs [31–33],
as these are the ones with the highest computational cost. To reduce computational cost,
deep learning [34,35] fusion methods are used, although they depend on a second process to
perform post-fusion control.

Although the aforementioned works present good results, they have some weaknesses.
In parallel models, the computational cost increases according to the increase in sensors to
be processed, making this option viable only in simulation, since it is too much load for
a system on board the vehicle or embedded at scale. Similarly, a priori fusion methods
represent a double computational cost since they must fit the data sources as well as filter
and extract features that will be processed by the control algorithm. A controller-integrated
fusion method lowers the computational cost, particularly deep learning-based fusion
models performed using a neural layer. Ideally they are formulated from the adjustment of
synaptic weights W, the hidden states h, activation functions σ(·), and the backpropagation
algorithm ΔW(∇L). However, in Ref. [34] it depends on a PID controller coupled to the
neural network to perform the direction and speed adjustment, stopping the network
process and processing the data fusion separately from the neural model. In Ref. [35] the
multiview aggregation approach uses perspective transformation to project n feature maps
according to the corresponding 1 − n camera settings. The N projected feature maps are
concatenated and a convolution is used to obtain the result. Like these examples, many
others [36–38] perform control using a methodology composed of parallel or sequential
processing blocks that interact with the neural model, creating a different dependency on
the methods, thus increasing response time, fusion quality, and computational cost.

As an alternative, this article proposes a layer with a neurofuzzy aggregation ap-
proach, expressed as a neuronal model layer. The main contributions are the following:
(a) the neurofuzzy aggregation layer allows extracting and relating features from different
structural shapes sources; (b) it has generalization capacity, so it is viable for data fusion
in any application through model training; (c) it allows for multiple dimensions inputs
unlike the known neural models; (d) it can be added to an existing model as one more layer;
and (e) the implementation is compatible with the TensorFlow framework, so it can be
parallelizable on the GPU and is not processed as an external program. This proposal was
evaluated in a self-driving vehicle steering control task; the experimentation was carried
out in a simulated environment in the Robotic Operating System (ROS), as well as in a scale
prototype in a controlled environment.

The rest of the document is organized as follows. Section 2 details the proposed
layer formulation, as well as the neural architecture for self-driving. Section 3 details
the experiments performed, as well as their validation and comparative analysis with
other current methods in the literature. Finally, in Section 4 a synthesis of results is made
concluding with a brief discussion and future work.
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2. Materials and Methods

The main contribution is the data aggregation neural layer formulation, so to under-
stand the proposal it is necessary to know the basic operation of the neural paradigm.
This performs only data aggregation; for a more complex task such as self-driving, a more
complex model composed of several layers is required. For this reason, this section details
the basic concepts, the proposal formulation, and its adaptation for self-driving.

2.1. General Neural Layer Formulation

In the ANNs paradigm, a model is understood as a set of algorithms grouped into
layers that perform a specific task. A neural layer consists of three main elements: for the
synaptic weights, given a X data set structured in tensors of size n, there will be a weight W
for each X such that ∀x ∈ X, ∃w ∈ W : |X| = |W| ∧ x �= ∅. The hidden state h obtained by a
two Euclidean magnitudes N (·, ·) product function, is defined as a linear algebraic product
operation of order n according to the dimensionality of X and W. The parameters of such a
function are N (X, W) which generate a continuous h output. Furthermore, the activation
function σ(h) is understood as a linear, non-linear, binary, or probabilistic function that
scales the h state. The output y can be discrete or continuous, depending on σ(·) domain
and the purpose of the layer application. Depending on the layer application, it is defined
as a feature extraction layer, memory, recurring, etc.; however, most of them depend on
these 3 essential components. For the layer components to correctly process the data, it
is necessary to train the parameters using the backpropagation algorithm. To adjust the
weights W it is necessary to know the empirical error generated by the propagation in the
training stage, based on the expected outputs y′ known as ground truth. The error can be
calculated by a distance measure known as loss function L(W), which can be:

L(W) =
I

∑
i=1

||σ(hi)− y′i||22 (1)

although depending on the application it can be considered an absolute, polynomial, or
radial Euclidean measure. The general method for minimize the error is to iteratively update
the parameters by adding an increment ΔW to the current value: W := W +ΔW. Conversely,
if a function N (x, W) is used to approximate the output values and it is differentiable with
respect to W, it is possible to use the Gradient Descending method as a learning algorithm:

ΔW = −α
∂E(W)

∂W
(2)

where 0 < α < 1 is a parameter known as the learning rate, which regulates the updating
ΔW in the error gradient ∇. In this way the general algorithm for the neural layers is
described; graphically it is represented by the scheme of Figure 1.

Figure 1. General neural layer formalization.
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From this base, it is possible to reformulate the algorithm to give a different objective
to the classification or characteristics extraction. To perform the aggregation, the neural
layer was transformed to the fuzzy domain and its basic components were reformulated to
be compatible with fuzzy aggregation measures μ, in addition to working with variable
dimensionality inputs. This is described below.

2.2. Neurofuzzy Layer Formulation

To summarize the algorithmic adaptations required to formulate the neurofuzzy layer,
the proposal components are listed below. Inputs X: whether it is a tensor of order 2 or
higher, an input of different order is allowed for each element of the first dimension, that
is, the signal x1, is structurally different from the one x2,, allowing us to operate 2D and
1D signals in the same tensor. The inputs X are structured in an asymmetric tensor xs of
maximum dimensionality xs ∈ Rd×(m×n), according to the highest order tensor.

Fuzzy weights Wμ: from a fuzzy measure μ defined as a transformation function
within the fuzzy domain μ(x) : [0, 1]η �→ [0, 1], and interpreted as a weighting function
such that μ(∅) = 0, μ(X) = 1, the fuzzy weights Wμ are defined for each x ∈ X such that

∑
|X|
i=0 wμi = 1. At the same time, there are non-fuzzy weights Ws for each ordered entry

xs and that are adjusted by them, independent of the fuzzy aggregation. Hidden state h:
depends on the implemented operator, for the neuron generality an algebraic function of
the Euclidean magnitudes product can be used. Therefore, the Choquet fuzzy integral
defined as: ∫

f ◦ μ =
η

∑
i=1

[ f (xs(i))− f (xs(i−1))] · μ(xs(i)) (3)

where f (·) indicates the ordered data fuzzy transformation and μ(·) the aggregation using
the fuzzy measures μ. Given that x ∈ X is a tensor of order greater than 0, a reduction
is necessary using an operator such as the inner product N (·, ·). This in relation to the
introduction of non-fuzzy weights Ws for each xs. Thus, the state h is detailed as the
extension of the Choquet integral:

h =
η

∑
i=1

[N (xs(i), Ws(i))−N (xs(i−1), Ws(i−1))] · μ(X, Wμ) (4)

in such a way that the fuzzy integral μ(·, ·) depends on the linear product N (·, ·), which in
the case must be an outer product × due to the asymmetry of the input tensors. Activation
σ(h): As this neuron is not dedicated to classification, a probabilistic function such as
Softmax is not used, so a non-linear or rectifying function must be used like any hidden
layer. Training algorithm: the propagation of the error within a complete model is carried
out in the normal way except for this layer, for which it is necessary to update both the Ws
and the fuzzy Wμ weights. Regarding Momentum, its fuzzy version resides in the scaling
of the gradient ∇, this is modified by the scalar value of the fuzzy integral obtained from
the aggregation product:

mμi+1 = αmμi + η∇μ(xs, ws) (5)

where ∇ ∈ [0, 1] and the diffuse momentum mμ ∈ [−1, 1] are restricted. In this way the
adjustment ΔWμ is given by:

ΔWμ = Wμ − α(y · mμ)− α(1 − y))∇μ(X, Wμ). (6)

On the other hand, the loss function must remain in the fuzzy domain, which is why
the MSE can generate alterations to the adjustment by being able to obtain values greater
than 1. For this reason, the Logarithm of the Hyperbolic Cosine is used:

L(W) =
n

∑
i=0

log

(
e(y

′−y) + e−(y′−y)

2

)
(7)
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In summary, in the Algorithm 1 the propagation and backpropagation algorithm of
this proposal is presented.

Algorithm 1 Neurofuzzy ΔWμ training

Require: e ∈ Z, α ∈ R, X1, X2, Xn ∈ R+

Ensure: y
1: Ws ← random([−1, 1])
2: Wμ ← 0
3: xs ← X1 × X2 × Xn : m × N = {n ∈ N| |N| = m}
4: while converge do
5: for i ← 0 to i = n do
6: hsi ← N (ws, xsi )
7: hμi ← μ(xsi , wμ)

8: hi = ∑
η
i=1[hsi − hsi−1] · hμ

9: ye ← σ(hi)
10: end for

11: L(W)e = ∑n
i=0 log

(
e(y

′−σ(hμ))+e−(y′−σ(hμ))

2

)
12: mμi+1 = αmμi + η∇μ(xs, ws)
13: ΔWμ = Wμ − α(σ(h) · mμ)− α(1 − σ(h)))∇μ(X, Wμ)
14: ΔWs = Ws − α(ye · mj)− α(1 − ye)∇L(W)e
15: e ← e + 1
16: end while

return y

In the Algorithm 1 in step 3, the asymmetric tensor structuring is used. This transfor-
mation generates a single structure that respects each data source shape, grouping in an
additional m dimension. The algorithm requires two product calculations, one linear hs
and one based on fuzzy measure hμ, later they are unified by means of the fuzzy integral in
step 8 in the output structure h. It should be noted that an output y is not generated from
this algorithm since this belongs to the classification part used in the neural model to be
implemented; however, it is necessary for the adjustment of the weights Ws. Therefore the
neurofuzzy model is defined in Figure 2.

Figure 2. Neurofuzzy aggregation layer scheme.

In the above description, the hidden state function h is capable of performing the
aggregation of two signals, using only an activation function σ rectifier. However, for an
application such as self-driving, the model requires greater complexity as well as a greater
number of layers with different activations. For this reason, Figure 2 represents the layers of
the model in a dotted block, implying that after the aggregation layer there are dense layers,
convolutions, or any other item that performs different tasks with information from unified
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sources. The resources used to adapt the self-driving model with neurofuzzy aggregation
are detailed below.

2.3. Self-Driving Model

The proposed fuzzy aggregation layer purpose is to combine multiple signals to reduce
the data within a neural model. Thus, it is necessary to have a driving model to guarantee
performance and subsequently reduce it. For this, the time-distributed Chauffeur model
shown in Figure 3 is used.

Figure 3. Time-distributed Chauffeur model [39].

This model receives information in a sequence of images form in the YUV color space,
so it is structured as a 4D tensor of size t × 3 × 200 × 320, where t represents the frames
per instance, 3 are the color channels, and 200 × 320 is the size of each image. The model
output is reduced to a scalar obtained from the output layer activation function σ, given
by a Hyperbolic Tangent function that generates outputs in the interval [−1, 1]. These
values represent degrees of turn in the direction of the vehicle. However, the td-Chauffeur
model cannot detect objects. To carry out the object detection from visual information, the
Mobilenet model was used as a base, as shown in Figure 4.

Figure 4. Mobilenet model for object detection [40].

This mobile model uses depth separable convolutions. Significantly reduces the num-
ber of parameters compared to networks with regular convolutions and same depth,
resulting in a lightweight deep neural network. The model basis is to use depth convolu-
tion and point convolution layers, so the model can be adapted to the information to be
processed. Originally it receives a 224 × 224 × 3 3D tensor that represents an RGB image;
however, for this application it has been adapted to process a 224 × 224 × 4 3D tensor that
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is interpreted as an RGBD image. As an output it obtains the bounding boxes and distance
from the center of the objects.

In a simple methodology, it is possible to perform the task by running both models in
different threads and processing both outputs in a third algorithm. The limitation of that is
the computational cost, in a computer with processing capacity it is possible to run using
most of the resources; however, in an embedded system this is limited by: (1) the GPU and
CPU processing capacity is with less capacity than a desktop computer, (2) the increased
heating and power consumption due to the overuse of resources make the implementation
unfeasible, and (3) the models synchronization is a point to consider even on a workstation.
For this reason, the integration of both models through an asymmetric tensor distribution is
proposed, generating a single multifunction model with layers of neurofuzzy aggregation
to reduce the complexity of the model. This proposal can be seen visually in Figure 5.

Figure 5. Self-driving operational model.

The graphical representation makes it appear that the model is a parallel structure of
two neural networks. At the tensor level it is interpreted as two layers of the outermost
dimension n; however, in the dimension n − 1 the tensor shape changes in such a way that
the input is defined as I = {{224 × 224 × 3 × t}, {224 × 224 × 4}}. The asymmetry of the
input of each neural layer is notorious; however, the reduction in processing threads is
carried out by distributing the GPU process only. Where model shrinking is observed is in
the AWμ

layer where the bounding boxes are obtained, the temporal shrinking of the Flatten
layer and added along with the translation and rotation Ip = {{xt, yt, zt}, {xr, yr, zr}}.
Finally, the output is extended to two TanH functions to control direction and acceleration.

3. Experimental Results

To validate the proposal performance, two experiments were carried out: a simulation
in ROS with variables from a real urban environment and a scale prototype tested in a
controlled environment. In both cases, scenarios with obstacles and free paths are considered,
as well as the use of more than one sensor. To quantify performance, supervised and
unsupervised metrics were used, which specialized in measuring the quality, precision, and
autonomy of self-driving. Both experiments were evaluated by the following metrics.

3.1. Metrics

First, the supervised evaluation was carried out to find out the driving model similarity
with the actions carried out by a human driver. For this a ground truth y′ was created from
capturing steering commands during manual driving on the test path. From this reference
it was possible to measure the difference in distance terms between what is obtained and
what is expected, for this reason the Mean Square Error is used as evaluation metric, in the
same way the Cosine Distance is used:

217



Electronics 2023, 12, 314

cos(θ) =
∑n

i=0 yi · y′i√
∑n

i=0 y2
i ·
√

∑n
i=0 y′2i

(8)

the output range spans [−1, 1], where 0 indicates zero error; therefore, 1 and −1 indicate
full left and right error. The MSE provides an error rate between both types of driving,
regardless of the variations produced by time and the speed of movement of the vehicle.
For this reason the Driving Behavior metric is used:

DB =

∥∥∥∥∥∥
√

∑n
i=1(yi − ȳ)

n
−
√

∑n
i=1(y

′
i − ȳ′)

n

∥∥∥∥∥∥ (9)

this metric evaluates the entire route by calculating the deviation between both lines; thus,
time does not take part in the evaluation and thus providing a speed-invariant distance
index. In an unsupervised way, driving is measured by Path Smoothness, i.e., this refers to
the angles amplitude that are described while the vehicle is moving:

κ =
1
n

n

∑
i=2

[
arctan

(
yi+1 − yi
xi+1 − xi

)
− arctan

(
yi−1 − yi
xi−1 − xi

)]
(10)

where xi and yi represent the position of the vehicle in a specific trajectory segment.
The metric obtains the angle between two consecutive segments of the path. A lower
smoothness value indicates a smoother path. On the other hand, to evaluate the ability to
operate independently of a driver, use is made of the autonomy metric proposed by [41]:

autonomy =

(
1 − interventions · 6

elapsed time

)
· 100 (11)

as well as the Absolute Autonomy Time metric [42], which measure the interventions of a
human driver as an error in the system, which is the autonomy time the metric oriented to
absolute intervention:

AAT =

(
1 − tiempo de intervención

tiempo transcurrido

)
. (12)

To complement the experimentation, some methods known from the literature for
self-driving were evaluated under the same conditions. Specifically they were the Pilotnet
model [41], Donkeycar self driving library [43], and Matlab Automated Driving Toolbox.
For these, self-driving models were taken and replicated in the ROS system using it as an
intermediary.

3.2. Experiment 1: ROS Self-Driving Simulation

This task was carried out based on the free access ROS design, CAT Vehicle Testbed,
which consists of a Ford Escape vehicle with the actual physical measurements. The package
includes sensors built into the vehicle; however, they were modified to suit this application.
Originally featuring a Velodyne LiDAR sensor with a 2000 point cloud, this was modified
to produce a 12,000 point cloud with a horizontal aperture of 90◦ and a vertical aperture
of 33.67◦. In the same way, the package has two cameras positioned on the vehicle at
angles of −45◦ and 45◦ with origin in front of the vehicle, these capture RGB images of
size 800 × 800 pixels. For this application, a single camera pointing to the origin with a
size of 640 × 320 pixels was required. To evaluate the vehicle autonomy it was necessary
to integrate city environments with different characteristics such as intersections, houses
and buildings, closed roads, and obstacles in the way. In order to have a variety of possible
scenarios, the Vehicle and City Simulation was integrated, which fully represents a small
city. Some fragments of the road with obstacles were taken to carry out the self-driving
evaluation. These are shown in Figure 6.
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Figure 6. ROS simulated environments.

Figure 7 shows the sketches with the shapes and measurements of the simulation
segments in which the tests were performed. To validate the effectiveness of each method,
two short scenarios and two more complex ones were used, all with objects partially
obstructing the path and one with incorrect paths. For all the scenarios there was a trajectory
to reach the goal.

Figure 7. Real-scale simulated environments maps for self-driving tests.

Figure 8 shows the conduction trajectories generated by each evaluated method. It
can be seen that in the simplest scenarios all the methods can reach the goal; however, it
should be noted that the proposal performs the smoothest movements, approaching what
is performed by a human, as shown in the ground truth. In the most complex environment
it can be observed that a method takes the wrong path, ending the evaluation for it. For the
cases in which the algorithm cannot complete the route, it was necessary to enable manual
driving to resume the path, an action necessary to calculate the Autonomy and AAT metrics.
This intervention is also carried out intentionally when the displacement moves away from
the ground truth, thus obtaining an evaluation of autonomy. Quantitatively, the results are
summarized in Table 1.
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Figure 8. Trajectories obtained during self-driving in simulated environments.

According to what is shown in Table 1 and with respect to Figure 8 trajectories, it is
observed that the proposal shows the best autonomy metrics are obtained by the proposed
method. A range security of 96% is guaranteed, while the worst performance offers only 71%,
as long as timely interventions are made, otherwise a collision would result. In simulation,
an autonomy of 96.6% is obtained, which indicates that it depends on human intervention
for only 3.4% of route, compared to the second best method, which is 8.6% more dependent.
In road smoothness, the proposal obtains a metric of 0.256, which is 0.72 lower than the
mean of the other methods. This metric indicates that the proposed approach offers a ride
that is up to 2.8 times smoother and more comfortable, without any hard rocking.

Table 1. Quantitative results of simulation experimentation.

Method MSE Cosine Distance Behavior Path Smoothness Autonomy AAT

Pilotnet 0.106 0.221, −0.076 0.030 0.682 86.4% 92.9%
Donkeycar 0.385 0.380, −0.510 0.236 1.826 71.3% 79.8%

MADT 0.077 0.112, −0.014 0.024 0.442 88.0% 94.7%
Proposed 0.021 0.011, −0.044 0.003 0.256 96.6% 97.4%

To complement the experiments, each conductions method was compared with respect
to a human conduction. The metrics showed that the proposed method obtains a mean
error of 0.021, where the lowest showed difference of 0.056 compared to the second best.
This error indicates that the method provides up to 3.6 times better than human-like driving
than another method in this comparison. This measurement is seconded by the driving
behavior metric, in which the minimum error of 0.003 is obtained, which indicates that
the speed is similar to that of a human driving, without affecting the steering commands
smoothness. Finally, the cosine distance showed an imbalance in the lateral displacement
error, which was −0.044 and 0.011, so it presented more errors in left turns. This is due to
the notable imbalance in the turns of the tracks that can be seen on the maps shown. Still,
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it showed the best balance of ≈1–3, compared to MADT which was ≈1–9. Although the
Donkeycar method had a relationship ≈1–1.3, the error was up to 10× higher.

As is known, in simulation environments the results are not affected by environmental
effects such as lighting, ground textures, obstructions, etc. For this reason, to complement
the experimentation, a small scale prototype was designed that integrates in an embedded
model light version to control the vehicle direction.

3.3. Experiment 2: Scale Prototype Steering Control

In the first instance, the base vehicle was acquired, which includes the mechanics and
motors in operation. Its dimensions and appearance shown in Figure 9 represent a 1:16
scale of a compact vehicle in length and width.

Figure 9. Scale prototype designed for self-driving physical tests.

Inspired by the Jetracer prototype, a Jetson Nano Dev Kit 4G embedded card was
used as the control module due to its versatility in terms of high-level and low-level
programming, as well as its GPU-embedded computing capability on CUDA under Ubuntu.
This card includes a 4-core @ 1.43 GHz ARMv7 processor, 4 GB of 1600 MHz RAM, 16 GB
eMMC 5.1, GPIO with L2C and PWM support for geared and servo motors, and Nvidia
Maxwell 128 CUDA core GPU. In conjunction with the Jetson Nano card, some electronic
components were used in the periphery: PCA9685 module, connected to the GPIO ports
dedicated to the L2C type connection of the Jetson Nano. This device is used to control
the motors by transforming the digital signals to PWM signals that give precision to the
servo motor angular speed and position. The device can work at 3.3 V with direct power
from the Jetson Nano; however, an external 5 V power is required to move the servo motor.
The L298N module serves to magnify the voltage at the 3.3 V input from the PCA9685 to
12 V output. It is used to power the geared motor that pushes the vehicle in a channel.The
Lm2596 dc-dc voltage regulator is used to convert 12 V input voltage to 5 V to power the
PCA9685 module and the Jetson Nano. Due to the prototype size and power limitations,
it used the ZED camera since it allows for obtaining visual information as well as spatial
information from the generation of point clouds, in a similar way to the LiDAR sensor. In
this way, two types of signals are obtained from the same sensor.

The embedded system works in a similar way to the simulation; however, the process-
ing is conducted on the card, so it was required to interpret the model in the TensorFlow
Lite version. Since the information is only obtained from the ZED camera, an acquisition
system was designed in Python using the camera drivers. This program acquires the
point clouds Id = {M · N · D} and creates the image sequences in tensors of T times at
It = {M × N × C × T}. Rotation and translation information is also acquired from the
camera controllers. This generates as input three tensors: 4D, 1D, and 2D. Figure 10 shows
the implemented system scheme.
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Figure 10. Embedded self-driving system operational diagram and remote interaction for comparison
methods evaluation.

Due to the prototype characteristics, it was evaluated in simpler road scenarios than
the simulation urban environments. The designed paths are inspired by the BlueRaven
tracks for Jetbot and some obstacles were added to validate the ability to evade and correct
the trajectory. Figure 11 details the designed roads in real-scale measurements.

Figure 11. Real-scale track maps for physical self-driving tests.

In Figure 11, it can be seen that the paths have a width of 0.30 m, while in the simulation
maps of Figure 7 these are exactly 4.8 m, so the tracks designed for this experiment are at
1:16 scale. In accordance with previously mentioned measurements of the prototype shown
in Figure 9, both the test tracks and the vehicle are on the same scale, so the experimentation
for the self-driving test it is considered viable in non-urban environment conditions at
a scale of 1:16. In order for the displacement to be consistent with the track scale, the
maximum speed was limited to 0.8 m/s, limiting the acceleration to:

Ai = 1 −
[

e2
i −
(

Ai−1

Amax

)2
]

(13)

where Ai−1 is the acceleration at the previous instant emitted by the neural model, on
average at 50 Hz frequency. e2

i represents the rotation command of the current instant and
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Amax the maximum speed of 0.8 m/s, which in full scale would represent a maximum of
50 km/h. From the above, it is possible to observe the relationship between both experi-
ments and their viability when evaluating the proposal and the comparison methods in the
same way. Therefore, the results are discussed below.

Figure 12 shows the paths traveled on the test tracks. To increase experimentation, on
the first track the obstacles location was modified to validate the evasion capacity. In the
first scenario, all the methods were able to finish the course; however, when adding the
obstacles, it was observed that Donkeycar did not overcome the second obstacle. On the
more complex track both the Donkeycar and the Pilotnet model were unable to complete the
full course, the latter evading all three obstacles but went off the road. In this case, MADT
also goes beyond the path limits; however, it manages to resume autonomously. It can also
be seen that both MADT and the proposed method generate very similar trajectories in the
first scenarios. To make the comparison, a metrics summary is shown in Table 2.

Figure 12. Trajectories obtained during self-driving in physical environments.

Table 2 shows the AAT of 75% for the Pilotnet model, this indicates that 25% of the
path depends on human intervention, unlike the proposed method that depends only 5.6%
if perfect driving is needed. Similarly, MADT receives an AAT of 89.8% as it went off
track twice and needs to be corrected. In this experimentation, an autonomy of 89% was
obtained, a decrease of 7.6% with respect to the autonomy in simulation is due to the fact
that in the physical environment there are factors that alter perception such as the lighting
changes, sensor noise, and affectations to control such as inertia and motors cumulative
error. However, the proposed method is the least affected by this domain change, since the
other methods decrease an average of 9.73% and up to 12.9% in the worst case. It can also
be observed that the smoothness is reduced since a metric of 0.598 is obtained due to the
path and physical effects complexity; however, the method is autonomous by 89%, which
is better by ≈17.7% than the average of the other methods.
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Table 2. Quantitative results of the experimentation on the scale prototype.

Method MSE Cosine Distance Behavior Path Smoothness Autonomy AAT

Pilotnet 0.185 0.171, −0.441 0.051 1.216 73.5% 75.5%
Donkeycar 0.205 0.322, −0.571 0.087 2.948 63.8% 66.9%

MADT 0.106 0.132, −0.100 0.030 0.834 78.3% 89.8%
Proposed 0.081 0.148, −0.075 0.027 0.598 89.0% 94.4%

Compared to human driving, the proposed method obtains a mean error of 0.081 and a
smoothness of 0.589. For the aforementioned reasons, the metrics show higher performance
and therefore lower performance. Even so, it is shown as the best by 0.025 with respect to
the maximum and 0.084 with respect to the average, which is up to 2× better than the rest
of the comparison methods.

An important observation is that the proposed method can complete the path without
interventions, compared to the Pilotnet model and the Donkeycar method, which require
forced interventions to stay on track. From these experimental observations it can be
inferred that the multiple data sources used improves the quality of self-driving, as well as
that the neurofuzzy aggregation layer helps to decrease computational consumption mak-
ing it possible to operate in a lightweight prototype. Furthermore, in this experimentation,
the proposed method can be trusted by 89% in the worst case and 95% in a normal case.
With these specific observations, the conclusions of this investigation can be reached.

4. Conclusions

Two main contributions are made in this work. The first is the formulation of a neuro-
fuzzy aggregation layer for deep learning neural networks, which allows for composing
new features from the several data sources fusion, reducing the computational cost while
maintaining the precision of a multisensory system. The second contribution is the appli-
cation of the proposed layer in the creation of a multisensory model for steering control.
Additionally, the proposed model was tested in a simulated urban environments in ROS and
in a scale prototype. The experimentation was carried out equally with our proposal and
other methods of the state of the art. From this experimentation the following was observed:
in simulation, an autonomy of 96.6% was obtained, which indicates that it depends on
human intervention only 3.4% of the time. Regarding the smoothness of the road, a metric
of 0.256 was obtained, demonstrating that the proposed method offers driving that is up to
2.8× smoother and more comfortable. Regarding human driving, a difference of 0.021 is
shown, which is 3.6 times more similar than the other methods. In the experimentation with
the scale prototype, an autonomy of 89% was obtained. However, the proposed method
is the one with the best performance, since the other methods only obtain an autonomy of
78.3% in the best case and 63.8% in the worst case. Compared with human driving, the
proposed method obtains a mean error of 0.081 and a smoothness of 0.589, so it is shown
to be the best by 0.025 with respect to the maximum and 0.084 with respect to the average,
which is up to 2× better.

In conclusion, the following advantages can be highlighted from this work: a model
was created that performs data fusion and self-driving in a single process, based on the
use of the proposed neurofuzzy aggregation approach, thus reducing the computational
cost and allowing for its operation in real time. The proposed model is 95% reliable on
average, with 2.8 better movement smoothness and 92% similarity to human behavior. The
autonomous model completed the paths in 100% of the experiments. All this is because
the two main contributions of this work offer the benefits of a multi-sensory system of
several processes, but they are unified in a single one and reduce the cost to the point of
being viable for use in real time in an embedded system. In future work, the model will be
adapted to operate with more and different sensors for tasks such as pedestrians and traffic
signs detection, as well as to integrate the capacity of planning and following routes. It is
also intended to increase experimentation in different environments to demonstrate the
feasibility of being implemented in a full-size prototype.
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