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Definition: Vibration-Assisted Ball Burnishing is a finishing processed based on plastic deformation
by means of a preloaded ball on a certain surface that rolls over it following a certain trajectory
previously programmed while vibrating vertically. The dynamics of the process are based on the
activation of the acoustoplastic effect on the material by means of the vibratory signal transmitted
through the material lattice as a consequence of the mentioned oscillation of the ball. Materials
processed by VABB show a modified surface in terms of topology distribution and scale, superior if
compared to the results of the non-assisted process. Subgrain formation one of the main drivers that
explain the change in hardness and residual stress resulting from the process.

Keywords: ball burnishing; acoustoplasticity; vibration-assistance; surface integrity; surface topology

1. History: From Ball Burnishing to the Vibration Assisted Version of the Process

This Encyclopedia entry deals with the main aspects and details related to the ball
burnishing process assisted with a vibratory signal (namely, vibration-assisted ball bur-
nishing or VABB henceforth). Ball burnishing is based on deforming plastically with a
preloaded sphere the irregularities of a surface that has been previously machined, so
that its roughness or texture features are reduced while hardness is increased due to cold
deformation (Figure 1a). However, this interaction is three-dimensional and is very much
influenced by the friction between the ball and the material. The main physical vector to
achieve that deformation is the preload force with which the ball is preloaded and the
number of passes by which the target surface is covered. By assisting the process with
vibrations, a vibratory component of the force F; is overlapped to the preload Fy, resulting
in the overall vibratory burnishing force Fy,, as shows Figure 1b.

burnishing rolling
ball \
feed
burnishing
‘ ‘ ‘ force
original ‘ ! instantaneous
surface A

i burnished area
1.engagement -----5 i !

2. plastification ---- :
3. superfinishing ---

(a) (b)

Figure 1. (a). General overview of a vibration-assisted ball burnishing process. (b). Components of
the burnishing force (F).
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The process must be understood as the upgrade of a classical operation complemented
with an extra layer that introduces new dynamics and modifies the way the tool interacts
with the material of the target surface. The oldest references related to ball burnishing itself
refer to the processing of certain parts of the automobilistic industry in the sixties [1]. The
process was described simply as a means whereby the motion of a ball or roller displaces
the peaks of the surface roughness profile into the valleys. Today, we know that this
apparently simple description does not account for the very complex mechanisms that are
put at stake when this kind of process is deployed to provide a certain workpiece with a
desired finishing state. The phenomenon whereby the material surface is modified is more
likely to be compared to how the wavy surface of calm waters on the sea are smoothly
moved by the effect of the wind, changing their direction, but keeping a very similar
pattern all the way through.

Ball burnishing has been often cited because of its direct effects on the surface texture.
The actual description of this modification can be described as a triplet:

e The surface texture features are reduced to a lower scale.

®  The material that composes the surface is redistributed to a Gaussian distribution of
heights.

e If enough plastic deformation is exerted, the surface features can be reoriented along
the ball burnishing direction.

As the last of the described effects is only observed if the proper force and number
of passes are combined to obtain the desired surface finishing, it could be said that the
original explanation of ball burnishing in which material peaks were introduced in the
valleys is not totally accurate.

Besides the topological effects of the process, the material also embodies other trans-
formations that define its state after ball burnishing. Specifically, by experiencing cold
deformation, the material is ultimately cold-hardened, providing the final workpiece with
a reinforced outer layer with enhanced performance. Furthermore, a higher compressive
residual stress profile is formed in the subsurface layers of the material. This change of
mechanical state of the material is also often observed in the change of the microstructural
state of the outer layers of the material itself, if a cross-section of the processed surface
is observed.

The assistance of ball burnishing in the mid-twentieth century responded at the time
to an extended trend in the manufacturing innovation ecosystem based on providing
classical operations with extra functions that enhanced the outputs of these processes.
This is how hybrid processes such as vibration-assisted machining [2] or laser-assisted
ball burnishing [3] were born and are still today used in many manufacturing companies.
Specifically, VABB was brought into play into the finishing operations industry, incorpo-
rating a vibratory movement to the burnishing ball simultaneous to its rolling over the
surface irregularities while it runs the programmed trajectory. VABB was for the first
time reported during the 1970s, designed as ultrasonic burnishing. It was assisted by 41.5
kHz vibrations and a variable amplitude from 5 to 10 um [4]. The first detailed academic
bibliography dealing with VABB dates from the 1980s [5], although some references could
be found in previous years focusing on the comparison of the friction coefficient, wear
rate or load bearing capacity of VABB-treated surfaces with regards to surfaces finished
through other processes such as boring, grinding or even simple ball burnishing. However,
these references did not focus on the phenomenology behind the results or their relation
with the descriptive parameters of the surfaces themselves.

This entry is divided in three sections. The first describes the overall results observed
on different materials after VABB. The second offers an insight into the physical origins of
the vibratory assistance. Furthermore, finally, the hardware and physical systems reported
in literature are explained.
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2. Effects of VABB on Materials

In general, the affectation of surfaces after VABB can be described very similarly to
the one resulting from the conventional process, namely as a comprehensive effect on the
material at the surface on the topology or roughness, microhardness and residual stress
with a higher affectation of the surface. The references that are included in this section
show that VABB does not necessarily enhance all properties simulatenously, hence the
importance and need to know the process and decide whether to use it or not and to
distinguish its adequateness according to the desired surface characteristics.

The first results reported after VABB by Marakov (1973) [4] found a relevant inter-
action between the vibration amplitude and the obtained surface roughness. Indeed, the
anticipated positive effect of higher force values on the resulting surface roughness was
only observed on those mild steel specimens treated with a 2 um amplitude. A reduction
in the friction coefficient between the burnishing ball and the recipient material was also
reported in those conditions. Later on, Pande and Patel (1984) [5] reported results on
low-frequency (10 to 70 Hz) vibratory burnishing in contrast to the high-frequency assited
process. Results provided evidence for an inverse interaction between the preload and
the amplitude of the assistance, obtaining lower surface roughness values for amplitudes
lower than 0.5 um. They also found that the vibration-assistance was remarkably positive
with regards to the residual hardness obtained after the tests, as an assistance with 60 Hz
vibration allows the lowest preload to be successful in increasing these values compared to
the unassisted process.

No other relevant research sources about ultrasonic burnishing can be found until the
2000’s, when new references to the process start to be found on different materials. Bozdana
et al. (2005) [6] applied the process on Ti-6Al-4V specimens assisted with 20 kHz and 6.75
um vibration on a milling machine. It was proved that there is a critical value from which
surface roughness is harmed when the VABB process is applied, and should be defined.
For the ultrasonic process, that point is at a much lower preload level, probably because
transient softening due to the transmission of the vibratory signal through the material
favours the in situ plastic deformation. Consequently, the effects of vibration-assistance
can fire back by deforming excessively the material at the surface, and should be carefully
selected [7]. However, residual stress and hardness results were much more promising,
as the ultrasonic process resulted in higher values with half the preload required for the
non-assisted process. Therefore, it can also be stated that the process seems not to be neatly
positive in affecting the surface under different perspectives, i.e., some aspects might be
improved while others are harmed.

The references related to VABB since the 2010s have increased considerably, including
few references applied on a lathe on different materials [8,9]. The VABB applied on milling
machines clearly dominates the state of the art in this sense. A 2-kHz assistance was
reported to improve the surface roughness of AISI 1038 [10] and EN AW 7078 [11] with
regards to the non-assisted process (NVABB), although the results in terms of microhard-
ness were questionable. Extensive experimental research has been performed to analyze
the impact of VABB on different ball-end milled surfaces of AISI 1038 [12], Ti-6Al-4V [13],
nickel-based Udimet 720 alloy [14] and AISI 306 [15]. In all cases, following the same
research pattern by applying Taguchi experimental design, the authors conclude that VABB
proves its effectiveness to modify effectively the surface topology of all surfaces, and
redistributing the material to a Gaussian state. Other works on the AISI 316L steel has
also been conducted [16]. Furthermore, the threshold value of the preload from which
the surface is harmed was identified, being different for each of the tested materials. It
was also noted that it seems that in applying the VABB process, the effect of the original
surface is of upmost importance, as it defines the improvement potential of the surface itself.
The authors conclude that the vibration-assistance should only be selected to improve
surface topology if the original Sq descriptor of the surface is 5 um or less; but on the other
hand that topological improvement can be accompanied with a lower level of compressive
residual stress [13].
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The nanoscopical level also shows information about how the material at the surface
is modified after VABB. It has been found that the process succeeds in refining the grain
structure at the subsurface on many alloys such as aluminum 6061 [17] or AISI 1045 [18],
and is even able to promote the phase transformation in materials such as Ti-6Al-4V [19], or
austenitic metastable AISI 306 [15] (by forcing the generation of martensite by cold plastic
strain) [20]. This translates into a higher residual hardening and stress. In biocompatible
materials, investigators have succeeded in generating subsurfaces that favour cell adhesion,
and can, therefore, increase the biocompatibility of materials [21]. Grain refinement on
17-4PH stainless steel surfaces also resulted in a wear and corrosion resistance of the
material, compared to the conventional unassisted version of the process [22]. In all cases,
new research seems to show that the correct direction to continue with investigations about
VABB is to consider how the microstructure is changed.

Pros, Cons and Capabilities of VABB

The development of the VABB throughout the years and the very positive results
obtained in research have positioned VABB as a potential process to be implemented
in many kinds of industries. Although no works comparing VABB with other finishing
processes have been reported, its non-assisted counterpart has proved to be superior in
terms of residual stress and topological improvement if compared to it direct competitors,
such as laser shock peening or shot peening [23]. If it is assumed that VABB is an upgrade
of NVABB, the general superiority of VABB with regards to other competitive finishing
processes can be inferred by extension.

The capabilities of the process do not only result from the effects on the material itself,
but also the ease with which it can be introduced in a manufacturing routine through
numerical control has to be highlighted. The authors work, for instance, with a company
that is substituting their manual polishing for moulds for the automotive industry by this
automatised process. The introduction of VABB in their routine not only has reduced the
processing time of each part but has also allowed the owners of the company to exploit
their machine tools overnight with the automatised process.

Companies from the aeronautical industry are also eligible to implement VABB in
their routines. This industry is on the search of processes that can help them improve the
conditions of selective surfaces that are subjected to fatigue stress. The target of VABB does
not have to be a whole surface but specific sectors of the part that engineers have identified
as critical, what makes the process still more interesting in comparison with other ones that
cannot be so selective, such as sand blasting or laser shock peening.

The process also demonstrates disadvantages, as the equipment required to execute
it is based on an external circuit that has to be branched to the VABB tool so that it can
work. This wiring could be a handicap to automatise the process, or at least could be a
conundrum for production engineers willing to guarantee the security of the process itself.
Furthermore, it would require more space to install the external power circuit.

Theoretical models of VABB are scarce but have arisen the fact that the simultaneous
improvement of texture and residual stress cannot always be possible with VABB [24].
The solution to that is to adjust very thoroughly the burnishing parameters to achieve
this simultaneous effect. Therefore higher preprocessing and preparation time can also be
cited as a drawback of the process and introduces a new challenge for industries willing to
implement it in their routines.

The authors consider that these disadvantages cannot overshadow the evident ad-
vantages of the process itself, as it has been presented above, not only in practical terms
but also in material modification and performance after being finished through VABB. It is
true that the time required to define a correct selection of VABB parameters (explained in
subsequent subsections) is long, but it can definitely pay off later on once the process is
effectively implemented in the manufacturing routine of the adopters.



Encyclopedia 2021, 1

3. Physical Principles behind VABB

Originally, the introduction of vibration assistance was brought into the industry just
by following the hypothesis that a vertical movement of the burnishing ball, simultaneous
to its longitudinal feed movement, could have a similar effect on the material as if successive
impacts were applied on the surface, i.e., due to a hammering effect on the material that
composed the interface of the workpiece. The results obtained after VABB, and that shall be
described in the next section, evidence that the process leads to different results compared
to its original counterpart. However, it is not clear today what the phenomenological
explanation is that accounts for the process results. This is caused by the fact that it is
impossible to visualize how the actual engagement of the ball with the surface material is
modified due to the vibratory movement, and how stress is transmitted into the material
subsurface layers.

Regardless of this limitation, research during the last few decades has allowed the
scientific community to obtain new insights of the technology itself. The evidence found
demonstrate that there are two main causes whereby VABB offers different results with
regards to it conventional counterpart, namely:

1. Due to the fact that it activates the acoustoplastic effect on the material.
2. Due to the fact that it modifies the engagement dynamics of the ball and the material
during rolling.

3.1. The Acoustoplastic Effect

Acoustoplasticity consists of the decrease in the quasi-static stress to which a material
must be subjected to be plastically deformed by means of overlapping a vibratory signal
over the physical force that causes that strain. As ball burnishing is based on plastic
deformation, it is, therefore, eligible to be enhanced by this effect. Acoustoplasticity was
reported for the first time by Blaha and Langenecker in 1955 [25] on pure zinc crystals
radiated by a 800-kHz ultrasonic wave. Hence its alternative designation as Blaha effect.
It was proved later on that it can be universally observed in metals [26], although the
degree of affectation varies according to the properties of the materials. For instance, the
higher the acoustic impedance and the higher elastic modulus of a material, the higher its
sensitivity to be affected by acosutoplasticity [27]. The acoustoplastic effect has proven to
be independent of the vibration frequency [28] but its effects vary according to the vibration
amplitude although the source of this influence is not clear [29,30].

The consequences of acoustoplasticity are dual because it can cause residual softening
but also residual hardening [31]. Gindin et al. (1972) [32] concluded that the residual
hardening is only present if an intensity threshold is surpassed. This observation is
interesting to justify the assistance of ball burnishing with vibrations because it could
facilitate plastic strain during the process while provoking a residual hardening of the
target surface.

Despite the fact that acoustoplasticity has been experimentally observed on a high
variety of materials, its actual physical source is still controversial. The conundrum is
based on the fact that there is no agreement on whether acoustoplasticity has an intrinsic or
extrinsic causes, i.e., whether it is provoked by a reaction inside the material’s microstruc-
ture to the external source of vibrations, or by the increase of the power deployed into the
system without change of the material behaviour. Ultimately, the reader shall find that
acoustoplasticity has a polyhedral nature.

The intrinsic approach to the issue is based on the hypothesis that ultrasonic energy
was preferentially absorbed by defects in the metal lattice (e.g., dislocations or grain
boundaries). The intrinsic approach is based on the idea that these defects are actual
responsible for the mechanisms of plastic deformation, hence its potential to explain why
acoustoplasticity works and can be observed at a macro level. This idea was deffended by
Blaha and Langenecker [25,33]. Later on, Mason (1955) [34] argued that as the lattice defects
absorb the vibratory energy, dislocation mobility is enhanced and this effect allowes the
metal to deform under lower loads. Based on this theory, Gindin et al. (1972) [32] justified
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the residual hardening observed on materials deformed through acoustoplasticity because
of dislocation loops on the material lattice and the new stable vacancies accumulated in
it. Pohlman and Lechfeldt (1966) [35] reinforced this intrinsic approach by observing that
the force drop during ultrasonic strain was only observed during the plastic strain phase,
and not in the elastic one, as plastic deformation mechanisms are related to metal lattice
dynamics. Langenecker (1966) [31] proposed that the ultrasonic energy at lattice defects
caused a microheating effect, facilitating the material strain. Imperfections in the metal
lattice tend to look for minimal energy positions, provided that a certain threshold value of
energy is exceeded. Therefore, they defended that the increase in dislocation mobility must
be a thermally activated process, meaning that acoustoplasticity would only happen if a
certain activation energy was surpassed. Although they contributed to the understanding
of acoustoplasticity, intrinsic theories could explain why other mechanisms related to
energy absorption by lattice defects such as resonance or hysteresis based on ultrasonic do
not have the same effect as acoustoplasticity, and, therefore, evidenced limitations.

Chronologically simultaneous were the works undertaken by Nevill and Brotzen (1957)
[36], who defended extrinsic theories. They proposed that the observed stress decrease
through acoustoplasticity was independent of the temperature. Therefore, they explained
the acoustoplasticity phenomenon as a result of macroscopic superposition of steady and
oscillatory stresses. Kirchner et al. (1985) [37] developed an extrinsic model by a set
of experiments performed with a universal testing machine on aluminium specimens,
by programming different overlapped sinusoidal forces on the deforming forces at low,
medium and high frequencies. However, as this model lacked total correspondence with
experimental observations, the role of internal friction was introduced eventually in the
system, assuming its responsibility for the equilibrium of forces that need to be satisfied
during the quasi-static deformation of a material [38,39]. Still, results were not exactly
consistent with experimental observations. Therefore, a purely extrinsic approach to the
topic did not seem to be sufficient to explain satisfactorily the sources of acoustoplasticity.

The recent advances in microstructural analysis has allowed researchers to revive the
discussion about the roots of acoustoplasticity. Vickers microindentation tests performed
with a vertical 30-kHz vibrating indenter were conducted in 2011 by Siu et al. on pure alu-
minium [40], copper and molybdenum [41] proved that the diamond-shaped indentations
for the ultrasonic-indented prints were bigger. This confirms a decrease in the hardness
experienced by the material during the application of the ultrasonic plastic deformation.
It was confirmed later on that this is due to dislocation annihilation [42] promoted by
acoustoplasticity, as the positive vibratory cycle promotes dislocation travel to further
places, and the negative cycle slows them down to favour that annihilation. Furthermore,
SEM observations evidenced that subgrains are formed after indentations performed with
a vibration assistance unlike the results evidenced by specimens indented quasi-statically.
That explains residual hardening, as subgrains act as secondary boundaries which increase
the required energy to move the dislocations because of the increase in heterogeneity in
the direction of slipping planes inside the material lattice. That is associated to hardness
increase. On the other hand, that strain hardening is highly unbalanced, what derives in
higher residual stress [43].

This explanation that combines dislocation annihilation and subgrain formation by
means of acoustoplasticity is actually a fusion of extrinsic and intrinsic theories and is so
far the explanation that accounts more accurately for acoustoplasticity. Indeed, neither is
acoustoplasticity just a stress addition effect, nor the preferential absorption of vibratory
energy by lattice defects. It also supports the non-dependence of the softening results on the
frequency [44]. In contrast to that, it seems tha the vibratory amplitude does influence the
residual hardening results, as observed in 2015 by Cheng et al. (2015). In fact, this author
remarked that the effect of acoustoplasticity is only conspicuous if an amplitude threshold
value is surpassed [45]. This result is in line with the mid-20th century acoustoplasticity
experiments explained above.
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3.2. Modification of the Engagement Dynamics Ball-Material

The previous subsection has shown that the usefulness of vibration-assisted ball
burnishing can be justified with the resources that material science is able to deliver.
However, focusing on how the material is modified during deformation assisted with
a vibration is not enough to explain why ball burnishing happens. Indeed, there is a
second relevant mechanism that explains the change of the effects of ball burnishing due to
vibrations related to the fact that the interaction of both solids changes as the ball moves or
is moved by a dynamic mechanism. That is, the frictional behaviour of the ball and the
material must be of great importance to the results, because it is that contact that enables
vibratory transmission.

The described effect has been formulated guided by the extensive experimental ob-
servation and out of intuition, as it is not possible to actually see what is the interaction
between the ball and the surface during the process. It is still more complicated to visualise
what the impact of the vibratiory movement is. For this reason, researchers are incipiently
working on finite element model that can show in detail what are these interactions and
predict eventual results of the process [46]. Shen et al. (2019) have developed a 3D FE
model of VABB that shoes that a forced vibration overlapped on a static force (preload),
the alternative force can be understood as a dynamic hammering that derives in a higher
penetration of the residual stress. They also highlight that the compressed layer will be
saturated at a certain static load and that, therefore, the room for improvement after VABB
is not infinite.

This line should be higher explored in the future, to better understand the dynamics of
the process. Lacking the possibility of actually observing the interphase between ball and
surface, numerical models are a clear alternative to understand the phenomenology of the
process and know how the engagement of the ball and the material occurs during VABB.

4. Equipment to Deploy of Vibration-Assisted Ball Burnishing

To date, in this text, VABB has been explained as a single process. However, there are
numerous ways whereby the vibrations can be introduced in the system and how they are
technically deployed:

1. Vibrators based on electromagnets that were designed to produce a certain peak-to-
peak force during their movement, and that were attached to the machine where
they were executed [5]. This kind of systems are the oldest ones and their specific
functioning has not been reported in the bibliography with enough detail as to
understand how the system works.

2. Alternative deflection of plates subjected to variable magnetic fields, as shown in
Figure 2a. The source of vibration is caused by the positive and negative deflection of
the thin plate to which the ball is attached as a consequence of a variable magnetic
field created by a coil excited with an external circuit. Therefore, these kind of systems
have a true limitation of the frequency at which they can work because the thin plate
is not able to follow an excessively high frequency for reasons of inherent stiffness.
For this reason, these kinds of systems are not capable to arrive to the ultrasonic
level. Although these systems exists at the experimental level, they cannot be found
in the industrial level. However, their importance lies in the fact that the results
that can be obtained by them can be used to establish a comparison point with the
VABB process assisted with ultrasonic frequencies. For instance, Gomez-Gras et al.
(2015) [47] reported asuccessful 2.1 kHz assisted system that proved to introduce the
acoustoplastic effect in the system and allowed the researchers to ulteriorly report
very positive effects of the process itself [10].

3. A sonotrode attached to a piezoelectric stack, which forces vibration by the expansion
and contraction of a sonotrode thanks to an external power circuit that transmits an
oscillatory signal [48,49]. This kind of systems is shown in Figure 2b.
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Figure 2. Schematic representations of VABB systems. (a). Systems based on deflective plates. (b).
Systems based on sonotrode deformation.

The readers must take into account that all the described systems are based on the
general idea of precharging the burnishing tool on the surface and then activating the
vibratory system. As a consequence, the free oscillatory movement of the plate or sonotrode
are restricted. That is, their normal free movement when they are excited without contact
with the workpiece is dampened according to the elastic properties of the material that is
being treated. As a consequence, the actual mechanical system that represents VABB is
evidently complex and must be understood as a version of how the tool moves and vibrates
when it is not constricted. For this reason, the correct functioning of VABB equipment
should be checked to confirm that the vibratory signal originated by the vibrating tool is
successfully transmitted though the material lattice. Direct dynamometric measurements
or acoustic emission sensors could do the job if installed properly [48]. The challenge in
this case would be to have accessibility to acquisition systems that have a high enough
sampling frequency to reconstruct the signal, if the assistance is ultrasonic.

VABB Conditions

The numerous factors that can be chosen to apply the process makes it very easy to
design a particular application of VABB for a certain material. Of all these parameters, some
of them are directly related to the productivity of the process and the other are responsible
for its technical implementation and the actual effectiveness of VABB on the target material.
The reader shall find a description of all of the in the next paragraphs:

1. Preload F,. This parameter is related to the static force that the VABB tool exerts once
it makes contact with the target surface and is further pressed on it. For a correct
execution of the process, it should be the mean value of the actual burnishing force
Fy,. Its definition is the same one for the VABB process both executed on a milling
machine or a lathe.

2. Number of passes n,. It makes reference to the number of times the process is
applied on the target material. Along with the preload, it defines the degree of plastic
deformation applied on the surface after the whole operation is performed.

3.  Trajectories. Refer to the path that the burnishing ball follows to cover the target
surface. In VABB processes programmed on a milling machine, these trajectories can
either overlap, or not, and also refers to an eventual change of the feed movement
along the x or the y axis. In lathe operations, it cannot be changed, as in this case
VABB can be assimilated with a turning strategy that has no room for change. It has
also been observed that the directionality of the passes can define the orientation of
the final texture and residual stress anisotropy [12].
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4. Lateral offset b. Separation between adjacent burnishing lines to cover the target
surface. This value corresponds to the feed in a lathe VABB operation and the actual
coordinate that the ball is laterally displaced between one pass and the next one in
a milling VABB routine. It must be small enough as to gurantee that the original
surface texture is covered by the process and therefore, must be defined according to
the effective area of contact of the burnishing ball with the surface texture features.
Therefore, it is normally defined in a preliminary assessment phase before applying
the actual VABB. Furthermore, this parameter has a direct impact on productivity, as
it is directly responsible for the number of adjacent passes required to cover a certain
target area.

5. Feed f. It is the linear velocity by which the ball is displaced on the material. Thus
far, no infulence on the actual VABB results have been reported in literature, and is
therefore a mere productivity parameter.

6.  Amplitude of vibration A. This parameter is defined by the vibration-assistance
system and cannot usually be changed. However, at sight of the previous explanation
about acoustoplasticity, it seems that it has to be high enough as to cause a change of
the material by means of that effect and guarantee the transmission of the vibratory
wave through the material lattice.

7.  Frequency of vibration f,. As was explained before, it seems that the effects of
vibration assistance should be independent of the frequency used in the system to
implement it. However, most systems do not allow the user to change this frequency,
especially if it is based on resonating principles. For this reason, it is considered a
parameter just for those VABB toolings where it can be adjusted, although it should
be just kept constant in all cases.

From the explained parameters, the combination of preload, number of passes, trajec-
tories and lateral offset must be defined in the NC routine implemented to apply VABB
on the target surface. The former is actually the linear coordinate the ball has to be posi-
tioned at to guarantee a certain pressure on the material surface before starting the routine,
whereas the three others are programmed through interpolation functions in the ISO code.

The need to define all these parameters before implementing the process is a challenge
for those willing to use VABB to improve the finishing routines inside their industries.
For this reason, it is necessary to follow a certain strategy to define Jerez-Mesa (2018) [50]
defined after extensive work with different materials that a certain protocol has to be
defined, and it depends on the alloy that has to be treated and its original surface state.
Figure 3 is an extension of what can be consulted on the referenced Thesis Dissertation and
it summarizes that protocol. The frequency and amplitude of the system are normally fixed
by the VABB tool. Therefore, to apply the process, the user has to take into consideration
what is the target material and what is its current topological state. That defines the actual
preload and number of passes to be chosen to modify the topology, residual stress and
hardness of the surface. On the other hand, the definition of the trajectories and the lateral
offset between passes must be decided to define the desired directionality of the surface
texture and preferential residual stress component. By defining these parameters, the user
shall be able to master the conditions under which VABB must be executed to maximise its
results. It should also be note that, in case the VABB process leads to stress relaxation, then
the non-assisted process should be considered instead, although probably the adjustment
of the processing conditions could lead to an eventual improvement of the effects of VABB.
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Figure 3. Recommended protocol to be followed to design the VABB processing conditions.

5. Conclusions and Prospects

The VABB process featured in this Encyclopedia entry has proved to be a procedure
of interest for the industry and researchers during many decades and is starting to be more
prominent now with the development of new research activities and the proliferation of
practical tooling systems that are easy to manufacture. The best way to technologically
implement the process in an actual environment requires a previous testing phase in which
the most convenient parameters should be fixed to increase the potential of the process as
much as possible and achieve simultaneous effects on texture, residual stress and hardening
of the material.

VABB has all the ingredients to be the first option to be adopted as finishing technology
in numerous manufacturing environments. However, the prospects of the technology
are associated with certain challenges to be tackled that are related to understand the
phenomenology behind the physical driver of plastic deformation under the acoustoplastic
effect. Extensive experimental research has proved that the results of the process are highly
dependant on the interaction of the ball and the original texture. Indeed, the interaction
of the vibratory deforming body and the target material is micrometrical, and has proven
to be highly influential on the actual results of the process. Increasing the theoretical
knowledge of the process not only would lead to the deeper understanding of VABB—
utterly important in the academic field- but could also reduce the timespan of the previous
assessment phase referred to previously to plan the actual implementation of the process.

The innovation of the tooling systems to apply the process are also another innovation
line to be explored in the future. The most extended systems reported in the literature to
apply the actual process have been explained in this entry. However, the high frequency
that these instruments vibrate at, and the dynamics of the mechanical system composed by
the long tool pressed on the target surface, makes it difficult to monitor de process with
conventional acquisition systems. VABB tooling must, therefore, be explored with different
techniques so that the effectiveness of its systems are ratified.

All in all, VABB has proven to be an interesting process with some drawbacks in
comparison with other direct competitors such as shot peening, but its capability of being
applied selectively on specific areas of industrial parts and the easiness of integration in a
manufacturing routine have earned it a prominent position in the present and future of
finishing techniques.
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Abbreviations
The following abbreviations are used in this manuscript:

NVABB  Non-vibration-assisted ball burnishing
VABB Vibration-assisted ball burnishing
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Definition: Mechanics is the science of the equilibrium and motion of bodies subject to forces. The
adjective classical, hence Classical Mechanics, was added in the 20th century to distinguish it from
relativistic mechanics which studies motion with speed close to light speed and quantum mechanics
which studies motion at a subatomic level.
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1. Introduction

Classical mechanics, or more commonly Mechanics, is the discipline devoted to the
study of the equilibrium and motion of bodies subject to forces; the adjective classical sets it
apart from Relativistic mechanics which studies motion with speed close to light speed and
Quantum mechanics which studies motion at a subatomic level. From a historical perspective
Classical mechanics is the form of mechanics after Newton; for this reason it is often referred
to, though quite improperly, as Newtonian mechanics. For the 16th and 17th century one
speaks of Early classical mechanics while for previous periods the locution Ancient mechanics
is often used.

What is now called mechanics has played a preponderant role in the development
of science since ancient Greece [1]. To explain its influence it is not enough, as done just
above, to define mechanics as the reasoned study, that is a science, of the phenomena of
equilibrium and motion. First of all, mechanics knows how to measure the phenomena of
motion: in other words, however complex their appearances may be, whatever qualitative
aspects they reveal, whether it is the changing figure of a cloud, of a waterfall, deformations
and resistances of an elastic solid, mechanics knows how to define entirely with the help of
numbers these motions, these resistances, these deformations. It is a quantitative discipline.

As for the influence of mechanics on the development of other sciences, it is not diffi-
cult to see the reasons for this. First of all, the phenomena of motion or of equilibrium occur
constantly and everywhere, whether they appear alone or whether they are accompanied
by other more complex phenomena (electrical, chemical, etc.). Mechanics was therefore the
necessary basis for other sciences, at least as soon as they wanted to be sufficiently precise.

There was not a historical accident which gave mechanics its preponderance. Among all
the phenomena, those which are the least difficult to measure, that is to define completely
with numbers, are the phenomena of motion: it is therefore mechanics which became the
first of all sciences to take a quantitative form. However, by virtue of the more abstract
and geometric nature of the phenomena it studies, it had to vegetate as long as it was not
in a condition to assume a quantitative form in all its aspects. Let us follow, for instance,
a projectile launched into the air; what will we be able to say precisely about its motion
if there is no way to register it? It is therefore understandable that the development of
mechanics, or better of that part which studies motion, was at the same time so late and
so prodigiously rapid once it had begun, and it immediately took precedence over other
sciences, even over those which, like alchemy in the Middle Ages, seemed to precede it ([2],
pp- 1-4).

Classical mechanics is today generally considered a mathematical physics discipline
and as such of little interest to physics researchers. It is a mathematical theory whose
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axioms, although they draw inspiration from the physical world, are considered as given;
the only developments that can be expected are discoveries of new theorems more or less
interesting for the applications of the discipline. It must be said that this point of view is
not unassailable and the historical analysis of the discipline provides many elements to
counter it.

Despite the unusually distinguished and successful role Newtonian [classical]
mechanics has played in the history of modern science, its foundations have
been under vigorous debate since Newton first formulated his laws of motion.
Moreover, although the axioms have received much more than two centuries of
critical attention from outstanding physicists and philosophers, there still is wide
disagreement about what they assert and what their logical status is. The axioms
(or their logical equivalents) have been claimed to be either a priori truths, which
can be asserted with apodictic certainty; [or] to be necessary presuppositions of
experimental science though incapable either of demonstration by logic or refuta-
tion by observation; or to be empirical generalizations, “collected by induction
from phenomena” ([3], p. 174).

In the 18th century, a century in which classical mechanics had reached a mature
status, many important scientists like Euler and d’Alembert believed that mechanics were
an a priori science, that needed no recourse to experience to be established. Otherwise other
scientists, such as Daniel Bernoulli for instance, supported the idea of mechanics as an
empiric discipline.

The possibility of this long dispute depended on the essence of mechanics. Even those
who declared mechanics as an experimental science referred to the experience of everyday
life and not to complicated experiments carried out in the laboratory, as was the case, even
in the 18th century, for electricity and magnetism or thermology. For instance the law of
lever was based on the observation that the more the heavier a body, the more it acts on an
arm; the law of motion was based on the constant effect of a cause and that heavy bodies
felt downward. The principle of inertia was stated based on simple thought experiments
and the principle of action and reaction seemed to be self-evident. Of course no one denied
the role of experience when a mechanical theory was be applied. For instance, to evaluate
the law of falling of a heavy body, it is not enough to say that its speed varies proportionally
to time. It is also necessary to know the value of the constant of proportionality, which is
the acceleration of gravity. This can be known only by means of accurate experimentations
in a laboratory. Equally the evaluation of masses, forces, times, distances may require
sophisticated experiments and instruments.

Up to now no shared formulations of a completely axiomatized formulation of clas-
sical mechanics have been provided, even though some attempts have been made [4-7].
Commonly incomplete axiomatized versions circulate in which in some cases the difference
between axioms and theorems is not completely clear. For example, Newton’s second
law of motion, f = ma, can be treated as a principle, a relationship between force f and
acceleration a, in which both members of the relationship are considered as primitive terms
of the theory, or it can be treated as a simple definition of force. This matter of fact strongly
suggests that mechanics needs some more studies by physicists in the attempt to improve
its comprehension.

The difference between the two kinds of axiomatic formulations, the complete and the
incomplete one, is not only of a quantitative but also epistemological nature. A complete
axiomatic theory is by definition a closed system, straightforwardly formalizable with the
sufficiently sophisticated language of mathematical logic so that it can contain most of
mathematics. It has by definition a hypothetical deductive nature; that is, no truth value is
given to the axioms of the theory. What matters is that the theory is coherent, even if this
coherence as argued by Godel’s theorems cannot be proved but only assumed in the absence
of evident inconsistencies. Primitive terms, definitions, axioms, have no definite meaning in
themselves, even if they are given names used in everyday life, such as force, mass, inertial
system. These quantities take on values through some rules of correspondence, connecting
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the real world with the theory, which include all the conceptual difficulties of the physical
theory that are avoided in the formalized theory. If the theory and the correspondence
rules provide results corresponding to the empirical measurements, the theory is said to be
validated (see the next sections).

In incomplete axiomatized theories, one starts from some axioms, generally treated
as empirical laws and therefore considered true as such. From these axioms one derives
conclusions that are true in themselves because they are deduced by true axioms with the
indubitable laws of logic. If it were to be verified that the conclusions were not empirically
true, the blame would not be attributed to the theory but to those who applied it, not having
been able to take into account the precise manner of the different parameters involved.
The incomplete axiomatic approach of contemporary treatments is from a logical point of
view perfectly equivalent to the approach of Hellenistic Greece scholars, of Archimedes in
particular, as will be clear from the next section. From certain points of view, therefore, it
can be said that the essence of mechanics has remained unchanged over a period of more
than two thousand years.

There are various formulations of classical mechanics. Perhaps the most important
distinction is between a vector formulation that emphasizes the notion of force and refers
to Newton and Euler and an analytic formulation that emphasizes the related notions of
work and energy and refers to Leibniz and Lagrange. Up to now the equivalence of the
two formulations has not been proven in a shared way, even if most scholars are convinced
of it, or if they are not convinced they do not consider the fact particularly interesting.
It must be said that many textbooks, even of a high level, try to prove this equivalence,
unfortunately with some logical leaps. The few supporters of the non-equivalence between
analytic and vector theories point out that within the analytic formulation, work and energy
are concepts that can be easily derived from thermodynamics, which is not true for the
vector formulation.

2. Ancient Mechanics

In ancient Greece mechanics was the name of the science dealing primarily with
the study of equipments or machines (in Greek unxavy), to transport and lift weights.
The search for equilibrium was not of practical interest and mechanics, at least at the
beginning, did not care for it. From this point of view mechanics was different from
modern statics which is instead seen as the science of equilibrium.

Mechanics with astronomy, music and optics was considered as a mixed mathematical
discipline (Renaissance nomenclature), because it dealt with both mathematics and physics.
Astronomy which studied phenomena of which only a limited direct experience could be
shown, was a hypothetical deductive theory (modern terminology). That is a theory based
on a principle assumed as hypothetical—for instance the diurnal rotation of the fixed stars
sphere—that is not true for sure. The theory, but not the principle, was validated by its
adherence to empirical observations. Different theories based on a different principle could
save the same phenomenon. Mechanics, with music and optics, was instead based on
indubitable axioms derived either from natural philosophy, or metaphysics or experience.

Certainly there have been very ancient reflections about mechanics; hardly any trace
remains of them, however. An ancient mathematician credited with some theorizations was
Archytas of Tarentum (fl. 400 BC) but the first known writing in the West is the Mechanica
problemata attributed to Aristotle [8,9]. The attribution is doubtful, sometimes accepted,
sometimes rejected by historians. Certainly a modern reader is surprised to see how a
philosopher not particularly interested in mathematics, Aristotle, had taken an interest
in mechanics.

The style of the Mechanica problemata is not the sober one of mathematicians and the
fact that some scholars have seen in it the demonstration of the law of the lever while others
had not, testifies to the ambiguity of the text. The first proofs of the law of the lever truly
accepted by ancient mathematicians were those of Euclid and Archimedes. That of the
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latter is still considered by many scholars as the most convincing even if some controversial
points remain, as happens in any proof of the ‘axioms’ of a science.

Euclid is credited as the author of a text known in the West as The book of the balance
([10], pp. 24-30); Archimedes was the author of the De planorum aequlibriis [11]. Both the
authors developed a theory of a deductive kind based on some simple (empirical?) axioms.
Euclid, or better the pseudo-Euclid, assumed:

1.  When two equal weights are on the end of a lever of equal arms, the lever remains in
equilibrium.

2. If two weights keep a lever in equilibrium, the lever remains in equilibrium when the
weights are moved along vertical wires ([10], p. 24).

Archimedes on his side assumed:

1.  Equal weights at equal distances are in equilibrium, and equal weights at unequal
distances are not in equilibrium but incline towards the weight which is at the greater
distance.

2. If, when weights at certain distances are in equilibrium, something be added to one
of the weights, they are not in equilibrium but incline towards that weight to which
the addition was made ([11], p. 189).

All the rest of the theory was presented by Euclid and Archimedes as a pure deduction.
From the law of the lever, the Hellenistic mathematicians derived the laws of all the
machines for lifting weights, or rather of their fundamental components: the pulley, wedge,
winch, called simple machines, with the exception of the inclined plane. The solution
of the problem posed by this last machine had to wait for the treatises of the Arabs in
which a convincing demonstration of the law of the lever was resumed closer to that
suggested by the Mechanica than by the De planorum aequlibriis, and lent itself naturally to
the demonstration of the law of the inclined plan. Jordanus de Nemore in the 13th century
was the first to exhibit a correct law for the inclined plane. Although not all historians
agree, he is credited to have applied the rule: what lifts a weight np to a height h lifts a
weight p to a height nh, which is a form of the principle of virtual works [12].

The ancient mechanics that in the Middle Ages was called the Science of weights
remained substantially unchanged until the beginning of the 17th century. It was the
discipline developed by mathematicians; therefore, it was of a quantitative nature that
studies the equilibrium and displacement of heavy bodies.

3. Early Classical Mechanics

With the 17th century, a new perspective opened up, which at the beginning was seen
as completely separate from that offered by ancient mechanics. Mathematicians began
to be interested in the motion of bodies not only in that occurring with the use of lifting
machines but also in the more general case such as the natural motion of falling bodies
and the violent motion of an object thrown from a slingshot, whose study since then was
carried out by philosophers like Plato, Aristotle in an almost exclusively descriptive way.

The novelty was made possible because mathematicians began to conceive of time as a
physical magnitude that could be measured with precision; conversely, one could probably
say that the need to treat time as a physical magnitude derived from the need to study the
motion of bodies. The main protagonist of this development was Galileo Galilei, who in
the 17th century obtained the temporal law of the free fall of a heavy body according to
which the space passed downward is in the square ratio of the time.

This law seemed too complex to Galileo to be taken as a principle and he tried to
deduce it from a simpler principle. He obtained it by verifying that the law of falling bodies
could be derived by assuming the speed of the body increasing linearly with time. Galileo’s
procedure was quite elaborate—a primordial use of infinitesimal calculus indeed—and it
is not completely clear, at least to me, whether it should be considered as a hypothetical
deductive approach, for which the law of proportionality of speed and time is tentatively
fixed and, if the passed space derived from it is in accordance with the square ratio of the
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time, the hypothetically assumed law is valid, or if it followed the analytical method of
mathematicians, which derived one or more axioms from a theorem with purely deductive
procedures. A modern mathematician would opt for this second solution because the two
laws, speed proportional to time and space proportional to the square ratio of time, are
obtained from each other with derivation/integration operations.

No less important and perhaps more basic was the formulation of the law of inertia—
and the principle of relativity (modern terminology) strictly related to it—based no longer
on metaphysical concepts as it had been in the Greek and medieval impetus theory but
on thought and real experiments. Galileo’s results were motivated by the defense of
the heliocentric system and would not have been possible without the publication by
Copernicus of the De revolutionibus orbium coelestium of 1543 [13].

A very clear exposition of Galileo’s principle of inertia is that of the Dialogo sopra i
due massimi sistemi of 1632, where its experimental—though idealized—nature is shown.
In the following exchange, Salviati-Galileo made Simplicius to say that the motion of a
body on a horizontal plane, once it has received an initial impetus, would move forever, on
the condition that there are not impediments; the motion should occurs without acceleration
or delay; it would thus be uniform.

SIMP. I cannot tell how to discover any cause of acceleration, or retardation, there being

no declivity or acclivity. [emphasis added]

SALV. Well: but if there be no cause of retardation, much less ought there to be

any cause of rest. How long therefore would you have the moveable to move?

SIMP. As long as that superficies, neither inclined nor declined shall last [emphasis added].

SALV. Therefore if such a space were interminate, the motion upon the same

would likewise have no termination, that is, would be perpetual.

SIMP. I think so, if so be the moveable be of a matter durable.

SALV. That hath been already supposed, when it was said, that all external and

accidental impediments were removed, and the brittleness of the moveable in this

our case, is one of those impediments accidental ([14], p. 173. English translation

in [15]).

In the Discorsi e dimostrazioni matematiche sopra due nuove scienze of 1638, Galileo added
that, in truth, even though all the above mentioned resistances were eliminated, a further
resistance would arise to contrast the motion, due to the heaviness of the body. Indeed the
horizontal plane is supposed to be represented by a straight line and each point on this line
equally distant from the center; this is not the case, for as one starts from the middle of the
line and goes toward either end, he departs farther and farther from the center of the earth
and is therefore constantly going uphill. Whence it follows that the motion cannot remain
uniform through any distance whatever, but must continually diminish ([16], p. 274).

This explanation of Galileo has led many historians to affirm that Galileo did not
have a clear idea of the principle of inertia and that his inertia was in fact just a circular
inertia ([17,18], p. 352). It seems clear to me that in the affirmation that if resisting forces
did not act on a moving body it would continue to move indefinitely, was the purest
expression of the principle of inertia, even though it must be said that it is always difficult
to establish a correlation between a modern concept and its older formulation. That there
are in fact no bodies in nature that can move without resistance, which is another matter.
Compared with Newton’s formulation, Galileo’s differs in one, perhaps non-trivial, way:
Galileo did not admit the possibility that there were bodies on which resistant forces
did not act, for example weightless bodies; Newton did. Galileo’s was a terrestrial view,
Newton’s a cosmological one. In any case, when Galileo studied the motion of projectiles,
he considered a horizontal inertia, without specifying whether he ignored the change in
the direction of gravity when moving in a limited space because in this case the direction
varies little, or he actually ignored the effect of gravity, thus separating the effect of weight
from that of mass.
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Cavalieri investigated the motion of projectiles in his Lo specchio ustorio, overo trattato
delle settioni coniche of 1632 [19]. In this text he had paused to consider the nature of the
motions to be combined.

Moreover I say, that considering that the motion [of the body] is a straight line
toward any part, if it had not other motive virtue that would push it towards
another direction, [the body] should go in the place indicated by the projector
along a straight line, because of the virtue impressed to it was in the straight line,
from which direction it is not reasonable that the mobile deviates, as long as there
is no other motive virtue that deflects it, and that when between the two terminal
points there is not impediment. ([19], p. 154. My translation).

This is an expression of the principle of inertia, closer to Newton than to Galileo.
Cavalieri said clearly, in a few lines, that a projectile would move in a straight line when
not impeded by something (gravity for instance). The main difference compared to the
sentence of Galileo is its explicitness.

Torricelli studied the motion of projectiles in Book II of the De motu gravium, written
before 1644. For him the composition of motion became just a matter of mathematics,
the composition of two motions highly idealized: a downward uniformly accelerated
motion and a uniform rectilinear motion ([20], De motu proiectorum, p. 156).

The evolution of the principle of inertia due to Cavalieri and Torricelli is an example of
the growth of scientific knowledge. A scientist (Galileo) developed a form of the principle
of inertia, which he did not elaborate completely. His internal troubles transpired in his
work, signaled by some uncertainties in its use. Scientists after him (Cavalieri and Torricelli)
who had read his writings were not fully aware of the troubles and applied with no doubt
the theory to any possible case (the angled launch of a bullet for instance). The process is
similar to what Kuhn refers as gestalt switch [21].

Cavalieri and Torricelli moved ahead of Galileo because their mathematics had moved
ahead too. Cavalieri and Torricelli, more inclined to mathematics, did make use of the
actual infinite in mathematics; Galileo did not. For them the mathematical physical theory
(broad meaning) had its reality, maintaining contact with the external world. For this
reason the quasi-rectilinear but still slightly curved trajectories of bullets, moving over the
earth sphere, can actually be assumed to be rectilinear and of infinite length, identifying
the approximation with reality. However, Cavalieri and Torricelli were more cautious than
Newton; for instance, they hardly used the quantifiers for all and for ever, as Newton did.

The concept of the principle of inertia was substantially revolutionary. It overturned
completely the traditional approach to motion according to which it was caused by a force,
either internal or external. From now on the force acting on a body is responsible for the
change of velocity, and not displacement.

After Galilei, the attention of scientists who studied motion focused on the phe-
nomenon of collision, with important contributions by Descartes and Huygens (with Wren
and Wallis). The goal of these scholars, classifiable as mechanistic, was to provide general
laws of motion that could explain all phenomena. This project of mechanical philosophy
was too ambitious and was essentially aborted. However, new concepts arise from these
studies especially thanks to Descartes and Huygens that will prove fundamental at the
beginning of the 19th century; those of work and kinetic and potential energy.

Descartes contributed to the development of mechanics mainly as a promoter of a
mechanistic philosophy (with Gassendi and Hobbes), simpler than the older philosophy
which allowed many people to devote themselves to a quantitative study of nature. He
contributed to spread the concept of energy/work in statics (the product of weight and
vertical displacement) and in dynamics (the product || of mass and speed), but mainly
he was the supporter of a rationalistic view of mechanics, based on evident and clear
notions, with no recourse to experience. Huygens played a different but fundamental role,
that for the sake of space is not commented upon here. For instance he, with Leibniz (see
below), contributed to the development of the ideas of work and energy and formulated
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in nuce the concept of conservation of mechanical energy, developed then by Johann and
Daniel Bernoulli [22,23].

John Wallis published in 1669-1671 the text Mechanica sive de motu, tractatus geometricus [24],
where the term mechanics, until then restricted to statics, was also applied to the new
science of motion. Aside from a greater wealth of content, mechanics took on a different
function. It was no longer a discipline destined to solve a particular problem, of mainly
technological interest, but became a new philosophy of nature with which the mathematical
philosophers (that is mathematicians) and not the generalist philosophers intended to
explain nature.

4. Classical Mechanics

The transformation of mechanics into a new philosophy of nature was particularly
evident with Newton’s Philosophiae naturalis principia mathematica of 1687 [25], which took
up the work of Archimedes and Galileo by unifying statics and dynamics with few very
simple axioms: the three famous laws of motion, considered certain and inductively
derivable from experience. The approach was exactly that of the mixed mathematics of
the ancient Greece, nothing substantially new after two thousand years. However, the
mathematics was more refined, using modern categories it can be said that the Principia
was a treatise of differential geometry.

Below are the first two laws of motion as reported in the 1726 edition.

Law L.

Everybody perseveres in its state of being at rest or of moving uniformly straight forward,
except insofar as it is compelled to change its state by forces impressed.

Law IL

A change in motion is proportional to the motive force impressed and takes place along the
straight line in which that force is impressed. ([26], p. 13. English translation in [27]).

Notice that Newton’s second law is quite different from what is known today under
this name. The modern relation, force equals mass by acceleration, is due mainly to Euler
(see below).

Modern philosophers of science have clearly shown that Newton’s laws/axioms
cannot be derived from experimental data by induction, not least because many of them
do not believe that induction exists. However, Newton and his followers were convinced
of the empirical derivation of the laws and that all natural phenomena could be derived
from them with certainty.

The comment of Ernest Nagel on the nature of Law I is worth reporting. According to
him, it is clear that the first law of motion, taken in isolation, is seriously incomplete as a
statement intended to have empirical content. To say that a body will persevere in its state
of rest or uniform motion in a straight line, unless compelled to change its state by forces
impressed on it, is to say nothing definite, if nothing further is stated as to:

1. What is the spatial frame of reference;

2. What is the way to measure time;

3. What are the marks by which the presence or absence of impressed forces is deter-
mined.

Assumed that the first point will in some way be solved, continued Nagel, what is
the criterion for asserting that a body is under the action of no forces? What defines the
perseverance of the body in its state of rest or uniform motion in a straight line? However,
in such a case, the law is a concealed definition, a convention which specifies the conditions
under which one will say that there are no impressed forces acting on a body. Moreover, in
addition to assuming a definite spatial frame of reference, in its usual formulation the law
takes for granted a definite system of chronometry. If, then, some method not involving
the explicit or tacit use of the law were available for identifying the absence of forces,
the law could be construed as an implicit definition either of uniform motion or equal time
intervals ([3], pp. 175-178).
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The exposition of the three laws was followed by some examples that made them
plausible even though there was no reference to their empirical nature. Only in the
scholium did Newton say that his laws were accepted by mathematicians and confirmed
by numerous experimental results. They are attributed to Galileo

Scholium The principles I have set forth are accepted by mathematicians and
confirmed by experiments of many kinds. By means of the first two laws and
the first two corollaries [the law of composition of forces] Galileo found that the
descent of heavy bodies is in the squared ratio of the time and that the motion of
projectiles occurs in a parabola, as experiment confirms, except insofar as these
motions are somewhat retarded by the resistance of the air ([26], p. 21. English
translation in [27]).

This attribution is generally considered too generous on Newton’s part. In fact, Galileo
had not possessed the concept of impressed force and, if he had read the Principia, most
likely he would not have understood them. However, it should be noted that, in the 18th
century, mathematicians who took up the theory, such as Varignon and Euler for instance,
referred to Newton's laws as the laws of motion of Galileo.

Newton considered only the third law as original of him:

Law IIL

To any action there is always an opposite and equal reaction; in other words, the actions
of two bodies upon each other are always equal and always opposite in direction ([26],
p- 14. English translation in [27]).

In addition to its explanations, thought experiments were reported; the simplest of
them is described below.

I demonstrate the third law of motion for attractions briefly as follows. Suppose
that between any two bodies A and B that attract each other any obstacle is
interposed so as to impede their coming together. If one body A is more attracted
toward the other body B than that other body B is attracted toward the first
body A, then the obstacle will be more strongly pressed by body A than by body
B and accordingly will not remain in equilibrium. The stronger pressure will
prevail and will make the system of the two bodies and the obstacle move straight
forward in the direction from A toward B and, in empty space, go on indefinitely
with a motion that is always accelerated, which is absurd and contrary to the first
law of motion ([26], p. 25. English translation in [27]).

However, the results of a real devised experiment were also reported.

I'have tested this with a lodestone and iron. If these are placed in separate vessels
that touch each other and float side by side in still water, neither one will drive
the other forward, but because of the equality of the attraction in both directions
they will sustain their mutual endeavors toward each other, and at last, having
attained equilibrium, they will be at rest ([26], p. 25. English translation in [27]).

With his laws, Newton was able to prove old results and to find new ones. The proof
of the ellipticity of the orbits of the planets about the sun, as predicted by Kepler, and the
formulation of the law of universal gravitations are very interesting.

5. Post Newtonian Mechanics

Newton’s mechanics proved to be incomplete as it was substantially limited to the
motion of free mass points. This was particularly clear to the handful of brilliant math-
ematicians of the 18th century, of which the most known are Leibniz, Johann Bernoulli,
Varignon, Hermann, Euler, d’Alembert, Lagrange that were able to fill the gap [28]. In
the following, for the sake of space, a short hint to the contributions of Leibniz, Euler and
Lagrange only is given.

Leibniz played a role similar to that of Descartes—both were great philosophers and
mathematicians. His main contribution to mechanics was a critical discussion about New-
ton’s concepts: force, time and space, the introduction of the term dynamics to indicate that
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part of mechanics devoted to the study of the motion of bodies, and, mainly, the develop-
ment of a form of infinitesimal calculus more efficient in mechanics than that proposed
by Newton. It is worthy signaling however that Leibniz’s name, though his role is well
recognized by historians, is hardly found in modern textbooks of mechanics.

Euler is usually considered as Newton’s most important heir. His main merit is of
having transformed mechanics from a geometric discipline into an analytical one, consid-
ered as a purely rational discipline. The incipit of his early treatise Mechanica sive motus
scientia analytice exposita of 1636 are quite famous:

Thus, I always have the same trouble, when I might chance to glance through
Newton’s Principia or Hermann'’s Phoronomia, that comes about in using these
[synthetic methods], that whenever the solutions of problems seem to be suffi-
ciently well understood by me, that yet by making only a small change, I might
not be able to solve the new problem using this method. Thus I have endeavored
a long time now, to use the old synthetic method to elicit the same propositions
that are more readily handled by my own analytical method, and so by working
with this latter method I have gained a perceptible increase in my understanding.
Then in like manner also, everything regarding the writings about this science
that I have pursued, is scattered everywhere, whereas I have set out my own
method in a plain and well-ordered manner, and with everything arranged in
a suitable order. Being engaged in this business, not only have I fallen upon
many questions not to be found in previous tracts, to which I have been happy
to provide solutions, but also I have increased our knowledge of the science by
providing it with many unusual methods, by which it must be admitted that both
mechanics and analysis are evidently augmented more than just a little ([29], Preface.
English translation by Bruce I).

Notice that the title of Euler’s treatise paraphrased that of Wallis, by changing geometric
with analytic.

Apart from the algebraization of mechanics Euler improved much the ‘primeval’
Newton’s development. For instance he contributed to give the second law of motion its
modern form [30,31]. Moreover he applied the laws of motion to the case of extended
and constrained bodies, fluid included. Euler was an extremely prolific and methodical
mathematician. With him, mechanics became the discipline we know. And even today
it makes sense to read some of his writings on mechanics, finding interesting topics for
current research.

After Euler mechanics had become an algebraic theory; in some parts however geom-
etry was still present, for example in the use of vectors. A concept, that of vector, today
possibly introduced without any reference to classical geometry but that in the 18th century
could not. Lagrange with his Méchanique analitique of 1788 [32] (Since the second edition
of 1811 the title of Lagrange’s treatise changed to Mécanique analytique.) undertook an
important and big step toward a full algebraization of mechanics. His treatise of 1788
added little new to the development of mechanics and collected most results obtained by
Lagrange himself since the 1760s. However, it was completely new because of its way of
presentation and its logical-epistemological conception. Mechanics then became analytical.

The locution analytical mechanics had /has different meanings. Today its more diffuse
acceptation is that of a (mathematical) theory based on algebra and Calculus, whose axioms
are presented with scalar relations; this definition substantially covers Méchanique analitique
use. According to Truesdell, analytic mechanics is limited to discrete systems (excluding
thus continua, solid and fluid), and this limitation of the term is quite diffuse also [33].
Vectors could be still present, but they were introduced only through their components
and mainly there could be many different local frames in the same mechanical assembly.
According to the meaning assumed beforehand, that of Euler is not analytical mechanics,
even though he himself referred to it as such.

In the preface of his masterpiece, Lagrange stated that his mechanical theory had
become a branch of analysis. The axioms of this branch were represented by general
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formulas, the principle of virtual work and the principle of d’Alembert. They were enough
to solve any practical problem, both in statics and dynamics. The axioms were considered
to be given, and no serious interest was addressed to their derivation or proof. Accordingly
the Méchanique analitique should be considered one of the first texts of modern mathematical
physics.

In the following a large quotation of the preface of Lagrange’s treatise is reported,
even though well known in the literature, because of its relevance.

I'propose to condense the theory of this science and the method of solving the
related problems to general formulas whose simple application produces all the
necessary equations for the solution of each problem. I hope that my presentation
achieves this purpose and leaves nothing lacking. In addition, this work will
have another use. The various axioms presently available will be assembled and
presented from a single point of view in order to facilitate the solution of the
problems of mechanics. Moreover, it will also show their interdependence and
mutual dependence and will permit the evaluation of their validity and scope.
I have divided this work into two parts: statics or the theory of equilibrium,
and dynamics or the theory of motion. In each part, I treat solid bodies and fluids
separately. No figures will be found in this work [emphasis added]. The methods I
present require neither constructions nor geometrical or mechanical arguments,
but solely algebraic operations subject to a regular and uniform procedure. Those
who appreciate mathematical analysis will see with pleasure mechanics becoming a new
branch of it [emphasis added] and hence, will recognize that I have enlarged its
domain ([32], Preface. English translation in [34]).

Lagrange’s and Euler approaches were different in two main aspects. First, Euler’s
mechanics had a substantially axiomatic structure, in which concepts were explained
before being used. Lagrange’s mechanics did not have such an axiomatic structure. It
generally used concepts and axioms already accepted by experts of mechanics. Moreover
the general formulas Lagrange talked about were not true formulas but rather rules that
needed interpretation. Second. Lagrange’s mechanics made no reference to natural philos-
ophy to introduce its assumptions, differently from Euler’s. ‘Axioms’ were justified with
mathematical reasoning. Where it would be necessary to exit from this ambit, Lagrange
was elusory. Instead of considerations drawn from natural philosophy or metaphysics, he
referred to a historical account [35]. History gave a justification of the theory and replaced
the justification based on natural philosophy. Lagrange thought that mechanics were
nothing but the results gained in its history, by Archimedes in primis. In his history there
was no room for the philosophy of nature.

6. The Crisis of Classical Mechanics

In the 19th century, mechanics was a mature discipline, or at least it was considered
as such by its experts. There were no substantial innovations in the understanding of
the relevant phenomena. One of the main ‘discoveries” was the Coriolis effect, that is
the fact that in a reference system in rotation with respect to the fixed stars, apparent
forces orthogonal to the motion are noted. The effort of mathematicians and physicists
was concentrated on perfecting the formal aspects of the theory and in the criticism of
its axioms.

At the turn of the century, after the publication of Lagrange’s Méchanique anlitique,
there was a heated debate on the logical status of the principle of virtual works, which was
at the basis of Lagrange’s analytical mechanics. The protagonists of this discussion were
the French mathematicians and physicists, including Fourier, Ampere, Coriolis, Laplace
and Poinsot ([12], pp. 317-351).The discussion showed how difficult it was to “‘prove” in a
rigorous way, that is according to the stringent standard of rigor of the 19th century, axioms
that appeared nearly self-evident to the common people, as the composition of forces, the
law of lever, the principle of virtual works. For this purpose the words by Lazare Carnot at
the very end of his Essai sur les machines en général of 1782 /86 are illuminating.
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Sciences are as a beautiful river whose course is easy to follow, when it has

acquired a certain regularity; but if one wants to sail to the source one cannot

find it anywhere, because it is far and near; it is diffuse somehow in the whole

earth surface. The same if one wants to sail to the origin of science, one finds

nothing but darkness and vague ideas, vicious circles; and one loses himself in

the primitive ideas ([36], p. 107).

In the second half of the century, the analysis of the foundations concerned the whole
mechanics; in particular, the Newtonian force was the subject of criticism. The protagonists
were mathematicians, physicists and philosophers, such as: Saint-Venant, Kirchhoff, Hertz,
Helmholtz, Reech, Mach, Poincaré, Duhem ([37], pp. 417-443).Particularly effective were
the contributions of the latter three scholars. Mach in his Die Mechanik in ihrer Entwicklung
historisch-kritisch dargestellt of 1883 scrutinized all the ideas of Newtonian mechanics,
starting from the ideas of absolute space, force and mass [38]. Poincaré in the Science et
hypoteses of 1902, commented upon the epistemology of the axioms of mechanics. According
to him, mechanics is neither fully empiric nor fully a priory. For instance let us consider
the principle of inertia:

The Principle of Inertin—A body under the action of no force can only move uniformly in
a straight line. Is this a truth imposed on the mind a priori? If this be so, how is it
that the Greeks ignored it? How could they have believed that motion ceases with
the cause of motion? or, again, that every body, if there is nothing to prevent it,
will move in a circle, the noblest of all forms of motion. [...] Is, then, the principle
of inertia, which is not an a priori truth, an experimental fact? Have there ever
been experiments on bodies acted on by no forces? and, if so, how did we know
that no forces were acting? ([39], pp. 112-113).

Beside the attempts to clarify the axioms, there was also the problem of the nature of
mechanics in itself. Until then mechanics had been considered as the mother of the other
disciplines; even electricity could be framed into a mechanical context. However, at the
end of the 19th century it was clear that this was not a tenable position. Thermodynamics
dealt with concepts hardly reducible to mechanics, and a similar consideration held good
for electromagnetism.

Duhem championed ‘energetics’, holding generalized thermodynamics as founda-
tional for physical theories; that is, thinking that all of chemistry and physics, including
mechanics, electricity, and magnetism, should be derivable from first axioms of thermody-
namics. His Traité d’énergétique ou de thermodynamique générale of 1911 [40] represented one
of the first attempts to establish a physical theory on modern axiomatic basis. The author
believed that the axioms of a physical theory did not require any justification apart from the
assessment of their internal consistency. He considered, however, that the axioms could not
be chosen by chance, but that they should benefit from formulations of past similar axioms;
in this way the history of science becomes an integral part of science ([40], pp. 183-246).

The attempt by Duhem to save classical mechanics was frustrated by the emergence
of serious paradoxes in the electromagnetic theory, still framed into classical mechanics for
some aspects, evidenced at the end of the 19th century. They pushed to consider classical
mechanics as a simple approximation of a true mechanics, the relativistic one. From then on,
physicists ceased to be interested in classical mechanics, considering it scarcely interesting,
or worse a dead discipline. However, this is another story.

Together with the intense work on foundation there was also an effort to clean up
the theory. Hamilton and Jacobi moved in this direction, giving analytical mechanics its
modern structure, based on a functional, well-known as the Hamiltonian, which allowed
the treatment of statics and dynamics, rigid and continuous deformable solid bodies and
fluids in a unitary way. With them the formal aspects, the elegance, the clarification of the
spheres of validity of the theorems had reached the apex [41,42]. The rearrangement of
mechanics also made the solutions of some problems easier and also suggested the solution
of others; it is so restrictive to speak of formal perfecting only. Mechanics was now ready
to be framed into the broad field of modern mathematical physics.
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The expression mathematical physics had substantially two different meanings. On the
one hand, it simply indicated modern physics, strongly rooted in mathematics; in this
sense, the great mathematical physicists were Galileo, Kepler, Newton, Euler, etc. On the
other hand, it meant that branch of science born in the 19th century which afforded
some problems regulated by partial differential equations, e.g., the propagation of heat,
the theory of potential, the theory of elasticity; in this sense, great mathematical physicists
were Fourier, Lamé, Gauss, Piola, Beltrami, etc. Today the expression indicates an academic
discipline cultivated by mathematicians which has as its basis some physical axioms whose
merit was not questioned.

Examining epistemological aspects of mathematical physics gives the opportunity to
stipulate an appropriate conventional meaning. As a first step, it is useful to explain the
essence of physical theories. They are made up of three parts:

1.  An abstract calculus which comprehends theoretical terms, definitions, axioms and
inference rules.

2. A conceptual model which more or less gives a representation of the world.

3. Some correspondence rules connecting theoretical terms and theorems of the theory
with the external world [22].

When the correspondence rules are missing, the physical theory turns to a mathe-
matical physical theory as its axioms speaks about the physical world and not only of
pure mathematical entities. The boundary between pure mathematics and mathematical
physics is not exactly specified and various positions could be assumed. Clifford Ambrose
Truesdell, for instance, does not see any difference and claims mathematical physics to be
simply a branch of pure mathematics. He actually refers to his field of competence, rational
mechanics, but his considerations apply to any mathematical physical theory:

Is rational mechanics part of applied mathematics? Most certainly not. While in
some cases known mathematical techniques can be used to solve new problems in
rational mechanics, in other cases new mathematics must be invented. It would be
misleading to claim that each achievement in rational mechanics has brought new
light in mathematics as a whole as to claim the opposite, that rational mechanics
is a mere reflection from known parts of pure mathematics ([43], p. 337).

Other people sustain that a theory can be called mathematical only if it is addressed
to purely mathematical objects.

Quite interesting in the development of modern mathematical physics was the contri-
bution by Carl Neumann [44]. He recognized that the theorems of mathematical physics
should be confirmed by experimental data ([45], p. 130), but as a mathematician (or
mathematical physicists) he found that he should focus his attention on the mathematical
description of axioms and on the improvement of mathematical tools ([45], p. 127). In his
time there was a substantially Aristotelian-Euclidean vision of mathematics, according to
which a mathematical theory should be based on indubitable axioms so that the resulting
theorems could not be disputable. According to Neumann, a mathematical physical theory
was different from a pure mathematical theory because in it some ‘axioms’ might be hy-
pothetical, and consequently its theorems could not necessarily be true. This possibility
made mathematical physical theories very interesting for a mathematician because of their
greater potential of invention (hypothetical deductive theories). These considerations by
Neumann, shared by Mathieu ([46], pp. 110-111), contributed to the development of the
modern concept of a mathematical theory based on arbitrary premises.

The approach by Neumann and Mathieu, not very different indeed from that of
Duhem, paralleled a similar process emerging in mathematics, that will continue in the
20th century. After moving away from the Euclidean rigor for a long time, mathematics
had returned to it. Therefore, demonstrations of many properties that were previously
considered evident were required; indeed, this was in many cases the only way to discover
the limits of their validity. The concepts of function, continuity, limit, infinity had revealed
the need for a more precise determination; the negative number and the irrational number,
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which have long since become part of mathematics, have had to be subjected to a more
precise examination of their justification. Thus, there was the tendency to give rigorous
proofs everywhere ([47], p. 1).

In geometry, the attempts to prove the postulate of parallels (fifth Euclid’s postu-
late) from the other postulates proved to the contrary its independence from them. This
suggested to Lobachevsky and Bolyai the idea to replace it with a different assertion on
the parallels: they could meet. This gave rise to the so called non Euclidean geometry.
This form of geometry furnished results in contrast with many points with the Euclidean
geometry, even though the forms of reasoning were similar and suggested the possibility
of creating a mathematical theory in which the assumption of the truth of axioms was not
required [48,49].

The new theories of mathematics or mathematical physics were hypothetical deduc-
tive. It is true that since the ancient Greeks there had been theories based on hypotheses
and at large to be classified as hypothetical deductive, but there the hypothesis could not be
fully arbitrary; they were suggested in some way by observations or deductions and were
considered to assume a value of truth if the theory gave true results. Modern mathematical
physics has released this requirement.
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Definition: Colloidal metal nanoparticles in an electrolyte environment are not only electrically
charged but also electrochemically active objects. They have the typical character of metal electrodes
with ongoing charge transfer processes on the metal/liquid interface. This picture is valid for the
equilibrium state and also during the formation, growth, aggregation or dissolution of nanoparticles.
This behavior can be understood in analogy to macroscopic mixed-electrode systems with a free-
floating potential, which is determined by the competition between anodic and cathodic partial
processes. In contrast to macroscopic electrodes, the small size of nanoparticles is responsible for
significant effects of low numbers of elementary charges and for self-polarization effects as they
are known from molecular systems, for example. The electrical properties of nanoparticles can
be estimated by basic electrochemical equations. Reconsidering these fundamentals, the assembly
behavior, the formation of nonspherical assemblies of nanoparticles and the growth and the corrosion
behavior of metal nanoparticles, as well as the formation of core/shell particles, branched structures
and particle networks, can be understood. The consequences of electrochemical behavior, charging
and self-polarization for particle growth, shape formation and particle/particle interaction are
discussed.

Keywords: nanoparticles; colloidal solutions; electrical charging; self-polarization; mixed-electrode;

particle growth; particle interaction

1. Introduction

Metal nanoparticles have attracted a lot of scientific interest in recent years. The
most important practical motivations come from their interesting electronic and optical
properties [1-4], their applicability for nanolabeling [5,6] and sensing [7-10] and their
catalytic properties [11,12]. In addition, they are fascinating targets for basic research for
understanding the nature of nano-objects and the interaction with biomolecules and living
cells [13-16] and for designing new materials, as well as micro- and nanosized tools [17,18].

An important field of nanoparticle generation and handling is liquid-phase synthesis
resulting in colloidal solutions of metal nanoparticles [19,20]. The existence of nanoparticles
in the form of a thermodynamically stable dispersion in a liquid was firstly explained by
Michael Faraday about one and a half centuries ago. Already at this time, the importance
of the electrical properties of colloidal particles was recognized.

In addition to the presence of an electrical charge on metal nanoparticles, the exchange
of charges and the interaction with ions are important for the generation and behavior
of metal nanoparticles. Charge transfer processes can include the release of ions from
the metal or the conversion of adsorbed metal cations into metal atoms. These processes,
as well as oxidation and reduction reactions of other species, can be regarded as local
electrochemical processes [21]. In the following, important examples of such processes will
be regarded and discussed from the point of view of the electrode character of colloidal
metal nanoparticles.
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2. Formation of Colloidal Metal Nanoparticles by Reduction of Solution Precursors

In the past, the general model of LaMer [22] was frequently used for explaining the
formation of nanoparticles in liquid media. This model postulates a two-step process,
whereby in a first step, single atoms or molecules aggregate to form nuclei, and, in a second
step, these nuclei grow by the attachment of further atoms or molecules, as long as the
concentration of particle-forming species is above the critical saturation concentration. The
concept of LaMer is based on the assumption that the critical concentration threshold for
nucleation is significantly above the saturation limit. Thus, nucleation proceeds only at
very high concentrations, which means in a short start phase, whereas particle growth
can occur over a longer time until the exhaustion of particle-forming species above the
saturation limit.

The LaMer model was not developed for the specific conditions for the reactive for-
mation of metal nanoparticles by the reduction of a precursor. For the example of colloidal
gold, it was shown by Polte et al. that the formation of spherical metal nanoparticles was
caused by an aggregation and growth mechanism, which could be proved by in situ-X-ray
scattering measurements [23]. The proposed mechanism of Polte et al. is very conclusive
and also gives a convincing explanation for the polycrystalline character of spherical gold
nanoparticles [24].

The start of reductive metal nanoparticle formation is a molecular process. The
primarily formed products are clusters, and their nature is closer to small molecules
than to a classical metallic solid. The simplest description is given by the following
reaction equation:

M™ +ne” — M 1)

The electrons are supplied from the oxidation of the reducing agent (RA):
RA - RA™ +me~ 2)
Both processes are coupled and can be written formally as a redox reaction:
M™ +n/mRA — My + n/m RA™* 3)

Single free metal atoms are usually not stable in a liquid environment. Thus, Equation (1)
should be written better as forward and backward processes or as equilibrium:

M™ +ne” - Mg — MY +ne” (4)

Irreversibility is achieved if a stable cluster is formed consisting of a small number x
of metal atoms; for example, z = 4:

zM™ +nxze — (M) (5)

The above-written equations are a very formal description of the processes during
the reaction of a metal precursor species in a polar solvent. It is to be assumed that the
formation of clusters does not result in a neutral particle without any ligands. Instead, it
has to be expected that the clusters are electrically charged and connected with ligands by
analogy with the coordinatively bound or solvated metal ions of the precursor.

Metal ions are solvated or connected with ligands L in coordination compounds or
complex ions. The primary formed cluster (Equation (5)) is also connected with ligands
X, which can differ from the original ligands of the metal ion complex. The following
equations give an example of how the formation of a stable cluster could proceed, whereby
the electrons come from direct reduction by interacting molecules of the reducing agent,
whereby noncharged ligands L and X and a single positive charge per metal ion are
assumed, for simplification:

2[MLy]" +e” = [MyLpnay]" +a L (reduction in solution) (6)
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[M2Lon-a)] + b X — [MaLon-a)Xp] + b L (partial ligand exchange) (7)
or
[M2Lon-a)] + (2n-a) X — [M2X(op.)]* + (2n—a) L ®)
(complete ligand exchange)
The following steps are written for the example without ligand (L by X) exchange:

[MaLonay] " + [MLy]" — [M3L(3n—a-b)]2+ +b L (metal ion adsorption) )
[Mg,L(3n_a_b)]2+ +e  — [M3L3na)]" (reduction step) (10)
[M3L 200yt + MLy — [M4L(4n-a-b-c)]2+ + ¢ L (metal ion adsorption) (11)
[M4L(4n-a—b-c)]2+ +e — [MyLgn-ab-g]" (reduction step) (12)

and so on.

The equations above illustrate the alternation of steps of metal ion or complex, respec-
tively, adsorption and reduction. It is not necessary to assume the formation of metal(0)
atoms that have to aggregate spontaneously to form a nucleus that can subsequently grow.
It is much more probable that there is a direct way from the formation of a coordinated
cluster of very few atoms to a continuous growth process. This growth process is always
composed of the reduction of adsorbed metal ions into metal(0) and the electron supplying
oxidation of the reducing agent. From this point of view, there is no classical nucleation
process, as postulated by the LaMer model. Instead of this, the reductive formation of
metal nanoparticles can be described by the coupling of reduction and oxidation from the
very beginning of the first metal-metal interaction.

After completion of the particle growth, the particles in a stable colloidal solution are
in a thermodynamic equilibrium state. This means that cathodic and anodic elementary
processes are further running but with equal rates in both directions. As a result, the
surfaces of metal nanoparticles experience a fluctuation in the adsorption and release
of metal ions, as well as in the oxidation and reduction of residual active redox species
in solution. Each elongation of the thermodynamic equilibrium state—for example by
changing temperature, pH, metal precursor, ligand or reducing agent concentrations—
induces shifts in the intensity of the electrochemical processes on the particle surfaces and,
therefore, changes in the size or shape of particles.

3. Forming Colloidal Metal Nanoparticles as Mixed-Electrode Objects

The reaction system of reductive metal nanoparticle formation consists of two different
object types: the ion-containing solution with the character of an electrolyte and the metallic
clusters and nanoparticles. Bulk metals and metal films and metal clusters are marked
by high internal charge carrier mobility. This is the essential feature of the metallic state.
Together with the electrolyte, an electrode is formed.

Each electrode is marked by its electrode potential. This potential can be measured, in
principle, by the voltage between the electrode and a reference electrode. However, such a
direct measurement is impossible in the case of nanoparticles.

The electrochemical potential of a metal particle during its formation results at least
from the metal deposition and the oxidation of the reducing agent (RA). The metal reduction
represents the cathodic partial process as formulated by Equation (1). The anodic partial
process can be written as:

RA — RA* +e” (13)

Due to the, at least, two electrode processes, the particle is a mixed-electrode object
(Figure 1). The absence of any outside current source means that this potential is only con-
trolled by the ongoing electrode processes. Metal nanoparticles have a free-floating potential.
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Figure 1. Scheme of the formation of an electrochemical mixed potential of a growing nanoparticle
by the coupling of a cathodic and an anodic partial process.

The potential of clusters and nanoparticles of z atoms M, is modified, in addition,
by the adsorption of ions, ligands and other reaction partners, for example by following
ligand exchange reaction:

(M,Ln) + X~ — (MzLp-1X)~ + L (14)

The small size of nanoparticles causes a high sensitivity of the particle potential against
the exchange of single charges. The clusters and the growing nanoparticles behave as
electron confinements with a fluctuating potential. Each adsorption or desorption of an ion
and each uptake or release of an electron changes the electrochemical potential. An increase
in potential enhances the probability of oxidation of an adsorbed or colliding molecule of
the reducing agent. A decrease in potential enhances the probability of metal deposition.

The order of magnitude of potential change by the transfer of one elementary charge
ge can be estimated by regarding the particle surface as an electrical capacitor with the
capacitance C, an electrode distance in the order of magnitude of the electrochemical
double-layer thickness d and the surface area A:

C=¢y) X & Xx A/d (15)
The stored charge on such a capacitor Q depends on the capacitance and the voltage:
Q=CxU (16)

From these equations, the potential U can be estimated:
U=Q x d/(A x g X &) (17)

For the nearly atomic distances, ¢, can be approximated for the vacuum (=1), and
the expected double-layer thickness is in molecular dimensions (about 0.5 nm). Then, the
change of nanoparticle potential Uxp by one elementary charge ge can be approximated by:

Unp ~ e X 0.5nm/(A x gg) (18)
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Significant shifts in electrochemical potential should be expected for small nanopar-
ticles, which means in the early stage of growth. In this phase, the reacting sites of the
particle surface and their stochastic interactions with species from the solution have a large
effect on the electrochemical state of a particle (Figure 2). It has to be kept in mind that
changes of some tens of millivolts typically have a significant effect on the intensity of
electrochemical processes, and changes of several hundred millivolts are related to strong
changes in the electrochemical process intensities, often connected with drastic changes in
the general chemical behavior. The estimation shows that such strong effects caused by
fluctuations of single elementary charges must be expected for small particles with sizes
below about 2 to 4 nm.
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Figure 2. Estimated contribution of a single elementary charge on the potential of a single metal
nanoparticle in dependence on the particle size for values of dielectric constant (electrical permittivity)
of 1, 2,4 and 10 and an assumed thickness of the electrochemical double layer of 0.5 nm.

In a later phase, when the particle consists already of about thousands or more
atoms, these stochastic effects are less important for the state of the particle, and its
electrochemical potential is mainly controlled by the concentration of the electrochemically
active components of the solution and the general particle surface state.

The particle potential remains nearly constant in the latest phase of particle growth
if the particle is larger and the changes of concentrations of reacting components in the
solution become negligible. In the case of constant electrochemical potential, the sum of
all partial currents of electrochemical processes is zero. That means that the currents of all
cathodic partial processes I are completely compensated by the electrochemical currents of
anodic partial processes I*:

I =111 (19)

The electrochemical potential of a growing metal nanoparticle increases when the
intensity of cathodic partial process (metal deposition) exceeds the intensity of the anodic
partial process:

IT" | < II” | — increasing particle potential (20)

The electrochemical potential of a growing metal nanoparticle decreases when the
intensity of the anodic partial process (oxidation of reducing agent) exceeds the intensity
of the cathodic partial process:

IT"I > IT” | — decreasing particle potential (21)
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4. Self-Polarization Effects of Nonspherical Metal Nanoparticles

Metal nanoparticles are marked by a high mobility of charges. This matches the
electron gas model of metallic solids and is valid for charged nanoparticles (or ion-like
clusters), too. The electrical excess charges of metal nanoparticles are fluctuating, but the
fluctuation of single elementary charges is coupled with the others due to electrostatic
repulsion. Therefore, the charges are concentrated at the surface of the particle. Spherical
particles are marked by a regular distribution of the excess charges at their surface due to
the tendency to maximize the distances between all single charges.

The symmetry in the charge distribution gets lost if the shape symmetry of a sphere is
broken. The distribution of charges then depends on the particle shape and two or more
charge centers of gravity appear. Some examples of such geometry-dependent charge
distributions are shown in Figure 3.
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Figure 3. Formation of charge centers of gravity in the case of electrically charged nonspherical metal
nanoparticles (blue symbolizing negative excess charge, red symbolizing positive excess charge).

This effect of the self-polarization of charged nanoparticles is in strong contrast to
the charge distribution of macroscopic metallic objects. Due to the smaller dimensions
of the nanoparticles, its charge distribution is closer to the conditions in molecules with
delocalized electrons than to the electrical conditions in a larger metal body, in which
the charge distribution is dominated by thermal fluctuations for temperatures near room
temperature. This effect can easily be illustrated by the comparison between the change of
thermal energy AT and electrostatic energy for single elementary charges in dependence
on charge distance 1:

[1/(4em)] x qe2/r=kg x AT (22)
AT =[1/(4em)] x qe”/(r x k) (23)

The strength of the effect depends on the relative permittivity &,. This is a dimension-
less material-specific parameter that can be assumed to be in the range between about 5
and 100. For this range, significant self-polarization effects that are not leveled by thermal

fluctuations should be expected for nonspherical particles between about a few tens and
few hundreds of nanometers size depending on the material (Figure 4).
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Figure 4. Estimated temperature differences T corresponding to the thermal energy equal to the
electrostatic energy of a pair of elementary charges in distance r (for permittivity of 5, 10, 30 and 100).

The self-polarization effect has important consequences for the growth and for the
corrosion behavior of metal nanoparticles. The simplest case is the self-polarization of a
nanorod, and this case can serve as an example to explain the principle effects. Dictated by
the repulsion of equal charges, the charges are concentrated on the poles of the nanorod.

In the case of a positive excess charge, the potential is higher on the poles and lower
in the center of the particle (Figure 5a). This means that in the case of corrosion, the poles
are corroded faster than the center due to the higher intensity of the potential-dependent
anodic partial on the pole. In the case of deposition (particle growth), a positive excess
charge lowers the deposition on the poles and enhances the deposition in the center region.
Thus, it is expected that at a positive excess charge, corrosion and deposition result in the
lowering of the aspect ratio.
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Figure 5. Self-polarization effect: effect of excess charge on the change of particle shape in depen-
dence on charge sign shown for the example of a flat triangular metal nanoprism (schematically);
(a) enhanced positive charge in the corners of triangular particle, (b) enhanced negative charge in the
corners of particles.
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In the case of a negative excess charge, the potential at the poles is decreased stronger
than in the center of a nanorod (Figure 5b). This means that the deposition rate is enhanced
on the poles and lowered in the center. This promotes the growth in the axial direction or
the forming of “dog bone”-like geometries. In the case of corrosion, the material loss is
lowered on the poles but enhanced in the center leading to a thinning of the central region.
Both processes result in the tendency of an increase in the aspect ratio or the bone-shaping
of nanorods.

5. Factors in Shape Control of Growing Metal Nanoparticles

Some general mechanisms can be formulated for the evolution of metal nanoparticle
shape during particle growth [25]. It has to be kept in mind that surface energy plays
a crucial role in metal deposition and etching in addition to the electrochemical poten-
tial [26]. Therefore, the lattice structure of the growing or corroding nanorods and the
crystallographic planes at the particle surface are further important factors for the resulting
geometries. However, considering the above-mentioned size-dependent effects, it can be
concluded that a stronger influence of the lattice structure on the geometry evolution in
the case of larger particles can be expected, whereas small particles are probably strongly
dependent on the electrochemical potentials and self-polarization effects. It is well known
that halogen ions determine the character of metal nanoparticle growth by the formation
of adsorbates [27,28]. In addition, surfactants and their specific interaction with crystal
planes are important for the shape development of metal nanoparticles [29,30]. In the case
of the specific adsorption of shape-steering additives on preferred lattice planes and their
inhibition of local metal deposition during the nanoparticle formation, it can be assumed
that electrochemical effects such as self-polarization modulate the anisotropic particle
growth and shaping.

The formation of regular crystals can be expected if the adsorbing metal ions or the
formed metal adatoms have a high surface mobility. In this case, they tend to move to
a thermodynamically preferred place. The formation of regular crystal lattices is then
controlled by the minimization of lattice energy.

In the case of lower surface mobility, there is a mixture between a random adsorption
of metal ions and adatoms and energy-controlled translocation taking place. This can result
in more or less regular crystal structures. A typical result is the formation of branched
crystals and dendritic nanocrystals with local crystallinity and a combination of different
lattice orientations in different domains of the nanoparticle. In addition to the random
adsorption of metal ions, an accidental local binding of ligands or other molecular effectors
can influence the growth behavior of nanoparticles and also the formation of branched or
polycrystalline structures.

Random effects in the attachment of adsorbing metal ions on the nanoparticle surface
and the tendency of binding on thermodynamically excellent sites are superposed by
the electrostatic self-polarization effect. On the one hand, local electrical fields direct
approaching ionic species into preferred regions of the growing particle. On the other hand,
the distribution of electrical charges on the particle surface modulates the local surface
energy. The formation of different aspect ratios or the appearance of dog-bone-like nanorod
structures is a typical consequence of this effect.

In addition to the shape control, the size control in the formation of metal nanoparticles
is also very important because the electronic and optical properties of metal nanoparticles
are size dependent. For the growth of larger nanoparticles from seed particles, the ratio
of seed concentration to the concentration of precursor is generally the key parameter for
steering the particle size. In the case of the complete consumption of the precursor during
a homogeneous nanoparticle growth, this ratio determines the particle size directly. High
seed concentrations result in small final product particles, and low seed concentrations
cause the formation of large particles.
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6. Electrically Controlled Assembly of Metal Nanoparticles

The use of attractive forces of oppositely charged nanoparticles is a simple strategy
for their assembly. However, the mixing of particles of opposite charges involves the
possibility of fast coagulation. A particle of one type can act as “particle glue” for connecting
the particles of another type. Therefore, it is important to work with suitable particle

concentrations (Figure 6).
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Figure 6. Coagulation and assembly of oppositely charged nanoparticles; (a) high probability of
coagulation at lower concentration ratios, (b) forming of dispersed assemblies at higher concentration
ratios between small negative and larger positive particles.

Assembly can also take place in the case of equally charged particles. Therefore,
forces are needed for overcoming the barrier of electrostatic repulsion. The electrostatic
repulsion of charged nanoparticles is well known for the stabilization of the colloidal state.
The domination of kinetic energy and binding over repulsion leads to the aggregation
of particles, which can finally result in complete coagulation and precipitation. In other
cases, moderate lowering of the particle velocity while maintaining the particle charges
can cause the limited assembly and restabilization of colloids. Such a mechanism can cause
the formation of polycrystalline metal nanoparticles by an in situ assembly process during
Au nanoparticle formation, as discovered by Polte et al. [24], and is also a probable reason
for the formation of star-like Au/Ag nanoparticles [31].

Discharging of colloidal particles can be induced by:

Raising the general ion concentrations, which means the ionic strength (“salt-out effect”);
Targeted addition of antagonistic ions, which means metal cations with high surface
affinity in the case of negatively charged particles;

e  Targeted addition of surface-affine anions or electron-donor ligands in the case of
positively charged particles;

e Lowering the electrochemical potential of particles in the case of positively charged
particles by enhancing the concentration of reducing agents;

e  Raising the electrochemical potential in the case of negatively charged particles by the
addition of oxidizing agents.

In all cases, a restabilization mechanism has to take place in order to avoid a continua-
tion of aggregation, the uncontrolled formation of large aggregates and precipitation. In
principle, this restabilization can be induced by controlling the electrochemical particle po-
tential, too. Therefore, a “backward strategy” or a “forward strategy” can be applied. In the
“backward strategy”, the addition of complementary effectors invert the primary-induced
potential shift for the stabilization of colloids after the temporary destabilization. The idea
behind the “forward strategy” is to continue the primary-induced potential shift in the
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same direction to overcome the zero-potential point quickly and to achieve the colloidal
restabilization by inversion of the charge sign. Thus, the addition of adsorbing anions
or the stepwise enhancement of the reducing agent concentration can lower the positive
potential of colloidal metal nanoparticles in a first step but can lead to restabilized colloids
by negatively charged particles. On the other hand, a colloid of negatively charged metal
nanoparticles can be destabilized by the addition of oxidizing agents or metal cations but
restabilized by their further addition in the positive potential range. It has to be mentioned
that the addition of oxidizing agents has to be performed carefully in order to avoid the
corrosion or complete dissolution of the colloidal particles. It seems that reductants can
also cause a disruption of particles, especially strong ones such as NaBHy4, by inducing a
Rayleigh instability [32].

Self-polarization or the induced polarization of nonspherical particles causes different
conditions for particle-particle interactions dependent on position. This can decide the
formation of compact, linear or branched assemblies. Such different behavior was observed
on polarizable polymer nanoparticles carrying polyionic macromolecules [33], and it can
be, obviously, the reason for the formation of linear branched and network structures in
the in situ assembly of metal nanoparticles.

7. Secondary Metal Deposition

An electrostatic model was proposed for the formation of networks of Au/Ag nanopar-
ticles during the deposition of silver on preformed spherical gold nanoparticles [34]. It
describes the preferred bonding of spherical particles on the poles of nanorods due to the
induced polarization by the electrostatic interaction of the charged metal nanoparticles.
This preferred bonding on the poles leads to the successive prolongation of primary formed
nonspherical aggregates. The intrinsic reason for this linear aggregation is the symmetry
break by binding of two spherical nanoparticles, which means a transition from a spherical
geometry into a body with an enhanced aspect ratio. This initial process is responsible for
the symmetry break in the distribution of surface charges. High repulsion forces result in
a strict linear growth. Lower charging means a certain probability of occasional binding
events on intermediate positions, working as branching points.

In general, higher electrical charges lead to more stable colloids and a separate growth
of single nanoparticles, whereas lower electrical charges enhance the tendency of aggre-
gation. The aggregation can end with restabilization after a few binding events after the
formation of larger aggregates or networks or lead to complete coagulation and precip-
itation [35]. These effects can well be observed in the deposition of silver on preformed
gold nanoseeds. In the case of a strong dominance of positively charged silver cations, the
colloid remains stable at a higher potential. In the case of a reduced charge, particles can
join each other. Due to the mobility of electrical charges, self-polarization takes place, and a
preferred axial growth results in rod- and astragal-like structures (Figure 7). Therefore, not
only are compact aggregates observed but also single particles. Further in situ aggregation
during silver deposition can lead to branched astragal-like structures and to the formation
of nanoparticle networks (examples in Figure 8).
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Figure 7. Assembly behavior of charged metal nanoparticles: (a) spherical nanoparticles; (b) nonspherical metal nanoparti-
cles, for example nanodiscs.

The effect of electrical control and self-polarization is well reflected by the formation
of nanoframe structures by galvanic replacement reactions [36,37]. The deposition of
gold on flat silver nanotriangles starts on the edges, at the preferred cathodically active
sites, whereas the corrosion of silver starts in the center of the particles, at the preferred
anodically active area. As a result, a central hole is formed, and the original prismatic
particle shape is transformed into a frame structure (Figure 9).
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Figure 8. In situ formation of aggregate particles during the chemical deposition of silver nanoparti-
cles on gold seeds: (a) small aggregate particles; (b) enhanced aggregate size; (c) network formation.

The interplay between lattice-directed metal deposition and accidental deposition
can be nicely observed in the case of the formation of Au/Pt nanorods [38]. The seed-like
gold nanorods are positively charged due to adsorbed cetyltrimethylammonium cations
(CTAB). This charge and, therefore, the electrochemical potential of the nanoparticles, are
lowered by the addition of the reducing agent, which can be oxidized on the particle
surface. If a slight reduction of potential only occurs, the nucleation of platinum can
only proceed on crystallographic exposed points on the gold surface. As a result, the
structure of the deposited platinum nanocrystallites follows the borderlines between the
crystallographic surface planes of gold nanorods. At low deposition rates, the nucleation
of platinum starts on these borderlines between the crystallographic planes of the single-
crystalline gold nanorods. The decoration of these crystallographic lines by the platinum
crystallites is clearly visible in the SEM images (Figure 10a). At moderately enhanced
platinum deposition activities (enhanced platinum precursor concentration), the nucleation
of platinum also takes place on the crystallographic planes; the decoration effect of the
borderlines between the planes, however, remains visible (Figure 10b). In this case, a
more stochastic distribution of platinum crystallites in the shell is formed. At a higher
precursor concentration, the nucleation probability generally increases, the dominance of
the borderline-directed nucleation disappears, and a comparatively dense shell of platinum
crystallites is formed around the gold core (Figure 10c).
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Figure 9. Electrically controlled formation of metal frame particles by the substitution of a less-noble metal by a noble metal.
Deposition of gold on flat silver nanotriangles: (a) negatively charged silver nanotriangles in the colloidal state; (b) starting
gold deposition on the particle edges (lowest potential) and starting silver corrosion in the center of the flat prism (highest
potential); (c) enforcement of gold in the edge regions of particles; (d) formation of a gold frame by the complete dissolution
of silver (schematically); (e) silver triangle with a hole formation in the particle center; (f) advanced silver dissolution and
edge-directed gold deposition (SEM images).

0.1 ym
Figure 10. Interplay between the lattice-controlled and accidental nucleation of platinum on gold
nanorods: (a) lowest platinum precursor concentration: decoration of borderlines between crystallo-
graphic planes; (b) mediate precursor concentration: additional nucleation on the crystallographic

planes between the excellent borderlines; (c) high platinum precursor concentration: densified
platinum deposition as a shell around the gold core.

8. Conclusions

Metal nanoparticles in colloidal solutions are electrically charged and electrochemi-
cally active objects. The electrochemical point of view allows for an understanding of many
phenomena related to the growth, formation and interaction of metal nanoparticles in col-
loidal solution. It illustrates the analogy between macroscopic electrochemical open-circuit

39



Encyclopedia 2021, 1

and mixed-electrode systems and metal nanoparticles in the colloidal state. However, this
point of view also reflects the specificities of electrochemical processes that are related to the
small, meaning nearly molecular, size of the electrode-like nano-objects, the role of small
numbers of elementary charges, self-polarization effects of nonspherical nanoparticles and
the interplay between lattice-dominated, potential-dominated and accidental elementary
events. The electrochemical point of view is well suited for understanding the stabilization,
destabilization and restabilization of spherical nanoparticles in colloidal solution, as well
as the growth characteristics of nonspherical metal nanoparticles, the formation of binary
nanoparticles and particle/particle interaction. The combination of electrochemical activity
and self-polarization of charged metallic nano-objects also gives a conclusive explanation
of the aggregation behavior of nanoparticles in colloidal solution and for the formation of
linear, branched and network-like structures.
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Definition: Additive manufacturing (AM) is the name given to a family of manufacturing processes
where materials are joined to make parts from 3D modelling data, generally in a layer-upon-layer
manner. AM is rapidly increasing in industrial adoption for the manufacture of end-use parts, which
is therefore pushing for the maturation of design, process, and production techniques. Machine
learning (ML) is a branch of artificial intelligence concerned with training programs to self-improve
and has applications in a wide range of areas, such as computer vision, prediction, and information
retrieval. Many of the problems facing AM can be categorised into one or more of these applica-
tion areas. Studies have shown ML techniques to be effective in improving AM design, process,
and production but there are limited industrial case studies to support further development of
these techniques.

Keywords: machine learning; supervised learning; unsupervised learning; reinforcement learning;
additive manufacturing; design for additive manufacturing; additive manufacturing process; additive
manufacturing monitoring

1. Introduction

Additive manufacturing (AM) is the name given to a family of manufacturing pro-
cesses where materials are directly joined to make parts from 3D modelling data [1]. This
is generally done in discrete planar layers, but non-planar processes also exist [2]. AM
enables various advantages, particularly when compared with traditional manufacturing
techniques, the enablement of mass part customisation and greater part complexity on the
macro-, meso-, and micro-scales [3]. Other advantages include not requiring any hard tool-
ing and enablement of on-demand manufacturing [4]. Despite these benefits, drawbacks
include a lack of inherent repeatability [5] which has led to difficulty in gaining certification
in some sectors [3]. Another drawback is the lack of widespread design knowledge and
tools tailored specifically for AM and the above-mentioned benefits that are enabled [3].

While, to some extent, applicable to all major industries, AM development has been
largely driven by the aerospace, automotive and medical sectors [4]. The major driver in
the aerospace and automotive sectors is to reduce component mass whilst not hindering
performance [4]. A wider range of motivations is seen for medical applications of AM,
although patient customisation, improved biocompatibility and performance is a common
theme [4]. AM is also often used in consumer products, with mass customisation and
light-weighting both being common motivations [4]. Machine learning (ML) is a branch
of artificial intelligence concerned with training programs to automatically improve their
performance. With this broad definition in mind, there are different types of ML which may
be classified as supervised, unsupervised, semi-supervised, or reinforcement learning [6].
Shinde and Shah identified five key application domains for ML [7]:

1.  Computer vision.

2. Prediction.

3. Semantic analysis.

4. Natural language processing.
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5.  Information retrieval.

Of these five domains, computer vision, prediction, and information retrieval have
applications in AM. More varied exploration into these areas has been enabled by recent
advances in graphics hardware which have allowed for faster optimisation of ML algo-
rithms on large training sets [7]. These advances have allowed for the implementation of
ML solutions within AM environments.

Across design, production, and process, improvements to current practices in AM
require significant expertise in operators and designers [8]. To leverage the benefits of AM,
the design, process, and production become significantly more complex [8]. In design, mass
customisation requires deep knowledge of the links between the variables being changed
as well as the requirements of the part. Similarly, increasing part complexity, either to
lighten the weight or deliver improved performance, greatly increases the difficulty in
designing suitable part topologies. As a result, these goals often come with large time
and/or computation trade-offs.

There is little orthogonalisation in AM parameters: for example, in material extrusion,
increasing extrusion temperature may improve layer adhesion but may also increase
stringing. As a result, optimising process parameters for specific parts or new materials can
be a time consuming and costly procedure [9]. Furthermore, part consistency is essential in
sectors where AM adoption is most likely, such as aerospace, but variation in part quality
both between and within machines and builds presents a barrier to more widespread
adoption. Variations can include inconsistent part geometries, porosity, and functional
performance. These issues encompass the management and interpretation of large amounts
of data and knowledge. Such problems may be eased through the proper application of
ML methods by reducing the amount of human or computational effort required to deliver
satisfactory results.

2. Additive Manufacturing

This section details the various AM processes and use cases to provide an understand-
ing of the current position of AM and the barriers limiting adoption. This understanding
will be further discussed in Section 4. There are a number of different AM processes
currently available—ASTM categorises these into seven types [1]:

1. Binder jetting: a liquid bonding agent or adhesive is selectively deposited to join
powdered materials together.

2. Directed energy deposition (DED): focused thermal energy (e.g., laser, electron beam,
plasma arc) is used to fuse materials by melting as they are deposited.

3. Material extrusion: material is selectively dispensed through a nozzle or orifice onto

a substrate.

Material jetting: droplets of build material are selectively deposited.

Powder bed fusion (PBF): thermal energy selectively fuses regions of a powder bed.

Sheet lamination: sheets of material are bonded layer-upon-layer to form a part.

Vat photopolymerisation: a vat of liquid photopolymer is selectively cured by light-

activated polymerisation.

NG

There are three primary reasons for the adoption of AM techniques, including produc-
tion of more complex geometries (than are achievable with conventional manufacturing
approaches) without increasing cost, mass customisation of components, and supply
chain disintermediation.

2.1. Complex Geometries

AM'’s layer-by-layer approach to manufacturing means that it can produce geometries
that would be impossible for traditionally recognised manufacturing techniques. This has
three main applications: light-weighting, performance optimisation and part consolidation.

Light-weighting may be achieved through topology optimisation (TO) or latticisation.
In TO, a part is analysed based on an objective function, such as stiffness, and material
is removed from the design that contributes least towards this function. This produces
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a more topologically complex part that can more precisely, and with less mass, meet
its specification. Latticisation involves permeating a unit cell throughout the internal
volume of a part. This can be done to remove mass but may also be leveraged to produce
custom material properties or improve biofunctionality, such as with the design of auxetic
structures for implants [10].

Fundamentally altering a part with a design for the additive manufacturing (DfAM)
approach can enable further performance optimisation that would be impossible if AM
was not used as the manufacturing technology of choice. Using hydraulic manifolds as
an example, traditional designs may use drilled out through holes and plugs to create the
required internal channels. This creates undesirable energy and pressure losses whilst
resulting in parts with unnecessarily large masses [11]. By redesigning the manifolds for
AM, without the constraints of straight, orthogonally intersecting channels, pressure losses
have been found to reduce by up to 29.6% [11] and part mass has been reduced by as much
as 91% [12]. Despite this, recognising which features require redesign as well as how to go
about said redesign is very often dependent on the expertise of the designer.

Many large assemblies are designed in that way due to limitations in the ability of the
manufacturing process to produce complex geometries (e.g., tool paths and undercuts).
Reducing the number of parts in an assembly can reduce maintenance requirements,
lead-time, weight, and production and non-recurring costs. A case study for AM part-
consolidation is presented in Table 1. While the benefits of part consolidation are tangible,
it may be difficult for designers, especially those inexperienced in AM, to select appropriate
candidate parts.

Table 1. Profitability analysis of the effects of AM-enabled part consolidation of a high-bandwidth,
direction tracking antenna array carried out by Optisys LLC [13].

Item Improvement
Part count 100 pieces down to a 1-piece integrated assembly
Lead time 11 months down to 2 months
Weight 95% savings
Production costs 20-25% reduction
Non-recurring costs 75% reduction

2.2. Mass Customisation

AM'’s lack of reliance on tooling combined with its expensive materials and low
production speeds (relative to feedstocks for more conventional manufacturing processes)
make it best suited for high-value parts with low production volumes. This feature of AM
is most beneficial when the part under consideration is bespoke, thus enabling cost effective
production of parts customised for an individual consumer’s needs or wants. The three
sectors where this is most commonly used are medical/dental, packaging, and consumer
products [3]. A selection of examples from each industry is summarised in Table 2.

Table 2. Prominent case studies of mass customization across its three primary application areas.

Sector Case Study Source(s)
Medical Bespoke hearing aids [14]
Hard and soft tissue biomedical implants [3]
Custom casts, splints, orthotics, and prostheses [3,15]
Packaging Custom-fit ‘direct digital packaging’ [3]
Consumer products Custom-fit running shoes and insoles [16,17]

While scanning allows for conformal shapes to be easily designed into a part [14],
sophisticated design of the part’s mesostructure is dependent on designer experience and
computationally expensive tools, providing a hurdle for mass customised parts due to the
lack of tools for this task.
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2.3. Supply Chain Disintermediation

Due to its ability to manufacture parts on-site, AM allows for lean and agile manufac-
turing. This is particularly of note for requirements such as spare parts, where the demand
is highly variable. Liu et al. [18] concluded that AM has the ability to increase supply chain
efficiency for spare parts in aerospace [18] while Hernandez et al. [19] concluded that AM
has the ability to significantly reduce supply chain disruption for the United States Navy.
These benefits may be further leveraged should the production of AM parts be made more
repeatable through greater part consistency and geometrical accuracy.

3. Machine Learning

This section details the different types of ML and outlines common use cases relevant
to AM to highlight the potential of the field when applied to AM limitations.

Supervised learning algorithms fit hypotheses to labelled training datasets, those
where there is a known output. The trained algorithm may then be applied to unlabelled
cases to predict the corresponding label. Supervised learning is itself split into two cate-
gories: classification and regression. Classification problems have qualitative labels, i.e.,
classes such as whether an image is that of a cat or not, whereas regression problems have
quantitative labels, such as estimating the age of a cat based on an image [20].

Neural networks (NNs) are popular tools for supervised learning, especially with large
datasets. These algorithms seek to emulate a brain by implementing layers of connected
neurons, as shown in Figure 1. NNs map an input space onto an output space, which is
usually of different dimensions. The implementation of NNs allows for non-linear decision
boundaries to be inferred in a computationally efficient manner. More specialised NNs also
exist for specific application areas. For example, convolutional neural networks (CNNs)
utilise convolutional layers to identify features that may be present throughout the input
space. CNNs are most often used in computer vision tasks, where similar features, for
example vertical lines, may occur anywhere in the input space.

Input layer Hidden layers Output layer

Figure 1. A fully connected NN with one input layer, two hidden layers, and one output layer.
Circles represent neurons, which apply activation functions to the total sum of the products of the
previous layer’s activation and weight pairs.

Support vector machines (SVMs) are used in supervised learning tasks: traditionally
classification but they are capable of regression. They calculate relationships between data
in a higher dimensional space using a kernel function and placing a hyperplane decision
boundary between classes to maximise the margins [20]. In regression tasks, the hyperplane
is selected to best fit the data [20]. SVMs perform well for high-dimensional data but when
there are far more features than training examples, they are prone to overfitting the training
data. However, this can often be overcome through careful selection of an appropriate
kernel function or through regularisation.
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Unsupervised learning problems attempt to infer patterns from unlabelled data. Since
these problems do not have a label to compare against, they are often more difficult to
evaluate. There are various types of unsupervised learning algorithms, with the two
most common types being clustering and association rules. Clustering, also called data
segmentation, algorithms group data into clusters. The data within each cluster are such
that they are more closely related to each other than any data in a different cluster [20].
Association rule analysis, often called market basket analysis, seeks to identify prototype
values for a feature set such that the probability density at those values is relatively
large [20].

Reinforcement learning considers the optimisation of an agent’s interaction with its
environment through a reward signal [6]. While supervised learning extrapolates its output
from a set of known scenarios, reinforcement learning operates without known training
scenarios for the reward signal [6]. Despite this, reinforcement learning is disparate from
unsupervised learning in that it is not attempting to discern hidden structure within the
data but optimises said reward signal [6].

4. Machine Learning for Additive Manufacturing

This section presents prominent research and findings of ML applications in AM.
Applications have been grouped by their area of application with AM, in accordance with
Wang et al. [8].

4.1. Machine Learning for Design for Additive Manufacturing

Multiple studies, notably by Sosnovik and Oseledets [21], have utilised ML tools to
accelerate the TO process. This was enabled through the implementation of CNNs whereby:

1.  Theinput volume was the result of the topology optimisation after just a few iterations
of the Solid Isotropic Material with Penalisation (SIMP) algorithm.

2. The output volume was a prediction of the part topology after 100 iterations of the
SIMP algorithm.

Whilst not removing the need for the SIMP algorithm, the method presented by Sos-
novik and Oseledets [21], demonstrated that ML can be effective in drastically reducing the
computational workload required to run TO. Results ranged from 92% intersection over
union accuracy for input volumes of just five SIMP iterations, to 99.2% after 80 [21]. This
work has been extended in further studies by Banga et al. [22] and later by Harish et al. [23],
which looked at 3D implementations for cantilevered beams, with Banga et al. [22] ob-
taining a binary accuracy of 96%. The implications of these studies show that effective
implementation of ML into the TO workflow may allow for:

1.  Areduction in the time taken to carry out TO with a similar quality of output.

2. Higher resolution TO being efficiently used in practice thus enabling superior qual-
ity outputs.

3. Greater complexity in constraints applied, such as those specific to AM (e.g., support-
less structures).

Biomimetic designs are enabled by AM but it is a major challenge to generate metama-
terial structures with desired properties. Gu et al. effectively utilised CNNss to be able to
generate structures with predictable strength and toughness [24]. This study built up three
unit-cell “building blocks” from two jetted materials: one hard and one soft. These three
building blocks were then randomly assigned to each of the 64 cells in an 8 x 8 array and
then simulated to create a training example. In total, 80,000 training examples, or 1073%
of the possible combinations, were created to train the CNN which was able to predict
material properties. The model had a normalised root mean square deviation from the
simulated results of 0.4926 on the test set. AM specimens were then produced to validate
these findings. Here, the use of ML allowed the researcher to accurately screen the whole
design space in hours compared to years for conventional simulation-only approaches [24].
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Recent works have also leveraged NN to generate lattice structures based on required
mechanical properties. Jiang et al. developed a methodology for designing an ML im-
plementation to determine optimal design geometries to produce desired properties, for
example, stress—strain curves [25]. The methodology was implemented through the design
of an ankle brace with three zones, each with its own distinct mechanical requirements:
maximum torque, range of motion, as well as stress and strain in two orientations. An
NN was developed to define the design parameters for a pre-determined unit cell that
would meet these requirements. To train said network, simulations of random sets of the
design parameters within acceptable ranges were carried out to determine their stress—
strain response under the given maximum torque. This was then used as training data for
their model. The resulting regression model, with the same amount of data available, was
capable of generating structures with comparable errors to conventional methods, but with
improved computational efficiency [25]. Due to the nature of the NN architecture used,
however, performance could likely be further improved through gathering additional data.

An additional problem faced in DfAM is in knowledge dissemination: helping design-
ers learn how to best design their parts for fabrication using AM technologies [3]. With
the number of AM-specific design features growing, tools for designers are increasingly
required [26]: ML has successfully been implemented in creating such tools. Yao et al. de-
veloped a flexible hybrid ML tool to recommend design features to inexperienced designers
based on three designer-coded categories: loadings, objectives, and properties [26]. The
tool produced a dendrogram for the designer’s part and compared it against a hierarchi-
cally clustered database of existing design features [26]. An SVM was then used to target
features based on their similarity to the designer’s coding for the part [26]. Despite only
considering functionality-specific features, after testing it with inexperienced designers,
the tool was found to effectively enable the exploration of AM design freedoms [26].

4.2. Machine Learning for Additive Manufacturing Process

Within the domain of AM processes, ML is applied in two main areas: parameter
optimisation and process monitoring [8]. This section will outline the current states of
these areas.

4.2.1. Parameter Optimisation

Process parameter optimisation is often a manual and time-consuming process, mak-
ing it costly. Similarly, manual process monitoring/control also creates additional costs.
Since manual parameter optimisation requires the production of large numbers of samples,
there is readily available data for the production of ML tools. Said tools, which make up
a plurality of the research on ML for AM [27], largely take the route of optimising key
parameters for a particular quality indicator or set of indicators [8]. PBF and material
extrusion are the most common AM technologies to have had this type of tool developed.

Many studies have been carried out to optimise parameters for powder bed fusion
processes. A summary of the parameters studied as well as respective quality indicators
are shown in Figure 2, with porosity and fatigue life identified as having the largest variety
of process parameters linked to them. In addition, porosity is the leading quality indicator
in the research, with at least five studies implementing machine learning algorithms to
optimise process parameters [28-32]. Liu et al. [32] built on previous efforts to develop
a “physics-informed” model rather than a conventional “setting” model. The two model
types, along with a third combined model, were found to provide similar performance to
one another (within error margin). In addition, the novel “physics-informed” model was
identified as being more easily generalised to other machines, although this was not tested.
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Figure 2. Matching diagram relating PBF process parameters to quality indicators from successful
implementations. Adapted from Wang et al. [8].

Many studies have also been carried out to predict and/or optimise quality indicators
for the material extrusion process. Figure 3 shows a summary of which process param-
eters have been linked to which quality indicators. Comparing Figure 2 to Figure 3, it
can be seen that a much greater number of parameters are considered for each quality
indicator in material extrusion over PBE. This may be attributed to lower part costs in
material extrusion over PBF, thus allowing for more training samples and potentially more
complex ML implementations. NNs can capture non-linearities more easily than simpler
regression models, making them the prevailing algorithm for material extrusion process
parameter studies.

A key area for optimisation in material extrusion is component surface roughness [4].
Li et al. [33] built a predictive model for surface roughness based on build plate and
extruder temperature, build plate and extruder vibration, and melt pool temperature.
The model used AdaBoost, a learning algorithm that is an ensemble of various weaker
algorithms, and was able to predict surface roughness with a root mean square error of
0.7 um [33].

DED processes have also had parameters optimised as discussed in the literature.
The bulk of these works focus on controlling aspects of the melt pool and resulting tracks,
including: track width and height [34-36], melt pool geometry [37], and thermal history
of the melt pool [38]. More recent works have studied the properties of the final part:
Narayana et al. [39] built a NN to predict built part height and density from laser power,
scan speed, powder feed rate, and layer thickness. It was found that these parameters
were all of significant importance for density whereas scan speed and feed rate had the
largest effect on build height. These findings were reinforced by the model’s prediction
accuracy of 99%. Similar to material extrusion, DED produces parts with poor surface
roughness [40]. Xia et al. [40], used an NN to model and predict surface roughness based
on overlap ratio, welding speed, and wire feed speed with a root mean square error of
6.94%. A small training set was identified as a major limiter on the model’s accuracy [40].
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Figure 3. Matching diagram relating material extrusion process parameters to quality indicators
from successful implementations. Adapted from Wang et al. [8].

ML for process parameter optimisation in binder jetting has a lesser volume of lit-
erature associated with these aspects: Chen and Zhao [41] developed an NN powered
software tool to recommend layer thickness, printing saturation, heater power ratio and
drying time based on user defined preference for surface roughness as well as dimensional
accuracy along the Y and Z axes. Their software also predicted surface roughness as well
as Y and Z shrinkage. The error in these predictions was found to be 1.98%, 5.38%, and
16.58%, respectively. It was suggested that improvements could be made through use of a
larger training set or by reducing the model’s independence by implementing an element
of physical modelling [41].

4.2.2. Process Monitoring

While parameter optimization may help to improve process predictability, it cannot
eliminate failures entirely [42]. With print failures contributing significantly to the cost of
AM parts [43], process monitoring techniques able to detect build failures and defects are
necessary. Various ML implementations have sought to solve this problem and fall into
two categories depending on their input data type: optical and acoustic [8].

Optical monitoring solutions are the most widely used, with the data often coming
from digital, high speed, or infrared cameras [8]. In PBF processes, where the bulk of
monitoring research is currently concentrated, the most common target of these computer
vision tasks is the melt pool. From thermal data of the melt pool, Kwon et al. [42] trained a
CNN-based program to differentiate between high, medium, and low quality builds with a
failure rate of under 1.1% [42], allowing for potential time and cost savings. Other works
have used optical data from laser melting plumes [44—46] for similar quality classification
tasks, with Zhang et al. [45,46] finding that the best results are achieved when melt pool,
plume, and spatter data are used together to classify part quality. The most recent work
found a type of NN called a long—short term memory network, to be most effective in
prediction, with a root mean squared error of 13.9% [46].

Optical monitoring has also been implemented for other AM processes, including
binder jetting and material extrusion. Gunther et al. [47] used optical monitoring to detect
faults in binder jet parts based on the frequency and density of brightly coloured pixels.
The algorithms employed here were not provided, nor was there discussion of the accuracy
of the employed model. In material extrusion, optical monitoring has been implemented
for in situ defect detection [48]. Wu et al. [48] used a classification algorithm to identify the
presence of infill print defects in material extrusion, allowing for greater confidence in final
part’s quality. The study achieved an accuracy of over 95% but did not consider other vital
quality indicators such as precision and recall. Li et al. [49] used in situ optical monitoring
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of a material extrusion process to determine dimensional deviation with zero mean error
and a standard deviation of 0.02mm.

Acoustic monitoring is a newer and less widely adopted method of monitoring a
build mid-print. These techniques rely on characteristic acoustic signals that relate to
part porosity [50] and melt states [51] in PBF processes as well as process failures in
material extrusion [52]. Advantages of acoustic monitoring solutions include the lower cost
sensors compared to optical monitoring techniques [50]. ML algorithms applied also vary
from supervised CNNss to clustering solutions. Researchers in these fields have achieved
confidence of up to 89% for porosity classification [50] and 94% for melt-pool related
defects [51], showing acoustic monitoring to be an effective method for flagging problem
builds with less need for post-print examination and testing [51]. Acoustic monitoring has
also been applied to material extrusion processes. Wu et al. [53] used acoustic monitoring
and an SVM classifier to determine if the extruder was successfully pushing out material
with an accuracy of 100%. The SVM was also able to identify extruder blockages (normal,
semi-blocked, or blocked) with a 92% accuracy.

4.3. Machine Learning for Additive Manufacturing Production

In AM production, as well as implementing strategies discussed in Sections 4.1 and 4.2,
additional tools have been developed to aid in general production planning using NNs, and
manufacturability through a variety of methods. In addition, research has been conducted
on ML implementations to replicate CAD geometry from acoustic signals produced during
manufacturing, creating concerns around data security [54,55].

Printability and Dimensional Deviation Management

Models have been developed to aid in the identification of printability of components
in material extrusion [56] and PBF processes [57] utilising CNNs and SVMs, respectively.
The use of NN has also been shown to aid in reducing print time estimation error for PBF
processes from 20-35% to 2-15% [58], enabling improved management of these machines.

There are three sources of dimensional deviation in AM parts [59]: the material
(shrinkage and warpage), the machine, and the file preparation (e.g., resolution reduction
due to conversion from CAD model to STL file format). ML has been used to correct these
in PBF [60], where NNs were implemented to first optimise part orientation, reducing
deviation due to the machine, then modify CAD geometry to account for thermal effects
on the material.

Khanzedah et al. [61] implemented an unsupervised learning algorithm, a self-organising
map, to analyse and assess point-cloud data for the dimensional deviation of parts made
with material extrusion processes. Their implementation was able to sort the part’s devia-
tions into discrete clusters based on the severity of the deviations present, which allowed
sub-optimal process conditions to be identified. Noriega et al. [62] used NNs to compen-
sate for dimensional deviation by modifying the part’s scale for material extrusion. Their
two NN implementations were used to reduce deviation by 50% for external dimensions
and 30% for internal dimensions. In a more robust study using the AM of a T4 spinal
vertebrae as a case study, Charalampous et al. [63] were able to achieve a 25% reduction in
dimensional deviation at a 1:1 scale and 33% at a 3:1 scale.

Other studies have looked to correct dimensional deviation in binder jetting and DED
processes. Shen et al. [64] presented a study using CNNs to predict dimensional deviation
and compensate for it via translation, scaling, and rotation of dental crown CAD geometry
to be manufactured by binder jetting processes. The CNN used a voxel-based approach
where, in the analysis of the implementation, each voxel was deemed to be correct or
incorrect. This was then used to generate F1 scores: a single-value metric used to evaluate
the model’s recall and precision. The predictive model and compensatory model both
averaged 94% for their F1 scores. Despite this, no physical samples were manufactured so
these findings are unverified.
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In DED, the dominant method of dimensional deviation correction is to optimise the
geometry of individual tracks through the optimisation of process parameters [33,35,36,64].
This partially corrects material and machine errors but not those associated with the file
preparation process. Caiazzo and Caggiano [37] developed one such model to tune laser
power, scanning speed, and powder feed rate to achieve a specified track geometry with
mean absolute errors of 2.0%, 5.8%, and 5.5%, respectively. An alternative approach was
presented by Choi who built a predictive NN for multi-track height based on laser power,
powder feed rate, and coaxial gas flow rate with an accuracy of 96.63%. Choi [65] queried
their model for optimal results: 300 W, 3.7 g/min, and 6 1/min, respectively.

The vulnerability of material extrusion machines to intellectual property theft was
identified by Al Faruque et al. [54] and Hojjati et al. [55]. Al Faruque et al. [54] showed that
the noise emitted by stepper motors during printing can be recorded and processed to infer
features of the print process:

Axis of motion.

Direction of motion.

Speed of hot-end motion
Distance travelled in each axis.
Extrusion amount.

IS i

This information was used in a physical-to-cyber attack to reconstruct the CAD
geometry being fabricated. Both studies utilised non-descript supervised classification and
regression models to determine the features and feature values, respectively. Geometry
was successfully reconstructed with an average axis prediction accuracy of 78% and an
average length prediction error of 18% [54]. Unlike most applications discussed, IP theft is
an aspect of AM that is harmed by ML. This must be resolved if AM, particularly material
extrusion, is to be made viable for security-sensitive applications.

5. Conclusions and Prospects

In research, ML has been shown to be effective in furthering AM design, process, and
production. In AM design, ML has been used to accelerate tools, explore new materials,
enable the identification of property—structure relationships, and aid novice designers. TO
acceleration and material exploration have limited scope in their current states and need
further development to work with larger design spaces or with finer spatial resolutions.
Property-structure relationships have the potential to be useful in functional lattice design,
but current implementations have inadequate transitional regions and accuracies that may
be too low for some industries. There are also insufficient case studies to support further
adoption of these techniques. Design feature recommenders in their current forms are quite
robust but require curation to remain relevant and, like functional lattice design systems,
need further case studies to be developed to support their adoption. In AM process,
most work focuses on process parameter optimisation. These are effective in optimising
process parameters for one or multiple quality indicators. Despite this, these optimisers
are machine specific, and no studies have been identified that attempt to produce more
general models. Without such developments, many samples will have to be produced
whether the final process used for optimisation is manual or through ML. ML has been
successfully used to improve the predictability of AM production techniques but has also
been shown to be able to exploit AM processes and enable IP theft. While there have been
no real-world reports of this sort of theft taking place, it remains a hurdle to be solved to
make AM, particularly material extrusion, a secure process.

Overall, ML has had a positive impact on the prospects of furthering AM adoption
and improving its value proposition. That said, most ML applications for AM are not
robust or trusted enough to be adopted in industry. As a result, research efforts should
focus on further developing these tools for real-world use and reporting industry case
studies to build confidence in their efficacy.
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Definition: The term “Nanotechnology” describes a large field of scientific and technical activities
dealing with objects and technical components with small dimensions. Typically, bodies that are
in-at least-two dimensions smaller than 0.1 um are regarded as “nanobjects”. By this definition, a lot
of advanced materials, as well as the advanced electronic devices, are objects of nanotechnology. In
addition, many aspects of molecular biotechnology as well as macromolecular and supermolecular
chemistry and nanoparticle techniques are summarized under “nanotechnology”. Despite this
size-oriented definition, nanotechnology is dealing with physics and chemistry as well as with
the realization of technical functions in the area between very small bodies and single particles
and molecules. This includes the shift from classical physics into the quantum world of small
molecules and low numbers or single elementary particles. Besides the already established fields of
nanotechnology, there is a big expectation about technical progress and solution to essential economic,
medical, and ecological problems by means of nanotechnology. Nanotechnology can only meet these
expectations if fundamental progress behind the recent state of the art can be achieved. Therefore,
very important challenges for nanotechnology are discussed here.

Keywords: limits of nanotechnology; nanofacility shrinking; modularity; sustainability; hierarchical
organization; entropy export; time scales; life cycles

1. Introduction

About half a century ago, nanotechnology was not much more than a vision [1].
However, during the last decades, it has developed quickly, and there are many branches
of science and technology which are related to nanotechnology [2]. From the point of
application, two fields are particularly far developed: on the one hand, the creation and
production of nanomaterials [3] and, on the other hand, the production of electronic chip
elements, which play a crucial role in nearly every recent field of advanced technology
due to their key role for computer and communication technology, for machine control,
sensing, and for many other technical devices.

Highly integrated electronic solid-state devices are built up by billions of single
nanostructures, recently. This ultimate degree of integration is based on a very high
level of circuit design, micro, and nanolithography, and a lot of special preparation and
measurement technologies and sophisticated materials are needed [4]. The enormous
power of recent computers is a direct consequence of stepwise downscaling of the minimal
structures in microlithography and the continuous improvement of all related technological
steps and the equipment for manufacturing over the past five decades. These result in
critical structure sizes below about 20 nm in production and below 10 nm in advanced
development, which is not very far from the dimension of small molecules [5], and are in
the order of magnitude of 1 nm. The basis for this successful development is the general
convention of planar technology and a consequent down-scaling of functional structures in
the frame of this proved concept.

The opposite development was inspired by the vision of realizing a bottom-up ap-
proach instead of a downscaling of microtechniques into the nanometer range. This
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approach is motivated by the insight into the ability of nature to form very complex func-
tional structures by arranging small molecular units in living cells. The understanding
of the chemical structure of complex biomolecules and the causing nature of chemical
bonds behind-as it was explained by L. Pauling, F. Crick, J. Watson, and others—gave hope
to constructing complex molecular machinery and to build complex functional systems
from ultimate small modules artificially [6]. Supermolecular chemistry and strategies of
controlled molecular self-assembling [7] are the main approaches for realizing molecular
machines [8]. Indeed, these ideas led to a lot of interesting investigations and inventions
during the last decades. However, it must be said that the dream of bottom-up nanotechni-
cal manufacturing was not fulfilled, up to now. Thus, very important challenges remain,
and some of the important ones will be discussed in the following.

2. Overcoming the Limitations of Planar Technology

Planar technology is a technical convention that allows the efficient production of high
and extremely high integrated chip devices. The convention ensures to achieve the required
exact positioning of large numbers of smallest functional structures on macroscopic carriers,
for example, silicon wafers. By the conventions of planar technology, it becomes possible to
develop extremely complex architectures of integrated circuits containing billions of single
semiconductor elements and ensure their reliable function over trillions of electronics
operations. This concept was very successful for more than a half-century. Its fundament
is the connection of the macroscopic and microscopic scale in two dimensions, but a
strict restriction of the third dimension to the microscopic scale. The complete industry of
integrated semiconductors-that means nearly all communication and computer technology—
is based on this concept.

The restriction on two lateral dimensions is important for device fabrication and thin-
film and lithographic techniques. Technological tools as projection photolithography, lithog-
raphy with focused or shaped electron and ion beams, and, in particular, the lithographic
alignments between subsequent lithographic layers in functional multilayer systems are
reliant on the strict application of the planar technological conventions. Planarization
steps in the multilayer technology support a high homogeneity and reproducibility in
film thicknesses and in the related electronic and other physical properties of micro and
nano-patterned structures.

Besides the manufacturing, the planar architectures of semiconductor chip devices are
also crucial for operating them. The high surface-to-volume ratio ensures, for example, a
sufficiently high heat exchange. In addition, the planar structure supports the integration
of sensing components, optical arrays, and other interface components.

The restriction on two dimensions means a restriction in the topology of intercon-
nections, too. On the one hand, a very large and hierarchically structured network of
connections is realized in two dimensions. In the third dimension, it is impossible to realize
a high number of connections or complex structures because only a few layers can be used
for designing them. The restriction to two dimensions means a low degree of connectivity.
This is, probably, the most important difference between the architectures of computer
chips and brains. The wirings of chips are mainly marked by series connections, which
means strongly limited connectivity of logical elements. In contrast, the three-dimensional
network of synapses in the brain represents high connectivity and allows huge numbers of
parallelized operations.

It has to be remarked, that the electronic switches in integrated circuits are operated in
the sub-nanosecond range. They are very fast in comparison to the electrical processes in
synapses which are marked by the release and transport of ions and result in a time scale in
the order of magnitude of milliseconds. Thus, semiconductor switches are operated about
a million times faster than nervous connections. It is a fascinating vision to combine the
advantages of both systems: the fast electron transport in technical nanodevices and the
enormous parallelization in the three-dimensional brain-like networks.
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The extension of micro and nanofabrication from planar technology into the third
dimension demands an extension of production methods into the third dimension, on the
one hand. On the other hand, the third dimension of devices needs architectures allowing a
fast transfer of power, heat, signals, and—probably—masses, too. The thermodynamic power
density has to be lowered drastically in comparison with recent electronic standard devices.
Architectures with a strongly enhanced degree of connectivity via three-dimensional
networks have to be developed. The thin-film technology and the plane-related lithography
have to be substituted by three-dimensional patterning and assembling strategies.

There is no convincing concept of how these challenging developments could be
initiated, up to now.

3. Shrinking of Production Facilities

A second important problem is a blatant disproportion between the sizes of production
facilities and functional nanodevices. Integrated solid-state devices are produced, recently,
in large cleanroom facilities. In general, the size of facilities and their investment volumes
increased with the decrease of the size of lithographic structures during the last decades.
This trend must be inverted.

New strategies are needed which allow for creating production facilities for nanode-
vices which can be downscaled to small dimensions. Future nanotechnology should not
only produce nano-scaled objects but also have to use nano-scaled production tools. There
are required concepts on how the size of manufacturing systems can be limited to nearly
the same order of magnitude as the operated objects and the generated products.

At the moment, it seems to be a crazy illusion to shrink nanofabrication facilities into
the nanometer range. However, an important step in this direction is the size reduction from
large industrial buildings to table-top machines. The next step leads into the matchbox
scale, hopefully, followed by steps into milli and micro-manufacturing systems. It is
clear that such a development demands a revolution in production strategies and in the
designing of production facilities.

It is very probable that these steps cannot be continued with the keeping of all tradi-
tional architectures for devices and facilities and for using identical materials. However, the
need for miniaturization of production tools is not the only reason for changing materials
and technologies. At least from the point of view of sustainability (see below) a strong
re-thinking about the character of the recent industry is required, too. The challenges from
the point of view of shrinking of nanotechnical production systems and the requirement of
environment-adapted production procedures point in the same direction.

4. Completed Sustainability

During the last decades, a lot of discussions and demands concerned the conversion
of traditional industrial energy production into sustainable energy management. In the
beginning, this discussion was mainly devoted to saving fossil resources. Meanwhile, the
need for atmosphere protection became so urgent that the limitation of fossil resources
such as coal, gas, and oil stepped into the background. The arguments for closing all power
plants which use fossil energy resources as a substitution for fuel-driven machines and cars
by electrically driven are coming mainly from the insight into the non-reversible changes
in earth climate due to continuous burning of fossil resources. The insight into rising
danger for human life on earth, climate change-induced desertification, human miseries,
and misery-driven migration are strong arguments for re-enforcing nuclear power despite
its non-sustainable character and all unsolved safety and waste-deposition problems.

Sustainable energy production is related to the choice of exploiting spot-concentrated
resources or using large surface areas. The classical energy production using coal, oil,
gas, and uranium-and to a certain extent, the use of waterpower, too—are spot related.
The concentration of energy carrying matter on small spots made energy production
comparatively cheap, convenient, and profitable. However, it is connected with deep
artificial impacts into the local natural situations and into the global natural material cycles.
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Sustainable energy production by solar-thermal, photovoltaic, and wind energy is
related to the earth’s surface. Larger areas have to be involved in energy production.
This aspect moves these technologies close to the basis of photosynthesis by plants and
photosynthetic microorganisms. Here, nanotechnology is obviously required to contribute
to sustainable energy production by the use of the sunlight illuminating the earth’s surface.
The question is if using giant windmills and large semiconductor arrays for photovoltaics
is the right way for the future.

With a closer look at the arising global problems, the problem of sustainable produc-
tion of energy is recognized as only the tip of the iceberg. For the future, the rearrangement
of all production and consumption processes for achieving complete sustainability is on
the agenda. In the future, we have to close the mines and quarries, we have to substitute
many plastics and inorganic semiconductors and metals as far as possible, and we have
to construct closed-loop strategies for all needs in industry and in everyday life [9]. This
demand concerns all devices and production facilities and also concerns the materials used
for the construction of windmills and photovoltaic cells. Finally, all human activities have
to become adapted to the natural material cycles and their intrinsic time scales [10].

For solving the connected problems and to find new solutions, important hopes are
directed to smart technologies, among them nanotechnology [11]. In principle, the problems
should be solvable by nanodevices. Living nature shows that biomolecular nanomachines
can be based on completely recyclable components. They are able to synthesize a large
spectrum of substances, food for many different organisms, and technically usable materials.
This type of machinery is able to collect energy and convert it into the energetically charged
matter and molecular building blocks by photosynthesis. The sustainability of these
processes is kept stable as long as all human activities are part of the natural material cycles,
known from traditional agriculture and use of forests, but it gets lost in the case of the most
recent types of industrial use.

Recently, there is no clear picture of how nanotechnology can offer the right per-
spectives for the development of sustainability for industrial production. Nanotechnical
devices as well as the majority of applied nanomaterials are made by production concepts
that are very far from sustainability including the use of non-renewable resources and
the distribution of toxic side products and wastes. For a fundamental change, the most
inorganic components have to be substituted by organic-or better-biological materials
which can easily be recycled by natural environmental processes. A simple picture might
illustrate how far we are from this goal: Imagine a car, an airplane, or even a computer that
can be composted in forest soil or in a garden’s compost heap!

This strange picture also gives a spotlight on the state of the bottom-up strategy of
nanotechnology. The basic idea includes the possibility to substitute classical machines with
molecule-scale devices, inorganic macroscopic bodies by organic by filigree nanoscaled
molecular architectures. Macroscopic shaping and assembly by macroscopic tools should
be substituted by highly specific molecular interaction and self-assembling. The vision of a
transition from top-down strategies with its inorganic basis and harsh operations to the
soft materials and self-controlled careful processes in the frame of the bottom-up concept
is more than three decades old. However, a real change in system designs and industrial
production concepts is not recognizable, up to now.

An honest look into the recent state of nanotechnology discloses a disillusioning
picture: On the one side stands the top-down strategy which is technically and economically
successful but far away from sustainability. On the other side stands the bottom-up strategy
which has created a lot of fascinating research projects for more than three decades but
brought no breakthrough for sustainable production in any important direction.

5. Learning from Nature
5.1. The Bottom-Up Approach

The idea of constructing complex nanomachines by chemical techniques, macromolec-
ular, supermolecular, and biomolecular chemistry, was pushed forward in the frame of
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the nanotechnical “bottom-up approach” [12]. The main stimulation for the bottom-up
concept has deviated from the fascinating model of functional nanostructures in living na-
ture. Biomacromolecules, microorganisms, and highly specialized cells of different tissues
are motivated to search for the realization of analog or similar nanosystems by technical
means. The fascinating world of natural nanosystems was opened by a deep insight into
the chemical structure of molecules and a detailed understanding of molecular biological
and biochemical mechanisms. The most important message from living nature is that we
can learn a lot about nanotechnology [7].

This learning starts with insight into the mechanisms of natural sustainability. All
technologies with the claim of sustainability have to respect the natural cycles of matter
and their time scales. Life on earth can be protected, and the future of mankind can be
ensured if we work with and not against the natural material and life cycles. Future
material management has to be integrated completely into the natural cycles of matter.
Future technologies including nanotechnology have to be based on this integration into
this natural network of matter flows.

The most amazing aspect of natural nanoworld is the realization of reliable and
reproducible processes of molecular self-organization under conditions of strong ther-
mal fluctuations resulting in bridging the level of molecular building blocks with the
micrometer-scaled size of cells containing billions of these smallest units. Meanwhile,
many details of the molecular processes are well understood and can be modified in the
frame of advanced biochemistry, molecular and cell biology, and molecular biotechnol-
ogy [13]. However, despite this impressive scientific state of the art [14], there is no new
creation of comparable systems by technical means. Therefore, the question remains, what
makes natural nanosystems so unique and efficient (Figure 1).
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Figure 1. Fundamental requirements for future nanosystems.

5.2. Chemical Modularity—Syntheses Using Molecular Standard Building Blocks

From a chemical point of view, biological cells are extremely complex. Despite this
enormous complexity it is fascinating to see, that nature is able to organize cellular activi-
ties, metabolic networks, responsivity against changes in environmental conditions, and
steering the cell cycle by highly parallelized biochemical reactions with high efficiency and
reliability. The fundament is the fact that key molecules and their processing—synthesis,
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application, and decomposition—follow very clear rules and mechanisms. The restriction
on certain classes of key molecules and reactions is still more important than the high
number of different chemical species.

The molecular processes are strictly based on standardization and modularity. The
conventions for this molecular standardization are not only fixed for one organism or for
one species but for the complete system of life-from the simplest bacteria up to highly
developed plants and animals. This standardization is perfectly represented by nucleic
acids and proteins. All DNA molecules are constructed by four different standard modules,
only-the four different nucleotides. Single molecular strands of DNA present a linear
arrangement of these few standard building units. The simple construction principle,
the availability of enzymes as natural tools for processing of DNA fragments, and the
principle of molecular recognition by base-pairing allowing for manipulation of DNA
in the artificial molecular construction is an impressive example for the realization of a
bottom-up approach [15,16].

Besides nucleic acids, proteins are built by a modular chemical principle, too. All
proteins are primarily synthesized from a set of 20 alpha-amino acids. The huge variability
in structures and functions of proteins is made from this standardized set with only slight
post-translational modifications. It is very astonishing what an incredibly large spectrum
of biochemical activities and cellular functions is implemented by the arrangement of these
20 amino acids in the right linear chain, only. Meanwhile, the structure and properties
of natural proteins can not only be enlightened but modified in the frame of molecular
engineering [17].

The limitations of these few standard modules have less to do with the unique and
expedient properties of the amino acids as substance class but must be specially explained
by the ultimate need of limitation. Probably, other of the millions and billions of different
chemical substances could be suited for the creation of a powerful modular system. The
deciding trick is the restriction to one special molecular system which was optimized in
the early biomolecular evolution.

5.3. Management of Geometric Dimensions

Molecular tools are demanded special structures, recognition, and binding sites, for
special chemical functionalities and combinations of stiff and mobile molecular compo-
nents. It is clear, that these requirements can only be met by three-dimensional molecular
architectures. Natural chain molecules as nuclei acids and peptides are primarily synthe-
sized as linear objects. These constitutional elements form a chain that can be described
by a sequence of characters. However, despite functioning as linear information-carrying
molecules, both substance classes are able to form complex three-dimensional structures,
spontaneously [18]. The folded proteins—and also catalytic nucleic acid molecules folded
by internal base-pairing-represent, indeed well-defined and functional three-dimensional
geometries.

Although the three-dimensional character is very important for the biomolecular
function of most proteins, they are not synthesized by the three-dimensional molecular
mounting of the basic modules. In opposite, they are formed as linear objects, primary,
and only folded secondary in secondary and tertiary structures. The mastery of three-
dimensional space is based on a primary restriction to one dimension. Later only, this linear
structure is self-organizing into a three-dimensional architecture by a program encoded in
the order of building units inside the original linear chain.

Recently, technical systems are available to build such molecular chains by auto-
mated syntheses. They are well suited for the generation of DNA libraries which can
be used for many purposes, for example for DNA nanotechnology and DNA origami
arrangements [16]. DNA can also be used for molecular labeling and for the creation
of DNA-encoded chemical libraries [19,20]. In principle, oligopeptides and-to a certain
length- polypeptides can be generated by automated solid-phase syntheses in a similar
way. However, besides these biologically created substance classes of sequence molecules
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like nucleic acids and proteins, no other substance systems for molecular construction by
folding (one-dimensional) molecular sequences into a large spectrum of there-dimensional
molecular architectures are available. The usual synthetic polymers, copolymers, block
copolymers, and related systems are far away from intelligent dimension management and
self-optimized three-dimensional folding.

It is an urgent challenge to evaluate which artificial modular chemical systems could
be of interest for technical purposes and fulfill the following requirements:

- simple chemical building units

—  automatable free synthesis of sequence molecules (sequence generation)

—  high variability of chemical, mechanical and electronic properties with a small set of
different building units

—  self-organized folding into well-determined three-dimensional functional structures

—  accessibility of characterization by automated sequencing (sequence read-out)

- transferability of sequence information into other classes of sequence molecules

—  replicability of sequence molecules

5.4. Serial Processing

The crucial advantage of sequence molecules is their one-dimensional character. It
ensures the possibility of direct transfer of chains of commands or characters into linear
spatial arrangements and vice versa. This linear principle is of central importance in tech-
nical processes and found, for example, in the linear character of production in assembly
lines, in the sequence of characters, words, and sentences in texts as in the linear structure
of computer programs. It is also essential for the biological synthesis and replication of
key molecules like DNA, RNA, polysaccharides, and proteins. All these biomolecules are
generated or copied in a linear process, by stepwise addition of building units.

In future molecular nanotechnology, systems for serial processing are required, too.
There have to be developed micro or nanomachines for molecular manufacturing and
conversion (Figure 2). This includes the following functions:

(A) copying of sequence molecules: There is a nanotechnical system required which is
able to recognize a certain type of sequence molecules formed by-at least-two classes
of molecular building units, to use it as a template, and to catalyze the synthesis of
an identical molecule, which means, with the identical order of molecular building
units inside the molecular chain. (In analogy to replication of nucleic acids, for
example [21,22]).

(B) readout of molecular sequence information: There is required a nanotechnical system
that is able to recognize a sequence of molecules, distinguish different molecular
building units inside the molecular chain of this sequence molecule, and transfer this
sequence information into a physical signal readable by technical standard systems
like an optical or an electronic sensor. (Miniaturized sequencing machine).

(C) synthesis of sequence molecules by program-controlled stepwise addition of building
units: There is a nanotechnical system required that is able to receive a sequential
data set from a technical standard data system like optical or electronic devices,
and to translate, this information into a synthesis program for chemical coupling of
molecular building units into a molecular chain with a sequence of building units
exactly corresponding to the input data set [23]. (Miniaturized synthesis machine).

(D) translation of the information content of one sequence molecule to another type of
sequence molecule: There is a nanotechnical system required that is able to recognize
a certain type of sequence molecules formed by—at least—two classes of molecular
building units and to use it as a template for the catalytic synthesis of sequence
molecules of another type of sequence molecules. (In analogy to transcription or
translation process in molecular biology).
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Figure 2. Basic processes for conversion of data and molecular-encoded information and realization and modification of

molecular functionality.

5.5. Hierarchy of Molecular Structures and Information Units

It is a trivial fact that the required complex nanotechnical machinery consists of
large numbers of atoms and building units. It is impossible to control a large number of
components without having an ordering mechanism. Therefore, a hierarchical structure
is required. Such a hierarchy has to involve two simple main aspects: (1) Lower levels of
objects (or sub-systems) in the hierarchy are used as components for the construction of
higher levels. (2) The knot strength in the hierarchy—which means the number of elements
belonging to one common parent unit-should not be too large and in the same order of
magnitude for all organization levels, which means within the complete hierarchy.

The English language is a nice example of a hierarchical organization of information-
carrying units: The first level is formed by the letters (characters). The second level is
formed by words, the third level by sentences, the fourth level by paragraphs, the fifth
level by chapters, and the sixth level by books, typically. The whole system is forming a
one-dimensional data set, meaning a structured line of characters that can be sequentially
written and read. Synthetic molecular systems should be one-dimensionally constructed
in the same way: Nature shows that nucleic acids are structured similarly to language
using the nucleotides as letters forming triplets (like words), genes (like sentences or
paragraphs), gen clusters (like chapters), chromosomes (like books) and complete genomes
(like a library).

Artificial systems for molecular information storage and processing should be struc-
tured in a hierarchical order, too: At the first level, building units have to be defined, for
example by limited sets of different monomers which can be used for creating sequence
molecules by them. At the second level, modules consisting of several monomers should
get a certain meaning, and finally, macromolecules representing large data sets have to be
synthesized.

The natural organization of proteins impressively shows how such a hierarchy can
work in the nano cosmos [24]: each proteinogenic amino acid consists of four groups of a
low number of atoms: three constant groups (carboxyl group COOH, amino group NHy,
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and central methin group CH) and one variable group. Twenty different amino acids
are used for coding all information and chemical functions which are required for the
three-dimensional self-organized construction of the folded protein, the so-called tertiary
structure. In dependence on the type of protein, one or two further organization levels
exist between the level of single amino acids and the complete protein. The first is the
formation of secondary structure elements like betasheets and alpha-helices. The second is
the formation of domains in the case of proteins which are organized in domains-typically
between 2 and about a dozen of these subunits. Finally, two or several proteins are
assembled into supermolecules forming the quarternary structure of proteins.

The combination of modularity and hierarchical organization is also an important
precondition for consequent sustainability. It supports the organization of life cycles, the
de-assembling of systems to different levels of integration, and the re-use of elementary
building units as well as of larger modules and sub-systems (Figure 3).
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Figure 3. Nested assembling and de-assembling of modular and hierarchical constructed systems for a sustainable circular
economy (schematically).

5.6. Hierarchy of Bond Strengths and Coupling of Near- and Far-Equilibrium Processes

Despite the fact that the processes of creation, read-out, and processing of information-
carrying molecules are under the control of supermolecular nanomachinery, molecular
self-organization is crucial for well-determined molecular processes [25]. All elementary
processes proceed with the background of Brownian motion and thermal fluctuation of
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chemical reactions. Surprisingly, complex directed development processes are based on
chemical reactions and can be controlled in spite of the unpredictable single motions in the
noise of thermal fluctuations.

How can such a system work? The solution is found by the combination of reactions
with more and less distance to the thermal equilibrium. Highly reversible elementary
processes are combined with strictly non-reversible procedures. On the one hand, there are
reactions marked by low activation thresholds, which permanently run for the adaption
of chemical equilibria. On the other hand, there are thermodynamically more demanding
reactions marked by higher activation thresholds and are running into a preferential
direction as far as the chemical system is kept at a certain distance to the related chemical
equilibrium.

These thermodynamic differences present a fundamental condition for controlling
complex biochemical reaction networks in living cells. The thermodynamic boundary
conditions determine the kinetics of the ongoing chemical processes. They are responsible
for the realization of typical time constants in biochemical reactions and in response time
to perturbations from outside.

The molecular basis for these different time constants is given by the differences
in the bond strengths. Biomolecular processes are using systems of stepwise-structured
bond strength. Living nature has realized a complementary system of a hierarchy of
structures, a hierarchy of (bio)-chemical time constants, and a hierarchy of molecular
bond strengths. The example of proteins impressively shows the connection between the
hierarchical molecular structure and the hierarchy of bond stability. Non-polar covalent
bonds dominate the lowest structural level, the single amino acids. The internal bonds of
the single amino acids are very stable and cannot be split by hydrolyzation. At the next
level, connections between single amino acids are formed by peptide bonds, which present
a polar covalent bond. They are forming the primary structure of oligo and polypeptides,
which can be split by hydrolyzation again into amino acids. At the third level of bond
strength hierarchy, dense regular polyvalent structures of hydrogen bridges (“H-bridges”)
are responsible for the formation of comparative stable secondary structures as helices
and leaflets. Finally, a combination of second-order interactions as dipole interactions, H-
bridges, and non-polar interactions contribute to the formation of tertiary and quarternary
protein structures.

Despite the fact that, meanwhile, the principal molecular structures and mechanisms
of proteins and protein biochemistry are well known, there is no comparable new artificial
molecular system that is comparable with peptides and proteins. The translation of the
recognized principles of protein structure, protein synthesis, and protein chemistry to other
types of molecules is a still-unsolved problem.

5.7. Time-Scale Management

The hierarchical organization of bond strength and bond sensitivity is strongly con-
nected to time-scale management. The chemical strategy of controlling time scales is the
control of reaction rates. In principle, the rate of a chemical reaction can be controlled by
temperature. However, it has to be reconsidered, that the degree of freedom for varying
temperatures is not very compatible with living systems should be achieved, on the one
hand. On the other hand, a temperature shift would accelerate or delay all chemical reac-
tions in a complex reaction network. However, a possibility for independent control of
individual reaction rates are needed.

Living nature has developed a very subtle instrument for the individual adaptation of
reaction rates. The trick consists of the fine-tuning of activation energy. This fine-tuning is
achieved by small differences in the efficiency of the biocatalysts. Small variations in the
sequence and structure of enzymes result in more or less strong changes in the catalyzed
reactions.

For molecular nanotechnology, analogous instruments are required. Efficient catalysts
must be constructed in such a way that small variations in their structure can be used for
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tuning catalytic activity. It is hard to imagine that this challenge can be met simply by
inorganic solid-state catalysts as they are recently mainly used in technical heterogeneous
catalysis. Instead, enzyme-analog technical catalysts have to be developed. They could
help to realize nanotechnical time-scale management in analogy to biochemical reaction
networks.

5.8. Active Drive by a Universal Energy Conversion System

Future nanosystems cannot only work by passive chemical or bio-analogous catalytic
processes alone. In addition, driven partial processes are required, which allows to elongate
reaction systems in controlled directions from the thermodynamic equilibrium.

All living beings are such driven far-equilibrium systems. Working machines as
well as working computers, for example, are far-equilibrium systems, as long as they are
running. Machines as well as living beings convert input energy in order to build and to
maintain a far-equilibrium state.

The introduction of well-controlled driven far-equilibrium processes demands a reli-
able energy supply. In technical environments, electrical power is used, therefore, mainly
for a standardized energy supply. The energy flow of technical systems is, normally,
adapted, to the supply and consumption of electrical energy. In contrast, organisms and
cells are using chemical energy for maintaining far-equilibrium states. However, these
systems need a standardized power supply too. The central role of adenosine triphosphate
(ATP) in living cells represents such an important standardized chemical power supply.
A high number of driven enzymatic processes are based on the activation of ATP. Cells
are producing ATP as a universal energy source enabling them to drive a lot of essential
processes against the general thermodynamic time arrow.

Artificial nanosystems need an energy supply too. An electrical power supply by
a permanent wire connection is not suited if the nanosystems should be mobile. The
advantage of the chemical energizing as it is realized by the ATP system is that the power-
carrying molecule itself is not permanently integrated into the nanotechnical systems,
but is picked up from the environment. Cells are “charging” their internal system by
the “power molecules” and the bionanomachines make a self-service of them. Similar
approaches are needed for artificial nanosystems, too. The feeding can be realized by
chemical energizing, but also by physical energizing from outside, for example by light or
by electricity. In the last-mentioned cases, the outside energy source could be combined
with a small nanosystem-internal storage for temporal accumulation of small amounts of
energy like a “nano battery system”.

5.9. Entropy Export Management

Energizing, mechanisms with driven processes, and energy conversion are key fea-
tures of a living or a working system. Each process of energy conversion is connected
with the production of entropy. From a thermodynamic point of view, each living being
and each working machine produces entropy [26]. These systems have to be open in a
thermodynamical sense. They have to be supplied by convertible energy and they have to
have the ability to export the produced entropy. The transfer of entropy from the living
system to the environment is absolutely required for keeping the system alive and to realize
a further development, for accumulation of information and increasing complexity. Active
machines, as well as living beings, are “Entropy-exporting” systems.

Without entropy export, running systems would lose their driving forces and could be
destroying themselves. Therefore, active nanosystems-like all working machines-have to
be equipped with an entropy export mechanism. Typically, this entropy export is marked by
the input of “high-value” energy like electrical or chemical energy and output of low-value”
energy as heat.

Besides energy conversion, the entropy export can also be realized by chemical reac-
tions or by the distribution of substances. Light-driven systems are producing exporting
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entropy by uptake of short-wavelength photons and a release of heat or long-wavelength
photons.

A key issue is the coupling of all driven nanosystem activities with the entropy export
mechanism. Most desirable is a standard entropy management and export strategy which
can be connected with different forms of nanosystem activities including information
processing, chemical conversion, and synthesis, as well as active mobility and directed
motion.

5.10. Local Information Processing, Communication, and Controlled Functional Autonomy

An efficient entropy export management is also the precondition for constructing
nanosystems with individual mobility and functional autonomy. Besides the mechanical
drive, energy is needed for an internal signal and information processing, too.

Functional autonomy of nanosystems [27] demands internal data storage [28] and
information processing. Such nanosystems must be able to receive signals from the environ-
ment to convert the primary signals, evaluate them, make a decision about the response to a
signal from the outside, and initiate the response activity. The most simply “nano-brain” ac-
tivity would consist of the realization of case-sensitive activity programs. A higher level of
“technical intelligence” could be achieved if autonomous nanosystems have implemented
learning mechanisms, for example by algorithms of artificial intelligence.

Technical nanosystems should not operate completely independent of the control
from outside. Technical systems are built and released with a certain purpose. Therefore,
activity control from outside is necessary. Thus, these functional nanosystems must include
communication competence. The data exchange between the nanosystem and a master
system would allow for the use of all advantages of operational autonomy of the nanosys-
tem with safe control of its activities. This ability for communication can also be used for
decentralized cooperation of several or many partial autonomous nanosystems in the form
of swarm activities.

These functions likely cannot be realized by the typical tools of classical construction
of technical systems or by the usual strategies of solid-state electronics. It could be rather
realized by functional bio-analogous super-molecular assemblies. Obviously, we are at the
very beginning of the development of such molecular-based systems.

5.11. Establishing Life Cycles by Controlled Self-Assembling, Dissembling, and Re-Use

One of the most challenging points for future nanosystem development is the absolute
need for sustainability. A short look into what the components of recent computer, optical
communication, and sensor systems teach us is that the recent material use, as well as
the structures of our nano-sized devices, is far away from sustainability. We need special
mineral resources for their production, and their recycling is energy-demanding and
incomplete. Lost or released components are often a danger for animals, plants, and soils.

It has to be expected, that we cannot completely dispense with solid-state devices,
metals, semiconductors, and lithographic technologies. However, future constructions of
nanosystems must solve their difficult recycling problems.

The best solution would consist of a complete substitution of inorganic metals and
semiconductors, compound semiconductors, as well as doped silicon-by functional or-
ganic materials. Therefore, new types of synthetic macromolecules, supermolecules, and
functional self-assembling systems are required. A very promising field is the development
of new devices based on functional derivatives of graphene and carbon nanotubes. Proba-
bly, metals cannot be completely excluded because they are needed for special electronic,
optical, and catalytic properties. However, their content in devices should be reduced
drastically down to a level comparable with the absolutely required metal ion content in
metalloenzymes, for example, enabling them as highly efficient biocatalytic tools.

In addition, and meanwhile, we have to think about nanosystem designs including
strategies for easy dissembling in a recycling operation. Still, better would be nanosystems
with self-dissembling mechanisms. Such mechanisms could directly supply the raw ma-
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terial for new production processes. Dissembling and production would be realized in
one integrated factory. The automated splitting of complex devices in their components
and the separation of all different materials would include the possibility to re-use them
also in case of completely new designed products. Therefore, conceptual modularity in all
devices is required, which includes the construction of state-of-the-art systems and then
disassembly of these systems after use to the elementary modules and pure materials for
the next generation of use.

The recent “life cycles” of technical devices are determined by their reliable operability
and by their level in the process of technological innovation. These criteria have to be
completed by the criterion of “recycling lifetime”. This means, that future nanosystems
have to be constructed for becoming systematically recycled after a reasonable time of use.

6. Outlook: Integrability of Technical Matter in Natural Material Cycles

Recently, the term “recycling” stands for an improvement of material use and protec-
tion of natural resources. However, for many technical and everyday applications, only
a small number of cycles can be realized. The disaster of overusing the earth’s natural
resources can be delayed by the recent strategies of “recycling”, but it cannot be avoided.
Therefore, a completely new approach is demanded.

Above everything stands the problem of keeping the earth’s biosphere viable. This
includes the global cycles of organic and inorganic materials by the non-biological transport
and conversion processes and by the entirety of metabolic activities in the biosphere. These
natural cycling processes must become the ultimate scale for a sustainable economy.

A real sustainable solution means the complete integration of all production and
consumption processes into natural life cycles. Therefore, the type of objects, the applied
materials, the combination of materials, and the placing and distribution of all materials,
devices, and all residual technical or personal waste must fulfill the criterion of integrability
into natural material cycles. This integration is related to the qualities as well as to the
quantities of matters and has to further reconsider the very different process rates and
environmental conditions in different parts of the earth.

We have to adapt our technical products and product application to the conversion
processes in living nature. We have to reconsider the converted materials, their conversion
paths, transport mechanisms, and their feedback on the development of living nature in
the concerned regions and places. Resource management, material use, and recycling
are directly coupled with all aspects of species protection and maintenance of biocenoses.
Therefore, we need new thinking about interfaces between the technical and natural world.

Nanotechnology is particularly asked for the development of these new interfaces.
It could supply keys for the adaptation of advanced technical solutions to ecological
requirements. The future progress in nanotechnology should lead this technical field closer
to the conditions and relations of living and ecological systems.

This future convergence between technology and nature will probably become a
process in which most technologies have to respect and support the original natural
mechanisms. However, in a further future, we will learn how much we can modulate
the natural cycles of life and matter without risking the natural global viability. It is to
be assumed, that the fusion of nanotechnology with biotechnology and supermolecular
chemistry will be a deciding step in this direction.
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Definition: An extraction technology works on the principle of two consecutive steps that involves
mixture of solute with solvent and the movement of soluble compounds from the cell into the
solvent and its consequent diffusion and extraction. The conventional extraction techniques are
mostly based on the use of mild/high temperatures (50-90 °C) that can cause thermal degradation,
are dependent on the mass transfer rate, being reflected on long extraction times, high costs, low
extraction efficiency, with consequent low extraction yields. Due to these disadvantages, it is of
interest to develop non-thermal extraction methods, such as microwave, ultrasounds, supercritical
fluids (mostly using carbon dioxide, SC-CO;), and high hydrostatic pressure-assisted extractions
which works on the phenomena of minimum heat exposure with reduced processing time, thereby
minimizing the loss of bioactive compounds during extraction. Further, to improve the stability of
these extracted compounds, nano-encapsulation is required. Nano-encapsulation is a process which
forms a thin layer of protection against environmental degradation and retains the nutritional and
functional qualities of bioactive compounds in nano-scale level capsules by employing fats, starches,
dextrins, alginates, protein and lipid materials as encapsulation materials.

Keywords: non-thermal extraction; bioactive compounds; nanoencapsulation; ultrasound; cold
plasma; high-pressure processing; supercritical extraction; pulse electric field

1. Introduction

Bioactive compounds also known as secondary metabolites are widely present in
plant matrix and over the past few decades, several in vitro and in vivo reports including
epidemiological, and cohort studies provide evidence that consumption of plant-based
food provides protection against several diseases. These bioactive extracts are also capable
of treating chronic diseases including cancer, cardiovascular and diabetes mellitus (DM).
Nutraceutical and pharmaceutical sectors use these extracts to develop functional food-
and plant-based medicines, which have a potential to cure and deliver health benefits.
According to the World Health Organization (WHO), about 80% of the global population
depends on natural medicines. The initial steps followed to use these active compounds
from plant matrix are extraction followed by pharmacological testing, isolation, charac-
terization and clinical evaluation. Figure 1 represents a detailed flow chart of bioactive
compound extraction from plant matrix.

The quality and yield of the bioactive compounds depend on two important fac-
tors: (a) the method opted for its extraction, (b) its extraction parameters including plant
matrix type, solvent used, time and temperature. The most conventional method em-
ployed for bioactive extraction is Soxhlet extraction, maceration and hydro-distillation.
Although, these techniques are commercially employed, but excessive use of solvents and
longer processing times are the downsides of these technologies. Presently, demand for
sustainable, chemical-free, advanced extraction processes with enhanced overall yield
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of bioactive compounds, also known as “green techniques”, which include ultrasound-
assisted, enzyme-assisted, microwave-assisted, pulsed electric field-assisted, high-pressure
processing, supercritical fluid and pressurized liquid extraction processes are gaining
attention. Treating the plant matrix with these green technologies helps in breaking the
cell structure, which allows the bioactive compound to leach or rinse out from the cell
wall through solvents; as a result, it enhanced extraction yield. Further, purification of
the extracted bioactive poses another technological challenge as each of these compounds
has a unique molecular structure depending on their type, source and biological activity.
The extracted compounds can be further purified, employing super critical CO; isolation,
by addition of a co-solvent including ethanol, water to isolate the respective bioactive
compound efficiently at an optimized temperature and pressure [1]. In addition, it is
essential to protect the extracted bioactive compound post extraction and purification, as
these compounds are highly sensitive to environment exposure including moisture and
high temperature (sensitive under heat, light, oxygen). Therefore, protection techniques
such as nanoencapsulation are used to ensure that biological activity of these compounds
is preserved until they reach and perform their function at the targeted location in the
human body.

Encapsulation plays a vital role in protecting the bioactive compounds from getting
degraded. At present, there are two kinds of encapsulation including microencapsulation
and nanoencapsulation. The reason why nanoencapsulation is preferred over microencap-
sulation is due to its nano-scale size, as the smaller the size of the capsules, the higher their
bioavailability and their release can be modified and controlled in a better way compara-
tively. Nanoencapsulation provides a protective shield around bioactive compounds. It is
a system where a suitable nano-carrier, resistant to enzymatic degradation especially in
gastrointestinal tract including chitosan, zein, and alginate, are widely used to encapsulate
bioactive compounds employing several delivery methods including association colloids,
nano-particles, nano-emulsions, nano-fibers/nano-tubes, nano-laminates. The selection
encapsulation method is based on two main factors: (a) nature of the core material; (b) na-
ture of wall material including wall material size, thickness, solubility, permeability and its
rate of delivery. Basically, these techniques are classified into three main genres including
chemical (emulsion and interfacial polymerization), physical-chemical (emulsification
and coacervation) and physical-mechanical methods (spray-drying/spray-cooling/spray-
congealing /prilling, freeze-drying, electrodynamic methods and extrusion) [2]. However,
in certain cases, combinations of these techniques are practiced as in the case of emulsifica-
tion; first using homogenization, the emulsions are prepared and later converted to dry
powder state using spray-drying and/or freeze-drying techniques [3]. Reports indicate
that about 80-90% of flavor encapsulation is done using spray-drying, while 5-10% by
spray-chilling, 2-3% by melt extrusion and ~2% by melt injection [4]. Castro et al. [5]
reported electro-spinning encapsulation as a heat-free technique to encapsulate fragrance
and flavor, which is extremely promising for heat-sensitive compounds.

To recapitulate, this chapter provides a comprehensive summary on several aspects of
bioactive extraction using non-thermal technologies and its nanoencapsulation. A brief
description on nano-carriers employed for encapsulation is also discussed along with the
detailed description of their application in food systems. Various opportunities and future
challenges are also outlined.
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Figure 1. Illustration for the extraction of bioactive compound using novel strategies.

2. Bioactive Compounds from Plant Materials

Ever since the beginning of human existence, plants have always been a boon for living
a healthy life, as they not only provide a healthy environment to live, but most importantly,
they provide food and bioactive compounds for medicinal use. In the beginning, plants
and plant-related foods were used as a source of food and nutrition; later, their medicinal
properties were discovered, which were able to cure diseases. Vinatoru et al. [6] reported
that Egyptian papyruses extracted oil from coriander and caster and used it in several
applications including medicine, cosmetics and as preservatives. Further, Paulsen et al. [7]
reported that, during the Roman and Greek era, herbal plants were used by several
therapeutics. According to literature [8], bioactive compounds comprise three different
categories including terpenes/terpenoids, alkaloids and phenolics. Basically, the chemical
structure of these three categories differs, as shown in Figure 2, and maximum bioactive

compounds extracted from plant matrix belong to the terpenoids family.

Additionally, these compounds are classified based on their clinical and toxicological

attributes as follows.
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2.1. Glycosides

Glycosides are generally bonded by a mono/oligosaccharide or uronic acids. The part
that is bonded with saccharide is called glycone and the other part is termed as aglycone,
which consists of pentacyclic triterpenoids/tetracyclic steroids. The major subgroups
of glycosides include cardiac glycosides, saponins, anthraquinone, glucosinolates and
cyanogenics. Moreover, flavonoids commonly exist as glycosides. These glycosides are bro-
ken down in colon post ingestion; however, hydrophobic glycosides tend to get absorbed
by the muscle cells. Cardiac glycosides are generally found in plants such as the Scrophular-
iaceae family, specifically in Digitalis purpura and in Convallaria majalis from Convallariaceae
family. Additionally, cyanogenic glycosides can be found in the Prunus spp. of Rosaceae
family as well as saponin, a bitter-tasting compound is found in glycosides. These saponin
glycosides, found widely in the Liliaceas family (Narthesium ossifragum), is comprised of
bigger molecules attached to hydrophilic glycone as well as hydrophobic aglycone, which
creates forming quality, and thus it is used in the production of soap/detergent. Saponins
also play an important role in modulating immune system and reducing blood sugar level.
Besides, anthraquinone glycosids found in the Rumex crispus and Rheum spp. of polygo-
naceae family help in electrolyte secretion as well as induction of water and peristalisis
in colon. Moreover, flavonoids are comprised of tri-ring at the center of the structure
and proanthocyanidin is an oligomer in flavonoids. These two groups of compounds
can also exist as glycosides. These are responsible for liberating antioxidant properties,
inflammation and anti-carcinogenic activities. They are also responsible for the pigments in
a wide range of plants. In addition, isoflavones are considered as a nutritional supplement
type of bioactive molecules produced almost exclusively by the Fabaceae (Leguminosae
or bean) family. They are basically a precise group of molecules, popularly known as
phytochemicals, natively found in legumes and spices such as red clove. They are also
considered as antioxidant molecules, as they help in the reduction of damage caused by
oxygen in the body. Additionally, it plays a vital role in fighting against cancer cells.

2.2. Tannins

Tannins are widely found in plants, especially in the Fagaceae and Polygonaseae family.
They are basically divided into two types, including condensed and hydrolysable tannins.
Condensed groups of tannins are comprised of bigger polymers of flavonoids, while
hydrolysable groups of tannins are clusters of monosaccharide (glucose) bonded with
various derivatives of catechin. Tannin molecules tend to indiscriminately bind with
protein molecules. Larger groups of tannins are used as medicine for treating skin bleeding,
diarrhea and transudates.

2.3. Mono/Sesqui-Terpenoids and Phenylpropanoids

Synthesis of terpenoids takes place by a penta-carbon isoprene. In case of mono-
terpenoids, two units of isoprene are found, while in sespui-terpenoids there are three
units of isoprene. They are popularly known for their low molecular weight and wide
range of categories (more than 25,000). However, phenylpropanoids comprises group of
molecules where the basic carbon skeleton starts from nine and more, with strong odor,
flavors and are volatile in nature. Generally, these compounds are commonly called volatile
oils, widely found in the Lamiaceae family. It is used as an herbal medication including
antineoplastic, antiviral and antibacterial effects. Besides, it also helps in gastrointestinal
stimulation. In addition, diterpenoids are lipophilic non-volatile (odorless) compound and
is a cluster of 4 units of isoprene with a strong flavor. It is widely found in various plants
including Coffee arabica and popularly known for its antioxidant qualities.
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Figure 2. Basic structures of plant bioactive compounds alkaloids (al,a2), monoterpenes (b), sesqueterpenes (c), triterpenes,
saponins, steroids (d), flavonoids (e), polyacetylenes (f), polyketides (g) (Adopted with permission from Wink et al. [9].

2.4. Resins

Resins are composite mixtures which comprise both volatile as well as non-volatile
attribute compounds; as well, they are comprised of a lipid soluble group of compounds.
Non-volatile resins consist of diterpenoid and triterpenoid compounds, while volatile resins
are equipped with mono/sesquiterpenoids. These resins are broadly found in herbaceous
plants and are popularly known for their wound healing and antimicrobial properties.

2.5. Alkaloids

Alkaloids, a bitter-tasting and nitrogen-holding compound is a heterocyclic with
limited spread in the plant kingdom. The Solanaceae family, including Atropa belladonna,
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Datura spp as well as Hyoscyamus niger, consists of tropane alkaloids with anticholinergic
properties. It is widely used for reducing muscle pain. Besides, pyrrolizidine alkaloids
belong to the Asteraceae and Boraginaceae family, especially in Senecio spp. It comprises of a
wide range of application including treating cancer cells, stimulating bone marrow leuco-
cytes and myocardial contractility. In addition, methylxanthine alkaloids are distributed in
Coffee arabia as well as Theobroma cacao.

2.6. Proteins

Plant proteins have gained significant popularity in the field of food and medicinal
sectors as they are a major source of nutrient for humans and animals. The Euphorbiaceae
family as well as Fabaceae and lentils are known to contain a high content of protein.

3. Novel Strategies for the Extraction of Bioactive Compounds from Plant Matrix
3.1. Individual Strategies
3.1.1. Ultrasound-Assisted Extraction (UAE)

Bioactive extraction from plant matrix using ultrasound has been widely employed
over the past few decades [10]. It works on the principal of mechanical wave with a
frequency ranging from 20 kHz to 100 MHz, which passes through a medium at a cy-
cle of expansion and compression. In the case of liquid medium, cavitation bubbles are
formed, at high acoustic pressure [11]. This phenomenon is known as “acoustic cavitation”
as it enhances the extraction yield as the high shear force is induced by the cavitation,
which leads to mass transfer of bioactive compounds by turbulent mixing and acoustic
flow [12,13]. Ultrasound (US) extraction works on four basic parameters including ultra-
sound power, ultrasonic intensity, mode of working (e.g., non-pulsed /pulsed) and acoustic
energy density [14]. In addition, it is divided into two different set-ups such as the US-bath
and US-probe systems. In the case of an ultrasound bath system, the ultrasonic transducer
array is placed below at the bottom of the extraction bath, which can also be attached at
the side walls of the US-bath or inside the bath as a transducer array box. The transducer
array box can be placed at any direction as per the requirement based on sample matrix.
Whereas, in the case of the US-probe system, the probe is bonded with the transducer,
which is submersed in liquid medium, enabling direct distribution of US waves, hence
resulting in minimum loss of US energy. In addition, US intensity is an important factor
affecting the yield of bioactive extraction, hence, it is important to consider the type of US
employed, especially the probe diameter and the design of transducer employed as per the
requirement [15].

Over the past few years, US has evolved, as from the fixed US power system, now
it is possible to adjust the acoustic power. Most probe-type US devices usually control
the amplitude of the probe vibration, and some of them can apply busters to increase its
maximum amplitude. Alexandru et al. [16] developed a continuous US system for scale-up
extraction to industrial level. In this system, a huge capacity of samples can be extracted
continuously by feeding into a relatively small tank with multi-horn ultrasonic reactor.
Elevated amplitude/intensity can enhance the sonochemistry but it leads to degradation
of the transducer, which leads to increased agitation and reduced cavitation level. Hence,
high amplitude/intensity is not essential to improve the extraction efficiency of cavitation
level. However, the sample with high viscosity needs high amplitude as the high viscous
samples tend to decrease the effect of sonication or cavitation [17]. Therefore, to achieve the
required level of cavitation, it is necessary to enhance the level of amplitude [18]. Further,
enhanced US frequency results in reduction in cavitation level. US develops cavitation
bubbles, which take time to be initiated after the compression-rarefaction cycles. At high
frequencies, it is challenging to produce acoustic cavitation, as the cycles of compression—
rarefaction are too short to allow the growth of the cavitation bubbles. Therefore, higher
amplitude and intensity of ultrasonic devices are needed to produce acoustic cavitation
at high frequency [19]. Apart from physical properties, chemical properties including
solubility and stability of the target compound in selected solvent also play an essential
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role in the extraction yield and efficiency of bioactive compounds from plant matric using
US. Parameters like time and temperature are also considered to influence the level of
extraction [20,21].

Several bioactive compounds have been effectively extracted using US from a plant-
based matrix (fruits, vegetables/their by-products) [22-24]. Pan et al. [25] extracted bioac-
tive compounds from pomegranate peel using conventional and US extraction techniques.
The results indicate that a continuous US-pulsed system enhanced the level of antioxidant
extraction to 22-24% and reduced the extraction time to 90%. Due to the enhanced extrac-
tion yield and reduced time as well as energy consumption, US is considered as an alternate
and green technology for the extraction of bioactive compounds. Apart from fruits and
vegetables, US is also employed to extracted bioactive compounds from medicinal herbs,
spices and oleaginous seeds [26-29].

3.1.2. Microwave-Assisted Extraction (MAE)

Over the past few years, microwave (MW) has gained popularity in the extraction
of bioactive compounds from plant-based matrix [30-33]. It works on the principal of
electromagnetic waves and frequencies, mostly 915 MHz and 2450 MHz frequencies
employed for industrial and domestic applications. The mechanism behind this technique
is that MW works on heating effect, which results in higher extraction temperature, causing
faster mass transfer [34]. MW has the tendency to penetrate inside the sample matrix
causing interaction in polar components, thus causing direct/bulk heating effect to the
solvent and the sample matrix [12]. Further, this direct/bulk heating by MW also helps in
the reduction of time and solvent used especially in industrial level extraction. Moreover, in
MW extraction, the direct heating enters inside the matrix and increases local temperature
and pressure, leaching out the target bioactive compounds from the sample matrix to the
solvent solution. Two different setups are available for MW extraction: (a) open system,
(b) closed system, where the pressure can be adjusted, e.g., increase or set at atmospheric
level, respectively. The closed system MW extraction is carried out in a sealed vessel with
constant MW heating, at controlled pressure and temperature. This closed system helps in
reaching higher temperatures than the open system, as the amplified pressure in the closed
vessel increases the boiling point of the extraction solvent [35]. Although high temperature
and pressure lead to efficient, high and fast extraction yield with less solvent consumption,
they also escalate the safety risks (Figure 3). In addition, this particular system is limited
to certain bioactive compounds as maximum compounds are heat-sensitive and tends to
degrade at elevated temperature, thus, the open system is promoted widely [36].

MW extraction depends on several ranges of factors including microwave power,
frequency, exposure time, moisture content, particle size of sample matrix, type and com-
position of solvent, dilution ratio, extraction temperature, extraction pressure and the
number of extraction cycles. The detailed description of these factors has been reported by
some reviews. The most critical factor is selection of extraction solvents as its solubility
with sample matrix, its dielectric constant and dissipation plays a major role in extrac-
tion process. Solvents with higher dielectric constant like water and polar solvents can
store more microwave energy than nonpolar solvents, thus water and polar solvents are
reported to be better for MW extraction [37]. Besides, the dissipation factor, which converts
electromagnetic energy into heat, is considered a significant factor for MW extraction.
Ajila et al. [38] reported that solvents including ethanol and methanol, which contain a
higher dissipation factor, are better solvents than water in the extraction of phenolics.
Although, water possesses a high dielectric constant as compared to ethanol and methanol,
but due to its low dissipation factor, it fails to heat up the sample matrix in depth. Therefore,
for this reason, combination of solvents (water with ethanol or methanol), which contains
high dielectric constant as well as a high dissipation factor, can be used to enhance the
extraction efficiency.
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Figure 3. Schematic representation of the microwave-assisted extraction apparatus.

MW extraction comprises a wide range of advantages over conventional extraction
techniques including reduction in extraction time, solvent used and extraction cost with a
significant level of enhancement in extracted compounds. Shu et al. [39] extracted ginseno-
sides from ginseng root using MW extraction techniques for 15 min and resulted in a higher
yield compared to conventional extraction, which took 10 h to complete. Dhobi et al. [40]
extracted flavolignin and silybinin from Silybum marianum employing MW extraction
and results revealed that the extraction efficiency was enhanced to 60% compared with
the conventional solvent extraction methods. Similarly, Asghari et al. [41] extracted cin-
namaldehyde and tannin from some medicinal Asian plants and their results reflected in a
quicker and easier technique compared with conventional extraction techniques.

3.1.3. Enzyme-Assisted Extraction (EAE)

EAE is considered as one of the most efficient, eco-friendly, and non-thermal extrac-
tion strategies over conventional extraction techniques. It has been employed by several
food industries for the extraction of various bioactive compounds saponin, carotenoid,
anthocyanin and many more [41]. Incorporation of certain enzymes including pectinases,
cellulases and hemicellulases during extraction can significantly enhance extraction ef-
ficiency/yield of bioactive compounds by the principal of degradation in cell wall and
membrane interiority [42,43]. In this technique, adequate knowledge about the catalytic
specificity and its mode of action is necessary to acquire as well as to know its optimum
conditions suitable for the enzymes to act on the plant matrixes. In order to use enzymes
efficiently for EAE, it is essential to understand their catalytic specificity and mode of
action, as well as investigate optimal conditions and which enzyme or enzyme combi-
nation is more suitable for the raw materials [44]. Several significant factors including
enzyme composition and concentration, type of extraction solvent, solid-to-liquid ratio,
enzyme/substrate ratio, pH, extraction temperature and time play a vital role in activation
of enzyme reaction and extraction of bioactive compounds [12,45].
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Temperature is one of the important factors influencing the rate of extraction, but
excessive increase of temperature may also inactivate enzymes. Moreover, a wide range
of compounds are heat-sensitive, and therefore require mild temperature throughout the
extraction process [46]. Furthermore, pH is one of the major reaction conditions where the
enzyme gets activated and stated to degrade the cells of the sample matrix. The optimum
pH for each enzyme has already been reported; however, it may vary depending upon
the matrix used and reaction conditions applied [19,47]. Enhancement in ratio between
enzyme/substrate tends to improve catalytic reaction rate, but due to this amount of
enzyme used, increases, which results in increased extraction cost. Further, the solvent used
for the extraction may not be suitable for the enzymes used in the extraction process, for
instance, several enzymes used for extraction of bioactive compounds from plant matrix are
active in water, which may be not be active at higher concentrations of solvents including
methanol and ethanol. Many bioactive compounds are highly soluble in concentrated
methanol and ethanol; therefore, in such cases, major concern needs to be given to the
selection of enzyme and its reaction conditions to achieve the desired extraction yield.

EAE is broadly employed for the extraction of bioactive components from a wide
range of plant matrix including flavonoid from the peel of citrus, fructans from Da-
sylirion wheeleri, curcumin from turmeric, anthocyanin from beetroot, total phenolics
from pomegranate peels and Cassia fistula pods, polysaccharide from seaweed and Ce-
drela sinensis, lycopene from tomato tissues and fatty acids from microalgae [48-53].

3.1.4. Pulse Electric Field-Assisted Extraction (PEF)

Over the years, PEF has become one of the most promising non-thermal and cost-
effective bioactive extraction techniques to extract compounds used by the nutraceutical
and pharmaceutical sector. The concept of PEF began in 1999 by a researcher named
Ganeva and co-workers. They treated beer yeast with 2.75 kV/cm pulse electric power
and kept it for macerating for 5 h for the extraction of protein. Further, they found that,
after treating the sample with PEF, the dissolution enhanced, which was reflected in a
significant increment in protein extraction. This gave a light of hope to the other researchers,
as PEF has the ability to improve the mass transfer rate through cell membrane. Based
on this belief, many researchers carried out several experiments for the extraction of
bioactive compounds employing PEF and found that this non-thermal technology, when
compared with several other extraction techniques, indicated shorter treatment time (some
microseconds) with higher extraction yield [54]. In addition, this technique can easily be
employed at the industrial level for continuous flow of extraction. The system is equipped
with a high-voltage pulse generator, a sample holding chamber and a controller. The
treatment chamber contains two electrodes with a gap. One of the electrodes is connected
to the pulse generator and the other is earthed (Figure 4). Before treating the sample, it
is subjected to fine powder, followed by agitation in the selected solvent. After agitation,
the sample is pooled in the treatment chamber, led by the treatment parameter settings
such as pulse number or pulse width (yis), electrode voltage (24 kV), energy input (k]),
frequency (Hz). Usually, at high electric voltage, the extraction is higher, but in the case
of some compounds such as polysaccharides, it tends to decompose, which results in low
extraction yield [54]. Hence, it is important to decide the parameters of the extraction
based on the targeted compounds. In addition to this factor, including solvent conductivity,
polarity, solubility with the target compounds also plays a vital role in the extraction process.
Generally, conductivity, solubility of the solvent and dilution ratio of solvent to solute as
well as pulse duration/width is directly propositioning to the extraction yield. However,
if we further increase these conditions beyond the requirement, then it tends to reflect
negative results as when a high amount of electric pulse is applied, the targeted compound
may also start to degrade, which can reduce the extraction yield and thus selection of the
correct solvent, and operation factors are extremely significant [55]. Bioactive compounds
including protein, saccharides, calcium and others are easily extracted using PEF.
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SIEMENS.

Pulse Electric field
control panel

Sample

Sample chamber

Electrode

Figure 4. Simplified schematic diagram of PEF (a) 1. High-voltage generator; 2. Switch; 3. Capacitor; 4. Medium;
5. Electrodes: and R, S, T, M, connector points for the main supply; (b) control panel of PEF; (c) Pulse electric field electrodes
and treatment chamber; (d) sample chamber with sample. (Modified and adopted with permission from Knorr et al. [56].

3.1.5. Moderate Pressure Application
Supercritical-Assisted Extraction (SFE)

Supercritical fluid extraction is employed over the conventional extraction method, as
the solvents used in this technique differ in physicochemical properties including density,
diffusivity, viscosity and dielectric constant. In addition, these properties play a critical
role in the extraction process, as these supercritical fluids are low viscous and high in
diffusivity, thus movement of solvent through the plant matrix becomes easy and results in
a faster rate of exchange. There are a wide range of compounds/solvents including carbon
dioxide, ethane, ethane, methanol, nitrous oxide, n-butene, n-pentane, sulphur hexafluoride
and water used as supercritical fluid. However, carbon dioxide is considered the most
promising fluid for the extraction of bioactive compounds due to few reasons, such as, it is
harmless to the environment and human health, its favorable critical temperature (31.2 °C)
which helps to extract heat-sensitive compounds easily and the extracted compounds
are preserved from oxidation when exposed in air [57]. As carbon dioxide is at room
temperature in its gaseous state of matter, it is easily eliminated after the extraction is
completed, and the achieved compounds are left as solvent-free extraction.

Basically, the SFE process of extraction is divided into two main categories: (a) solubi-
lization of bioactive compounds in the extraction fluid; (b) its separation into the fluid of
supercritical. Throughout the extraction, the fluid passed through the cells of plant matrix,
solubilizing the compounds present in cell membrane, thereby resulting in the extraction
chamber with the solubilized target compound. Further, by release of pressure and change
in temperature, the fluid becomes separated from the compound and, as a result, the pure
form of the compound is extracted. Brunner et al. [58] reported that the initial step of
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extraction (solubilization) takes place in several stages. In the beginning, the plant matrix
absorbs the supercritical fluid, which leads to swelling of its cellular membrane followed by
expansion in intracellular passages, which results in mass transfer, and thus the solubilized
compounds moved from inner cell membrane to outer surface, and lastly, it is separated
from the fluid. In order to optimize the treatment conditions of the SCFE technique, in-
tense knowledge in thermodynamic (solubility and selectivity) and kinetic data (mass
transfer coefficients) is essential. The kinetic illustration of SFE is achieved by extraction
curve graph, illustrated in Figure 5, which educates about the extraction yield subjected
to extraction time (t). Overall extraction curve (OEC) is divided into three different time
phases of mass transfer, (a) constant extraction rate (CER) and the phase is called tCER,
wherein the compound is packed inside the solute, therefore leading to convection mass
transfer; (b) falling extraction rate (FER) and the phase is called tFER, wherein convection
is combined with diffusion mechanism as the external lipid layer of the cell membrane
fails to remain intact; (c) diffusion control (DC) and the phase is called tDC. In tDC, the
lipid layer is completely corroded and the diffusion starts inside the plant matrix; hence,
maximum extraction is achieved [59-61]. Moreover, the evaluation of the extraction curve
was carried out using spline model, where the extraction takes place from constant phase
of extraction to falling extraction rate and then finally to diffusion rate [62]. In addition,
tCER tFER and tDC (in min) indicate the time span of CER, FER and DC respectively.
As the sample passes through these phases, the bioactive compounds are extracted with
the increase in time at a specific pressure and temperature. At higher temperature with
low pressure (approximately 20 MPa), extraction yield is amplified. However, the rise in
temperature reduced the characteristics of compounds extracted.

Due to the promising outcome of SFE techniques, it provides a wide range of appli-
cation in the food, cosmetics and pharmaceutical sectors, as it helps in the extraction of
flavors, analgesics and anti-inflammatory drugs. It is also helpful for the development of
drugs for the treatment of chronic diseases such as stroke, cancer and Alzheimer [63,64].

CER FER DC

— Matrix particle lcer trer Time (min)  toe

W

Figure 5. Graphical representation of mass transfer of bioactive compounds from cell membrane to solvent (modified and
adopted with permission from Rui et al. [62]).
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3.1.6. High-Pressure Application
High Hydrostatic Pressure-Assisted Extraction (HHPAE)

This novel extraction technique works on the principle of combination of pressure
(100 to 500 MPa) and temperature (20-50 °C) which results in enhancements to mass
transfer rate. According to the US Food and Drug Administration, this technique possesses
environmentally friendly attributes, and hence has gained popularity in a wide range
of food and nutraceutical sectors [65]. The mild temperature employed in HHPAE has
positively reflected promising results for the extraction of heat-sensitive bioactive com-
pounds [65-67]. HHPAE improved the rate of extraction by enhancing mass transfer rate
by rupturing the cell membrane and organelles at minimum consumption of solvent and
time [68-71]. HHPAE was first reported by a German researcher, Knorr et al., 1999 [72], for
the extraction of caffeine from coffee seeds. Further, in 2004, Sanchez-Moreno et al. [73]
stabilized a protocol for the extraction of carotenoid from tomato at 100-400 MPa. Over the
last few years, HHPAE has evolved rapidly for the extraction of these bioactive compounds.
Firstly, the plant matrix is dried and milled followed by sieving (40-60 mesh) to secure
an even particle size of sample for the extraction. Secondly, an appropriate solvent is
selected based on the solubility of the target bioactive compound in that solvent. Lastly,
fine plant powder is incorporated in solvent in a sterile polyethylene bag. The bag is
further vacuum-sealed and kept inside the pressure vessels equipped with a pressure
and temperature regulator (thermocouple) attached at the top and bottom of the vessel to
maintain the desired temperature (Figure 6). Further, the pressure vessel is filled with water
to create a pressure by a pressure pump attached to the vessel. Post extraction, the mixture
is filtered and the solid particles are removed. The filtered extract is further centrifuged
at 4000 to 8000 rpm for 10-15 min. Post centrifugation, the supernatant is collected and
passed through a 0.45 pm membrane for characterization and quantification analysis of
the targeted compound [74,75]. Liu et al. [76] studied the effect of high-pressure treatment
on cell membrane of ginseng roots using scanning electron microscopy (SEM), and the
results reveal that the damaged/ruptured cell membrane was clearly identified in the
high-pressure-treated sample compared to untreated samples, and therefore it is concluded
that HHPAE enhances the extraction efficiency of bioactive compounds in plant matrix.
The efficiency of the extractions is based on a few important parameters including pressure
applied, time/temperature combination, dilution ratio of solvent and solute, particle size
of solute and polarity of the solvent used [77]. Solvents with similar polarity to the targeted
compounds significantly give better extraction yield.

HHPAE has been proven to be promising for enhancing the diffusion capacity of the
solvent inside the plant matrix by rupturing the cell membrane, which results in improved
permeability, hence increased extraction yield [78]. It also breaks the hydrophobic bonds
and denatures the protein molecules, thereby making the extraction better [79,80]. More-
over, based on dissolution mass transfer theory (mass transfer rate = pressure/resistance of
mass transfer), the dissolution is higher in HHPAE [81]. The more the pressure/temperature
(80 °C, 50 °C, 70 °C) is applied, the more is the solvent dissolution to cell, which enables
the compounds to leach out the membrane. In addition, pressure-holding time helps in
maintaining the equilibrium of solvent between inside and outside of the cell membrane.
However, long pressure-holding time may damage the biological activities of the plant ma-
trix; therefore, it is necessary to maintain a suitable time according to the target compound.
If the dry sample has to be given high-pressure treatment, it will facilitate cell enlargement,
leading to swelling and opening of pores in the cell membrane [82-85].
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Figure 6. Schematic representation of high-pressure processing.

3.2. Combination of Novel Stategies

In the past few decades, researchers have been trying to enhance the extraction
yield of bioactive compounds using novel technologies, but in order to further increase
and purify the yield, combination strategies have been implemented, which mainly in-
cludes ultrasound-enzyme-assisted extraction, ultrasound-microwave-assisted extraction,
microwave-enzyme-assisted extraction, ultrasound /microwave-enzyme-assisted extrac-
tion, pulse electric field enzyme-assisted extraction, supercritical fluid enzyme-assisted
extraction and high-pressure enzyme-assisted extraction [86-89]. Each individual tech-
nique, such as ultrasound when applied on plant matrix, tends to enhance its mass transfer
rate by rupturing the cell membrane; however, some portion of the cell membrane is still
hindering the path, which can be removed by hydrolysis of the sample using enzyme
treatment. Therefore, the combination treatment gained popularity and gave promising
results. Table 1 illustrates extraction of bioactive compound saponin from several novel
treatments individually, as well as in various combinations.
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4. Nanoencapsulation of Bioactive Compounds

Over the past few years, nanoencapsulation has gained popularity in the field of food
science. It is a process of encapsulation whereby a bioactive compound as a core matrix
is captured inside a wall matrix which can withstand the environmental and enzymatic
degradation. Employing a significant wall matrix/nano-carrier provides protection against
bioactive compounds, which are extremely sensitive to heat and digestive enzymes present
in the stomach and gastrointestinal tract of the human body. Besides, these wall materials
help in maintaining nutritional activity of the compound as well as helping in masking
the undesirable taste of some of compounds [128]. Liposomes or lipid bilayer shells are
considered best for encapsulation and delivery of bioactive compounds as they protect
the compounds for a longer duration of time compared to other types of nano-carriers. In
addition to this, casein micelles are considered promising to encapsulate minerals such as
calcium and phosphate [129]. Nano-capsules generally range from 1 to 100 nm in particle
size. Apart from the food industry, nanoencapsulation is also practiced by the packaging
industry for packaging of meat and fruits to extend their shelf life with retained nutritional
qualities [130].

Several nano-carriers including protein, casein, chitosan, gelatin, zein, polyethylene
glycol, arabinogalactan, poly-D, L-lactide-co glycolide, poly L-lysine and polyaniline are
used for encapsulation. According to literature, chitosan-based glycolipid nano-carriers
have the tendency to enhance the anticancer activity of fucoxanthin by 25.8-fold, as they
help to keep the compound active for a longer period of time [131]. In different studies,
rutin was encapsulated using poly (lactic-co-glycolic acid) and zein as a wall matrix,
which resulted in a slow delivery rate (25% after 60 h) of rutin at the targeted location
in the human body [132]. Presently, one of the researchers used chitosan and alginate
to encapsulate bioactive compounds from the waste of grapes, in which, interestingly,
the bioactivity of the targeted compound was enhanced and the encapsulation protected
the compound from degradation in the gastrointestinal tract [133]. Besides, compounds
including peptides are encapsulated using lipid-based nano-carriers or liposomes, which
are comprised of double-layer protection of surfactant molecules and aqueous fluid [134].
Furthermore, nano-carriers of hybrid structure (combination of liposome and chitosan)
are also in practice to encapsulate compounds like caffeine to enhance the encapsulation
efficiency [135].

The techniques employed to encapsulate these compounds are divided into categories
based on power consumed for encapsulating, such as top-down and bottom-down tech-
niques as well as their combined treatment [136]. In the case of the top-down method of
encapsulation, high power consumption takes place as it is equipped with instruments
like spray-drying, ultra-sonication, homogenizer and many more, while the bottom-down
method is practiced in minimum consumption of energy; for example, precipitation,
micro-emulsification, conjugation, interchange of atoms, etc. Major factors which play
a vital role in selecting a particular technique for nanoencapsulation are delivery mo-
tive, delivery rate of release, solubility and stability of the nano-carrier, as well as cost of
production [131].

4.1. Encapsulating Carriers for Bioactive Compounds
4.1.1. Polymeric Nano-Carriers

Polymeric nano-carriers are considered to be extremely suitable material for encap-
sulation and delivery of bioactive compounds. Presently, natural-based nano-carriers
including casein, starch, chitosan, whey protein and albumin are maximum used. In 2018,
Ravi et al. [132] used chitosan as a wall material to encapsulate marine carotenoid fucoxan-
thin. It resulted in enhanced anticancer activity of the bioactive compound and increased
the caspase-3 activity 25.8-fold. Further, Gagliardi et al. [133] carried out a comparative
study using synthetic and natural-based nanoparticles, namely, poly (lactic-co-glycolic
acid) and zein for the encapsulation of rutin. The results indicated that zein loaded with
0.8% rutin concentration reflected slower release (25%) after 60 h as compared to poly
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(lactic-co-glycolic acid) (100%). Further, in 2021, Portugal researcher Costa et al. [134]
encapsulated bioactive grape pomace extract using chitosan and alginate nanoparticles,
which protected the bioactive compounds from hydrolysis in the gastrointestinal tract as
well as enhanced its bioactivity.

4.1.2. Lipid-Based Nano-Carriers

Lipid-based nano-carriers, known as vesicular carriers, include nano-liposomes, nio-
somes and particulate carriers (solid lipid nanoparticles and nano-structured lipid carriers).
It is a spherical bilayer developed by the reaction between surfactant molecule and aqueous
fluid. It is used to encapsulate various bioactive compounds including peptide. Solid lipid
nanoparticles are fabricated by mixing solid lipid in internal phase, whereas nano-lipid par-
ticles are developed by mixing liquid and solid lipid together [137]. Chaudhari et al. [138]
encapsulated piperine and quercetin using Compritol as a solid lipid, while squalene
as liquid lipid and span 80 as well as tween 80 as emulsifiers and co-emulsifier. These
encapsulated bioactive compounds reflected slower release due to slower erosion of lipid
wall matrix (12 h). Another study conducted by Abd-Elhakeem et al. [139] illustrated about
improving the bioavailability and oral target delivery of eplerenone by using lipid-based
nanoencapsulation. Eplerenone-loaded nano-lipid capsules reflected in improved perme-
ability up to two folds higher compared to conventional aqueous drug in rabbit intestine
after the period of 24 h.

4.1.3. Hybrid Nano-Carriers

Hybrid nano-carriers consist of two main networks including internal (metal-
lic materials and polymers) and external (single/multi-lipid layer) networks. The
outer layer of this nano-particle acts as a protection against deterioration and wa-
ter diffusion. These organic-inorganic and lipid-polymer carriers are basically de-
veloped for the treatment of cancer cells with controlled release of bioactive com-
pounds. Seyedabadi et al. [136] developed a slow-release encapsulated caffeine us-
ing chitosan coated in nano-liposomes as compared to nano-liposome without chi-
tosan covering; hence, combination of chitosome proved better for the encapsulation
of caffeine.

4.2. Nanoencapsulation Techniques for Encapsulation of Bioactive Compounds

Nanoencapsulation of bioactive compounds is significantly more complex as com-
pared to the micro-encapsulation process. It is divided into three main categories, which
consist of top-down, bottom-down and a blend of both [131]. Top-down techniques
require high-energy-efficiency instruments including spray-drying, ultra-sonication,
high-pressure homogenization, etc., while the bottom-down technique is limited to
low-energy-consumption techniques, such as precipitation, micro-emulsification, con-
jugation, layer-wise accumulation, interchange of atoms and molecular into nano-size
level, etc. [137]. Several factors influence the choice of a particular technique for tailoring
nano-capsules, which include delivery motive, delivery rate of release, solubility and
stability of the nano-carrier, as well as cost of production.

In the present review, several encapsulation techniques including ultra-sonication,
high-pressure homogenization, microfluidization, nano-fluidics, nano-spray-drying,
electrospinning, electro-spraying, milling and vortex fluidic have been discussed.

4.2.1. Electrospinning

In electrospinning, fluids with electric charges are processed by passing high-
voltage electricity to polymeric fluid, which results in the development of dry micro-
and nano-structures. Basically, the instrument comprises three major parts including a
syringe pump, stainless steel electrified needle, and the collector plate inside a chamber.
The feed fluid is pushed with a definite flow-rate inside the nozzle/needle, which
is subjected to high-voltage electricity. The experiments are carried out at ambient
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temperature and after the nano-fibers are collected on the electric collector plate, they
are kept in a desiccator prior to packaging [140]. The principal element responsible for
the characteristic of nano-fiber includes operating conditions such as spinning fluid
properties, polymer attributes and mechanical parameters of the instrument with its
several nozzle setups [141]. The diameter of nano-fibers ranges from 1 pm to numerous
nano-meters. These nano-fibers are in demand as a reinforced material in food pack-
aging, drug delivery, and biosensing due to its substantial surface area, flexibility to
develop into several structures and magnified porosity [142]. There are five different
types of electrospinning strategies including blend electrospinning, coaxial electrospin-
ning, emulsion electrospinning, high-throughput electrospinning and polymer-free
electrospinning. In the blend and emulsion electrospinning method, the core (bioactive
compound) and the wall (polymeric) solutions are blended together for electrospin-
ning using single-nozzle, which works efficiently in controlling the release of bioactive
compounds. Hydrophilic and hydrophobic molecules can be easily encapsulated using
this technique [143]. On the contrary, in the case of a coaxial electrospinning setup,
the component consists of a syringe with a twin-compartment, where two different
nozzles are attached to one syringe outlet pump for electrospinning the core and wall
solution together, which results in achieving encapsulated fibers [144]. However, high-
throughput electrospinning is a needless technique applicable for the fabrication of
ultrathin fibers via emulsions subjected to centrifugal pressure of polymeric fluid. In
2018, Kutzli produced glycoconjugates using high-throughput electrospinning. Apart
from all these techniques, polymer-free electrospinning is an enhanced version of elec-
trospinning, wherein the polymeric fluid with high molar mass is injected through a
pump on the surface to achieve higher yield than the conventional techniques [145].
Xiao et al. [146] indicated that this technique was able to fabricate nano-fibers of a
diameter ranging from 87 to 57 nm, whereas other reports by Moreira et al. [147] in-
dicated that polymer-free electrospinning is useful for the food industry to improve
the uniformity of nano-fibers derived from spirulina. Further, Poornima et al. [148]
used electrospinning to encapsulate resveratrol with poly(e-caprolactone) and poly
(lactic) acid and the results proved to be effective in controlled drug release delivery,
while another recent study by Leena and Anandharamakrishnan et al. [149] achieved
the highest encapsulation efficiency (96.9%) of resveratrol using Zein. Researchers also
indicated that these nano-fibers are useful as edible nano-films for oral delivery.

4.2.2. Electrospraying

Elcetrospraying, popularly known as electro-hydro-dynamic atomization (EHDA),
is an alternate solution for the drying-encapsulation technique. It runs on high-voltage
electric current at ambient temperature. The primarily principle for both the techniques
(electrospinning and the electrospraying) is similar, the unique difference between these
technologies lies in intermolecular cohesion of polymeric fluid which is remarkably low
in the case of electrospraying, and thus results in breakage of jet into fine droplets. The
jet particles, when exposed in air, gain a spherical shape in view of the surface tension. A
report by Bhushani and Anandharamakrishnan [140] revealed that electrospraying helps
to enhance the permeability and bioactive releasing attributes in catechins from green tea
with the help of zein as a wall material. Later in 2019, Jayan and Anandharamakrishnan
also revealed that resveratrol, when nanoencapsulated using the same wall material, results
in 68% encapsulation efficiency [150].

4.2.3. Nano-Spray Dryer

The nano-spray-drying technique is quite similar to that of conventional spray-drying,
where the fluid is subjected to droplet formation and further dried by the heated drying gas
to form dry particles. In the case of nano-spray, the little modification has been made which
includes a particular nozzle, which fabricates nano-droplets using a constant flow of drying
gas used from laminar. Further, the nano-droplets are subjected to vibrating mesh of 4.0,
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5.5,and 7.0 um size holes. The fragment size of the spray-dried sample totally depends on
the concentration of the fluid, temperature of drying gas, spray velocity and the size of the
droplets [151]. Adel et al. [152] encapsulated curcumin in hydroxypropyl beta-cyclodextrin
using the nano-spray-drying technique for the pulmonary delivery of curcumin in lung tis-
sues and the results indicated significant reduction of proinflammatory cytokines compared
to the pure drug. Further, Mozaffar et al. [153] dried nano-structured lipid carriers of 3%
palm oil and 3% tween 80 (60 g/L) mixed with sodium chloride. The results revealed that
the presence of sodium chloride protected nano-structured lipid carriers from aggregation
during the process of spray-drying and about 50% of lipid molecules were encapsulated in
salt particles.

4.2.4. Micro-/Nano-Fluidics

The primary concept of micro-/nano-fluidics is based on interfacial interaction be-
tween the core and wall fluids. It helps in the formation of spherical drops and slows
down the release of the bioactive compounds. In addition to this, it helps in the pro-
duction of similar-size accurate nano-droplets [154]. It consists of components includ-
ing a molded set of channels fabricated on a base of polydimethylsiloxane (PDMS) of
glass. The fluid is passed through this channel as these are interconnects from all direc-
tions. Gas and liquid are injected from a syringe using hydrostatic pressure. Generally,
this technique incorporated four types of emulsion devices including single-, double-,
multi- and flow-focusing nano-/microfluidic devices. It is employed for the fabrica-
tion of nano-emulsions, nano-liposomes and nanoencapsules. Jafari et al. [155] devel-
oped an oil-in-water nano-emulsion using microfludization at an optimized condition
of 42-63 MPa microfluidization pressures with 1-2 cycles. The results of the study indi-
cated smaller droplets of fish oil in developed nano-emulsion. After a couple of years,
Wang et al. [156] modified citrus pectin using microfluidation, and the results revealed
that properties of nano-emulsion were enhanced, thereby protecting cholecalciferol from
UV degradation as compared to the original pectin. In addition, the molecular weight
and hydrodynamic diameter of modified pectin was also reduced to 237.69 kDa and
418 nm, respectively.

4.2.5. High-Pressure Homogenization

High-pressure homogenization refers to the production of nano-fragments of a ho-
mogenous size in a fluid under a specific high pressure. It comprises 10-15-fold higher
pressure (100-400 MPa) than conventional homogenizer. According to the research, this
technique is excessively utilized by the milk and milk products industries to upgrade its
texture, taste, flavor, and improved shelf life characteristics with enhanced anti-microbial
quality (in activation of Salmonella spp., Listeria monocytogenes, Staphylococcus aureus,
and Escherichia coli). About 3 and 4 log cycles reduction was reported at 200 and 300 MPa
homogenization pressure at 30 °C and 40 °C inlet temperature [157]. It also acts as a
substitute against thermal processing, as it is significantly effective for the inactivation
of enzymes and microbial activity [158]. Additionally, it also helps in the development
of nano-emulsion, which is stable at ambient condition. Fernandez-Avila et al. [159]
developed a soy protein isolate-stabilized emulsion employing high-pressure homoge-
nization, and the results revealed that emulsion treated with 100 to 200 MPa with 20%
soybean oil was most stable with its improved physical stability in terms of particle size
and rheology.

4.2.6. Ultrasonication

“Ultrasound” is a cluster of sound waves beyond human hearing frequency (>16 kHz).
Basically, it is divided into two streams, low- and high-intensity waved; low sound waves
are generally used for the detection purpose (sonography), whereas high sound waves are
used for the modification in molecules including its size reduction, it also helps in the de-
velopment of emulsification and extensively utilized by the food industries [160]. In nano-
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technology, it is basically utilized for the development of several genres of nano-structure.
The components of ultrasound comprise an electric generator, piezoelectric transducer for
transforming electrical energy into sound energy and a sound emitter of titanium horn
shape for conveying the ultrasonic waves into the sample or medium [161]. Various ranges
of nano-delivery techniques have been developed, incorporating lipid and surfactant
molecules as a wall material for the fabrication of nano-emulsions, nano-liposomes, nio-
somes, etc., using ultrasound [162-164]. Nano-carriers such as biopolymeric and polymeric
have also been developed for the encapsulation of various food bioactive compounds by the
food industry.

4.2.7. Supercritical-Based Technologies

It is an alternate green method for the development of nano-particles [165]. Principally,
the temperature of critical solvent is above its critical limit or at single phase irrespective
of pressure. Carbon dioxide is commonly used as a supercritical fluid as it is nontoxic,
low cost and non-flammable. In this process, a liquid solvent is employed, which could
absolutely mix with the super critical fluid such as carbon dioxide so as to liquefy the
solute subjected to micro-ionization. Now, due to the insolubility of solute in the super
critical fluid, instant precipitation takes place, which further brings out the outcome of
developed nano-particles [166]. Presently, methods including micronization via rapid
expansion of supercritical (RESS) solution, supercritical antisolvent (SAS), supercritical
melt micronization (5cMM)), spray coation, supercritical CO, coating, etc. are employed
for encapsulation of bioactive compounds using supercritical system. Several researchers
indicate that this technology can be useful in various ways including development of
encapsulated products depending upon properties of wall matric and the active ingredients.
Based on the behavior of the core and wall material to be encapsulated, the processing
technique using supercritical CO, is decided. For example, the interaction of CO, with
the active material, wall material and the solvent used. In case of a biopolymer drug
delivery system, the interface between the supercritical CO, and the polymer used plays
a vital role in encapsulation process. Whereas polymer including polylactide (PLA) is
good for SAS treatment, in the case of RESS, it is difficult to solubilize in supercritical
CO;, [167,168].

4.2.8. Polymerization

In this technique of nano- encapsulation, firstly, to form nano-particles, monomers
of an aqueous fluid are polymerized then the bioactive compound is mixed in it. Further,
when the encapsulation takes place, the nano-particles are purified by removing extra
stabilizer and surfactant settled on the surface of the nano-particles. This technique is
generally incorporated for developing poly butylcyanoacrylate nano-particles [169,170].

4.2.9. Coacervation or Ionic Gelation

A technique with wide range of hydrophilic compounds (gelatin, sodium alginate and
chitosan) was incorporated for the development of nano-particles. Two kinds of aqueous
phase fluids are prepared using chitosan polymer (propylene oxide) and polyanion sodium
tripolyphosphate. A nano-size coacervation is formed when the tripolyphosphate (negative
charged) reacts with chitosan (positively charged) and, due to the reaction of ions, liquid is
converted into gel [171].

5. Physicochemical Properties of Encapsulated Bioactive Compounds
5.1. Particle Size

The foremost properties of nano-particles are the size of its particle and its distribution.
These properties are responsible for overall quality including its delivery ability, stability,
viscosity, etc. [172]. Due to the relative mobility and significantly tiny size, the intracellular
holding capacity is relatively higher in nano-particles than micro-particles. Reports reveal
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that nano-particles of 100 nm reflected 2.5 times higher holding capacity compared to 1 pm
micro particles [173].

Several types of microscopes are used to detect the size and structure of the nano-
particles. Optical properties of nano-particles including single/double/multi-emulsions
and micro/nano-capsules capsule are measured by scanning electron microscope/laser
diffraction based on its properties (wet/dry). To determine the number of pores, surface
study is required which needs extremely strong analyzers such as transmission electron
microscopy. Several compound locations can be detected using confocal or fluorescence
microscopy by mixing fluorophores to dye the bioactive compound. Dynamin light scat-
tering, also known as photon correlation spectroscopy, is extensively utilized to detect
size of the nano-particles, which are in the range of 1000 nm. It helps in finding the range
of particle size along with its concentration in the given matrix [174]. It is operated to
identify the charge attributes of the nano-particles. It indicates the electrical capacity of the
nano-particles, which can further be modified by changing the composition of compounds
mixed in the aqueous fluid. Zeta potential more than (+/—) 30 mV of a nano-particle
is known to be stable. Interestingly, with the help of the Zeta potential test, it can be
identified whether the wall material has been encapsulated inside the nano-capsule or
covering its outside structure [175]. Desai et al. [176] reported that nano-particles can
diffuse through the submucosal layers in rats while a micro-particle is only limited till the
epithelial lining.

5.2. Stability of Encapsulated Bioactive Compound

“Stability of nano-particles” refers to the strength and balance needed by nano-
particles to remain intact inside the wall matrix until the desired time and place of release.
Nano-emulsions have better stability due to their morphological structure of tiny droplets.
Additionally, the strength of bioactive compound to remain stable can be examined by
placing them in a modified environment including high/low temperature, different ionic
charge fluids and different pH range [177].

5.3. Encapsulation Efficiency and Loading Capacity

It is defined as the amount of bioactive compound encapsulated inside the wall
matrix. The amount of compound encapsulated can be quantified by using techniques
including high-performance liquid chromatography, UV-Vis spectroscopy and UV-Vis
spectroscopy [178]. A perfect nano-particle is the one which has maximum compound
loading capacity with minimum quantity of wall material. Loading of bioactive com-
pounds can be carried out using two methods including incorporation and absorption
methods. The capacity of entrapment is basically dependent on solubility of the com-
pound encapsulated in the wall material, specifically the interaction in the molecules
of bioactive compound-polymer, molecular weight and the availability of functional
groups [179]. Proteins and macromolecules at isoelectric degree are reported to possess
maximum holding capacity. Moreover, in the case of smaller molecules, the ionic reac-
tions between compound and polymer can help in increasing the holding capacity of
the matrix.

5.4. Control Release

The release of the bioactive compounds encapsulated in a particular matrix de-
pends on several aspects including compound solubility, surface bound/adsorption,
and diffusion from the matrix, matrix degradation and combination of both diffusion
and degradation. Nano-spheres with even distribution of bioactive compounds tend
to release by erosion of wall material. The process of release is totally controlled by
diffusion if degradation of wall material takes place at a slow rate. The quick release
of the compound results in poor wall material or low bounding capacity of the com-
pound [180]. It was reported that the mixing method practiced plays a vital role on
release profile of nano-capsules as it will slow the release of compounds [181]. In contrast
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to this, if the compound is protected by the polymer coating, then the release takes
place by the diffusion method from inside to matrix outside. Further, there are several
techniques including ultra-filtration, reverse dialysis bag, dialysis bag and diffusion of
cell with synthetic of artificial membrane that is practiced for the compound release
in vitro.

6. Application of Nanoencapsulation in Food Industries

Application of nanoencapsulation in several industries including nutraceutical,
pharmaceutical, food, packaging and preservation has exponentially expanded in the
last few years. It is extremely promising for the fragrance and flavor industries as
the volatile compounds tend to evaporate during processing time. Besides, these
compounds undergo chemical changes due to oxidation at atmospheric condition,
which results in degradation of the compounds, thus encapsulation helps to stabi-
lize as well as retain the natural color, flavor and fragrance while enhancing the shelf
life of the compound. An excellent example is retaining the fresh aroma of brewed
coffee through microencapsulation of flavor compounds such as ketones, pyrazines,
furans, pyridines, etc., using food starch derived from waxy maize as encapsulating
material. Nanoencapsulation of tea compounds (caffeine, theanine and catechins) us-
ing various proteins, lipids and carbohydrates have been reported to increase the ef-
fectiveness of their health imparting properties such as anticancer, antidiabetic and
anti-inflammatory [182-184].

It has been researched and reported that during gastrointestinal digestion, encapsu-
lated catechin showed improved retention of its biological properties as compared to free
catechin [185]. Rojas-Grati et al. [186] revealed that the nanoencapsulation technique can be
utilized as an anti-browning technique for food industries. Nanoencapsulated plant-based
compounds are tagged as anti-browning compounds. Tyrosinase enzyme, also known as
catalase B, accelerates the unwanted chemical reaction during food processing including
enzymatic browning of fruits, vegetables and beverages that causes adverse effects on
its organoleptic characteristics (Polyphenol Oxidase + O, — Melanin). Zheng et al. [187]
isolated tyrosinase inhibitors from Artocarpus heterophyllus to retard browning reacting
in fresh-cut-apple slices. The results revealed that apple slices treated with Artocarpus
heterophyllus extract along with 0.5% ascorbic acid reflected no browning reaction after
24 h.

Further, nanoencapsulation is popularly appreciated for improving the water sta-
bility, solubility and bio-accessibility of hydrophobic bioactive compounds including
curcumin by binding it with naturally existing proteins (legume oligomeric globulins,
ferritin and casein micelles) by a hydrophobic interactions bond which acts as a nano-
carrier for hydrophobic nutraceuticals in drug delivery [188]. Human Serum Albumin-
curcumin nano-particles can be used for cancer treatment as they reflect effective an-
tioxidant activity with enhanced antitumor properties [189]. Luo and co-workers [190]
carried out ex vivo and in vivo adhesion experiments employing Tannic acid /IR780-
nano-particles, which were tailored with anti-ulcerative colitis properties (encapsulated
Curcumin). Reports reveal that tannic acid-loaded curcumin nano-particles can be
utilized for drug delivery to treat ulcerative colitis as tannic acid possesses degrad-
able adhesive properties which can accumulate on the surface of inflamed mucosa.
In Figure 4, ulcerative colitis mice were orally ingested with three different solutions
including free IR780, IR780 nano-particles and tannic acid/IR780- nano-particles. A
gradual decrease in adherence level was noticed in all the three samples at different
time intervals (3 h, 6 h, 12 h, and 24 h). Mice with tannic acid/IR780-nano-particles
reflected the maximum adherence towards inflamed mucosa. Additionally, nanoen-
capsulation is also considered as an effective technique for encapsulating antidiabetic
synthetic compound insulin. In 2021, Hadiya et al. [191] encapsulated insulin using
chitosan to 170-800 nm size of spherical shape and about 15-52% of delivery efficiency
was achieved.
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Nanoencapsulation is also useful in active packaging, which helps to prolong shelf
life and preserve quality of the food products. It is employed to retain and enhance
the nutritional and organoleptic attributes of the product with extended shelf life [192].
Encapsulated bioactive compounds rich in antioxidants and antimicrobials including vita-
min C, Vitamin E, carotenoids, etc., are incorporated to edible films as active compounds
during the fabrication as it helps in maintaining the level of freshness of the products.
The organoleptic attributes of the coated product can be maintained by incorporating
additional flavor, colors and sweeteners. Nano-fibers of cinnamon EO encapsulated in
polyvinyl alcohol/ 3-cyclodextrin are obtained to use as a film for coating the packag-
ing box. The film coating (1.5 cinnamon EO-f-cyclodextrin) acts as an antimicrobial
barrier to suppress bacterial and fungal spoilage of the food sample while extending
its shelf life by 5 d at 10 = 0.5 °C [193]. Adel et al. [194] prepared a bio-composite
using p-cyclodextrin citrate (50%), and oxidized nano-cellulose (7%) in chitosan so-
lution. The prepared film reflected in reduced water vapor permeability 2.09 £ 0.08
(10-11 g m~! s~ Pa~!). In addition, the film was fortified with clove EO nano-particles,
which resulted in higher activity of Gram-negative bacteria than Gram-positive. Further,
Xiao et al. [195] developed a nano-composite film by encapsulating pesticide/insecticide
(iprodione) using poly (ethylene glycol)-poly (e-caprolactone and chitosan. The en-
capsulation of iprodione reflected in its improved efficacy by 2-fold along with its
reduced dosage.

7. Conclusions and Prospects

At present, due to the tremendous growth of deadly diseases, it has become neces-
sary for humankind to build up a strong immune system and this could be only possible
though ingestion of bioactive compounds extracted from plant sources. This scenario
has encouraged researchers to search for the conventional and sustainable extraction
method for collection of bioactive compounds from plant matrixes. Nevertheless, appli-
cation of these novel extraction techniques still remains a challenge due to its working
principal as it works on several parameters; therefore, in-depth knowledge is required
to follow this technique on the larger scale at the industrial level to achieve a promis-
ing output. However, due to the evolution of these novel techniques, the extraction
has become easy and the extraction yield has been significantly enhanced in maximum
bioactive compounds. Novel technologies have helped in enhancing the extraction of
bioactive compounds without significant degradation. Moreover, encapsulation tech-
niques offered to deliver the bioactive compounds at the site where it is needed. The
combination of these two techniques offers a synergistic effect for extraction as well as
targeted delivery.
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Definition: Union Internationale des Chemins (UIC) defines the high-speed railway (HSR) as a high-
speed railway system that contains the infrastructure and the rolling stock. The infrastructure can
be newly built dedicated lines enabled for trains to travel with speed above 250 km/h or upgraded
conventional lines with a speed up to 200 or even 220 km/h. HSR requires specially built trains with
increased power to weight ratio and must have an in-cab signalling system as traditional signalling
systems are incapable of above 200 km /h.

Keywords: speed; infrastructure; rolling stock; in-cab signaling system; absence of level crossing

1. HSR Technologies

HSR systems were divided into four groups depending on their relationship with
conventional rail [1]; dedicated line, mixed high-speed line, conventional mixed line, and
fully mixed [2]. Each of these types of HSR has some advantages and disadvantages.

Dedicated HSR represents a line that is fully separated from a conventional line, has
a high capacity, high safety, and no level crossings. The line has fences all along the line,
often built on viaducts or in long tunnels, and has a high construction cost, such as the case
in Japan and Taiwan.

Mixed HSR lines have a wider area to serve, increased accessibility as high-speed
trains run on dedicated and conventional lines, high capacity of HS lines stretch over
larger areas, reduced building costs. HSR trains can use conventional rails in city centres
in areas where land is more expensive to build dedicated lines. However, stretches of
conventional lines have less capacity and can be a bottleneck for increased traffic, reduces
safety, increases maintenance costs, whilst the rolling stock must be equipped with two
signalling systems for HSR and conventional rails, such as the case in France and China.

Mixed conventional rail represents lines that are used by HSR trains and by conven-
tional trains. Mixed traffic reduces the capacity of the line because of big differences in the
speed of trains, and it also reduces safety. It can be a suitable solution if a country has a
different gauge from the standard gauge size to be part of the European railway network
and supports interoperability of international services, such as the case in Spain. This type
is more difficult and expensive to maintain, needs special rolling stock, which is also more
expensive to purchase and maintain.

Fully mixed lines represent lines used by all types of trains, including freight, have
maximum flexibility to be used to full capacity, reduces safety, reliability, and punctuality,
and increases maintenance costs. An example of such lines as those used in Germany.

There are two ways to develop the HSR system: build new systems or upgrade
conventional railways. Building lines, operating, and maintaining them is an expensive
business, but it gives an opportunity to develop a system that can operate at a higher speed
and with bigger time savings [3].

Each new project includes planning, land purchasing, infrastructure building, and
rolling stock costs. Upgrading existing lines will exclude the need for land purchasing,
which may bring big savings. Upgrading conventional rail creates lots of disruption for
traffic, and it does not allow reaching the required speed on the new lines. However, it
is less expensive as it costs approximately US$4.37 million/km in 2007 prices [4]. Table 1
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shows the HSR technologies in selected countries. Despite this difference, there is a lot in
common in all HSR systems. All are powered by electricity, have a continuous welded rail,
which reduces the noise level and the track vibration, in addition to being built on ballast
track or on concrete slab tracks.

Table 1. High-speed rail technologies in selected countries Adapted from ref. [5].

Country Japan France Germany Italy Spain Korea UK
. Tokyo- . Hannover- . Madrid- London-
Line Osaka Paris-Lyon Wurzburg Roma-Paris Barcelona Seoul-Pusan Birmingham
Length of line in km 515 427 327 260 522 412 225
Max. speed (km/h) 260/300 300 250 250 300 250 360
Travel time 2 h 30 min 1h 50 min 2h 1h 35 min 2 h 30 min 1h 55 min 52 min
Radius of curvature 2500 4000 7000 3000 4000 7000 7200
Rpnin (m)
Max. longitudinal gradient (%) 20 35 12.5 8 30 35 N/A
Distance of a>(<§]s) of two tracks 42 42 45 42 N/A 50 50
Superelevation (mm) 200 180 150 160 N/A N/A N/A

All HSRs must have advanced signalling systems and automated train control systems.
The Automated Train Control (ATC) systems were first developed in Japan and introduced
for Shinkansen trains. The system was named Digital Communication and Automatic Train
Control (DS-ATC) system. In Europe, it is the European Train Control System (ETCS). The
next step in the development of the control systems was the introduction of ERTMS. The
ERTMS system was first introduced in Italy on a 204 km line between Rome and Naples.
The ERTMS combines GSM-R (communication) and ETCS (signalling) systems. With rapid
progress from 2G to 5G network UIC is working on developing the successor of GSM-R,
the Future Rail Mobile Communication System (FRMCS) [4]. The system can be introduced
to railways as early as 2025. Another common thing for all HSRs is that they are very
expensive to build [5] and only two of them recovered construction costs, Shinkansen in
Japan, and Paris-Lyon line in France [6].

Rolling Stock is another part of the HSR systems. High-speed trains have a large
variety in axle loading ranging from 11.4 t for the Hitachi train to 23 t axle loading for
Bombardier and Acela Express [7]. This large difference can be explained by the type of
railway that uses this rolling stock. The Shinkansen line that uses Shinkansen-Series 700 is
fenced throughout to secure the entire length of the track. In contrast to these, the Acela
Express operates on an upgraded line with level crossings. Amtrak trains are equipped
with an anti-collision structure to meet USA crash standards. Zefiro, a high-speed train
manufactured by Bombardier, is one of the most efficient and advanced trains in the world.

2. Differences between HSR and Conventional Rail

The fundamental principle is the same, but the biggest difference lies within speed
and capacity. To increase the capacity of the line, it is very important that trains that operate
on the line must not have a big difference in operational speeds.

HSR and conventional rail have the following technological differences:

In track quality: HSR requires a specific design, higher standards of surface, welded
rails, and a different and more advanced signalling system. Most HSRs are built on slab
tracks. HSR has a larger curve radius than conventional rail. For a speed of 300 km /h, the
minimum radius is 4000 m, grades of 3.5% rather than 1-1.5% for existing lines with mixed
traffic [8]. HSR track is protected by fences from wild and farm animals. HSR lines do not
have any level crossings and have fewer stops than conventional lines.

In traction power: For higher speeds, there is a need to have a more powerful
rolling stock.
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In signalling system: The signalling system depends on the speed of trains. Railway
lines with speeds under 160 km/h use trackside signals to control the safe movements of
trains, but if speeds exceed 160 km /h, the driver cannot reliably read signals placed on the
trackside. So, for speed above 160 km/h, use onboard signalling [9]. When the speed of
the HSR is above 200 km/h, the traditional signalling systems become inefficient [1]. HSR
trains require in-cab signalling systems.

In power supply: HSR needs at least 25 kV, but conventional rail voltage can be lower.
There are three main electrification systems that are in use for HSR, and they are: 3 kV
DC, 15 kV AC, and 25 kV AC. The lines electrified at a higher voltage have lower losses
during the transformation and transmission of the energy from the power station to the
train. It was found that for trains on lines electrified by 3 kV DC it is necessary to produce
22.6% more than the energy received by the pantograph. For lines electrified by 25 kV AC,
it is necessary to produce only 8% more energy than received by a pantograph. Another
advantage of using 25 kV AC is the possibility to supply power to high-speed trains with
a greater distance between substations, which means a reduction in construction and
maintenance costs [10]. HSR can be powered by lower voltage, but it will increase the
amount of energy that it needs to produce to power high-speed trains, increase the carbon
dioxide emissions, and increase the cost of construction and maintenance of HSR lines.

Technological innovations can promote a faster and less costly transition to the decar-
bonisation of railways. To speed up the decarbonisation of HSR, the technical innovation
will play a significant role. One of these innovations relates to using the Flexible Medium
Voltage DC Electric Railway System (MVDC-ERS). It will increase the efficiency of the
power distribution and support and consolidate the renewable energy sources [11].

3. Selected HSRs from Europe, Asia, and USA

According to the UIC on 2020, there were 20 countries worldwide that have HSR in
operation: 13 countries in Europe (Austria, Belgium, Denmark, Finland, France, Germany,
Italy, Poland, Czech Republic, Spain, Switzerland, the Netherlands, and the U.K.), 3 coun-
tries in Asia (China, Taiwan-China, Japan, and South Korea), 4 other countries (Saudi
Arabia, Morocco, Turkey, and the USA), and another 24 countries worldwide planning to
build HSR. The total length of HSR in operation, under construction, and planned to build
is 104,413 km worldwide [7]. Table 2 shows all countries with HSR systems in operation
worldwide in 2020.

3.1. HSR in Japan

The first high-speed line was opened in Japan on 1 October 1964. It took five years to
construct a 515 km line between Tokyo and Osaka. It provided a tremendous boost to the
economy in Japan and encouraged countries around the world to develop HSR in their own
countries. The core of the success of the Shinkansen lies in the decision to build dedicated
lines for high-speed trains. A new double-track high-speed standard-gauge line for speeds
up to 250 km/h. It was innovative to operate commercial services at this speed. Because
of geological and geographical conditions in Japan, HSR requires many long tunnels and
bridges. The disadvantage of this decision was the very expensive civil engineering work.
Approximately 13% (86 km) of the line is in tunnels, and 33% (174 km) on bridges and
viaducts [12] (p. 14). HSR infrastructure in Japan must be resistant to earthquakes, floods,
and deep snow.

From the beginning of building Shinkansen, it was decided not to use outside signals
to provide information for the driver but to provide indications inside the cabin. It was
achieved by transmitting coded signals to the train through track circuits and receivers
installed at intervals along the track. In-cab signalling is mandatory today for all high-
speed systems around the world. The track of Shinkansen was divided into sections, and
if only one section ahead is clear, the train can move forward. This means that the train
ahead was only one block away. In this case, the train can move only with reduced speed,
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and if the train ahead is two or more blocks ahead, then the train behind can move on at
full speed [12] (p. 18). This system increases the capacity of a track.

Table 2. High-speed lines in operation worldwide Adapted from ref. [7].

Length of HSR Line in Operation in

Year of Introducing HSR System Country 2020 (k)
1964 Japan 3041
1977 Italy 921
1981 France 2734
1991 Germany 1571
1992 Spain 3330
1995 Finland 1120
1997 Belgium 209
2000 USA 735
2003 United Kingdom 113
2003 China 35,388
2004 Switzerland 144
2004 South Korea 893
2006 The Netherlands 90
2007 Taiwan 354
2009 Turkey 594
2012 Austria 254
2015 Poland 224
2018 Saudi Arabia 449
2018 Morocco 200
2019 Denmark 56
N/A Czech Republic 64

Along with the new infrastructure, there is also a new generation of a train that has
been built. One innovation of the Shinkansen rolling stock was that instead of putting
traction equipment in a locomotive, it was spread along the length of the train. This reduces
the maximum axle load to 16 tonnes [12] (p. 20). This increases the speed of the train,
minimises infrastructure maintenance, and reduces energy consumption. However, with
distributed power, the noise in passenger saloons is higher than with concentrated power
(locomotive) trains [13]. The maximum length of trains in Japan is the same as in Europe,
which is 400 m. In Japan, high-speed rolling stock (HSRS) was designed for a 15-20-year
life cycle, but in Europe, it is around 30 years [13], and because of this, HSRSs in Japan
do not need major renovation or technological innovations within their life cycle. This is
an example and a suitable balance between economic benefits, shorter asset life, and low
maintenance costs.

In 1964, it took four hours to travel from Tokyo to Osaka. By 2021, it reduced the
time to 2 h 30 min after speeds were increased to 285 km/h [14]. In 2015, the number
of departures of the Shinkansen bullet from Tokyo had increased to 14 times per hour
(358 departures per day), and daily ridership increased to 445,000 with an average delay per
train of 0.2 min. Totally 355 million passengers use a high-speed railway every year [15]. E5
series Shinkansen train has 10 cars with a capacity of 731 seats, that is more seats per train
than in Germany or France [16]. This is one reason for the profitability of the Shinkansen.
Figure 1 shows the plan of the Shinkansen HSR lines in Japan.
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Figure 1. HSR network in Japan, in 2015 Reprinted from ref. [7].

The safety records and punctuality on Shinkansen lines are outstanding. The HSR
carried out thousands of scheduled journeys per day, and the average delay across all
high-speed lines is 0.2 min per train, including weather-related delays. For over 50 years of
operation and carrying over 10 billion passengers without an accident in which passengers
could be killed or injured, Shinkansen trains are the most safe and reliable in the world.
Shinkansen is the great economic success of Japan, and today the Shinkansen has an
operational revenue of around US$19 billion a year [17]. This success has many reasons,
and one of them is that the railway company owns the entire infrastructure, stations, the
rolling stock, the track, and land around the railways. There is less bureaucracy, less
management, and decisions are taken more quickly. With the future decline in Japan’s
population, there will be a slowdown in new developments of HSR, as there will not be
enough demand for high-speed trains.
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3.2. HSR in France

The first high-speed trains were introduced in Europe, in France over three decades
ago in 1981, and they have carried over 2 billion passengers during these years [18]. It was
an immediate successful implementation of TGV. It caused a decrease in air and road traffic,
especially for flights. TGV offered a shorter trip time, higher comfort, frequent services,
and competitive prices. Figure 2 shows the HSR network in France in 2015.
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Figure 2. HSR network in France, in 2015 Reprinted from ref. [7].

France has 450 TGV trains, and they are serving around 230 destinations, operating in
France and outside to Belgium, Germany, Spain, Italy, Luxembourg, and Switzerland [19].
Around 130 million passengers use the HSR in France every year [20]. From the beginning,
the French railways had a very substantial government investment, and it was the gov-
ernment’s determined ambition to build a railway corridor to connect the south of France
with Paris. This corridor, Paris to Marseille via Lyon, is the most important one in France
and serves around 40% of the population [21].

After more than 30 years of operating high-speed trains in France, almost 40 percent
of these trains travel on conventional track [19]. Around 60 percent of TGV trains are
travelling on new lines designated only for TGV, and all other traffic was prohibited. The
new lines have higher gradients unsuitable for freight traffic. In France, the new HSRs were
designed to avoid tunnelling, and this gives the benefit of the possibility to implement
the double-deck trains. The TGV Duplex was introduced in 1996. This train can travel at
speeds up to 300 km/h [22]. The big achievement of the HSR system in France is that the
TGV system is compatible with existing conventional railways.

National Society of French Railways (SNCF) has one of the fastest train services in
the world. In April 2007, TGV test train reached 574.8 km/h [23]. The latest TGV Duplex
Oceane trains have a maximum operational speed of 320 km/h, and they comprise two
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powered cars, one at each end and eight carriages with a capacity of 556 seats, with the
same number of staffs on the train as the TGV. The length of the TGV Duplex is 200 m.
These two trains can be coupled together to increase the capacity of the train on busy
lines [7].

There are two different ways to power high-speed trains: it can be as in Japan, with
distributed traction, or as in France, with TGV, centralised traction. With increasing
awareness about the damaging effect caused by transport on the environment and looking
for ways to increase the efficiency of transport, it looks more economically appropriate to
use distributed traction to power high-speed trains.

There are other ways to increase the capacity of trains, and one of them can be
double-deckers (France, Germany, and Japan) or the widening of carriages (Sweden, Japan).
Increasing the capacity of trains gives the possibility to reduce operational costs, and this
can reduce the railways’ fares. To increase the capacity of railway lines, it is needed to
electrify the line, implement more advanced signalling systems, increase the speed of trains,
and have dedicated lines for high-speed trains only.

One of the most important developments in the construction of TGV-PSE was the
introduction of articulated suspension between passenger vehicles. Using this innovation
can reduce the weight of the train, reduce the aerodynamic drag, decrease the level of noise
from the train, and improve passenger comfort [24]. Figure 3 shows non-articulated and
articulated bogies that are used in high-speed rolling stock.

{(a) Non-articulated cars

I i |
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Non-articulated bogie

{b) Articulated cars
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Figure 3. Non-articulated and articulated bogies Reprinted from ref. [12]. (a) Non-articulated cars.
(b) Articulated cars.

A traditional coach has two bogies, and each bogie has two axles; on TGV-PSE coaches,
each bogie supports two coaches. Advantages of articulated trains are a more comfortable
ride, passengers on the train are less affected by running noise, but the downsides of
articulated trains are increased axle load, and that maintenance of these bogies is more
difficult. TGV uses the 25 kV AC electrification system, but it can also work on 1500 DC.
All TGV trains have at least two electrification systems. To extend track formation life
and increase the speed of trains, the weight on one axle was restricted to 17 tonnes [7].
Minimising the axle load will reduce infrastructure and other structural maintenance,
reduce construction costs, and reduce the noise level.

The new generation of TGV trains are lighter, have a 15% lower energy consumption,
and are designed to be 98% recyclable with a maximum speed of 360 km/h [3]. Reducing
the weight has been achieved by using aluminium instead of steel and by using articulated
bogies. The train has a regenerative braking system that recovers 8% to 17% of electricity
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and puts it back in the network [25]. It sufficiently reduces CO, emissions and increases
the efficiency of high-speed trains.

TGV trains have been installed with Automatic Protection System (APS) and been
fitted with in-cab signalling system TVM430. The tracks have been divided into 1500-metre
sections, and the in-cab signalling system TVM430 informs the driver of the maximum
speed possible on any section. If the train’s current speed is higher than the speed limit
for that section, then ATP applies the brakes automatically. The TVM430 signalling sys-
tem allows three minutes of headway, and this increases the capacity of the track to
22,000 passengers in one hour in one direction [26]. This capacity of rail track is equal to a
six-lane motorway.

The safety of passengers for any railway network is a crucial requirement. To improve
the safety of high-speed trains in France, the lines were redesigned without level cross-
ings. In addition, lines were fully fenced, and advanced equipment was fitted to detect
obstructions that occur on a railway line.

From 2008, the profitability of TGV steadily declined, and it was pronounced that
there was a need to reduce several stations served by TGV to make the HSR network
profitable. HSR services carry only 7% of passengers but account for 61% of the total French
rail network traffic [27]. Since the economic crisis in 2007, the number of passengers using
high-speed trains continues to decline.

Most HSRs around the world are not profitable but need to look at what benefit they
can bring in areas where they pass through, and one example of this can be the city of
Lille. It is a suitable example of how a city can flourish from the bypassing of high-speed
trains. The development of the TGV HSR and TGV station brought prosperity to the city,
blooming commercial activities, and tourism [3].

High-speed trains are the most efficient mode of transport. This is one reason that
society continues to fund HSR services. HSR saves time and energy, improves accessibility,
increases economic activity, and generates employment [20]. However, with a low-density
population in France and only a few larges populated urban areas, it looks unlikely that in
the current condition, the HSR will be profitable.

3.3. HSR in Spain

Construction of the HSR in Spain began in 1989 in the corridor between Madrid
and Seville, and high-speed trains (AVE) started to run in 1992. Spain’s HSR network
is one of the widest in the world. In 2020, the length of the HSR network was 3330 km,
1293 km under construction, and 676 planned to build [7], with an average cost of €14 m
per kilometre. HSR in Spain has a fleet of 229 trains with an average age of 11 years and in
2015 carried over 35 million passengers [28].

The Spanish HSR has a standard gauge of 1435 mm and is electrified with 25 kV AC
and represents 16% of the total Spanish network [29]. Figure 4 shows the HSR network in
Spain in 2015.

One of the advantages of 25 kV AC is the possibility to supply power to high-speed
trains with a greater distance between substations (approximately 50 km apart), which
means reduced construction and maintenance costs. In Spain, they have 59 AC substations
and 384 DC substations [30].

The Spanish railway network has two different sizes of rail line gauges: standard
gauge (1435 mm) and Iberian gauge (1668 mm). Talgo trains have automatic gauge chang-
ing equipment, which allows for the change from one type of gauge to another without
stopping at speeds up to 15 km/h and have operational speeds of 220 km /h [31]. Spanish
National Railway Network (RENFE) has a punctuality level of 98%. If a train arrives with a
delay of over five minutes, all passengers will receive a 100% refund of the ticket price [32].

The Talgo 350, class S102 has the nickname “The Duck”, which has served since 2005
and has an operating speed of up to 300 km/h. It is one of the fastest trains in Europe.
These trains have 12 coaches and two locomotives with a capacity of 314 and a maximum
axle load of 17 tonnes [7]. The new generation of Talgo trains is Talgo Avril. This train
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is designed for speeds up to 380 km/h, with a low floor to improve the accessibility for
vulnerable passengers [33].
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Figure 4. HSR network in Spain, in 2015 Reprinted from ref. [7].

This train will consume less energy because of its lightweight construction, will pro-
duce less noise and vibration, and generate less carbon dioxide emissions. The Talgo Avril
train comprises two powered cars, one in the front and one at the back, and 12 carriages
with a capacity of up to 600 passengers. The train can automatically switch between
different track gauges (1435 or 1668 or 1520 mm) and can be run on diesel or electric or
both [34]. In addition, this train can use AC or DC electrification systems to run the train.

HSR in Spain on many routes is not profitable because of the low occupancy of trains.
There are a few reasons for low occupancy: high unemployment, high ticket prices, many
towns with HSR stations are small and can only generate a few passengers. Spanish
Government subsidises HSR heavily, and the cost is around US$3 billion per year [35].

3.4. HSR in Germany

Germany has 1571 km HSR in operation, 147 km under construction, and 291 km
in the planning stage [7]. The development of HSR in Germany relieved the increasing
demand for air and auto travel. The HSR now connects all the largest cities of Germany, and
it is in the centre of the country’s transport system. Germany has twice the density of the
population of France and taking into consideration that the territory of Germany is smaller
than that of France, this can be a suitable foundation for the success of the HSR system.

The Intercity Express (ICE) trains were designed and built by a Siemens-led consor-
tium and are operated by the German Federal Railways (DB). ICE1 was introduced into
service in 1991, and it composes of 2 power cars, one in the front and one at the back, and
12 carriages between them. It has a maximum axle load of 19.5 tonnes, 358 m long, and has
a capacity of 703 seats. Germany has 59 sets of ICE1. The train has a 280 km/h maximum
operational speed, powered by electricity from the overhead catenary 15 kV. ICE1 has three
signalling systems, LZB, PZB, and ZUB, which are suitable for traffic to Switzerland [7].
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The latest ICE3 trains were introduced in 2000 with a maximum operational speed
of up to 300 km/h. The power system of ICE3 has been moved from the two ends to the
underside of the cars, which is the same system as used in Japan. The train comprises eight
coaches, four of which are powered. As trains do not have a power car, it increases the
capability of trains as more seating is available for passengers; it has 429 seats per train [7].
The distributed power system has other advantages, and one of them is the low axle load,
which is 16 tonnes per axle [7], and this will reduce maintenance costs.

ICE3 has one of the best braking systems. Braking equipment on ICE3 comprises
three systems, and one of them is the regenerative system. In addition, ICE3 has a smaller
loading gauge than previous ICE1 and ICE2. These changes have been made to allow
operation on the European network [36]. For example, France did not allow ICE trains on
their network before as ICE was too wide and too heavy. French railways have a restriction
of 17 tonnes on one axle for HSR lines.

All railway lines in Germany have a standard gauge of 1435 mm and are electrified
at 15kV AC 16.7 Hz. The new lines are designed for speeds up to 300 km/h [7]. Figure 5
shows the HSR network in Germany in 2015.
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Figure 5. HSR network in Germany and France Adapted from ref. [37].

From the beginning, DB allowed all categories of trains, including high-speed trains
and freight trains to use the conventional lines and HSR lines also, but only some trains
must run at a lower speed. This decision to allow freight trains to use the HSR was due
to the amount of income that freight transportation brought into Germany. This decision
differed from Japan and France, where HSR lines are dedicated only to passenger traffic.
The mix of traffic brings some disadvantages. For example, if trains with different speeds
use the same line, it will decrease the line capacity and can increase safety problems.

It is problematic to produce a timetable that satisfies both passenger traffic and freight
traffic because of the significant speed differences. Most of the daylight time was allocated
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to passenger trains, but during the night, the line needed to be maintained. This caused
some serious delays for freight transport. Increasing the number of real-time sensors to
monitor the condition of infrastructure and rolling stock and implementing proactive
maintenance instead of reactive will decrease the cost and time that needs maintenance.

Many railways’ tracks have been upgraded in Germany, but with the mix of traffic,
German HSR lines cannot compare with the French network. To travel fast, there is a need
to have not only advanced rolling stock but modern infrastructure too. Travelling time in
France will be half of that in Germany for the same length of a journey on railways. For
example, the travelling time from Paris to Marseille (661 km) is 3 h and 17 min [38], but a
similar distance between Hamburg and Munich (791 km) will take 6 h [39]. Another reason
that affects travelling time on DB is that there are too many stops for high-speed trains in
rural areas with not enough demand for passengers travelling on trains.

The biggest environmental impact from HSR is noise pollution. In Germany, noise
legislation for railways has been in force since 1974 [40]. The maximum noise levels for the
new build or upgraded transport infrastructure in Germany are as follows in Table 3.

Table 3. German maximum noise level in dB(A) for newly built or upgraded transport infrastructures
Reprinted from ref. [41].

Location L Day L Night
Near schools, hospitals 57 47
Residential areas 59 49
Central or mix areas 64 54
Industrial areas 69 59

Germany spends annually €150 million to mitigate noise pollution from railways, and
by 2020, they reduced the noise level by 10 dB [42]. Because of this legislation, some parts
of newly built high-speed lines have been built in cut-and-cover tunnels to reduce the noise
level and visual impact for areas with a high density of population.

The safety of passengers travelling on the railways is paramount for every railway. At
the present time, only ICE trains and Eurostar have been fitted with a warning system that
can detect damages in bogies and wheels early. ICE has been equipped with a train control
system (LZB) [14]. This signalling system provides the driver with information for several
kilometres ahead. The LZB system improves passenger safety and allows an increase in
track capacity. Similar signalling systems for high-speed trains have been developed in
Japan and France. Apart from the advanced train control systems, passenger safety in
Germany was secured by not having level crossings on HSR lines.

3.5. HSR in Italy

Italy was the second country after Japan that introduced high-speed trains, and the
first train went into operation in 1977, but the line was only completed in 1992. Italy has
921 km of HSR in operation and 327 km under construction [7]. Italy was the only country
in the world that opened the HSR network for competition. From 2012, NTV (Nuovo
Transporto Viaggiaton), a private HSR company, began to operate [43].

ETR460 Pendolino, a tilting train that went into service in Italy in 1988 [7]. For a
country with many mountains, it was convenient to use tilting technology on conventional
lines. By introducing tilting technology, the train can travel around 30% faster. This active
tilting technology soon spread around the world, and now around 70% of all high-speed
trains are using it [44]. Pendolino is electric powered with 3 kV DC with a designed
maximum operational speed of up to 250 km/h [7].

The train is formed from nine cars. The maximum axle load of an unloaded train is
13.5 tonnes, a train length of 237 m with 480 seats [7]. Different variations of this train are
now used in Germany, Spain, and the USA. The ETR500 high-speed train went into service
in 1995. It was the first high-speed train that was designed in Italy and only to be used inside

115



Encyclopedia 2021, 1

Ttaly. It has concentrated power, two locomotives, one at each end and 12 trailers, and the
total length of the train is 354 m. There were 59 sets of trains manufactured [7]. There was
another version of ETR500 designed and built for the Italian and French railway systems.
The train was designed for maximum operational speeds up to 300 km/h with improved
aerodynamic performances, and the maximum capacity of the train is 671 passengers. The
train can run on 3 kV DC and 25 kV AC [7]. There was some back down in the integrated
Ttalian HSR network in the European system, as Italy has some HSR lines using 3 kV DC
electrification instead of the standard European system of 25 kV AC [7].

The latest high-speed train in Italy, the ETR1000, went into operation in 2015. Trenitalia
is investing €1.5 billion in these trains and will build 50 sets of them. At that moment,
they produced 13 sets of these trains. Trains can travel up to 400 km/h with a maximum
operational speed of 300 km/h, and it is the fastest train in Europe [45]. ETR1000 is 202 m
long with distributed traction along the carriages, four motored coaches, and four trailer
coaches [7].

The train has been designed to be compatible with different signalling systems and dif-
ferent electrification systems within the European HSR network. The train has compatibility
with the European Traffic Control System (ETCS). The ETR1000 can carry 457 passengers.
The cost of this train is around US$40 million [46].

With expanding the HSR network and upgrading conventional lines, HSR in Italy is
getting more attractive to customers. HSR lines in Italy run from Turin to Salerno, and Italy
has more HSR lines in development: from Milan to Venice, from Milan to Genoa, and from
Naples to Bari. Figure 6 shows the HSR network in Italy in 2015.

Figure 6. HSR network in Italy in 2015 Reprinted from ref. [7].

On the HSR line from Rome to Florence operated by the “Frecciarossa”, ETR500
trains have four departures every hour from Rome with a maximum operational speed of
300 km/h. The Italian railway has a standard track gauge of 1435 mm and is electrified by
3kV DC. It will take only 1 h and 30 min on HSR to travel from Rome to Florence compared
to a conventional train that takes 3 h and 20 min [47]. The majority of the lines were built
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close to existing corridors to reduce the environmental impact of the projects. The Italian
government had lots of investments put into developing the HSR system in Italy. Table 4
shows the construction costs of the selected HSR lines in Italy.

Table 4. Capital costs of HSR in Italy Reprinted from ref. [1].

moRine TR o i
Toronto-Milano 11.68 78 130.0
Milano-Bologna 10.73 115 77.0
Bologna-Firenze 8.82 49 163.0

Roma-Napoli 8.48 129 58.0

The Rome-Florence line is mostly straight and with no level crossings, with one line
in each direction. It is planned to upgrade this line by changing the electrification system
from 3 kV DC to the European standard of 25 kV AC [1]. The same trains also operate on
the Rome to Naples line, which is 205 km with two departures every hour and a top speed
up to 300 km/h [7]. This line has 39 km of tunnels and 39 km of viaducts and bridges.
Rome-Florence line was the first to introduce the ERTMS [1].

ERTMS is the most advanced signalling technology in the world. This system uses
wireless technology to replace the signals along the railway track. A computer inside the
train cabin controls the speed limit of the train and braking distance. The ERTMS system
can automatically reduce the speed of the train if it exceeds the maximum allowed speed
on the line [48].

One of the significant features of the Italian HSR network is the wide introduction
of ERTMS that it integrated into interconnection with the European railway network. It
opened the possibility to drive the same rolling stock with the same team around Europe
with no need to change on the border and carry on at speeds up to 300 km/h. With building
the HSR lines in Italy, they delegated conventional railways to freight transport and to
serve the regional passengers. This system increases the safety of passengers travelling by
train as it prevents human error. It reduces operational and maintenance costs, as there
is no need to install and maintain signals along the railway tracks, and it increases the
capacity of tracks. This system is known around the world as the most advanced and safe
signalling system for high-speed trains.

3.6. HSR in USA

USA has only one HSR, the Northeast Corridor (NEC) from Boston to Washington
D.C., 735 km long, and the same track is shared by freight and passenger trains with much
lower speeds. In the future, HSR networks in the USA will expand, with 763 km under
construction, and is planning to build another 2108 km [7]. There are many reasons the
USA is behind other countries by implementing the HSR system. One of those reasons
is that in the USA, the land that the tracks are on is regulated by the individual states,
but transportation decisions are regulated through federal policy. The development of
land and infrastructure is not run by one department, and often the local interest opposes
national interest. Another reason is that policies in the USA encourage car ownership:
larger subsidies in highway construction, low density of suburban housing, and cheap fuel.

It was December of 2000 when Amtrak introduced a new train, Acela Express, the
first high-speed train in the USA that can travel at a maximum speed up to 240 km/h.
Amtrak is the private company that owns the line and provided the railway service from
1971 with very limited federal subsidies. The Acela Express runs between Washington D.C.
and Boston. This area has a very high density of population. At the end of 2012, Acela
Express brought around 25% of the total Amtrak’s service revenue [49]. On the northeast
corridor from Washington, D.C. to New York, high-speed trains carried over 3.5 million
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rail passengers every year and have 76% percent of the market share between Washington,
D.C., and New York [1].

The track Washington D.C.-Boston stretches through areas with a very high density of
population and does not have fences to protect trains from frequently encountered debris.
In addition, the line between Washington D.C. and Boston has many level crossings. The
trains in these circumstances must be built to ensure the safety of drivers and passengers.
As the Amtrak needs to have an anti-collision structure, trains are 45% heavier than the
similar French TGV trains [7]. Figure 7 shows the service map of Acela Express.
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Figure 7. Acela Express service map Adapted from ref. [50].

The Acela Express train comprises two powered cars, one at each end, and six passen-
ger carriages, and in use are 20 sets of trains. The maximum axle load is 23 tonnes, a length
of 203 m with a seating capacity of 304 seats. A total of 44 of those are first class, and 260
are second class [7]. The Acela Express uses the conventional line that has been upgraded,
and this limits the maximum speed to 240 km/h, but by using the tilting-train technology,
it provided the possibility to cut journey time [51]. Avelia Liberty, the new trains, will start
operating in 2021, and there have been orders to manufacture 28 new trains. Avelia Liberty
will comprise 2 locomotives and 10 passenger cars with a total seat capacity of 512 [7].

Avelia Liberty will be a tilted train with concentrated power and a maximum op-
erational speed of 257 km/h [7]. The new trains will cut travel time by approximately
30 min. Tilting-track technology can be an alternative option for building new tracks or
straightening existing ones. The tilting technology prevents passengers from having some
discomfort from the lateral acceleration, also much cheaper than having to build new
tracks [52]. This technology allows the train to have higher speeds in curves, which can
reduce the journey time. Figure 8 shows the tilting bogie technology called passive tilt.

When the train runs on a curve, the tilting system tilts the body of the carriage up to
a 5° gradient [12]. In addition, another tilting system has been developed, the controlled
tilt system, called active tilt (Figure 9). Active tilt technology was first implemented in
the United Kingdom. The onboard train computer stores all information about the curve
radius, alignment, elevation, and the railway line where the train will run. Tilting the
carriages start approximately from 30 to 40 m before the carriages enter the curve as it was
found that it will reduce the passengers feeling the sense of motion sickness [12]. The Acela
Express has active tilt technology [7].
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3.7. HSR in China

The first HSR line, 405 km between Qinhuangdao and Shenyang North, went into
operation in 2003, with a maximum speed of 250 km [7]. By 2020, China has the largest
HSR system in the world, approximately 60% of the length of the world’s HSR network. In
2020, China had 35,388 km of newly built passenger dedicated HSR lines, 5250 km under
construction, and is planning to build another 1328 km [7]. HSR network in China will
consist of eight horizontal and eight vertical HSR lines, which will connect the largest cities
of China that have a population of 500,000 or more [53]. It will connect the south and north
of China and west and east. The next step will be to connect China with Taiwan by an
underwater tunnel [54].

China has some unproportioned population density, with more people living in the
east part of China than in the west. The development of a new HSR will help to satisfy
increasing demand in travel to the east of China. The most famous line in China is a line
between Beijing and Shanghai. The line’s length is 1318 km, it cost around €28 billion to
build, and it is the third longest HSR in the world [55]. It took less than two years to build
this line. HSR started operating in 2011. Trains can run at speeds up to 350 km/h. The line
has 23 stops, and in the first year after opening, over 52 million passengers travelled on
it [53].

Around 90 trains depart every day between Beijing and Shanghai. There are two
types: super-fast with speed up to 300 km/h and just fast with speed up to 250 km/h. The
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journey time by the fastest train from Beijing to Shanghai is 4 h 48 min [55]. HSR lines can
transport freight during night-time. Figure 10 shows the HSR network in China in 2015.

Legend
=~ Commorcial operation over 250 kmh

Under Construction or plannod ovor 250 kmh
—— Commorcial oporalion loss 250 kmvh

Under Construction or planned less 250kmh

Figure 10. HSR network in China, in 2015 Reprinted from ref. [7].

China has around 2500 high-speed train sets. The train CRH380-AL has been designed
and manufactured in China, and it first went into service in 2011. It has a maximum
operational speed of up to 300 km/h. CRH380-AL can be formed from 8 to 16 carriages
with a capacity of up to 1061 passengers. The 16-carriage train has distributed power with
14 motored coaches and 2 trailer coaches, and it is 403 m long [7].

This train, equipped with a 25 kV AC 50 Hz electric system, has two braking systems,
and one of them is the regenerative system, which generates electricity when the braking
system slows the train down [7]. The train can accelerate up to 380 km/h [56].

3.8. HSR in Turkey

The first HSR line, 221 km between (Ankara-)Sincan and Eskisehir, went into operation
in 2009 with a maximum speed up to 250 km [7]. With the opening of HSR, the travel time
between Ankara and Istanbul has been reduced by more than half to just 3 h from 6 h
and 30 min. The HSR lines are equipped with an ETCS Level 1 signalling system. In 2016,
there were 38 high-speed trains per day, but by 2023, it will increase to 300 services per day,
which will carry 120,000 passengers, and passenger numbers can increase to 945 million
per year [57]. The development of HSR is funded mostly by the government and by credits
from foreign banks [58]. Turkey has the fifth largest HSR network in Europe and the ninth
largest in the world. Figure 11 shows the HSR network in Turkey in 2015.
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Figure 11. HSR network in Turkey, in 2015 Reprinted from ref. [7].

Ankara-Eskisehir CAF (Spanish railway vehicle constructor) manufactured trains
Class HT65000. The trains have a maximum operational speed of 250 km/h, have dis-
tributed power, comprising four motor coaches and two trailer coaches, and have a capacity
of 419 seats [7]. In 2013, the State Railways of the Republic of Turkey (TCDD) ordered
Siemens to manufacture 17 EMU (Electric Multiple Unit) Velaro-D Class HT80000, with
distributed power, with four motored coaches and four trailer coaches, and with a maxi-
mum operational speed of 300 km/h [59]. In addition, Turkey intends to purchase another
106 high-speed trains [60]. However, one of Turkey’s targets is to manufacture all HSR
stock in-house and convert existing RS to be compatible with HSR.

In 2020, Turkey had 594 km of HSR in operation, 1652 under construction, and is
planning to build another 5173 km [7]. HSR will connect 16 of the largest cities, and the
government is planning to connect 55% of the population within an HSR network by
2023 [61]. Turkey wants to integrate into the EU and be a part of the European Single
Market and part of the European Transport Network.

3.9. HSR in Taiwan

Figure 12 shows the route of HSR in Taiwan. The HSR in Taiwan comprises one
double-track line 354 km long [7]. The line runs along Taiwan’s western corridor from
the capital of Taiwan (Taipei) to the main industrial city of Kaohsiung on the south of the
island. These are the two largest cities in Taiwan. The first 345 km of HSR in Taiwan went
into operation on 5 January 2007 with a maximum operational speed of 300 km/h from
Taipei to Kohsiung [7]. In 2016, an additional 9 km was built from Taipei to Nangang [7].
In September 2018, the government announced that by 2029 they will build a new HSR
line from Kaohsiung to Pingtung 17.5 km long. The estimated cost of a new line is
US$1.78 billion [62].
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Figure 12. HSR network in Taiwan Adapted from ref. [63].

The line has a standard gauge of 1435 mm and is built on the slab track. To avoid
crossing roads on the same level, 90.7% of the line was built in tunnels and on viaducts.
The total cost of HSR was estimated to be US$15 billion [64]. Figure 13 shows the ratio of
HSR structure type by length.

Type of Structure

= Tunnels = Viaducts & Bridges = Embankments & cuttings

Figure 13. Ratio of HSR structure type by length Adapted from ref. [65].

This line links towns and cities with 94% of the total population in Taiwan. The
development of this line reduced the number of car journeys and the number of flights. As
a result, it reduced the dependency of Taiwan on the export of petroleum and reduced CO,
emissions from the transport sector.

In 2013, ridership in a single day reached 200 thousand, and in 2018 it increased to
285 thousand. In 2017, the number of passengers using HSR increased to 60.57 million
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with 198 daily services. The total number of trains reached 51,751 with a 65.16% occupancy
rate [63]. THSRC has an excellent punctuality rate of 99.72% [64].

The HSR in Taiwan is based on the technology of the Shinkansen. This is a new line,
and as often to reduce the cost of the project, the stations are located outside of cities.
Passengers can reach a station by a free shuttle bus from the centres of towns. In 2017, it
provided 393,819 free shuttle journeys [64].

According to UIC HS Rolling Stock tables, Taiwan has in operation 34 trains, Class
T700. The design of trains is based on the Series 700 Shinkansen and modified for THSR.
Trains went into operation in 2007 [7]. The number of trains will increase to 54 by 2033. Each
train comprises nine motor coaches and three trailer coaches. The maximum operational
speed is 300 km/h. Each EMU has a length of 304 metres and has 989 seats, one coach first
class with 66 seats and 11 coaches second class with 923 seats [7]. The train is powered by
an overhead electric line with a voltage of 25 kV 50 Hz, equipped with a signalling system
that allows operation on both tracks in both directions. The HSR line is equipped with
an Automatic Train Control (ATC) system. The trains are equipped with an earthquake
early warning system. This system allows the train to stop or slow down 10 s before an
earthquake hits [64].

To cover 354 km without stops, it takes only 96 min, and in 2007 there were 61 trains
every 24 h in each direction, from 7 am to 9:06 pm. In 2015, the number of stations reached
11, and the running time of trains stopped at each station was reduced to 138 min. In 2017,
the number of stations increased to 12 [66]. Table 5 shows the increased ridership on HSR
in Taiwan from 2013 to 2017.

Table 5. Operational statistics Reprinted from ref. [64].

Total Ridership  Train Services Occupancy Ifunctua.h?y Rat.e P Passenger-km

Year (Millions) ¢ Year (Passenger- (% of Trains Arriving within Five (Millions)

ons per Yea km/Seat-km) Minutes of Scheduled Time) ons
2013 47.49 48,859 57.59% 99.38% 9.118
2014 48.02 50,467 57.12% 99.61% 9.235
2015 50.56 50,532 59.65% 99.66% 9.655
2016 56.59 51,106 63.52% 99.43% 10.488
2017 60.57 51,751 65.16% 99.72% 11.103

3.10. HSR in South Korea

Figure 14 shows the HSR network in South Korea. In 2020, the total length of HSR
lines in operation was 893 km, with another 49 km planned to build. The first HSR line from
Seoul to Dongdaegu went into operation on 1 April 2004 [7]. The HSR network comprises
two corridors, one from Seoul to Busan, an area where over 70% of the population lives,
and another one from Seoul to Gwangju. The lines have a standard gauge of 1435 mm
and are built on ballasted track with concrete sleepers. The estimated cost of 411 km HSR
from Seoul to Busan was US$17 billion [67]. It was an expensive project, as 190 km is in
tunnels and 120 km on bridges and viaducts. The HSR network gives an opportunity for
commuters to travel to most parts of the country in 1 h 30 min. Figure 15 shows the ratio of
structure type by the length of HSR in the corridor Seoul-Busan.

With the opening in 2004 of HSR, the travel time on the Seoul-Busan route was reduced
from 4 h and 10 min to 2 h and 40 min and after developing a new line between Daegu and
Busan times was cut to 1 h 46 min [69]. Table 6 shows the HSR lines in South Korea.

In the first 10 years, from 2004 to 2014, KTX carried around 414 million passengers
with an average of 150,000 per day [70].
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Figure 14. HSR network in South Korea, in 2015 Reprinted from ref. [7].
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Figure 15. Ratio of structure type by length of HSR Adapted from ref. [68].
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Table 6. High-speed lines in South Korea on 1 October 2019 Adapted from ref. [1].

Length Max. Operational Speed

Section Status Date (km) (km/h)
Seoul-Dongdaegy completed 2004 288 305
Dongdaegy-Busan completed 2010 130 305

Osong-Gwangju completed 2015 184 305
Suseo-Pyoengtaek completed 2016 61 305
Seoul-Gangneung completed 2017 230 250
Gwangju-Mokpo planned 2025 49 305

According to UIC HS Rolling Stock tables, Korea has in operation 117 KTX (Korea
Train Express) trains, with a maximum operational speed of 300 km/h [7]. The train design
was based on the French TGV Reseau. The first 46 trains went into operation in 2004. A total
of 12 of them were supplied by Alstom and 34 manufactured in Korea by Hyundai Rotem.
Korea was the fourth country in the world after Japan, France, and Germany, which uses its
own technology to build trains with a maximum speed of 330 km. The first 46 trains have
a set formula of 2 locomotives, 2 motorised trailers, and 16 trailer coaches. The trains are
388 m long with a maximum number of seats of 935 and with maximum traction power of
13.200 kW. The latest 71 trains manufactured by Hyundai Rotem comprise two locomotives
and eight trailer coaches. They are 201 m long with 363 seats, 30 seats in first class and
333 seats in second class, and a maximum traction power of 8800 kW [7].

These trains a lighter as the car body is made from aluminium alloy, and the powered
car body is made from mild steel, compared to the first 46 trains, in which the bodies were
made from steel. The weight of 10 cars is 434 tonnes. The train is powered by an overhead
electric line with a voltage of 25 kV 60 Hz, equipped with an Automatic Train Control
(ATC) system, which is continuously checking the speed of the train [7].

4. Conclusions and Prospects

In the present chapter, different HSR systems worldwide have been discussed and
what they have in common, and how they differ from each other. HSRs worldwide
have some technical and organisational differences, such as a difference in operating
voltages (Spain), different gauges (Spain, Japan), signalling systems (France, Germany),
and languages (Eurostar). The most challenging of them is the Eurostar, which crosses
three different railway networks. It has three different power collection systems and
signalling systems for Belgium, France, and the UK. The first HSR was built in 1964, but
now 44 countries worldwide have constructed or are planning to construct HSR systems.
Amongst them are countries such as India, Indonesia, South Africa, Iran, Brazil, and Russia,
and the numbers are growing.

High-speed trains can be very competitive for trips between 150 and 700 km for links
between urban centres with a high density of population. It can break the dependency of
the transport system on fossil fuels. HSR is powered by electricity and can be almost zero
carbon, but it must be powered by renewable energy, as the energy type can significantly
influence the level of environmental impact. To support the decarbonisation of railways,
there is a need to improve the operational strategies, optimise scheduling, and maximise
the use of rolling stock and infrastructure.

The role of the HSR for moving people and goods will steadily increase. HSR must
be cheap to build, cheap to maintain, and with high occupancy of seats. Sometimes, it
would be more beneficial to upgrade the existing railway network than build new HSR
lines. There is a need to ask, are the conventional lines profitable, and if not, why would
the new HSR perform any different?

The HSR network in Europe was developed in different countries at different times
and standards and to link all the railway networks into one system. There is a need to
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have compatible technical standards. The standardisation and harmonisation of track
gauge, maximum load per axle, systems of electric traction, signalling systems, and line
profiles is crucial to operating effectively across Europe. The differences in railway technical
standards in Europe create an additional cost for all railway systems. By reducing the
number of different HSR technologies and increasing the standardisation, it will improve
safety, reduce the capital cost, and increase the compatibility of railways and, in the long
term, will reduce the journey costs.
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Definition: A modern roundabout is an intersection with a circulatory roadway at which the vehicle
speed is low, and the traffic is continuous and circulating in one direction around the central island
towards the exits at the approach legs. Modern roundabout design is an iterative process that is
composed of the following steps: (1) the identification of the roundabout as the optimal traffic
solution; (2) the definition of the number of lanes at the intersection based on the required capacity
and the level of service; (3) the initial design of the roundabout geometry; (4) design vehicle swept
path, the fastest path analysis, and visibility performance checks; and (5) detailed roundabout
design if the results of the performance checks are in line with the design recommendations. Initial
roundabout geometry design elements are not independent of each other; therefore, care must be
taken to provide compatibility between them. An overview and a comparative analysis of the initial
geometric design elements for suburban single-lane roundabouts defined in roundabout design
guidelines and norms used in Croatia, Austria, France, the Netherlands, Germany, Serbia, and

Switzerland is given in this entry.

Keywords: approach alignment; outer radius; circulatory roadway; apron; splitter island; roundabout
entry; roundabout exit; longitudinal slope

1. Introduction

The development of modern roundabouts began in the 1960s in the United Kingdom
with the adoption of the yield-at-entry rule, which gave the circulating traffic prior-
ity over entering traffic [1]. Modern roundabouts spread to other parts of Europe in
the 1980s [2]. Intensive construction of roundabouts has begun in Europe in the last
30 years. European countries that stand out in the total number of roundabouts are France
(63,212), Spain (36,762), and Italy (30,917) [3], and states like the Netherlands, Sweden,
Switzerland, Denmark, Finland, Germany, and Austria are also pursuing policies of mass
roundabout construction.

Modern roundabout design is an iterative process, and it begins with the identification
of the roundabout as the optimal traffic solution in the given conditions. The initial
roundabout design refers to (1) defining the size of the intersection by selecting the outer
radius, (2) laying the approach leg axes, and (3) defining the geometry of the design
elements on roundabout entry and exit lanes, circulatory roadway, and central island. The
initial design of the roundabout is usually followed by three performance checks: the
examination of the design vehicle swept path, the fastest path analysis, and the visibility
checks. If the results of these checks are not in line with the design recommendations, the
geometry of the elements applied in the initial design phase is modified.

In this entry, guidelines for the initial design of individual geometric elements at a
suburban single-lane roundabout, given in design guidelines and norms that are used in
Croatia [4], Austria [5], France [6], the Netherlands [7,8], Germany [9], Serbia [10,11], and
Switzerland [12-15], are presented. These documents are selected for the following reasons.
Firstly, they all define the following geometric elements of suburban roundabouts: the
outer radius, the circulatory roadway, the apron, the splitter islands, entry and exit design,
and the longitudinal slopes of the approaches and/or the intersection plane. Secondly,
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the geography and the terrain in the countries these documents originate from are differ-
ent, which affects the intersection design elements’ dimensions and shapes. For instance,
predominantly flat terrain can be found in the Netherlands, whereas predominantly moun-
tainous terrain is found in Switzerland and Austria. At the same time, all terrain types are
represented in France, Germany, Croatia, and Serbia. The third reason for the selection
of the documents is the year in which they were issued, ranging from 1991, when Swiss
guidelines were published, to the year 2014, when the newest edition of Croatian guidelines
for suburban roundabouts was issued. Namely, this 23-year range was marked by the
mass construction of roundabouts in all the above-mentioned countries, so we believe it
would be interesting to observe whether and how roundabout design approaches changed
in that period. The Federal Highway Administration (FHWA) guidelines are not included
in this entry because the American design vehicles used in the swept path analysis (and,
consequently, the dimensions of roundabout design elements) are larger than the vehicles
that can be found on European roads. The reason the United Kingdom and Australian
guidelines are omitted from this entry is the fact that the UK and Australian traffic drives
on the left.

2. Suburban Roundabout Design Elements

Modern roundabout design is a process of determining the optimal balance between
safety provisions, operational performance, and accommodation of the design vehicle. The
criteria for the acceptability of roundabouts are usually defined in national guidelines and
are adapted to the local circumstances [16]. These criteria include a functional criterion,
capacity criterion, spatial criterion, design and technical criteria, traffic safety criterion, and
economic criterion [4,7,10]. According to [4], to determine whether a roundabout is the best
solution at a particular location, it is necessary to examine what the primary function of
the planned intersection is (source-destination or transit traffic), what its role in the traffic
network is, and its position concerning settlements (urban or suburban), as well as in the
wider traffic network. The capacity criterion should examine whether the roundabout is an
acceptable solution for the existing and expected circumstances, given the traffic flows and
the distribution of traffic. The spatial criterion examines the availability of space for the
geometric elements of the intersection. Design and technical criteria examine the geometry
of the intersection, the position of the approaches, the number of the approaches, and
the angle between the axes of the consecutive approaches. Traffic safety criteria should
examine whether the roundabout in the existing conditions is a solution that guarantees
safety to all road users. To achieve the required level of traffic safety, roundabouts must
be recognizable in the traffic network and their geometry must force traffic to enter and
circulate at a slow speed. Therefore, we should strive for the application of (1) uniform
design solutions and (2) standardized design elements that provide sufficient deflection
around the central island, with the minimal adaptation of these elements to the limitations
arising from the specific location of the planned intersection.

According to the above-mentioned criteria, relevant parameters of roundabout design
are spatial requirements and limitations, traffic load, design speed, and traffic flow structure.
Based on these parameters, the geometric elements of roundabouts, which are described
below, are defined. As these geometric elements are not independent of each other, care
must be taken to provide compatibility between them to meet the design vehicle swept
path requirements, overall safety, and capacity objectives. Geometric elements of modern
suburban single-lane roundabouts are presented in Figure 1 and described below.

The central island is a raised physical barrier with a (usually) circular ground plan,
placed in the center of the roundabout around which traffic circulates.

The circulatory roadway is a lane at which vehicles circle the central island in a
counterclockwise direction. Vehicles at a circulatory roadway have priority over vehicles
entering a roundabout.

The outer radius is the radius of the outer edge of the circulatory roadway. It is the
sum of the central island radius and the circulatory roadway width.
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Figure 1. The geometric elements of single-lane roundabouts.

The apron is the traversable part of the central island that may be needed to allow
long vehicles to negotiate a roundabout. It differs from the circulatory roadway by the
cross slope, material used for the final layer, and/or color.

The entry line marks the point of entry into the circulatory roadway. This line is an
extension of the circulatory roadway edge line, and it functions as a yield or give-way line:
Entering vehicles must yield to any circulating traffic coming from the left before crossing
this line into the circulatory roadway.

The splitter island is a raised or drawn element on the roundabout approach intended
to channel traffic flows at the entrance and exit of the intersection.

The roundabout entry is bounded by a curb or edge of pavement consisting of a curve
leading into the circulatory roadway. This curve is tangential to the outside edge of the
circulatory roadway.

The roundabout exit is bounded by a curb or edge of pavement consisting of a curve
leading away from the circulatory roadway. This curve is tangential to the outside edge of
the circulatory roadway. The exit radii are usually larger than the entry radii to minimize
the likelihood of congestion and crashes at the exits.

The entry width is the shortest distance between the intersection of the line connecting
the vertices of the opposite dividing islands and the entrance line (point S) and the right
curb or edge of the pavement at the entrance to the roundabout.

The deflection is the distance between a straight line joining the vertices of opposite
dividing islands and its parallel that is tangent to a central island.

2.1. The Approach Alignment

Roundabout approach alignment affects the curvature of the vehicle’s trajectory when
passing through the intersection, the accommodation of the design vehicles, and the
viewing angles on the adjacent approaches. The optimal design of a roundabout depends
on the size and position of the roundabout concerning the approach alignment.

The standard approach alignment on suburban roundabouts is radial, where the
approach axes intersect in the center of the outer radius of the intersection (Figure 2a).
This alignment allows the appropriate design of the geometric elements of single-lane
roundabouts, which ensures low vehicle velocity. The radial alignment of the approaches
ensures the visibility of intersections in the traffic network and minimizes the need to
modify the geometric elements on the approaches. An alternative to radial alignment is
a displacement of the intersection approach axes, which can be carried out either by the
displacement of this intersection to the left of the center of the outer radius (Figure 2b), or
by laying the approach axes so they intersect to the right of the center of the outer radius of
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the roundabout (Figure 2c). Displacement to the left increases the curvature of the entrance
path of the vehicle, i.e., provides better speed control at the intersection. Displacement
to the right (Figure 2c) should be avoided, as it does not provide sufficient curvature of
the vehicle entry path, i.e., this alignment allows vehicles to enter the intersection too fast,
which increases the risk of collision.

(b) ()

Figure 2. The approach alignment variants according to [8]: (a) radial alignment geometric elements of single-lane
roundabouts, (b) displacement to the left, and (c) displacement to the right. The red “x” marks the center of the roundabout

outer radius.

The optimal angle between the approach axes is 90°. If the axes intersect at an angle
significantly greater than 90°, the permitted driving speed may be exceeded for right
turns. If the approach axes intersect at an angle significantly less than 90°, the required
accommodation of long vehicles is disabled. Increasing the radius of curve at the right edge
of the pavement at the entrance to such intersections (which must be done to accommodate
long vehicles) increases the entrance width, which reduces the level of intersection safety,
as it can result in higher vehicle velocity. Reducing the angle between the approach axis
results in the need to increase the outer radius of the roundabout to meet the conditions of
the design vehicle swept path and speed requirements at an intersection.

2.2. The Outer Radius

At single-lane roundabouts, the size of the outer radius depends on the spatial re-
quirements and limitations, the number and alignment of the approaches, the traffic
requirements of the design vehicle swept path (the outer radius must allow the passage of
the design vehicle), and the design speed (the curvature of the vehicle’s trajectory must
limit driving speeds to ensure low vehicle speeds when passing through the intersection).

When examining the swept path of the design vehicles, it must be demonstrated
that the design vehicle can pass through the intersection using the available lane width
while ensuring minimum lateral clearance (usually between 25 and 50 cm wide) and
respecting road markings. The design vehicle is a vehicle of a certain type and dimensions
that characterize a certain group of vehicles and fully complies with the legal regulations
on vehicle dimensions, i.e., international recommendations. Design vehicles are used to
examine the possibility of vehicles of a certain category passing through an intersection.
They are most often selected according to the position of the intersection in the road
network, depending on the structure and category of vehicles that appear on the observed
section of the road.

The recommended and limit values of the outer radii at suburban single-lane round-
abouts listed in the analyzed documents are shown in Figure 3.
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Figure 3. Recommended outer radii for single-lane roundabouts according to [4-12].

2.3. The Circulatory Roadway

At single-lane roundabouts, the width of the circulatory roadway depends on the
swept path requirements of the design vehicle, whereas the cross slope of the circulatory
roadway depends on surface drainage and topographic conditions. The cross slope of the
circulatory roadway is usually directed towards the outside of the intersection. Such a
direction is suitable for the following reasons: It increases the safety of intersections by
raising and improving the visibility of the central island, it reduces vehicle speed on the
path around the central island, it minimizes cross slope changes at the entry and exit, and
it helps surface drainage.

According to [4], the minimal width of a circulatory roadway is determined based
on the swept path of a selected two-axle design vehicle for driving in a full circle. Rec-
ommended values for the width of the circulatory roadway range from 4.5 to 6.0 m, and
the recommended value of the cross slope of the circulatory roadway according to [5] is
smaller than or equal to 2.5%.

According to [5], the width of the circulatory roadway ranges from 6.5 to 9.0 m.
When determining the width of the circulatory roadway, it is necessary to ensure the
deflection of the vehicle driving around the central island. If sufficient deflection is not
achieved, it is necessary to plan the construction of a larger central island with an apron.
The recommended value of the cross slope of the circulatory roadway according to [5] is
2.5%, where the slope is directed towards the outer edge of the intersection, as shown in
Figure 4a. If, due to topographic conditions, it is necessary to construct an intersection
with a longitudinal slope greater than 2.5%, the circulatory roadway is placed in one plane,
with a slope less than or equal to 4% (Figure 4b). The minimum value of the cross slope is
1.5%, which ensures sufficient surface drainage of the intersection.

According to [6], a circulatory roadway should not look like a one-way multi-lane road,
but a single lane of sufficient width to ensure the accommodation of the design vehicle.
On single-lane roundabouts, the width of the circulatory roadway depends on the outer
radius and the width of the widest entrance to the intersection. The width of the circulatory
roadway is fixed and 20% larger than the widest entrance, with the minimum width of the
circulatory roadway being 6 m and the usual width 7 m. The use of an 8-m-wide circulatory
roadway is justified at roundabouts where the design vehicle is a tractor with a semi-trailer.
The cross slope of the circulatory roadway is also constant along its entire length and its
value can range from 1.5 to 2%. The cross slope is directed towards the outer edge of the
intersection. These values do not apply to roundabouts on steep slopes, which should in
any case be avoided. Additionally, the maximum cross slope of the roundabout is 3%.
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@) (b)

Figure 4. Circulatory roadway cross slope according to [5]: (a) recommended cross slope direction and (b) circulatory
roadway in one plane. Slope direction is represented by the arrows.

According to [7,8], the standard width of the circulatory roadway at single-lane subur-
ban roundabouts is 5.25 m, regardless of the dimensions of the design vehicle. It is noted
that these standard values must not be adopted as absolute: The width of the circulatory
roadway must meet the requirements of the design vehicle, but also the condition of limit-
ing the speed of the vehicle passing through the intersection. Circulatory roadway width
must be fixed along the entire length of the lane. Figure 5 shows the values of the width of
the circulatory roadway (“B”) as a function of the outer and inner radius of the roundabout
(“Rpy” and “Ry,;”) for single-lane roundabouts. The cross slope of the circulatory roadway
according to [7] is 2.0 to 2.5% and is directed towards the outer edge of the roundabout.

125 13 14 15 16 17 18 19 20m
o | \ | | | | R
— \ \ | [ | | | bu

6.5 7 8 9 10 11 12 13 14 15 m
L | | | | | | | |
— | \ | | | { | | R
6 55 5m
| | | B

Figure 5. Circulatory roadway width (“B”) depending on the outer and inner radius (“Rp,,” and
“Rpi”) [8]-

According to [9], the circulatory roadway, together with the apron, which is not
included in the width of the circulatory roadway, forms a circular ring of intersection
(width “By”). The circulatory roadway is of constant width and a constant cross slope.
The circulatory roadway width depends on the size of the outer radius—the widths of
the circular ring of intersection (“By”) for single-lane roundabouts depending on the
size of the outer radius are given in Table 1. For suburban roundabouts, the widths of
the circular ring of intersection (“By”) shown in the table correspond to the widths of
the circulatory roadway, since the aprons are not constructed at these intersections. At
suburban intersections with increased truck traffic, it is possible to apply larger widths of
the circulatory roadway than those given in the table. The cross slope of the circulatory
roadway is directed towards the outer edge of the intersection and must be at least 2.5% to
ensure proper surface drainage of the pavement.
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Table 1. Circular ring width (“By”) depending on the outer radius [9].

Outer Radius (m) Circular Ring Width “By” (m)
13 9.0
15 8.0
17.5 7.0
>20 6.5

According to [10], the width of the circulatory roadway (“by”) arises from the swept
path requirements of the design vehicle and the driving conditions. It can be standardized
to some extent for typical suburban road network conditions for single-lane and two-lane
roundabouts. The standard widths of the roundabout (“by”) for single-lane roundabouts
(Figure 6) are defined depending on the diameter of the inscribed circle of a roundabout
(“D”) and include marginal strips that are 0.20 m wide.

by [m]
100 T T T T 1
The width by includes both ——
marginal strips that are
9.0 0.20 m wide
8.0
L
6.0
5.0

26 28 30 32 34 36 38 40 42 44 46 48 50
D [m]

Figure 6. Circulatory roadway width (“by”) for single-lane roundabouts [10].

According to [10], the standard cross slope of the circulatory roadway is 2.5%. The
cross slope is directed towards the outer edge of the intersection. The maximum cross
slopes of the circulatory roadway (“ip”) as a function of the slope of the intersection plane
(“ink:”) is shown in Table 2. At the same time, the largest total slope is 4% [10].

Table 2. Circulatory roadway slope [10].

Longitudinal Slope “iny,” (%) Maximum Cross Slope “ip” (%)
0 <ingr <25 —2.5
2.5 <ingr < 4.0 2.5
4.0 <ing <57 4.0

According to [12], the total width of the circulatory roadway and apron depends
on the outer diameter of the roundabout and the swept path conditions of the design
vehicle. Figure 7 shows a diagram used to determine the minimum widths depending
on the outer diameter of the intersection. These widths are determined by swept path
analysis for the design vehicle defined according to [13]. These widths do not include
lateral clearances. Larger circulatory roadway widths should be avoided for safety reasons.
It is recommended that for a width of the circulatory roadway greater than 5.5 m, the
apron be used, intended only for tractors with semi-trailers and trucks with trailers. The
maximum cross slope of the circulatory roadway is 5% (exceptionally 7%, in demanding
topographic conditions). The minimum cross slope of the circulatory roadway is limited to
3% due to the pavement surface drainage conditions.
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Figure 7. Minimum circulatory roadway width (together with apron width) depending on the
roundabout inscribed diameter [12].

Standard circulatory roadway widths for suburban single-lane roundabouts listed
in the analyzed documents are shown in Figures 8 and 9. The values in Figure 8 refer to
single-lane roundabouts with and without the apron, the application of which depends
on the choice of design vehicle: The apron is intended exclusively to accommodate trucks
(tractors with semi-trailers, trucks with trailers).
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Figure 8. Recommended and limit circulatory roadway widths and cross slope according to [4-12].

According to the data shown in Figure 9, the highest values of the width of the circular
lane are defined by the German guidelines and the lowest values by the Dutch guidelines.
The width of the circular lane determined by the diagrams shown in Figure 9 is usually
rounded up to a larger 0.25 m. According to [9-12], the width of a circular lane includes an
additional element—an apron, the transit edge of the central island, described below.

2.4. The Apron

At roundabouts, to ensure the low driving speed of passenger cars while meeting the
traffic conditions of long vehicles, it is sometimes necessary to provide an apron on the
edge of the central island.

According to [4], the apron width is determined based on the swept path of a design
vehicle for driving in a full circle. For suburban roundabouts, this design vehicle is a
16.5 m-long tractor with a semi-trailer.

According to [5], the apron is constructed only when the required deflection cannot
be achieved due to the conditions of the swept path for the design vehicle. The widths and
other design features of the apron are not described in the document.
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Figure 9. Standard circulatory roadway widths for suburban single-lane roundabouts [8,11].

According to [6], the apron is constructed at roundabouts with an outer radius in the
range of 12 to 15 m. The apron width is in the range of 1.5 to 2.0 m (Figure 10). The apron
may also be constructed at roundabouts with an outer radius larger than 15 m if convoys of
special cargo pass through the intersection. The cross slope of the apron is directed towards
the outer edge of the intersection and ranges from 4 to 6%. It is recommended to raise the
apron above the circulatory roadway by applying a low curb (3 cm high) and to make a
final layer of stone cubes so that the edge is visible in both day and night driving conditions.

4-6%
—
—20,
6cm 3cm 1.5-2% <14cm
IEEDIDI.—/— \j—/
6.5m 1.5m | 70m 05m
I circulatory roadway
Ry=15m

Figure 10. Standard circulatory roadway cross-section for roundabouts with an outer radius of 15 m, according to [6].

According to [7,8], the apron width depends on the design vehicle and the combination
of dimensions of the remaining geometric elements of the roundabout. The standard cross
slope of the apron is 1%. The apron is constructed with a low curb with a slight slope
(the height difference compared to the circulatory roadway pavement is 5 cm at most)
and with a paved surface (cubes) [8]. The standard apron width at suburban single-lane
roundabouts is 1.5 m. Depending on the dimensions of the design vehicle, the apron width
is 3 m (for a vehicle 22 m long) or 4 m (for a vehicle 27 m long) [7].

According to [9], aprons are not constructed on suburban roundabouts.
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According to [10], the inner edges of the circulatory roadway are formed by applying
elements of a different structure (e.g., paving elements, a small cube). The central island
is shaped with one hog curve at the center of the island and two sag curves at the outer
edge of the island (Figure 11), and the slope of the tangents between these elements is
4%. The document in question, which refers to suburban roundabouts, does not envisage
the construction of the apron. According to [11], the apron width is determined based on
swept path analysis for the design vehicle, with the minimum apron width being 1 m. This
element is raised above the circulatory roadway by 3 cm, and its cross slope is 4% (3% in
exceptional cases).

|
sag |

4% Jﬂ%

- g ———"7T —_———

‘ circulatory roadway ; |

Figure 11. Central island design [10].

According to the standard [12], for circulatory roadway widths greater than 5.5 m, it
is recommended to use the apron, intended only for trucks. The design of the apron is not
defined in the specified standards. According to [15], the usual width of the apron (paved
with stone cubes) at single-lane roundabouts is 1.5-2.0 m.

The standard widths and cross slopes of the apron at suburban single-lane round-
abouts listed in the considered documents are shown in Table 3.

Table 3. Apron width and cross slope according to [4-12].

State Apron Width (m) Apron Cross Slope (%)
Croatia defined based on the design vehicle swept path not defined
Austria defined based on the design vehicle swept path not defined
France 1.5-2.0 (for outer radius between 12 and 15 m) 4.0-6.0

The Netherlands defined based on the design vehicle swept path; 1.5-4.0 1.0

Germany aprons are not constructed —

Serbia aprons are not constructed —
Switzerland 1.5-2.0 not defined

2.5. The Splitter Island

Splitter islands are mandatory elements of modern suburban roundabouts. They
provide better control of the vehicle speed by channeling traffic flows and provide space
for vertical signalization. When designing roundabouts, it is necessary to determine the
space for the splitter island before defining the width of the entrance and exit lanes.

The basic functions of the splitter islands are as follows:

Timely warning of drivers about a roundabout in the traffic network.

Separation of traffic flows.

Providing space for the installation of traffic signs, lighting, and other traffic equipment.
Preventing a left turn into a roundabout.

According to [4], the use of the triangular or funnel-shaped splitter island is mandatory
on suburban roundabouts. These splitter islands can be raised above the pavement by
15 cm, or drawn, which is a more flexible solution at intersections with heavy truck traffic.

According to [5], the splitter islands must be provided on all approaches to the
intersection. In addition, at roundabouts located in unfavorable topographic conditions
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(resulting in convex curves in vertical alignment or large turning angles on the approaches),
itis possible to ensure the required recognizability of intersections by applying long splitter
islands. The minimum width of the splitter island is 2 m, but this guideline recommends
the use of a wider island to separate the entry and exit lanes. The rounding of the top of
the splitter islands is formed by a radius of at least 0.75 m, and the distance of the island
from the outer edge of the roundabout is at least 0.25 m [5].

According to [6], raised splitter islands are used for the physical separation of entry
and exit lanes on the roundabout approaches. The splitter island on the suburban round-
about is usually funnel shaped. The standard length of the island (“H”) is equal to the
value of the outer radius of the roundabout (“Rg"), as shown in Table 4. The splitter island
on suburban roundabouts (where the outer radius is equal to or larger than 15 m) is shifted
to the left to ensure that the approach axis passes through the center point at the top of the
island (point C, Figure 12). The minimum width of the splitter island is 2 m, and the usual
width at the entrance to the intersection (“B”) is equal to a quarter of the outer radius of
the intersection.

Table 4. Splitter island elements according to [6].

e wr Splitter Island Length Splitter Island Width i ce s n Radius at the Top of the
Outer Radius “Rg” (m) “H” (m) “B7 (m) Shift “d” (m) Splitter Island “r” (m)
15 15 3.75 0.40 0.30
20 20 5.00 0.45 0.40
25 25 6.25 0.50 0.50
H
H=R,
R, — entry radius B =Ry/4
F le — entry width r=Ry/50
d = (r+0.5)/2
o

R,/16

b

R, — exit radius

s\fﬂ

I — exit width

Figure 12. Splitter island elements according to [6]. The center point at the top of the island (point C) is represented by the

red circle.

According to [7,8], splitter islands are placed on each approach to separate incoming
and outgoing traffic flows. They can be raised or drawn, which is a more flexible solution at
intersections with heavy truck traffic. The distance between the edge of the raised splitter
island and the outer edge of the roundabout is approximately 1 m, to improve the traffic
conditions at the intersection. In terms of their layout, the splitter islands used in the
Netherlands are exclusive of the radial type (Figure 13), i.e., the edges of the islands are
parallel to the axis of the approach, which passes through the center of the roundabout.
The advantages of such a layout are as follows:

Entry and exit speeds are low due to provided deflection.
The shape of the splitter island forces the driver at the entrance to the intersection to
respect the right of way of the vehicle at the intersection.

e The angle between the entry lane and the circulatory roadway remains 90° (which is
advantageous in terms of visibility).
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Figure 13. Radial splitter island elements for suburban roundabouts according to [7,8].

The recommended length of the raised part of the splitter island at single-lane subur-
ban roundabouts (“Ly,”) is 10 to 15 m, and the standard width of the island (“B,”) is 3 m
(Figure 13).

According to [9], the axis of the splitter island is perpendicular to the outer edge of the
roundabout, with the smallest width of the island being 1.6 m. At suburban roundabouts,
funnel-shaped splitter islands are used to achieve the required lane width at the entrance to
the intersection and to ensure that the curvature of the splitter island drawn edge follows
the curvature of the vehicle path (Figure 14).

Figure 14. Funnel-shaped splitter islands on suburban roundabouts according to [9].

According to [10], the shape of the splitter island is conditioned by the desired level of
traffic-flow channeling. If at single-lane roundabouts the outer radius of the intersection is
greater than 20 m and/or the maximum design speed is equal to or greater than 60 km/h,
the highest level of channeling is applied (Figure 15). A medium level of channeling
(Figure 16) can be applied at a roundabout with an outer radius between 14 and 20 m
with a maximum design speed between 50 and 60 km/h. The lowest level of channeling
(Figure 17) is applied at the intersections of access roads and intersections of collector and
access roads when an outer radius is smaller than 15 m and the highest design speed is
below 50 km/h.
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Figure 17. Splitter islands for a low level of traffic-flow channeling [10].
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According to [12], the shape and dimensions of splitter islands depend on the widths
of the entry and exit lanes, and the smallest dimensions are defined by the norm [14]. The
minimum allowable width of splitter islands is 1.2 m, and the length of the island ranges
from 30 to 50 m. A splitter island at a suburban roundabout defined according to the
guidelines [15] is shown in Figure 18—the use of funnel-shaped islands with a minimum
width of 5 m is recommended.

Figure 18. Splitter island according to [15].

An overview of the recommended dimensions of splitter islands listed in the consid-
ered documents is given in Table 5.

Table 5. Recommended design shape and dimensions of splitter islands according to [4-12].

Splitter Island Distance

State Splitter Island Shape Splitter Island Length (m)  Splitter Island Width (m) from the Outer Edge of
the Roundabout (m)

. triangle — >2.0 <0.50

Croatia funnel - >20 <0.50

Austria triangle — >2.0 >0.25
France funnel 15-25 >2.0 or (outer radius/4) 1.0
The Netherlands radial 10-15 >3.0 1.0
Germany funnel — >1.6 0.0
radial >10 >15 0.25
Serbia triangle >12 >3.0 0.5

funnel >15 >5.0 0.5-1.0
Switzerland funnel 30-50 >1.2(5.0) 0.0

2.6. The Entry and Exit Design

The design of the roundabout entry and exit refers to the definition of the widths of
lanes and the radius of curvature of the right edge of the pavement at the roundabout entry
and exit. The widths of the entry and exit lanes are determined based on the swept path
requirements of the design vehicle. Additional widening of the entry and/or exit lane,
necessary to accommodate the design vehicle, is performed by rounding the right edge of
the pavement or curb using one or two radii of the appropriate size.

According to [4], a prerequisite for unobstructed vehicle movement on roundabout
entry and exit is a proper design of the right pavement edge and selection of the following
design elements: entry and exit radii (“Ry;” and “R;,”), entry and exit widths (“e” and
“e’”), and circulatory roadway width (“u”). The right pavement edge can be designed in
two different ways:

1. With a shorter effective widening length (“1”)—the pavement edge is composed of
a circular arc and a straight line that is parallel to the side of the triangular splitter
island (Figure 19a), and the selected widening (“A8”) is equal to zero;

2. With a longer effective widening length (“1””)—the pavement edge is composed of a
circular arc and a straight line that is not parallel to the side of the triangular splitter
island (Figure 19b), and the selected value of widening (“A$”) is larger than zero.
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(@) (b)

Figure 19. Entry design according to [4]: (a) shorter effective widening length and (b) longer effective widening length;
“v” is the approach lane width, “m” is the splitter island length, “Ry” is the roundabout outer radius, and “R,;” is the

entry radius.

The designer must choose the way that will ensure unobstructed vehicle movement,
and the decision must be based on the design vehicle swept path analysis. Additionally,
entry design should ensure that the entrance angle (“®”), which is the tangent angle
between the vehicle paths at the roundabout entry, is around 30°. In terms of the ratio
between entry and exit radius, Croatian guidelines [4] recommend that the exit radius
should be greater than or equal to the entry radius. The roundabout exit width (“e’”)
depends on the swept path width made by the design vehicle (Figure 20).

Riz = Ry
vizy

s

Figure 20. Exit design according to [4]: “v’” is the approach lane width, “m” is the splitter island

length, “Ry” is the roundabout outer radius, and “Ry;” is the entry radius.

According to [5], on single-lane entrances to roundabouts, the width of the entry lane
along the splitter island is at least 3.75 m. At the same time, the width of the exit lane along
the splitter island is at least 4 m. The right edge of the pavement at suburban roundabouts
is rounded with a radius varying from 12 to 16 m at the entrance (entry radius “Rg”),
whereas a radius varying from 15 to 25 m is applied at the exit (exit radius “Ra "), as shown
in Figure 21. The radii at the entry are smaller than the radii at the exit to reduce the speed
of vehicles at the entrance while facilitating the exit of long vehicles and buses from the
intersection. The radii applied must meet the design vehicle swept path requirement.

According to [6], the recommended entry width (“le”) at single-lane entrances, mea-
sured between the boundary lines, is 4 m, and the entrance radius (“R.”) must always be
less than or equal to the outer radius of the roundabout (“Ry”). The standard values of the
entry radius range from 10 to 15 m, depending on the position of the approaches. The entry
lane is bounded by boundary lines. The standard configuration of the single-lane entrance
is shown in Figure 22 (for an outer radius of 20 m). The width of the exit lane (“ls”) ranges
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from 4 to 5 m for single-lane approaches and depends on the size of the outer radius of
the roundabout (“Rg”). The exit radius (“Rs”) must be larger than the inner radius of the
intersection (“R;”), with a minimum recommended value of 15 m and a maximum of 30 m.
The values of these parameters depend on the size of the outer radius of the intersection

(“Rg”) and are shown in Table 6.

C—

)L
.

Figure 21. Right edge of the pavement at the roundabout entry and exit according to [5].

Figure 22. Single-lane approach for an outer radius of 20 m according to [6].

Table 6. Design elements for roundabout entry and exit according to [6].

Outer Radius Entry Width Entry Radius Exit Width Exit Radius Transitional
“Rg” (m) “le” (m) “Re” (m) “1s” (m) “Rs” (m) Radius “R,” (m)
12 4 12 4.0 15 48
15 4 15 4.0 20 60
20 4 15 45 20 80
25 4 15 5.0 20 100

According to [8], the widths of entry and exit lanes do not have a large impact on the
speed at the roundabout but affect the accommodation of design vehicles and visibility
at the roundabout. The width of the entry lanes (“B¢”) should be in the range of 3 to
4 m—wider lanes encourage drivers to drive around the roundabout at higher speeds,
which reduces safety. The width of the exit lanes (“B,”) depends on the design vehicle
swept path requirements, and ranges from 3.75 to 4.50 m. The standard values of the
entry radii (“R¢”) at single-lane suburban roundabouts range from 8 to 12 m, and the exit
radii (“R,”) from 12 to 15 m. Design elements of entry and exit at suburban single-lane
roundabouts are given in Figure 23.
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Figure 23. Design elements of entry and exit at suburban single-lane roundabouts according to [8].

According to [9], the approaches should be perpendicular to the roundabout, which is
achieved by radially laying the approach axis to the outer radius of the intersection. The
center of the roundabout must be as close as possible to the intersection of the approach
axis. At suburban roundabouts, the recommended entry lane width in the vicinity of the
splitter island (“Bz”) ranges from 3.50 to 4.00 m, whereas the recommended exit lane width
(“Ba”) is in the range of 3.75 to 4.50 m (Figure 23). The rounding of the right edge of
the pavement at the roundabout entry and exit lane is formed by applying a circular arc,
the size of which depends on the desired speed limit and the design vehicle swept path
requirements (Figure 24). The standard radius of the circular arc at the entry lane (“Rz”)
ranges from 14 to 16 m, whereas the radius of the circular arc at the exit lane (“Rp”) is
in the range of 16 to 18 m. The stated values of the exit radii can be increased by 30% at
suburban roundabouts (i.e., “Rp” is in the range of 21 to 23 m).

V4

Figure 24. Design elements of roundabout entry and exit according to [9].

According to [10], the geometric elements of entry and exit are the starting point
for the design vehicle swept path analysis and the definition of the roundabout design
speed, thus directly affecting the capacity and safety of the roundabout. The standard
width of the entry lane (“b,”) at single-lane roundabouts is 3.5 to 4.0 m, whereas the
standard width of the exit lane (“b;”) is 3.75 to 4.50 m. Regardless of the required level of
traffic-flow channeling, the initial condition for the entry radius (“Ry”) is as follows: The
radius (“Ry + by”) can ultimately tangent (but not intersect) the edge of the roundabout, as
shown in Figure 25. The standard values of the entry radius (“R,”) are in the range of 12 to
16 m. The condition of the ratio of entry and exit speeds requires that the exit radius (“R;”)
be larger than the entry radius by 2 m. The standard values of the exit radius are in the
range of 14 to 18 m.
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10.25 (0.00) m

Figure 25. Initial design parameters for single-lane roundabout entry according to [10].

The number and size of the radius of curvature at the right edge of the pavement at the
roundabout entry and exit and the design of the transition from the width of the approach
lane to the width of the entry and exit lane depend on the desired level of traffic-flow
channeling traffic.

e  For the highest level of channeling, with a funnel-shaped splitter island, the rounding
off the right edge of the pavement at the entry and exit of the intersection is performed
using the radii “R,” and “R;,” whereas the transition from lane width at the approaches
is performed using the radius “R,” which is at least three times larger than “R,” for
the entry and at least three times larger than “R;” for the exit.

e  For a medium level of channeling, with a triangular splitter island, rounding off the
right edge of the pavement at the entry is performed using radii “R,” and “2Ry,”
and rounding of the right edge of the pavement at the exit is performed using radii
“R;” and “2R;.” The transition from the lane width at the approach to the entry lane
width is performed by applying the radius “R,” whose tangents are a straight line that
defines the edge of the pavement at the entry and a straight line parallel to the edge of
the triangular splitter island and at a distance from that edge “b,.”

e  For the lowest level of channeling, with a radial splitter island, the rounding of the
right edge of the pavement at the entry and exit of the intersection is performed using
the radii “R,” and “R;,” whereas the transition from the approach lane width to the
entry lane width is achieved by applying a curve of length “Ly.”

According to [12], a value of 3.0 to 3.5 m has been defined as a suitable entry lane
width (“b.”) for single-lane roundabouts in terms of safety, whereas a value of 3.5 to 4.5 m
is defined as a suitable width of the lane at the exit (“b,”). According to [12], the right
edge of the pavement at the roundabout entry and exit is formed by applying two radii, as
shown in Figure 26. At suburban roundabouts, the recommended size of the inner entry
radius (“Rep”) is 12 m, whereas the outer entry radius (“Re1”) is five times larger. The
recommended size of the inner exit radius (“R,»”) is 14 m, whereas the outer exit radius
(“Ra1”) is four times larger.

2.7. The Longitudinal Slopes at Roundabouts

Longitudinal slopes at a roundabout (longitudinal slopes of the approaches and the
circulatory roadway) reflect the topography of the area.

According to [5], the longitudinal slopes of the circulatory roadway and the ap-
proaches at 20 m from the outer edge of the roundabout must not exceed 4% (2.5% if a
large proportion of heavy vehicles at the intersection is foreseen). The difference between
the longitudinal slope of the approaches and the cross slope of the circulatory roadway
must not exceed 5%.
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Splitter island

Figure 26. Design elements for single-lane roundabout entry and exit according to [12].

The recommended values for the design elements on entry and exit at suburban
single-lane roundabouts listed in the analyzed documents are shown in Table 7.

Table 7. Design elements for roundabout entry and exit according to [4-12].

State Entry Width (m) Exit Width (m) Entry Radius (m) Exit Radius (m)
Croatia 4.00-7.00 4.00-7.00 8-20 10-25
Austria >3.75 >4.00 12-16 15-25
France 3.75-4.00 4.00-5.00 10-15 15-30

The Netherlands 3.50-4.00 4.00-4.50 8-12 12-15
Germany 3.50-4.00 3.75-4.50 14-16 16-18
. 3Ry or 2Ry 3R; or 2R;
Serbia 3.50-4.00 3.75-4.50 Ry = 8-12 R =Ry +2
. Re1 =60 Ra1 =56
Switzerland 3.00-3.50 3.50-4.50 R =12 R, = 14

According to [6], the construction of roundabouts on sections of roads with longitu-
dinal slopes of up to 3% is not considered an issue. At longitudinal slopes between 3%
and 6%, instability of trucks passing through an intersection can occur. For longitudinal
slopes greater than 6%, it is necessary to relocate the intersection or modify the longitudinal
profile of the road. Therefore, the longitudinal slopes of the roundabout approaches must
not exceed 3%.

According to [9], the longitudinal slope of the roundabout approach should not exceed
6%. If the terrain slopes are higher than 6%, it is necessary to place the entire surface of the
intersection in one plane.

According to [10], roundabouts should be in locations where terrain slopes are less
than or equal to 2.5%. Longitudinal slope changes (sag or hog curves) of the approaches
should be located at approximately half of the distance “L,"” from the outer edge of the
roundabout (Figure 27, “V,,s” is the design speed). If the longitudinal slopes of the
approaches are greater than 2.5%, it is necessary to mitigate them, as shown in Figure 28.

The minimum values of the vertical hog and sag radii are determined according to
the relevant speed of entry or exit. The tangent of the vertical curve should end at the
edge of the circular pavement along the splitter island. Mitigation of longitudinal slopes
to a value equal to or below 2.5% (Figure 28) is mandatory at all one-lane roundabouts
with an outer radius equal to or greater than 20 m and/or when the maximum design
speed is equal to or larger than 60 km/h [10]. Mitigation of longitudinal slopes to a value
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between 2.5% and 4.0% (Figure 28) can be applied in conditions of spatial constraints at
single-lane roundabouts with a design speed below 50 km /h [10]. The highest longitudinal
slopes in the roundabout zone (Figure 28) are applied only under strict spatial restrictions
at intersections with an intersection design speed below 50 km /h and low probability of
occurrence of trucks and buses in the roundabout (the share of trucks and buses at the
roundabout is equal to or lower than 2%) [10].

/A=A
L L=lo(minly) Lo | -

Vias

Voo [knVh] [ L [m] | X [m] |V, [knvh] | Lo [m] | min Lo [m] -7
50 30 7 30 15 10
60 45 10 35 20 15
70 65 12 40 25 20*
80 85 15 45 35 25*
90 105 20 50 45 30* *min15m

Figure 27. Roundabout approach design elements according to [10].

circulatory central circulatory
roadway island roadway

~Lo2 ~Lo/2 in

Inkr
—-—

Figure 28. Mitigation of longitudinal slopes on roundabout approaches (Rv*—hog vertical curve
radius; Rv*—sag vertical curve radius) [10].
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According to [12], the intersection must be laid in one plane, the slope of which
corresponds to the longitudinal and transverse slopes of the approaches. The maximum
slope of the intersection surface is 5%, but under demanding topographic conditions, the
slope can be as high as 7%. In this case, it is necessary to provide low traffic speeds at the
roundabout by deflection.

The recommended values for the longitudinal slopes at roundabouts listed in the
analyzed documents are shown in Table 8. According to the considered documents, in
demanding topographic conditions (in hilly terrain) the entire surface of the intersection
should be placed on one plane with a maximum slope of 2.5 to 7%. The maximum permitted
longitudinal slopes of the approaches are in the range of 3 to 7%.

Table 8. Longitudinal slopes at roundabouts according to [4-12].

Maximum Slope of the Maximum Longitudinal Longltud} nal Slope
State Intersection Plane (%) Slope of the Approaches (%) Changes-Distance to the
Roundabout Outer Edge (m)
Croatia <4 <4 >6.0
Austria <4 <4 20.0
France <6 <3 not defined
The Netherlands not defined not defined not defined
Germany <6 <6 not defined
Serbia <2.5-5.7 not defined 7.5
Switzerland <5(7) <5(7) not defined

3. Comparative Analysis

According to the analyzed documents, the design of modern roundabout geometric
elements is composed of the following steps: (1) selection of the roundabout size, (2) selec-
tion of the circulatory roadway (and apron) width, (3) selection of the splitter island shape,
(4) selection of the shape and elements of the right edge of the pavement at the entry and
exit, and (5) final control of the roundabout geometry.

Roundabout size is defined by the value of the outer radius. These values depend on
the spatial requirements and limitations, the number and the alignment of the approaches,
the traffic requirements of the design vehicle swept path, and the design speed [17-19].
The recommended values of the outer radius given in the analyzed documents range from
12.5 to 25 m. Smaller values of outer radii are detected in Austria, the Netherlands, and
Switzerland. This dissipation primarily reflects the spatial requirements and limitations, as
well as the dimensions and types of the design vehicles used in the swept path analysis.

In terms of the circulatory roadway width, the main difference between the analyzed
documents is the approach applied in the definition of this width, the selection of the design
vehicle, and the application of the apron. Namely, according to the French guidelines,
the width of the circulatory roadway is fixed and 20% larger than the widest entrance,
whereas all other analyzed documents define this width according to the design vehicle
swept path analysis. When defining the circulatory roadway width, Croatian guidelines
recommend the use of a two-axle design vehicle, whereas types of design vehicles given in
other analyzed documents that should be used in this analysis are not specifically defined.

The design of an apron on suburban roundabouts is described in Austrian, Croatian,
French, Dutch, and Swiss guidelines and norms. German and Serbian guidelines do not
envisage these elements in suburban locations. According to these documents, the apron
width is defined based on the (long) design vehicle swept path analysis. French, Dutch,
and Swiss documents recommend an apron width of at least 1.5 m. Apron cross slopes
given in the analyzed documents range from 1 to 6%. Concerning the apron cross slope,
one should be aware that the apron shape should deter car (and bus) drivers from crossing
it, so the apron must be raised relative to the circulatory roadway and constructed with a
cross slope greater than the circulatory roadway cross slope [20]. The apron also differs
from the circulatory roadway in the finish layer material and/or color used.
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According to the analyzed documents, splitter islands (raised or drawn) are manda-
tory elements of modern suburban roundabouts. In terms of their layout, the splitter
islands used in the Netherlands are exclusively of the radial type. Radial splitter islands
are also given in the Serbian document—they are used for the lowest level of channel-
ing. Other analyzed documents define the use of triangular (Croatian, Austrian, Serbian)
and/or funnel-shaped splitter islands (Croatian, French, German, Serbian, Swiss) in subur-
ban roundabouts.

Among the analyzed documents, the most elaborate approach to the design of the
roundabout entry and exit is given in the Croatian guidelines. This approach is based on
the design vehicle swept path analysis and therefore should result in a design that provides
unobstructed vehicle movement even in the initial roundabout design. The only drawback
of this approach is the fact that it can be very time-consuming [17]. The approach given
in Swiss guidelines is more straightforward—additional widening of the entry and exit
lane, necessary to accommodate the design vehicle, is performed by rounding the right
edge of the pavement or curb using two radii of the appropriate size. According to the
other analyzed documents, entry and exit lane widening is performed by rounding the
right edge of the pavement using only one radius of the appropriate size.

4. Concluding Remarks

The documents analyzed in this entry were issued in a period of over 20 years,
which was marked by the mass construction of roundabouts in their countries of origin.
Even though the analysis has shown that all analyzed documents have similar design
approaches for suburban roundabouts, the dissipation of the recommended and limit
values of roundabout geometric elements is evident, and in some cases, even significant.
This dissipation is the result of the following: (1) the differences in the geography and
terrain in the countries these documents originate from, which affects the intersection
design elements” dimensions and shapes, and (2) the differences in types and dimensions
of design vehicles used in the swept path analysis, which is the basis for the definition of
roundabout lane widths.

The following recommendations for suburban single-lane roundabouts can be given
as concluding remarks for this entry:

e  The roundabout outer radius must be selected by considering the spatial limitations
and the requirements of the design vehicle swept path.

e Theswept path analysis for the design vehicle should be the basis for the determination
of the minimum required width of the circulatory roadway.

e  When defining the width of a circulatory roadway at single-lane roundabouts, widths
above 5.5 m should be avoided so that drivers do not use a wide roadway as two lanes,
and so that sufficient deflection is achieved.

e When the swept path conditions for the design vehicle require a large width for the
circulatory roadway;, it is necessary to introduce an apron.

e  The apron is intended for the passage of trucks only—buses use only the width of the
circulatory roadway to ensure driving comfort.

e The design of the splitter island, i.e., the channeling of traffic flows, should depend
on the traffic conditions (the main traffic flow should be undisturbed), the type of
road (the road cross-section outside of the intersection zone), horizontal alignment
(good visibility must be provided), and the position of intersection in the network
(for suburban roundabouts, the channelization must be stretched and well signaled,
otherwise raised islands can be a source of danger due to higher driving speeds).

e The entry and exit radii, along with the width of the circulatory roadway and the ap-
proach lanes, should enable the fulfillment of the design vehicle swept path requirements.

e Itis recommended to use the smallest possible entry and exit radii since larger radii
can result in higher speeds at the intersection.

e The exit radius should be larger than the entry radius to increase the exit speed.
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e  Particular attention should be paid to wide entrances: An entry width greater than
5.5 m or greater than the width of a circulatory roadway can lead drivers to interpret
a wide single-lane entrance as two lanes, which increases the risk of collision when
entering a single-lane intersection.

To complete a modern roundabout design, a fastest path analysis and visibility checks
must be conducted. If the results of these checks are not in line with the design recommen-
dations, the geometry of the elements applied in the initial design phase must be modified.
After fulfilling the conditions of the performance checks, a detailed roundabout design is
conducted: the definition of signalization, lighting, and other equipment of the intersection;
the final examination of the conditions of visibility; and final modification of the design
elements, if necessary. This iterative process could be simplified by the introduction of the
design approach that is described, to some extent, in the Croatian guidelines. Namely, these
guidelines recommend that the design of the following geometric elements on suburban
roundabouts be based primarily on the design vehicles swept path analyses: the outer
radius, the circulatory roadway width, the apron width, and the right pavement edge
at the roundabout entry and exit. This approach, which incorporates the optimization
technique rather than the iterative (trial-and-error) process, could be an effective way to
determine the optimal design parameters in geometric design—as similar research has
shown [18,19,21]. With today’s development of software for vehicle movement simulation
that allows easier and faster construction and modification of design vehicles’ movement
trajectories, this could be achieved easily [17,21].
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Definition: Knowledge integration is well explained by the human-organization-technology (HOT)
approach known from knowledge management. This approach contains the horizontal and vertical in-
teraction and communication between employees, human-to-machine, but also machine-to-machine.
Different organizational structures and processes are supported with the help of appropriate tech-
nologies and suitable data processing and integration techniques. In a Smart Factory, manufacturing
systems act largely autonomously on the basis of continuously collected data. The technical design
concerns the networking of machines, their connectivity and the interaction between human and
machine as well as machine-to-machine. Within a Smart Factory, machines can be considered as
intelligent manufacturing systems. Such manufacturing systems can autonomously adapt to events
through the ability to intelligently analyze data and act as adaptive manufacturing systems that
consider changes in production, the supply chain and customer requirements. Inter-connected
physical devices, sensors, actuators, and controllers form the building block of the Smart Factory,
which is called the Internet of Things (IoT). IoT uses different data processing solutions, such as
cloud computing, fog computing, or edge computing, to fuse and process data. This is accomplished
in an integrated and cross-device manner.

Keywords: smart factory; cloud computing; fog computing; edge computing; knowledge integration;
knowledge management; data analytics; text analytics; knowledge graph

1. Introduction

In the wake of the Industry 4.0 development, the concept of Smart Factories and
related technologies such as Cyber-Physical Systems (CPS) or the application of Internet of
Things (IoT) in an industrial context emerged in the span of just ten years. Cyber-Physical
Systems combine the analogue or physical production world with the digital world in a
newfound complexity. Consequently, data and knowledge are playing an increasingly
bigger role, supporting and leading to data-driven manufacturing (e.g., [1,2]).

Industry 4.0 has first been published on a larger scale as a (marketing) concept in 2011
at the Hannover fair in Germany. What followed was the backwards view on how to define
the previous epochs of Industry 1.0 to 3.0 and their respective historical focus (e.g., [3]).
Industry 4.0 presents a forward view of how the concept may be used to transform the
current production environment and integrate digital solutions to improve aspects such as
performance, maintenance, manufacturing of individualized products or to generate trans-
parency over the whole production process or value chain of a company. Zhong et al. (2017)
conclude that “Industry 4.0 combines embedded production system technologies with intelligent
production processes to pave the way for a new technological age that will fundamentally transform
industry value chains, production value chains, and business models” [4]. The technological
advance also requires interaction with and integration of skilled workforces, even though
this is often not addressed [5]. In this light, Industry 4.0 can be further defined as a network
of humans and machines, covering the whole value chain, while supporting digitization
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and fostering real-time analysis of data to make the manufacturing processes more trans-
parent and simultaneously more efficient to tailor intelligent products and services to the
customer [6]. Depending on the type of realization and number of data sources, there
might be a requirement for Big Data analysis [1,2].

Intensive research has been conducted on how to make the existing factories “smarter”.
In this context, the term “smart” refers to making manufacturing processes more au-
tonomous, self-configured and data-driven. Such capabilities enable, for example, gather-
ing and utilizing of knowledge about machine failures, to enable predictive maintenance
actions or ad hoc process adaptations. In addition, the products and services which are
manufactured often are aimed to be “smart” too, meaning they contain the means to gather
data which may be used to improve functionalities or services through continuous data
feedback to the manufacturer.

A generic definition of the term Smart Factory is still difficult, as many authors
provide definitions based on their specific research area [7]. It can be concluded from
this that the Smart Factory concept is targeting a multi-dimensional transformation of
the manufacturing sector that is still continuing. Based on their analysis, Shi et al. (2020)
conclude on four main features of a Smart Factory: (1) sensors for data gathering and
environment detection with the goal of analysis and self-organization, (2) interconnectivity,
interoperability and real-time control leading to flexibility, (3) application of artificial
intelligence (AI) technologies such as robots, analysis algorithms as well as (4) virtual
reality to enhance “human—machine integration” [7]. To target the diversity of topics related
to the term Smart Factory, Strozzi et al. (2017) conducted a literature survey of publications
between 2007 and 2016 and concluded from more than 400 publications direct relations
between smart factories and the topics of real-time processing, wireless communication,
(multi)-agent solutions, RFID, intelligent, smart, flexible and real-time manufacturing,
ontologies, cloud computing, sustainability and optimization [8], identifying main areas
but also enablers for a Smart Factory.

The overall question this work tries to answer is “How do Industry 4.0 environments
or Smart Factory plants of the future look like and what role does data and knowledge
play in this development?” Tao et al., (2019), referencing Zhong et al. (2017) [4], summarize
that “Manufacturing is shifting from knowledge-based intelligent manufacturing to data-driven
and knowledge-enabled smart manufacturing, in which the term “smart” refers to the creation and
use of data” [9]. This shift has to be considered with the help of concepts known from the
disciplines of data analytics, knowledge management (KM) and knowledge integration,
machine learning and artificial intelligence. It presents a change from “knowledge-based”,
explicitly represented, qualitative data to the consideration of quantitative data in which
meaningful patterns trigger manufacturing decisions, while being informed by supporting
knowledge representations, such as ontologies. Especially the pronounced roles of data
and knowledge are key aspects of future manufacturing environments and products.

Before talking more about this change the terms data, information and knowledge
as well as knowledge management will be introduced briefly, giving a better background
of understanding [10]: From a knowledge management perspective, the three terms are
closely related, whereas data are the basis being formed out of a specific alphabet and
grammar/syntax and may be structured, semi-structured or unstructured. Information
builds on top of data which are used and interpreted in a certain (semantical) context, while
knowledge is interconnected, applied or integrated information and oftentimes relates to a
specific application area or an individual. That is why the terms of individual and collective
knowledge are important factors for knowledge management, a discipline supporting, e.g.,
the acquisition, development, distribution, application or storage of knowledge within an
organization. Different KM models or processes may be established and manage targeting
human, organizational and technological aspects. Frey-Luxemberger gives an overview of
the KM field [10].

The changes and role of data in manufacturing detailed above, is motivated or required
by the rising customer demands of customized or tailored orders [11]. From an outside
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perspective the change of market demands requires hybrid solutions which not only
focus on the manufacturing of physical devices or products but an accompanying (smart)
service [12], which is only possible if the product generates data to be analyzed and used
for offering said service. At the same time, the interconnected technologies require a
change in knowledge management. Bettiol et al. (2020) conclude: “On the one hand advanced,
interconnected technologies generate new knowledge autonomously, but on the other hand, in order
to really deploy the value connected to data produced by such technologies, firm should also rely on
the social dimension of knowledge management dynamics” [13]. The social dimension will be
discussed later when reflecting on the changing role of employees in Smart Factories.

To meet a lot size of one, while offering extensive automated configuration abilities
throughout the production process, the Smart Factory has to offer configuration and
adaptation possibilities in a scalable way. At the same time these have to be manageable
by the human workers, as well as being aligned to the underlying business processes.
The realization is only possible by collecting and using data and knowledge throughout
the manufacturing and documentation process, as well as by deploying automated data
analytics and visualization tools to enable real time management and reconfiguration. It
is expected that in the future workers inside Smart Factories will have to fulfill different
roles or tasks in different processes or together with (intelligent) machines (e.g., [14,15]).
Furthermore, instead of only administering one isolated machine, they will be supporting
overarching tasks as the surveying and monitoring of interconnected production machines
or plants, as well as flexible automation solutions. This again requires knowledge about
inter-dependencies in the production process as well as about consequences for multiple
production queues, e.g., in case of a failure of an intermediate machine. In this context
the topic of predictive maintenance (e.g., [16]) is another major issue, as the gathered data
inside the Smart Factory can and has to be used to minimize the times of failures in the more
complex manufacturing environment, deploying analytics strategies (e.g., [16]) or machine
learning algorithms to detect potential failures or maintenance measures. The concept of
a digital twin (DT) (e.g., [9]) might be used here to fuse data and simulation models to
create a real-time digital simulation and forecast the real environment, supporting the early
detection of potential problems and real-time reconfiguration.

In the following, the different aspects of a Smart Factory including computing, analyt-
ics and knowledge integration perspectives will be discussed in more detail.

2. Smart Factory
2.1. Smart Factory Environment

Before the different levels of integration and computing in Smart Factories are explicitly
addressed, a conceptual overview of a Smart Factory environment is given and explained.
Figure 1 summarizes the integration levels and technologies related to a Smart Factory. The
icons indicate the interconnectivity and communication between them and are detailed in
the following sub-sections. In this setting, the horizontal perspective is focused on the shop
floor level of the manufacturing facilities where products are manufactured, and related
data are collected for later integration and analysis. The vertical perspective is a perspective
of knowledge integration where gathered data from the manufacturing environment are
fused, aggregated and integrated with the knowledge about the underlying business
processes. The goal is to derive at the lowest level a real-time perspective on the state of
manufacturing, while enabling at the top level a predictive business perspective. These
alignments are reflected both horizontally and vertically in the RAMI 4.0 architecture of
the i40-platform [17] and vertically in the 5C model [18].
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Figure 1. Smart Factory Environment and Knowledge Integration.

Depending on the author, either one or both terms of Cyber-Physical Systems (CPS) or
Cyber—Physical Production Systems (CPPS) are used as the main building blocks of a Smart
Factory. While the term CPS is sometimes used synonymously with CPPS, the term CPPS
is also used to refer to a higher-level system that consists of multiple singular CPS [2,6].
In this paper, we follow the second interpretation. We use the term CPPS to refer to a
wider scope, in which interconnected CPSs build the CPPS. In a practical scenario, these
may be different production machines connected to one production process, where each
machine resembles a unit as an integration of the “cyber”, meaning the computation and
networking component, as well as the “physical” electrical and mechanical components.
Karnouskos et al. (2019) named autonomy, integrability and convertibility as the main
CPPS pillars [19].

Next to CPS or CPPS, other main building blocks are IoT devices, which may be
any devices that are able to gather data through embedded sensors as an interconnected
entity within a wider network, and subsequently integrating the collected data into the
Smart Factory network. This way, previously closed manufacturing environments or
passive objects may be transformed into an active role inside the network and, as such, the
manufacturing or monitoring processes.

Different communication protocols, technologies and standards may be used for the
identification of objects, realization of connectivity or transmission of data, e.g., RFID,
WLAN, GPS, OPC UA or specific industrial communication protocols (e.g., [6]). The identi-
fication of individual objects inside the production process is essential for individualization
of products and automation of processes [20]. Soic et al. (2020) reflect in their work about
context-awareness in smart environments that it requires the interconnection of “physical
and virtual nodes”, whereas the nodes relate to “an arbitrary number of sensors and actuators
or external systems” [21]. Fei et al. (2019) conclude that data gathered from “interconnected
twin cybernetics digital system[s]” supports prediction and decision making [22]. Gorodetsky
et al. (2019) view “digital twin-based CPPS” as a basis for “real-time data-driven operation
control” [23].

IoT architecture models such as the Industrial Internet of Things (IloT) architecture
published by the Industrial Internet Consortium (IIC) [24] or the RAMI 4.0 architecture of
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the i40-platform [17] are approaches to standardize the implementation of a Smart Factory
from the physical layer up to the application layer similar to the OSI 7 layer model.

Each CPS (e.g., through embedded sensors), or IoT device, produces or gathers data
which need to be processed and analyzed to generate immediate actions or further derive
knowledge about the status of the devices or the manufacturing process in focus. This may
happen directly inside the device or with the help of a local computing device attached to
the machine, called edge component and Edge Computing, respectively, on a local network
level, called Fog Computing, or with the help of a central Cloud Computing platform. The
Cloud Computing solution is beneficial when there are different production plants and
the data need to be gathered at one common, yet transparently distributed, place to be
analyzed. Edge or Fog Computing are better in cases of immediate processing or processing
inside a local plant. In this context, it is important to define if data need to be analyzed
immediately, e.g., for monitoring purposes or for cases where an analysis of a specific time
frame is necessary. In the first case, Stream Processing or Stream Analytics can be used
where the data are gathered and immediately analyzed “in place”, meaning while being
streamed, while in the second case Batch Processing or Batch analysis takes place, where
data are collected and processed together with the option of aggregating over time and
features. In Section 3, the different aspects are discussed in more detail.

2.2. Multi-Dimensional Knowledge Integration in Smart Factories

Theorem 1. From the perspective of Knowledge Management and considering the three associated
main pillars of (1) human workforce, (2) organizational structures or processes as well as (3) tech-
nology, the establishment of a Smart Factory requires a Multi-dimensional Knowledge Integration
Perspective targeting the aforementioned three pillars, while considering the knowledge associated
with, as well as the interconnected manufacturing processes and automation requirements to support
a “Smart” solution.

Based on Theorem 1, the following sub-sections detail the different aspects of how
to create such a multi-dimensional knowledge integration perspective. We consider the
human-organization—technology (HOT) (e.g., [10], or [25]) perspectives the target for
this multi-dimensional knowledge integration [26]. Examples of the human (employee)
perspective are roles like involved knowledge experts, lifelong learning, human-machine
interaction, etc. Examples on the organizational perspective are the transformation of a
hierarchical into a network-based structure, organizational learning and a data-driven
business process integration; and finally, from the technological perspective we have
the variance of knowledge assets (e.g., textual content, sensor data) as well as analysis
processes, which will be detailed in Section 3.3. Figure 1 summarizes the perspectives
around the Smart Factory environment.

3. Knowledge Integration
3.1. Knowledge Integration on Organizational Level: Horizontal and Vertical Integration

The Smart Factory integration or transformation from a regular factory into a Smart
Factory bases on a horizontal and a vertical integration perspective. The horizontal per-
spective targets the production and transportation processes along the value chain, while
the vertical perspective has a look at how the “new” or “transformed” production envi-
ronment fits and interrelates with the other organizational areas such as production plan-
ning, logistics, sales or marketing, etc. The platform i4.0 visualized this change between
Industry 3.0 [27] towards Industry 4.0 [28] with the change from a production pyramid
towards a production network. Hierarchies are no longer as important in Industry 4.0 as
the concept transforms the organization into an interconnected network, where hierarchical
or departmental boundaries are resolved or less significant. The important aspect is the
value chain and all departments working towards customer-oriented goals. This of course
requires a change in the way the employees work and interact with each other. While
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before employees in the same hierarchy level or working on the same subject were mostly
communicating with each other, this organizational change also leads to a social change
inside the company. In addition, job profiles are changing towards a “knowledge worker”.
This will be discussed in Section 3.3.2 as it requires knowledge management aspects to
support this change process.

Going back to the horizontal and vertical integration, both aspects are not only related
to the organizational changes necessary to establish a Smart Factory. They also target the
data perspective. Data play a central role for the Smart Factory, as it is needed to automate
processes or exchange information between different manufacturing machines or between
divisions as production and logistics, etc. These data are gathered mostly with the help of
sensors, embedded into IoT devices which are part of the CPS. A sensor might be attached
directly at a specific manufacturing machine or at different gates where the products or
pre-products come along during their way through the manufacturing environment. RFID
tags may be used to automatically scan a product, check its identity and update the status
or next manufacturing step. If the data are gathered and analyzed along the manufacturing
process, then they are part of the horizontal integration, as the results of analysis might
directly influence the next production steps and focus on a real-time intervention. Data
analytics [16] from a vertical perspective have a broader focus and gather and integrate
data from and at different hierarchical levels and different IT systems, as, e.g., the enterprise
resources planning (ERP) system, as well as over a longer time period to, e.g., generate
reports about the Smart Factory or a specific production development for a specified time.

3.2. Knowledge Integration: Employee Level

If we consider the organizational changes leading to a Smart Factory, it is important to
consider the role of the current and future employees in this environment. This applies
especially to those employees whose production environments have been analogue or not
interconnected before and who now need to be part of the digitized production process.
As such, an essential factor in this transformation process is lifelong learning and needs to
be considered in all knowledge management activities of the Smart Factory [29].

From the perspective of knowledge integration, it is recommended to involve knowl-
edge engineers or managers to support the transformation process but to also consider the
concerns or problems the employees have and to acquire and provide the training they
need. Another aspect is to establish the knowledge exchange between different involved
engineering disciplines, as well as computer science for the design and understanding of
complex systems such as CPS.

The employees in Smart Factories may be concerned about their future role and
tasks as there will be continuous shifts in human-machine interaction (HMI), where the
mechanized counterparts of a human worker in the future may be different CPS, a robot
or an Al application. The roles that workers execute may be the controller of a machine,
peer or teammate up to their replacement by an intelligent machine [30]. Ansari, Erol
and Shin (2018) differentiate HMI into human—machine cooperation and human-machine
collaboration in the Smart Factory environment: “A human labor on the one side is assisted
by smart devices and machines (human—machine cooperation) and on the other should interact
and exchange information with intelligent machines (human—machine collaboration)” [14]. This
differentiation indicates that the human worker has benefits which will make their work
process easier due to assisted technical and smart solutions, but also pose challenges
as the worker needs to learn to work together with this new technical and digitized
work environment. Vogel-Heuser et al. (2017) highlight that the human worker is now
interconnected with CPS with the help of multi-modal human-machine interfaces [29].
The automation and application of Al are factors which question (a) the role of the human
worker in the work process as well as (b) their abilities in decision making as it might be
influenced by or contrary to the recommendations or actions of the Al application. An Al
“would always base its decision-making on optimizing its objectives, rather than incorporating social
or emotional factors” [15], posing a challenge of who is the main decision maker in the Smart
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Factory and if the explicit and implicit knowledge and experience of the human worker
are more valuable than the programmed Al logic, e.g., based on data and the execution of
machine learning algorithms. Seeber et al. (2019) resume that “The optimal conditions for
humans and truly intelligent Al to coexist and work together have not yet been adequately analyzed”,
leading to future challenges and requirements to create recommendations or standards
for said coexistence and collaboration between human and machine teammates [15]. One
approach is a “mutual learning” between human and machine, supported by human
acquisition, machine acquisition, human participation and machine participation leading to the
execution of shared tasks between human and machine [14]. North, Maier and Haas
(2018) envision that “in the future expertise will be defined as human (expert) plus intelligent
machine”, with the challenge being how they learn and work together [30]. A possible
system, showcasing this synergetic collaboration is the implementation of cobots, passive
robots that are tailored for collaboratively inhabiting a shared space for the purpose of
operating processes together with humans [31].

3.3. Knowledge Integration: Technological Level

In the introduction, the central role of data and knowledge in modern manufacturing
has been motivated. Tao et al. are even speaking of “data-driven smart manufacturing” [1].
This means a continuous generation of data streams, leading to big data which require
processing and analysis [2]. The following Table 1 summarizes how these data may be
used or processed to generate knowledge inside the Smart Factory.

Table 1. Overview of Knowledge Integration on a Technological Level.

Knowledge Realization in Smart . Exemplary
. Benefits T
Processing Factory Technologies
Software as a Service (SaaS), central
Cloud Computing software applications without local Amazon AWS, Microsoft Azure
installation
Data
Computing/ . Enhance low-latency, mobility, network .
Processing Fog Computing bandwidth, security and privacy Cisco I0x
Edee Computin Offload network bandwidth, shorter Cisco I0x, Intel IOT solutions,
8 putng delay time (latency) Nvidia EGX
Status and usage monltorlng, repothg, RapidMiner, RStudio Server,
anomaly detection and diagnosis,
. . Tableau
modeling, or training
Descriptive Analytics e T : Apache Kafka/Flink,
P Yy Stream Analytics: Real-Time Analysis Elasticsearch and Kibana
Batch Analytics: Monitoring /Reporting Apache Spark/Zeppelin,
X Cassandra, Tensorflow, Keras
Data Analytics
T atonil e cacrgy conoamption, . RapidMiner RStudio Server,
Predictive Analytics L 8y p i’ Tensorflow, Keras, AutoKeras,
predicting component and system wear
. Google AutoML
and failures
Guidance to recommend operational RapidMiner, RStudio Server,
Prescriptive Analytics changes to optimize processes, avoid Tensorflow, Keras, AutoKeras,
failures and associated downtime Google AutoML
Real-time analysis, simulation of scalable . . ..
Simulation Digital Twin Concept ~ products and product changes, wear and MATLAB Simulink, Azure Digital

- Twins, Ansys Twin Builder
tear projection
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Table 1. Cont.

Knowledge Processing

Realization in Smart X Exemplary
Factory Benefits Technologies !

Semantic Knowledge

Contextualization of multi-source  Neo4j, Grakn, Ontotext GraphDB,

. Knowledge Graphs data, Eccenca corporate memory,
Representation . . . ok
Semantic relational learning Protégé
Integration of lessons learned tm (R), nitk (Pythf)n), RapidMiner,
Text Mining Intelligent Documents from reporting and failure logs in Text Analytics Toolbox
new desien or broduction cvel (MATLAB), Apache OpenNLP,
W cesign of production cycies Stanford CoreNLP

! Technologies and products are listed here exemplary and do not represent an exhaustive market overview.

Based on the table above, the mentioned technologies may be brought into context
from a data to a knowledge integration perspective. The interaction and integration of
these technologies are shown in Figure 2. It is assumed that the processing from data to
information to knowledge, an integral concept of knowledge management, is applied here
as well. Data might be in the form of structured streaming data, mostly generated from
sensors or in logging units, or unstructured in form, such as texts, process documentation
or reports created by the experts inside the Smart Factory environment. The structured data
are mostly processed as incoming data streams which are stored in a database (locally or
inside a cloud) and may either be analyzed in real-time or at a later stage in a batch. Machine
learning methods might be applied for the task of learning and reasoning, especially if the
application requires tasks such as predictive maintenance, decision support, or providing
recommendations. Unstructured data can be utilized by pre-processing with the help of
text mining methods such as entity and relationship recognition or semantic enrichments
before being composed in a knowledge graph. A knowledge graph allows an enrichment
with results from the analyzed structured data stream as well. All results can contribute to
different applications in the context of smart manufacturing, such as monitoring, digital
twin simulations or decision support.

Knowledge Integration in Smart Factories: Technological Level
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Figure 2. Smart Factory Environment—Technological Level.

In the following sub-sections, the technological level will be discussed in more detail.

160



Encyclopedia 2021, 1

3.3.1. Data Computing/Processing in Smart Factories

Smart Factories apply different kinds of computing levels to meet requirements re-
garding, e.g., real-time processing or big data analysis. The deciding factor for how to
gather and process data streams inside the Smart Factory is oftentimes the available time or
the amount of data. As a rule of thumb, the faster an analysis should be executed, the closer
the necessary computing unit needs to be to the production machine. On the other hand,
large amounts of data oftentimes need a central storage to be fused and aggregated before
they are processed. Therefore, Smart Factories consider three computing tiers or levels:
Cloud, Fog and Edge Computing, e.g., [32]. In the case of a Smart Factory, the application
of these computing approaches means that the previously closed environments, using
only operation technology (OT), are now opened towards information technology (IT)
thus providing opportunities regarding computing power but also challenges, e.g., from a
security perspective.

Cloud Computing: Cloud Computing covers a computer science and hardware con-
cept where central computing, network or software services are bought on service platforms.
These are known as Platform as a Service (PaaS), if an organization is unable to estab-
lish its own data center or local data storage. Central indicates a single point of access
to the service, which in turn may be within the cloud distributed transparently across
multiple processing nodes. In the wake of Cloud Computing, different services emerged
such as Software as a Service (SaaS), providing central, scalable software applications,
which need not be installed locally but are accessible universally. Within the literature,
Cloud Computing is strongly associated with Big Data as it offers the most benefits when
huge amounts of data need to be analyzed with extensive, parallelized computing power
which a local single-server unit may not be able to provide. In the context of Industry 4.0,
Zhong et al. (2017) even speak of “cloud manufacturing” as a new model for an “intelligent
manufacturing system” [4]. In this case, the company or the machines generating the data
need to have a network connection to the cloud services to store their data inside the cloud
environment and use the available processing power and tools for analysis. The results will
be transmitted back to the company. One aspect discussed in this context is data privacy
and intellectual property, following the externalization of company data into a booked
cloud service. To meet these concerns, there are possibilities for using a public cloud,
private cloud or a hybrid version (e.g., [3]). In the case of a public cloud, the data will not
be public for all, but it indicates that different user groups or organizations are using this
cloud or virtual environment together. The private cloud environment is available only for
the organization itself. Hybrid clouds blend both concepts seamlessly.

Fog Computing: Next to Cloud Computing, Fog Computing, while not as prominent,
still plays an important role in the implementation of computing resources in the Smart
Factory. The OpenFog reference architecture of the OpenFog Consortium (2017) defines
it as: “A horizontal, system-level architecture that distributes computing, storage, control and
networking functions closer to the users along a cloud-to-thing continuum” [33]. Oftentimes
it is also defined in relation to the other two types of computing: Cloud and Edge. Hu
et al. (2017) summarize the concept of fog computing as “Fog computing extends the cloud
services to the edge of network, and makes computation, communication and storage closer to edge
devices and end-users, which aims to enhance low-latency, mobility, network bandwidth, security
and privacy” [32]. The term “edge of the network” defines devices such as routers or gateways
available for the edge devices to connect to the network. These devices are called fog nodes
and offer the first central computing unit from the perspective of the edge device. Most of
the time, fog nodes themselves are again connected to the cloud layer thus covering the
computing unit in between [32]. Fei et al. (2019) pronounce the main difference towards
Cloud Computing is that the available resources are more limited and require “optimal
management”, while on the other hand fog nodes are much closer to the edge devices,
reducing network delays [22].

Edge Computing: Edge Computing targets a computing and storage unit that is
directly attached to or embedded into an edge device (e.g., [oT Device, embedded sen-
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sor in a production unit). Edge computing describes a decentralized cloud computing
architecture. The data generated, for example, from local computers or IoT devices, are
processed immediately at or within the device itself or in the vicinity, i.e., at the outermost
edge of the network of an IT infrastructure (e.g., [34]). This aspect has direct relations
to stream processing, which will be discussed later in this section. This helps to offload
network bandwidth and releases “an important part of the computational load from the Cloud
servers” to a data center or cloud [34]. The most important feature of edge computing
is the extension and trade-off of cloud services to the edge of the network. As a result,
computation, communication, and storage are much closer to the end user and the vicinity
of the creation of the data. These edge nodes may include, e.g., smart sensors, smartphones,
smart vehicles, or dedicated edge servers [32]. Furthermore, the computing at the edge may
introduce concepts of data separation where data are filtered, compacted, aggregated, and
analyzed in the manufacturing environment while only resulting data with a potentially
enriched information density is transmitted to other systems and services. Edge nodes may
be used for different steps of the data analytics process [16]. This way it can also be scaled
what information needs to be revealed to external services (e.g., public clouds) to receive
a desired analytical feedback. The Edge Computing Task Group of the IIC concludes a
vertical integration of edge computing over the whole technology stack of the Industrial
Internet Reference Architecture (IIRA), while horizontally it may be used for peer-to-peer
networking, edge-device collaboration, distributed queries, distributes data management or data
governance [35].

3.3.2. Types of Data Analytics in Smart Factories

Data Analytics is a central factor for the implementation of automated or semi-
automated Smart Factories. Depending on the literature reference, it may also be more
specifically called Industrial Analytics (e.g., [35]). The analyzed data may be structured
(e.g., sensor data), semi-structured (e.g., meta data or semi-structured feedback data) or
even unstructured data in the form of varying texts or images. The ways of extracting
knowledge from these data are diverse. “Extracting practical knowledge from heterogeneous
data is challenging and thus, determining the right methodologies and tools for querying and
aggregating sensor data is crucial ... " [36].

Smart Factories emphasize the analysis of sensor data, due to the distributed sensor
data streams created from singular or interconnected CPS or IoT devices inside the produc-
tion plant or Smart Factory environment. “Data is a key enabler for smart manufacturing” [1].
While more data allow more insights, this holds true only if the fitting data analytics,
statistics or machine learning methods are applied considering the purpose of why certain
data streams or batches are being analyzed. From a knowledge integration perspective, it is
important to define the use case (e.g., predictive maintenance of a machine, monitoring of
the current CPS status, etc.) and fitting data analytics concepts before choosing a concrete
implementation technology.

Data analytics in Smart Factories follow general lifecycle management models and
dedicated analytics methods adapting them to the type of data available in the environment
and the given task at hand. It is like any other data analytics application dependent on its
lifecycle “of data collection, transmission, storage, processing, visualization, and application” [1].
The IIC (2017) summarizes the applicable data analytics method categories of descriptive
analytics, predictive analytics and prescriptive analytics: For the descriptive category, both
batch and stream processing may be included to create monitoring, diagnosis or reporting
applications, but to support also the training of a machine learning model. Predictive
analytics applies “statistical and machine learning techniques”, which may be used for, e.g.,
predictive maintenance or material consumption, while “prescriptive analytics uses the results
from predictive analytics” to develop recommendations, process optimization and prevention
of failures [16].

Next to the use case and envisioned category of analytics task, it is important to define
how the specific data need to be prepared and what kind of pre-analysis steps should be
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executed (e.g., [1]), such as filtering or removal of invalid or irrelevant data [37], handling
of data gaps [38] where, e.g., the sensor did not work, what patterns should be detected
or which parameters are needed for the visualization of results, to name only a few. The
definition and application of data quality criteria are essential at this step.

While talking about descriptive analytics, the terms stream and batch processing
have been mentioned. A major deciding factor for the type of analysis is time. Is there a
requirement for real-time analysis or not? Depending on the answer, stream analytics/real-
time analytics or batch analytics may be implemented:

Stream Analytics: Stream Analytics or Stream Processing indicates that an incoming
data stream, e.g., generated from one or more sensors attached to a CPS, is being analyzed
immediately, utilizing “in place” algorithms which need a limited data window to operate
and are computational sparse. Aggarwal (2013) highlights, “with increasing volume of the
data, it is no longer possible to process the data efficiently by using multiple passes. Rather, one
can process a data item at most once” [39]. To meet the requirements of real-time processing,
the incoming data are being separated into small frames and immediately forwarded into
an “analyzer module” to generate knowledge for reactive measures or monitoring inside
the production plant. Training models may be created and trained at different computing
points, e.g., edge nodes [16]. Turaga and van der Schaar (2017) summarize different forms
of data streaming analytics features, such as Streaming and In-Motion Analysis for on the
fly analytics, Distributed Data Analysis, High-Performance and Scalable Analysis, Multi-Modal
Analysis, Loss-Tolerant Analysis or Adaptive and Time-varying Analysis [40]. Stream analytics
require local processing units, which is why the concepts of fog or edge computing are
prevalent for this type of processing. A transfer of stream data into a cloud environment
before it is being analyzed might lead to too much latency and a delay in reaction time as the
results oftentimes lead to an immediate action inside the production plant. Summarizing,
Fei et al. (2019) proclaim “data stream analytics [as] one of the core components of CPS” thus
being motivated to evaluate different machine learning (ML) algorithms regarding their
applicability for analyzing CPS data streams [22].

Batch Analytics: Batch Analytics follow the principle of gathering data for some time
before running a fitting analysis or ML method. Depending on the batch size, this may
lead to big data analytics (e.g., [1]) and the necessity of applying technologies for handling
huge amounts of data. A well explored and integrated, yet continuously developing set
of methods for batch processing are deep learning networks, enabling the batch-wise
processing of large volumes of data with a large input-feature space [41]. Production plants
oftentimes run logging or monitoring applications, building up historians of accumulated
data which might also be part of the analysis process. The purpose of data accumulation
instead of immediate analysis is mostly due to the need to create reports (e.g., monthly)
or visualize timeline developments or machine workload. Analyzed trends or what is
part of predictive analytics also depends on past data instead of only ad hoc available
data streams.

Opverall, it is important to decide which data may be part of the stream processing and
analysis and which ones are accumulated, e.g., with the help of cloud computing. This is
not an either/or decision. Some data may also be analyzed immediately, while afterwards
being stored in the batch/cloud to be part of another analysis, e.g., timeline analyses,
or being used to offline-update deployed algorithms. These types of data are especially
valuable as they offer a dual benefit and knowledge for ad hoc and long-term decisions.

3.3.3. Simulation and Decision Making in Smart Factories Using Digital Twins

Simulation in Smart Factories is directly associated with the concept of the “Digital
Twin” (DT). Alternatively, the terms “Digital Shadow” (DS) or “Digital Model” (DM) are being
used in the literature as well, but they do not necessarily have the same meaning [42]. The
term digital twin indicates that the physical device, system or entity is being represented in
a digital form which has identical characteristics and allows to interact, test or manipulate
it in the digital space. Before explaining more about the DT, it is important to understand
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the differences to CPS or IoT as they are core building blocks of the Smart Factory and also
bridge a gap between physical and cyber world. Tao et al. (2019) resume that “CPS and DTs
share the same essential concepts of an intensive cyber—physical connection, real-time interaction,
organization integration, and in-depth collaboration” but they are not the same concept [9].
“CPS are multidimensional and complex systems that integrate the cyber world and the dynamic
physical world”, while DTs focus more on the virtual models, the matching of their behavior
to the physical counterpart and feedback flow of data between both [9]. Harrison, Vera
and Ahmad (2021) envision that DTs may support the whole lifecycle and engineering
of CPPS [43]. Jacoby and Usldnder compared the concepts of DT and IoT and related
standards or representation models [44]. They resume that while they are similar and both
“center on resources”, DTs aim for optimization and automation, applying computer science
concepts such as Al or machine learning in an integrative manner [44].

DTs are being used to simulate situations or decision alternatives which may not be
executed easily in the physical world during operation. The Industrial Internet Consortium
and Plattform Industrie 4.0 (2020) summarized in a joint whitepaper, that the DT is “adequate
for communication, storage, interpretation, process and analysis of data pertaining to the entity
in order to monitor and predict its states and behaviors within a certain context” [45]. DT has
advantages in the case of decision making, analysis of gathered data or optimization of the
physical counterpart. It is important to define the scope and purpose as the DT may address
various aspects next to simulation [46]. Martinez et al. (2021) recently conducted research
where they reflected that DTs can be implemented on all levels of the classical automation
pyramid while applying Al concepts, thus also indicating that a DT implementation is
not only focused on one level but is a holistic approach [47]. Harrison, Vera and Ahmad
(2021) also see an evolution of the automation pyramid due to “data-driven manufacturing
capabilities” [43].

The creation of a DT requires key aspects such as the availability of underlying models,
service interfaces for connecting to the DT, and data collected from the physical entity it
is related to [45]. Kritzinger et al. (2017) conducted a literature study regarding DM, DS
and DT and tried to differentiate between the terms based on the data flow between the
physical and digital object. In the case of a Digital Model, they see only manual data flows;
the Digital Shadow, however, also supports automated data flow from physical to digital
object, while the Digital Twin supports a bidirectional automated data flow between the
physical and digital object [42]. Schluse et al. (2018) combine these aspects and summarize
that a DT “integrates all knowledge resulting from modeling activities in engineering (digital
model) and from working data captured during real-world operation (digital shadow)” [46]. Hanel
et al. (2021) reflect from a data and information perspective on the application possibilities
of DTs “for High-Tech Machining Applications” and present a model targeting a “shadow-twin
transformation loop” based on the acquired feedback data [48].

The models of a DT may cover different details such as geometrical, material or
physical properties, behavior or rules as well as data models [9]. The complexity and
possibilities for simulation applications in the Smart Factory based on DT depend highly
on the level of detail of the DT and the available data gathered by or from the physical
device and its integration and analysis in the DT. DTs may be independent/discrete or they
are part of a composition of DTs thus allowing, e.g., the representation of a production
line of different physical entities [45]. Tao et al. (2019) summarize this as the unit, system
and system of system level of DTs [9]. From a practical perspective, Autiosalo et al. (2021)
implemented different DTs with varying update times on the asset, fleet and strategic level
for an overhead crane scenario, giving special focus to API standards and data flows [49].

From a knowledge integration perspective, the data flow is essential for the concept of
the DT as it allows the creation of knowledge with the help of data analysis or machine
learning methods, thus feeding the DT with new knowledge from its physical counterpart.
At this stage there is an interrelation to the section of stream analytics (see Section 3.3.2)
as the real-time simulation of the DT would require the application of real-time data
processing and stream analytics as well. While real-time data may be a factor for the DT
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to show the current state of the physical entity with the help of a visualized DT, historical
or accumulated data during, e.g., the operation process of the physical entity, allow more
complex simulations for optimization, failure studies or predictive maintenance, thus
building a bridge to batch analytics (see Section 3.3.2). To realize these complex applications,
authors research how concepts from Al, machine learning or other data science aspects
such as big data analytics, may be applied in an efficient manner, or for which use cases of
the Smart Factory they are applicable (e.g., [50]).

3.3.4. Semi- and Unstructured Data Integration

In a Smart Factory, knowledge can be mined from a range of data types. Sensor
readings, for example, represent a structured data type, where the meaning of each value
is definite. However, process documentations in modern industries also hold a great
potential to capture expert knowledge in Smart Factories. Such documentations include
verbal descriptions of procedures, failures, maintenance, etc. and it reflects inherently
the experience of the human who is authoring the document. These user-specific inputs
from the experts, like textual formats in general, are only available in a semi-structured or
unstructured form. The latter type represents a completely free user input, whose meaning
is only determined by analyzing the written text. An example of this type can be a customer
complaint report. The former type, semi-structured data, features some information about
the free text that can help in determining its meaning. For example, a failure report can
take the form of a table, in which certain fields are filled with free textual input. Here,
although the cell content is free text, the cell itself is predefined by the table structure to
contain information about a certain aspect of the failure, e.g., the description of a failure
reason, which makes the overall data in the table semi-structured.

Extracting knowledge from semi- and unstructured data requires methods that can
automatically analyze the textual content to mine the information and represent its meaning.
For this reason, we will highlight in this section the role of text mining and semantic
knowledge representation for extracting and modeling knowledge from these two types of
data, in order to integrate this knowledge into the overall decision-making process of a
Smart Factory.

Application of Text Mining and Text Generation in Smart Factories

Text mining is a collection of methods and algorithms intended for information
extraction and knowledge discovery from structured, semi-structured and unstructured
textual data [51,52]. The utilization of text mining methods and approaches has a wide
spectrum in the state of the art. Its applications include:

e Information extraction and retrieval: The information extraction process can be de-
scribed as turning the unstructured textual data into structured and usable informa-
tion. Since textual data are prone to including inconsistencies and human errors or
potentially irrelevant data, a pre-processing phase takes place before the informa-
tion extraction. After the raw text is pre-processed, several approaches have been
addressed in the literature for the extraction of knowledge from the text, including
Named Entity Recognition (NER) [53] and Relation Extraction (RE) [54]. Both methods
are directly relevant for a semantic representation of data, since entities and relations
can be identified in a meaningful way to define and populate the nodes and edges,
in graph based representations of texts, as, e.g., knowledge graphs, while utilizing
additional pre-existing domain knowledge [55].

e  C(lassification, clustering and topic modelling: Classification is one of the important
methods that allow creating a connection between a document and a search query. It
is utilized in several applications, including the medical, commercial and industrial
design processes. In the latter, Jiang et al. (2017) have developed an algorithm that
predicts the importance of a product feature based on written user reviews [56]. Tra-
ditional text classification methods include Naive Bayes, Support Vector Machines
(SVM), and k-Nearest Neighbor. All those algorithms depend on the features of a
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document and the predefined labels that classify this document into a certain cate-
gory. Unlike traditional approaches, which use Term Frequency-Inverse Document
Frequency (TF-IDF), cosine similarities or probability functions, machine and deep
learning algorithms learn to map document features to the available labels through
creating a matching function that enables the system of categorizing a new document
to one or more of the predefined classes based on its features.

In contrast to classification, clustering and topic modelling are unsupervised learn-
ing approaches. Clustering and topic modelling have been applied in the design and
engineering fields. They, e.g., enable the analysis of previous textual data, collected from
various process steps and activities, such as emails, change logs and regular reports, for
knowledge extraction and reuse. Grieco et al. (2017) have applied clustering on free text
written on the Engineering Change Request (ECR) [57]. This is a type of engineering design
log record of frequently required changes during the design phase, which are collected for
products and their components. This approach has been observed to significantly help to
summarize the main features and changes to the product during the development process
of previous projects.

Smart factories require architectures that integrate knowledge and focus on textual
analysis of unstructured data. One approach to actively utilize unstructured data is the
creation of an Intelligent Document and therefore the generation of texts, e.g., for reporting
purposes, which are generated on demand and may include interactive elements [26]. An
intelligent document collects and contains references to the identified process documenta-
tion and relevant extracted knowledge sources. This includes expert identifiers as explicit
entities to indicate the source creator and therefore potentially more implicit process knowl-
edge. Such linked resources can be either followed by the user through generated links
or be imported into the intelligent document to be composed into one homogenous text.
Besides reporting purposes, additional applications can be the analysis and integration of
results from past incident analyses as a so-called “lessons learned” documentation. In the
case of subsequent changes to product generations and processes, identified errors resulting
from incident analyses (e.g., log analysis) and error causes during manufacturing (machine
and production reports) can be considered. Further text generation techniques can be
used to improve the blending of imported texts [58]. For the development of intelligent
documents, Zenkert et al. (2018a) propose a four-step process [26]:

e Acquisition and pre-indexing: In the acquisition and indexing phase, all relevant
knowledge assets—including experts and extracted content from the knowledge
base —are considered for extraction. Domain specific information such as textual
information from design and process documentation is considered and subsequently
identified through text analysis.

e Initialization: In the initialization phase, relevant knowledge sources are collected
on the basis of the acquisition and indexing results, and metadata is assigned to
documents. To sustain the extraction context and metadata of extraction algorithms,
such results are stored using a graph-based knowledge representation concept, called
Multidimensional Knowledge Representation (MKR) [59]. Based on the graph-based
MKR of each document, other entities and semantically related content from other
documents can be referenced [59]. Each extracted document is processed using text
mining techniques to feed into the meta-structure of the MKR.

e Process Enrichment: In the process enrichment phase, relevant content is collected
from the MKR structure, based on the relationships between elements and the un-
derlying texts, and put into the format of an intelligent document. Each generated,
intelligent document is a composition of identified knowledge assets. Based on the
interaction of users, links to further resources can be followed and the document can
be modified on demand and further enriched by additional asset recommendations.

e  Automated Update Cycle: The automatic enrichment of the intelligent documents runs
iteratively and continuously and modifies documents or adds content to new assets
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when new or changed source texts or extraction results are available (e.g., new meta-
data such as keywords, entity links, related process contexts, new incident reports).

Semantic Knowledge Representation in Smart Factories

Knowledge graphs (KG), or knowledge maps, are graphical representations of a
knowledge base. Whether ontologies or other semantic representations that are based on
relations between graph entities, such networks are well suitable for knowledge represen-
tation and decision support in complex environments. As a knowledge representation
tool, knowledge graphs are constructed through analyzing available information and rep-
resenting it and its relevant semantic relationships as a graph through using rule-based
integration mechanisms or adhering to a formal representation structure. The added value
of such semantic representations is rooted in their ability to describe the relationships
between pieces of information. This interconnectivity and contextualization of information
enables it to be used as a medium of stored knowledge. To extract information from a KG,
knowledge querying procedures are used.

Yahya et al. (2021) surveyed the use of semantic technologies in the scope of industry 4.0
and smart manufacturing [60]. They point out the multiple domains, in which KGs are
involved to solve production challenges, such as predictive maintenance, resource opti-
mization, and information management. They also propose an enhanced and generalized
model, namely the reference generalized ontological model (RGOM), based on RAMI 4.0.
Another study by Beden et al. (2021) analyzes the role of semantic technologies in the
asset administration shells in RAMI 4.0 [61]. The authors show that semantic approaches
enhance the way physical assets are digitally represented through adding an element of
formalism to the knowledge representation.

Interaction with the knowledge graph, in terms of their construction and querying, is
essential for their utilization. Several approaches for this process have been investigated,
including Triple Pattern Fragments [62] and Example Entity Tuples [63]. Knowledge graphs
have been exploited in several applications. Their semantic structure was used alongside
text mining in order to enrich a graph with extracted textual data. The result of this
combination is also addressed by Dietz et al. (2018), who highlighted in their summary
on the utilization of knowledge graphs with text mining, the rising role of knowledge
graphs in text-centric retrieval, especially for search system applications [64]. This further
highlights the interaction between knowledge graphs and natural language processing
(NLP). Knowledge graphs have provided the opportunity to bridge the gap between the
data-driven and symbolic approaches, which considerably influenced the research in this
field [65-67]. On the other hand, knowledge graphs can be constructed in different ways,
being tailored to the input data and the graph’s domain of application. As a consequence,
the information extracted from graphs with different semantic representations and tailoring
can also have different relevance in the specific targeted application [26].

The ability of knowledge graphs to provide the foundation for search and matching
tasks can be supported by several data mining techniques. For example, Tiwari et al. (2015)
utilize RDF triples to better represent large, heterogeneous, and distributed databases [68].
Their approach relies on RDFs being a machine-understandable format, which can be
integrated with human-understandable sentences using natural language processing and
generation. Abu-Rasheed et al. (2022) construct a multidimensional knowledge graph
from multiple documentation sources in the electronic chip design process [69]. They
develop a domain-specific text mining workflow, in which expert knowledge of the domain
vocabulary complements and enhances the intelligent model’s predictions. The results
from the text mining are then used to define the nodes and relations of the knowledge graph
for different entity types, where each type is tailored to a certain information source. The
knowledge graph is then used as a source and graphical representation for an explainable
information retrieval task, which is based on a transitive graph-based search and relation-
based reasoning [69].
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Although the nature of knowledge graphs depends on describing the information in
the form of subject-predicate-object triples, labeled graphs can also be represented in the
form of adjacency tensors [70,71]. In this form, machine learning and deep neural networks
can be utilized for the analysis process and thus for prediction and decision support.

Contemporary research suggests that not only machine learning and deep learning
techniques are enhancing the construction of knowledge graphs, but also the graphs
themselves are utilized for enhancing the performance of those techniques. Together, the
combination of both approaches is investigated for empowering prediction processes. This
is observed in the work of Qin et al. (2018), who suggest an approach for the anomaly
detection problem based on a deep learning model that has been supported by a knowledge
graph [72].

The previous approaches of semi- and unstructured data analysis and integration
complement the other procedures in a Smart Factory to accomplish knowledge integration
and enhance processes with decision support. Text mining and semantic technologies play
an important role in this integration process. They provide tailored solutions to utilize
semi- and unstructured data in addressing the needs and requirements of the factory’s
domain of application.

4. Conclusions

In this article, the relevant concepts of knowledge integration in a Smart Factory
were presented. Different aspects of the Smart Factory environment and its architecture as
well as the building blocks such as the Internet-of-Things (IoT), Cyber—Physical Systems
(CPS) and Cyber-Physical Production Systems (CPPS) were explained and set into context.
Horizontal and vertical knowledge integration in a Smart Factory were presented from
the organizational, employee, and technology viewpoint as overarching perspectives of
knowledge management in Smart factories.

From the organizational perspective, the horizontal integration of production and
transportation processes along the value chain was explained. The vertical perspective
shows how the Smart Factory manufacturing environment is changing towards a data-
driven, decentralized environment and how this has to be connected and synchronized
with other organizational units such as planning, logistics, sales and marketing. A key
aspect for both integration perspectives is the data gathered along the value chain and the
extracted and related knowledge to support offline and real-time decision-making.

From the employee perspective, the role of employees in Smart Factories was discussed
and concepts such as the human-machine interaction (HMI) and the increasing need to
interact intelligently with machines, to learn and work jointly were highlighted.

From the technology perspective, this article focuses on the fundamental concepts of
Cloud Computing, Fog Computing, and Edge Computing, as well as intelligent methods
to support and facilitate the implementation of and knowledge integration within a Smart
Factory. In this context, the article addresses the processing variations of structured data in
terms of stream analysis and batch analysis. Furthermore, the concept of the Digital Twin is
explained and the possibilities for simulation and decision support are shown. In addition
to the processing of structured data, the high potential of unstructured data in smart
factories is increasingly being recognized but yet not fully unearthed for the Smart Factory
of the future. Therefore, this article highlights a range of techniques for unstructured data
processing, such as semantic analysis and text mining, with new forms of knowledge
representation, such as knowledge graphs and applications such as intelligent documents.

Considering the presented state of the art, Smart Factories are a reality now. Data-
driven techniques and the integration of information on all levels of a factory have working
solutions in theory and practice. However, the leap towards knowledge integration is
scarce and nuanced consideration of information or knowledge has not been made. To do
the leap, strategies for a steady contextualization of information across the value chain
are needed. Data-driven techniques are foremost quantitatively driven, deriving, and
recognizing patterns from large amounts of data. Deriving conclusions from such patterns
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and stepping up from “being informed” to “knowing how to act”, context and an actionable
representation of the formed knowledge are needed. To do so, it needs contextualizing
semantic techniques on the technical side and the integration of the human factor, as
an informed and integrated partner, on the organizational side. Both needs do have
working solutions independently, but the joint integration into the highly flexible, complex,
digitized and rapidly changing environment of a Smart Factory still needs better solutions.
Following the perspective of knowledge integration, as envisioned by this article, will
create the fundament for this new vision of integration.
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Definition: It is a well-known fact that to manufacture an automobile tire more than 200 different
materials are used, including high-carbon steel wire. In order to withstand the affecting forces,
the tire tread is reinforced with steel wire or other products such as ropes or strands. These ropes
are called steel cord. Steel cord can be of different constructions. To ensure a good adhesive bond
between the rubber of the tire and the steel cord, the cord is either brass-plated or bronzed. The
reason brass or bronze is used is because copper, which is a part of these alloys, makes a high-strength
chemical composition with sulfur in rubber. For steel cord, the high carbon steel is usually used
at 0.70-0.95% C. This amount of carbon ensures the high strength of the steel cord. This kind of
high-quality, unalloyed steel has a pearlitic structure which is designed for multi-pass drawing. To
ensure the specified technical characteristics, modern metal reinforcing materials for automobile tires,
metal cord and bead wire, must withstand, first of all, a high breaking load with a minimum running
meter weight. At present, reinforcing materials of the strength range 2800-3200 MPa are increasingly
used, the manufacture of which requires high-strength wire. The production of such wire requires
the use of a workpiece with high carbon content, changing the drawing regimes, patenting, and other
operations. At the same time, it is necessary to achieve a reduction in the cost of wire manufacturing.
In this context, the development and implementation of competitive processes for the manufacture
of high-quality, high-strength wire as a reinforcing material for automobile tires is an urgent task.

Keywords: high carbon steel wire; reinforcing material; automobile tire; steel cord; bead wire;
drawing; patenting; brass-plated wire; laying

1. Introduction

Over the past, relatively short, time, the range of reinforcing materials for car tires has
undergone significant change. Firstly, this can be explained by the increased requirements
for automobile tires, which are now more stringent for mileage, weight, imbalance (power
non-uniformity), and so on (Figure 1) [1]. To ensure the elevated technical characteristics of
tires, the modern metal cord and bead wire have to withstand a high breaking load with
minimum mass of a running meter (linear density), have a sufficient level of bond strength
with rubber, and have an increased resistance to fatigue failure under applied loads. To
date, special attention is paid to such indicators as the level of residual torsion, straightness,
and deflection arrow, which directly affect the manufacturability of the rubber cord sheets’
(bead rings) technological processing on modern rubber lines.

The idea of increasing the strength of reinforcing materials for automobile tires and
decreasing the volume weight was justified in 1979 through the experience of such leading
manufacturers of metal cord and bead wire as Bekaert (Belgium), Goodyear, Firestone
(USA), Michelin (France), Bridgestone (Japan), and Pirelli» (Italy) [2]. But the more ac-
tive process of the substitution of normal-strength reinforced materials for high-strength
materials started at the beginning of the 1990s.

Encyclopedia 2021, 1, 859-870. https:/ /doi.org/10.3390/encyclopedial030066
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Figure 1. Manufacturing of tires for different applications. Reprinted from ref. [1].

While designing new constructions of high-strength steel cord and wires for reinforc-
ing the bead rings of tires, different companies have developed technologies for production
wire for high-strength reinforcing materials. The most progressive technologies of manu-
facturing bead wire were produced in Japan.

At the moment, reinforcing materials of high strength are increasingly used instead
of materials with normal tensile (NT) 2400-2800 MPa. They are divided into the follow-
ing groups: high tensile materials (HT) 2800-3200 MPa and super tensile (ST) materials
3200-3500 MPa. Furthermore, the increase of tensile strength promotes an increased en-
durance strength of brass-plated wire for metal cord, especially compact beam structures
for reinforcing the car tire carcass (Figure 2) [3].

157

Relative Strength, %

T T  ; T
NT HT ST uT MT
Figure 2. Change of wire strength depending on its group. Reprinted from ref. [3].

Figure 3 shows the level of tensile strength of materials which are used for metal cord
manufacturing [4].
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Figure 3. Tensile test data for 0.175 mm diameter filaments for (1) normal products, (2) high tensile

grade, and (3) an experimental super-high tensile grade. Reprinted from ref. [4].

At present time the tendency to increase the tensile strength of steel cord is observed
as shown in Figure 4 [5-8].
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Figure 4. Trend of high tensile strength of steel cord. Reprinted from ref. [7].

The tensile strength of metal cord with a diameter of 0.20 mm was 2800 MPa in the
1970s, 3300 MPa in the 1980s, and reached a high strength of 3600 MPa in the early 1990s.
The increase of speed and the increase in highway transport demanded a raise in the level
of tensile strength to higher values [6,7].

In addition to high tensile strength, the wire for modern reinforcing materials must
have a high range of ductile (fatigue) properties. As for metal cord, this condition is
necessary to ensure the processability of the double twisting method of high-speed laying.
At the level of the HT group (approximately 3000-3200 MPa) thin brass-plated wire with
0.2-0.35 mm in diameter must withstand a certain amount of forward and backward twists.
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Otherwise, the quality of the finished steel cord (fatigue endurance) and the productivity
of the lay process are sharply reduced.

The aim of this paper is to describe the peculiarities of the manufacturing process of
the high-carbon steel wire which is used as the reinforcing material for automobile tires. A
general description of the technological process is given in Section 2, which also contains
information about special aspects of every technological operation of the manufacturing
process. This overview can help the reader to learn about those technological techniques
which are necessary in order to produce high-carbon steel wire with the desired exploitation
properties. The main tendencies for the improvement of high-carbon steel manufacturing
process are denoted in the conclusion.

2. Structure, Role, and Demands of the Technological Process of High-Carbon Steel
Wire Manufacturing

The main direction of the perspective technological design and development of new
technological processes in metallurgy is the creation of such technological systems which
are based on low-operational, unmanned, and waste-free technology providing a multiple
increase in labor productivity and a significant improvement in product quality and
other indicators.

The technology for the manufacture of high-strength wire for automobile tires should
be generally observed. For example, in Japan, there are conceptually two main directions to
achieve the required level of steel-wire strength: strengthening in patenting and strength-
ening in drawing. Moreover, these two directions are each esteemed comprehensively in
terms of the regularity of the pearlite structure refinement in the wire [9-11].

At the input stage of the technological process of manufacturing wire for reinforcing
materials for automobile tires, there are main and auxiliary materials (high-carbon steel
wire rod, copper and zinc anodes, etc.), and at the output of the process there is the
cold-deformed (brass plated, bronzed) wire.

The structure of the actual technological process of manufacturing wire for the reinforce-
ment of materials for automobile tires consists of the following main interrelated subprocesses:

- surface preparation and “rough-medium” drawing of sorbitized wire rod;

- patenting of cold deformed workpiece. Patenting can be a transitory operation used
for the formation of the final properties of the wire;

- brass plating to ensure the adhesion of the metal cord to rubber;

- finishing drawing;

- laying of the metal cord;

- annealing, processing in alternative deformation (if necessary for bead rings of tires).

The technological scheme can be presented by means of blocks. Each block contains
information about the name of the technological operation. The technological scheme
for brass-plated, high-carbon steel wire with high strength for steel cord is presented in
Figure 5, as are the range of diameters of the processed wire. For thin high-strength brass
plated wire with 0.85% C the diameters of patented workpiece were chosen as shown in
the blocks. Based on the experimental results, it was proved [12] that the intermediate
operation of patenting was obligatory in the manufacturing process because it reduced
wire breakage in drawing.
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Figure 5. Technological scheme for the manufacture of brass-plated, high-carbon steel wire with high
strength for steel cord.

At the present time high-strength, bronzed-steel wire with a diameter of 1.60 mm is
highly requested for all-steel automobile tires. The current way to get the desired level
of mechanical properties is to use a special kind of heat treatment in an air-fluidized bed
with alternative bending as final operations. The application of these kinds of processes
guarantees a ratio of yield strength to tensile strength of 75-85%. The technological scheme
for bronzed, high-carbon steel wire is presented in Figure 6.

The implementation of these technological schemes (see Figures 5 and 6) at the in-
dustrial scale makes it possible to improve the competitiveness of the manufactured
high-strength steel wire for cord [12].

2.1. Steel Rod for High-Strength Wire Manufacturing

The choice of steel rod for the manufacture of high-strength wire has a significant
role in the technological process of the production of reinforcing materials for automobile
tires [13]. One of the basic factors which affects the technological effectiveness of metal
cord manufacturing, as well as its technical and exploitation characteristics, is the quality
of the high carbon steel rod which is used as a reinforcing material in automobile tires.
Demands on the steel rod for metal cord and bead wire are formulated, first of all, taking
into consideration further regimes of its processing and the functions of the final product.
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Steel rod

0.83-0.85% C or 0.70-083 % C
with diameter 5.50 mm

l

Etching

Coarse drawing of the rod
with 0.83—085%C
to the diameter 1.30—1.850 mm

Thermal treatment. Bronze plating.
Alternative bending

Figure 6. Technological scheme for the manufacture of bronzed, high-carbon steel wire with

high strength.

To manufacture high-strength and ultra-high-strength metal cord, steel rod made
from high-carbon steel with 0.70-0.95% C and 5.5 mm in diameter is used. The pearlitic
microstructure is typical for steel with such an amount of carbon and consists of ferrite-
carbide mixture (Figure 7).

Coarse drawing of the rod
with 0.70—0.83 % C
to the diameter 2.60-3.00 mm

Intermediate patenting
of wire with the diameter 2.60—3.00 mm

l

Medium drawing
to the diameter 0.89—1.00 mm

Thermal treatment.
Bronze plating of wire.
Alternative bending

Figure 7. Microstructure of steel rod 0.70% C for metal cord manufacturing before drawing.
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As shown in Figure 7, the microstructure consists of troostite with small amount of
bainite, and ferrite which is located as a net around pearlite colonies

Special demands are exhibited to the chemical composition of steel, the quantity of
impurities and imperfections in steel, and the macro and microstructure. To ensure the
required level of properties such companies as Cobe Steel [14], Nippon Steel [15], Kawasaki
Steel (Japan) [16], THYSSEN (Germany) [17], and others alloy their steel with chromium,
copper, manganese, cobalt, etc.

It is stated in many papers [18-24] that chemical composition, pollution of steel by
non-metallic inclusions, results of liquation processes, presence of scale on the surface of
rod and its decarburization, and the peculiarities of macro and microstructure have a great
influence on the processability of steel rod in the following operations of technology: rough
drawing, patenting, drawing of brass-plated wire, and laying, as well as the quality of the
final product.

2.2. Role of Drawing in the Technological Process of High-Strength Wire Manufacturing

In drawing, the cross section of a long rod or wire is reduced when it is pulled through
a die. Tensile strain and compression strain are obvious in drawing. The major processing
variables in drawing are reduction in cross-sectional area, die angle, friction along the
die-workpiece interface, and drawing speed. Drawing is usually performed as a cold
working operation. Drawing speeds are as high as 50 m/s for steel cord. In drawing,
reductions in the cross-sectional area per pass range up to about 45%. Usually, the smaller
the initial cross section, the smaller the reduction per pass. Fine wires for steel cord usually
are drawn at 15 to 25% reduction per pass. In order to avoid the breakage of wire in
high-speed drawing, the emulsion coolant “oil in water” is used.

In metal cord manufacturing it is impossible to produce high carbon steel wire with
a diameter less than 1 mm directly from the rod because of the large amount of total
reduction in drawing [25]. For this reason, the technological process «Rod—Wire for Metal
Cord» is divided into several subprocesses and can be presented as the combination of
basic operations of drawing in monolithic dies and thermal treatment (patenting).

Conditionally it can be determined as two variants:

1.  rod—workpiece for the final wire (rough process stage)
2. brass-plated wire after patenting—thin bras-plated wire (final process stage).

As a matter of fact, the rough process stage «Rod—Workpiece for the Final Wire» is
the shape-generating stage which ensures the necessary diameter of the workpiece for the
further drawing of the rod so as to manufacture the final wire with the definite diameter.
To lower costs for the rough process stage, it is necessary, on the one hand, to reduce the
quantity of thermal treatments and, on the other, it is necessary to keep in mind that with
the increase of the total deformation degree the probability of breakage of the wire in
drawing also raises. In particular, cracks, tears, and other kinds of breakage are dangerous
because these kinds of defects do not disappear during further heat treatment and decrease
the wire quality as well as the metal cord laid from this wire.

In the manufacture of bead wire with a diameter of between 1.30-1.85 mm at present
time both physical and chemical properties of the final product are dependent on the
process stage «Rod—Workpiece for the Final Wire». For this reason, special attention is
paid to the regimes of coarse drawing in the technological process of bead bronzed wire.

The role of the final process stage (fine drawing) in the manufacture of metal cord,
besides shaping, is of ensuring the strength and ductile properties of the final wire. This is
why the diameter of the workpiece for the final wire is chosen by taking into consideration
the necessary degree of total deformation. The key points in this case are the steel composi-
tion (carbon content), the degree of total deformation (determination of the diameter of
patented brass-plated workpiece), and the regimes of wet drawing. In drawing, pearlite
colonies of the processed high-carbon steel wire elongate towards the drawing direction as
shown in Figure 8. This kind of microstructure is characterized by a disposition of grains
along the force applied.
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Figure 8. Microstructure of high-carbon steel wire 0.70% C after drawing.

As compared with coarse drawing, the fine drawing of brass-plated wire is charac-
terized by tough friction conditions and a higher drawing rate. The approaches used for
the designs associated with drawing of high-strength wire for metal cord are presented
in [26-28]. Quality control in drawing is based on the distribution of hardness across
the wire including fine brass-plated wire. The difference in hardness between outer and
internal areas of wire should not be more than 7% [26]. This is why, besides the magnitude
of reduction, the control factor to ensure the properties of cold-drawn wire is the angle of
the drawing tool.

In the drawing of high-carbon steel wire, much attention is paid to the negative
affect of the heat deformation warming-up. It is considered that the temperature of the
wire on the finishing drum of the drawing mill should not be more than 150 °C. The
negative affect of the temperature is proved during tribological analysis of the contact
system «Brass-Lubricant-Drawing Tool» which was carried out by specialists of «Michelin»
(France) [29].

For the coarse drawing of wire, the direct-flow drawing mills with intensive system
for cooling drums and drawing tools are used. Well-known drawing mills are produced by
«GCR EURODRAW SPA» (Italy), «MARIO FRIGERIO SPA COMPANY» (Italy), <ERNST
KOCH GMBH @ CO.» (Germany), «<SWARAJ] TECHNOCRAD PVT. LTD.» (India). Special
attention is paid to the quality of the surface of motoblocs.

For wet drawing of brass-plated wire, the drawing mills of higher deformation ratio
produced by «M + E Macchine + Engineering S.p.a», «VVM>», «Team Meccanica», and
«Samp Steel» (Italy) are used. Drawing mills are equipped with a high pressure emulsion
supply system [30] and cooling for the drawing tools, fine dies, and drawing drums [31].
The maximum drawing rate reaches 2025 m/s. The drawing emulsion is fed to the group
of mills through a closed loop, which make it possible to effectively control its parameters.

It is known [32] that an increase in drawing rate leads to a reduction of the viscosity
of the lubricant and the thickness of its layer in the deformation zone. As a result, the
wear of the drawing tool increases and the warming-up of the wire and pulling pulleys of
the drawing mill intensify. This should be taken into consideration when designing the
regimes of wet drawing for thin high-carbon steel wire on sliding drawing mills.

The increase of drawing rate also facilitates the localization of deformations on the
outer layers of the wire and, eventually, an irregularity across the wire cross section. This
fact enhances the influence of surface phenomena during the wet drawing of brass-plated
wire, in other words, it enhances the influence of the scale factor.

It has been stated [25,33-35] that when drawing high-carbon steel wire, the devel-
opment of dynamic and static deformation aging processes leads to a deterioration in
the plastic and fatigue life of thin brass-plated wire. For this reason, in drawing thin
brass-plated wire on drawing mills of wet drawing, lower deformation degrees are used as
compared with coarse drawing. Wire slip on the pull pulleys of the drawing mill is the
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result of additional thermal effects on the wire. Taking into consideration the negative
effect of temperature in drawing thin brass-plated wire it is necessary to reduce wire slip
on the final passes as well as single reductions [36] and ensure the effective cooling of the
wire in its exit from the finishing die.

2.3. Role of Thermal Treatment in the Technological Process of High-Strength Wire Manufacturing

There are two kinds of thermal treatment in the technological processes of metal cord
and bead wire manufacturing. Patenting is used to recover ductility of cold-drawn wire and
to ensure the necessary level of mechanical properties in the final product. Annealing of the
final bead wire is used for stress relaxation which is necessary to match the requirements
of normative and technical documentation to the relative elongation values of the finished
wire. In both cases, a reliable and efficient implementation of the temperature regime
is required, which provides not only the required complex of properties for the finished
product, but also a minimal energy consumption for the operation.

Analysis of the applied technologies of patenting shows that to get the desired mi-
crostructure, air cooling, heating (cooling) in fluidized area of particles, quenching in water,
keeping temperature by the direct transmission of electric power, etc. are used [26,37-42].

There are two variants of practice in patenting. In the first case, the cooling rate is
regulated only by the difference of temperatures between the heating of the wire in a
furnace and a bath of isothermal decomposition; while other parameters also affect the
cooling rate, in particular the coefficient of forced convective heat transfer between the wire
and the bath environment, they are not taken into account. The other way is to consider
both the difference of temperatures between the heating of the wire in a furnace and a bath
of isothermal decomposition and the coefficient of forced convective heat transfer between
the wire and the bath environment. Special attention to this aspect is paid in [43-45] where
different methods which ensure the reliable regime of wire cooling are described.

With regard to the process of patenting wire in lead, the efficiency of convective heat
transfer during the decomposition of supercooled austenite can be increased by raising the
speed of movement of the lead (wire).

More perspectives, from the point of view of energy saving, ecology, and harmful
effects on the human body, for methods of wire heating and cooling can be used not only
in patenting but also during annealing of finished bead wire. In particular, fluidized bed
heating technology, which, with proper technical support, has a number of advantages
over heating in lead is widely used to heat the wire to 450-500 °C.

2.4. Deposition of Adhesive Coatings on the Metal Cord Wire

To date, the assortment of wire for tire bead ring reinforcement has become wider
with a consequent substitution of brass-plated wire for bronze-plated wire which is con-
sidered to be more competitive [46,47]. Technological schemes of bead brass-plated wire
and bronze-plated wire are different. Brass-plated coating is deposited on the wire by
the consistent electrochemical deposition of the copper layer and the zinc layer. In this
case, it is necessary to heat the wire to initiate the diffusion process of copper and zinc.
The technological process of bronze deposition is more efficient. Bronze is deposited
chemically by means of simultaneous deposition of copper and tin in one bath. One of the
disadvantages of bronze coating, as compared with brass-plated coating, is its low level of
adhesion with rubber. However, the technology of preparation of rubber mixtures at tire
manufacturing enterprises makes it possible to change this parameter through a correction
of the compounding. As a result, adhesion of the bronzed wire increases which allows it to
be used quite successfully for reinforcing the bead rings of tires.

Taking into consideration manufacturing costs together with the level of exploitation
properties the perspective way is to carry out the industrial technology of deposition of
bronze coating on bead wire instead of brass-plating.
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2.5. Use of Setups for Alternative Bending to Increase the Ductility of Bead Wire

The application of enterprises for tire manufacturing using modern high-capacity
bead-making units has led to the formulation of strict demands to the bead wire mechanical
properties. As a result, the percentage ratio of yield strength to tensile strength should be
equal to 75-85% in accordance with the demands in technical certificates to the bead wire.
This can be ensured by alternative bending of cold drawn wire.

Alternative bending causes the appearance of stresses which lead to the breakup the
unstable substructures in the processed wire [48,49]. This kind of processing promotes the
increase of its ductile properties.

2.6. Laying

The laying of metal cord is basically carried out on single twisting machines when
the wire is not exposed to alternating deformation. For this reason, the existing reserve of
plasticity in the wire ensures a sufficient level of its manufacturability in laying. Breakage
of the wire in laying can be predominantly explained by the presence of non-metallic
inclusions in the steel [50].

Machines operating on the principle of double twisting, when metal cord is twisted in
two pitches during one rotation of the rotor, are usually used for laying. Laying on double
twisting machines is more efficient and effective as compared with the same operation
when single twisting rotor type machines are used. But at the same time, thin brass-plated
wire is exposed to high alternative deformation, hence it raises demands to the mechanical
properties [51].

3. Conclusions and Prospects

The manufacturing process consists of complex technological actions on the workpiece.
During any technological operation the workpiece changes its parameters. Furthermore,
products made of modern materials can be processed technologically in a number of
different ways. Under such conditions the manufacturer should have some algorithms
and models to select the technological process considered to be optimal taking into con-
sideration the peculiarities of the industrial enterprise. This technological process has
to guarantee the production of the finished product with the related level of quality and
exploitation properties.

Because of high strength and high corrosion resistance, the steel cord still remains the
main reinforcing material for tires of different types of automobiles. New trends in steel
cord manufacturing processes are presented in [3,52,53]. The necessity to decrease artificial
pollutants in the use the gasoline engines put forward new tasks for engineers to find new
ways to increase the steel cord tensile strength. One of the prospective ways is to use steel
with a nanostructure which ensures high values of both tensile strength and ductility in the
processed material [54-57]. At the present time, the implementation of methods of severe
plastic deformation under industrial conditions is on the cutting edge of technological
progress. However, considering that the diameter of steel wire for cord is less than 1 mm,
it would be necessary to create alternative ways to achieve a similar nanostructure in the
processed material.

The technological process of steel cord manufacturing consists of several operations
of different physical natures. For this reason, the risk of breakage of the processed material
increases. This is why one of the important problems of the manufacturing process is to
decrease the quantity of non-metallic inclusions, segregation of alloyed elements in steel
for cord, surface blemishes, etc. Engineering should be addressed to solve these issues.

Perspectives for the design of the manufacturing process for a competitive high-
carbon steel wire for steel cord and bead wire should be based on the solution of the
following tasks:

- development of a methodology for calculating the drawing modes of high-carbon
wire based on the selection and use of the fracture criterion and assessment of the
influence of the deformation zone shape factor on its destruction;
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- investigation of the nature of metal flow in the near-surface layer during drawing,
assessment of the influence of drawing factors on its depth, and development of
practical recommendations for calculating deformation modes of thin high strength
brass plated, and bronze coated wire for metal cord and bead wire.

Furthermore, the level of technology of every manufacturing process has a decisive
influence on its economic performance. This is why the choice of the optimal variant of the
technological process should be carried out on the basis of the most important indicators
of its effectiveness: productivity, cost, and quality of products. The tendency to find new
materials to substitute steel wire for automobile tires with the required level of exploitation
properties remains a challenge for scientists and engineers.
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Definition: Modern low-pressure turbine engines are equipped with casings impingement cooling
systems. Those systems (called Active Clearance Control) are composed of an array of air nozzles,
which are directed to strike turbine casing to absorb generated heat. As a result, the casing starts
to shrink, reducing the radial gap between the sealing and rotating tip of the blade. Cooling air is
delivered to the nozzles through distribution channels and collector boxes, which are connected
to the main air supply duct. The application of low-pressure turbine cooling systems increases its
efficiency and reduces engine fuel consumption.

Keywords: cooling systems; turbine casings; Active Clearance Control

1. Introduction

Gas path sealing is a challenging problem of aircraft gas turbine engine design. It is
caused because the clearance between the blade tip (rotating structure) and casing with
sealing (static structure) tends to vary during engine operation due to various mechanical
and thermal loads. What is more, inertial (maneuver) and aerodynamic (pressure) loads
during flight have to be taken into consideration. More factors, which also have a negative
influence on tip clearance control, are manufacturing and assembly limitations such as case
ovalization effects, tolerance stack-ups, shaft deflections, etc. Additionally, the clearances
between blade tip and sealing vary along the lifespan of the whole engine as well as the
part itself, as the wear and thermal erosion on all of the parts occur.

Despite the large number of limitations that have to be considered, low-pressure tur-
bines are commonly equipped with impingement cooling systems, called Active Clearance
Control (ACC), which help to control gas path sealing and therefore reduce gas path leak-
ages. The main role of the impingement cooling system (to provide efficient gap control)
is gap reduction between the tip of the blades and sealing during engine operation in the
cruise phase. The benefits of active clearance control are, among others, increased engine
efficiency, reduced specific fuel consumption (SFC), and reduced NOx and CO emissions.

An impingement cooling system comprises an array of nozzles, which direct jets of
high-velocity fluid at a target surface, thus securing proper operating conditions of attached
hardware (e.g., the blade tip and sealing surface) through convective heat transfer between
fluid and target surfaces.

Lowering air leakage in the area of blade tips boosts turbine efficiency, making it
possible for the engine to fulfill thrust and performance targets utilizing less fuel and with
the lower temperature at the rotor inlet. The lifecycle of the hot section components may be
increased by operating the turbine at lower temperatures, which consequently will increase
the engine’s service life as a result of the greater interval between overhauls. Lattime and
Steinetz [1] give overviews of multiple advantages of advanced active clearance control
systems. Taking fuel savings into consideration, a reduction of tip clearance by 0.010 in.
decreases specific fuel consumption by ~0.8% to 1%. A significant cut down in NOx, CO,
and CO; emissions are also achievable by reduction of fuel consumption. Exhaust gas
temperature (EGT) may be lowered by ~10 °C through the reduction of tip clearances
by 0.010 in. The main reason for the removal of an aircraft engine from service is the
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deterioration of the EGT margin. Up to 1000 extra cycles of engine on-wing time may be
achieved by operating it at lower temperatures, thus increasing the life of hot sections parts.
Other advantages are an increase in payload and mission range.

A certain amount of technical issues has to be focused on to field an efficient ac-
tive clearance control system. Two main challenges encompass the high-temperature
environment and the necessity for precise control.

2. Basic Design Principle

The impingement cooling systems comprise one or more distribution channels, every
one of which comprises an adequate number of cooling nozzles directed at the target
surface at a specified angle, see Figure 1. Air is supplied to the distribution channels via
an inlet tube. The valve regulates air flow, which feeds the ACC system. The aim of an
impingement cooling system is to decrease the radial gap between the tips of rotating
blades and the sealing.

Figure 1. Schematic section of low-pressure turbine equipped with Active Clearance
Control (ACC) [2].

Figure 2 depicts the typical cooling system of low and high-pressure turbine casing of
turbofan engine.

The depicted low-pressure turbine cooling system is built of a number of tubular
distribution channels at a distance to the casing surface. Each of the distribution channels
comprises an appropriate number of holes, through which the air flows at high velocity
and onto the surface of the casing. The role of the cooling medium is ensuring a proper
heat exchange through convection with the casing heated up as a result of hot gas flow
occurring in it. A various number of nozzles and, therefore, a various amount of coolant is
employed in different circumferential regions along the engine axis according to the local
casing temperature.

Higher temperature gas flows through the front part of the casing (with a smaller
diameter) due to the proximity of the combustion chamber.

The decrease of temperature of casing, to which a number of rows of sealing are
attached, results in a decrease of tip clearance between rotating and static components.
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Figure 2. Typical tube design of the ACC Cooling system of low-pressure (LP) and high-pressure
(HP) turbines [3].

The air is delivered to distribution channels through collector channels, which are
connected to the main air supply duct, which in turn provides air to the cooling system
of a low-pressure turbine. In the typical low-pressure turbine casing cooling systems, the
distribution channels are connected with collector channels by welding. The whole system
is mounted on brackets distributed circumferentially, which in turn are fixed to the casing.

The cross-sections of the flow channels are selected in a way that minimizes the linear
pressure losses in the flow of the cooling medium. Additionally, the geometrical shape
of flow channels limits the generation of local pressure losses during the operation of
the system.

The crucial aspect of impingement cooling systems design is ensuring a proper clear-
ance between casing’s and cooling systems’ components to guarantee that thermal stresses,
which occur during engine operation, are compensated for. These stresses are a result of,
among others, various operating temperatures of particular components and various heat
expansion coefficients of applied materials.

The next decisive feature of impingement cooling systems design is the utilization of
materials, which guarantee proper operation of components in high temperature and an
increased pressure related to the flow of cooling fluid.

The dynamic stresses generated, e.g., due to the turbine shaft’s imbalance, are also
significant factors. These stresses may lead to damaging of the parts of a cooling system in
the areas of increased concentration of stress (e.g., weld seam areas).

The air, which is fed to the cooling systems, is transported from the turbofan engine’s
bypass airflow. The mass output of air is governed by a valve. In cooling systems’ con-
struction, it is crucial that the cooling nozzles are positioned at an adequate distance to the
cooled target surface and that they are aimed at an appropriate angle, which ensures an
effective heat exchange between the cooling medium and the casing.

The result of the operation of a cooling system is an increase of kinetic energy of gases
being burnt, which is converted into mechanical energy of a rotating shaft. Impingement
cooling systems are applied both to the cooling of high and low-pressure turbines of turbo-
fan engines [1]. Cylindrical [4,5] and slot [6,7] nozzles are often used in the construction of
cooling systems. The main parameter that is characteristic for the cylindrical nozzle is its
diameter D, and for the slot nozzle—the length of slot H. The primary parameters, which
are characteristic for the impingement cooling systems, are dimensionless coefficients Y/D,
H/B, and S/D. They are depicted in Figure 3.
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Figure 3. Impingement cooling systems distribution channel’s axis cross-section.
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Relative distance Y/D determines the ratio between the distance of the nozzle and
a target cooled surface Y and the nozzle diameter D, H/B determines the relationship
between the slot lengths H to the sloth width B. The relative distribution of nozzles S/D
determines the ratio between the distances between the neighboring nozzles’ axes S to the
nozzle diameter D. The cooling efficiency is additionally affected by, among others, the
angle w between the nozzle and the cooled target surface, the sort of cooling medium and
Reynolds number Re.

The impingement cooling systems are also divided according to the possibility of
fluid flow between the cooled surface and the surrounding environment. There are cooling
systems in which the cooling medium flows parallel to the cooled surface before leaving
the system [5,7], and systems in which the stream of cooling medium flows out of the
system immediately after coming in contact with the cooled target surface [8,9].

In impingement cooling systems, a “fountain effect” [10], which is cooling medium
recirculation, occurs due to neighboring streams’ collisions. Figure 4 depicts an example
of velocity vectors distribution in the x-y plane in the area of four nozzles of the cooling
system, which shows the effect of fountain generation as a result of collisions of neighboring
fluid streams.

u [m/'s]

105

Lavhe

Figure 4. Distribution of velocity vectors in the x-y plane in the area of four cooling nozzles depicting
the generation of fountain effect [10].

The flow field through a single nozzle is characterized by the existence of the nozzle
area, stagnation area, and wall area (Figure 5). The flow of impinging jet goes through a
number of specific areas, as pictured in Figure 5. The jet comes out of a nozzle or aperture
at a temperature and velocity profile and turbulence characteristics determined by the up-
stream flow. Considering a pipe-shaped nozzle, also known as a tube or cylindrical nozzle,
the flow is established into a parabolic velocity profile characteristic to pipe flow, and a
mild amount of turbulence is generated upstream. On the contrary, a flow conveyed by the
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application of differential pressure traversing a space of a thin, flat orifice will generate a
starting flow with a quite flat velocity profile, lower turbulence, and a downstream flow
contraction (vena contracta) [10].

free jet region ~.
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Figure 5. Characteristics of flow through a single nozzle.

3. ACC Operation Rationales

The function of an ACC is to provide proper clearance between the tip of the blade
and sealing during the entire engine operation. There are several distinct stages in the
flight cycle, which translate directly to engine conditions—the schematic cycle is shown
in Figure 6.

clearance
decrease

tip clearance

clearance
// increase

clearance without cooling
-..*.... clearance with cooling

time
min. clearance

idle & .{. .l. .
climb
take off

initial gap

.

cruise

Figure 6. Tip clearance control [2].

The tip clearance at the ground idle condition, in which the engine is free spinning
on the ground, is constant as no significant centrifugal force acts on the rotating part, and
thermal loads also do not appear.

After taxing to take-off condition, the throttle is applied. The temperature change
ratio is highest in this condition. Core flow (the air, which flows through all stages of
a compressor into the combustion chamber, is then mixed with fuel and burnt to flow
through the turbine and into the exhaust area) heats the inner (core) part of the engine
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at a very high rate. Additionally, the centrifugal force increases with the rising engine’s
rotational speed and starts acting on the rotating components. The combination of these
factors causes the blade tip with sealing fins to displace outwards. On the other hand, the
casing is heating up at a much slower rate, as it is much further away from the hottest core
flow. The sum of these two displacements results in gap closure and leads to achieving a
minimum clearance value. In this condition, the flow efficiency is at its best, as the leakages
of hot core flow are lowest, thus transforming the maximum amount of aerodynamic
energy acting on turbine blades into the rotational speed of the shaft.

Following is the climb condition, during which the casing heats up continually to
reach its ADP (aero design point) condition—the state designed for the cruise of an aircraft.
Tip clearance in these conditions increases as the casing expands due to rising temperature.
After reaching cruise condition, a gap is established at ADP. Active clearance control
executed through impingement cooling system allows reducing the tip clearance by cooling
down the casing (using bypass air), which is corresponding to the rightmost section of the
graph in Figure 6.

4. Heat Transfer between Casing and Air Stream from ACC

The heat transfer process between the hot casing and cooling air distributed via
impingement cooling nozzles is characterized by dimensionless Nusselt number Nu. This
number is a basic parameter, which determines the cooling efficiency of the wall by the
air stream. Its value characterizes heat flow intensity on the boundary between fluid and
wall [9,11]. The Nusselt number is directly proportional to heat transfer coefficient h,
which in turn is dependent on the temperature difference between the wall (Ty,) and fluid
temperature (Tj). The value of Nusselt number Nu is given by the equation:

D

1
Nu X (1)
where:

h—heat transfer coefficient on the fluid-wall boundary;

D—cooling nozzle diameter;

k—heat conduction coefficient of the fluid;

Heat transfer coefficient h is given by the equation [12]:

_koT
h= ___ oy )
(T = Tw)

where:
Tyw—wall temperature;
Tj—nozzle temperature;
dT/dy—derivative of temperature in the direction perpendicular to the cooled surface.
To define heat transfer rates between the target plate and the coolant line, the averaged
Nusselt number (3) and area-averaged Nusselt number (4) have to be evaluated.
Line averaged Nusselt number [13]:

Nu — %/LNu(x)dL @)

where:
L—averaging line parallel to the target plate;
Nu (x)—local Nusselt number along line L;
Area averaged Nusselt number [13]:

Z

1
u= XANH(X'y)dA (4)
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where:

A—averaging area parallel to the target plate;

Nu (x,y)—local Nusselt number on area A;

The other dimensionless parameters describing heat transfer between target plate and
cooling fluid are:

- nozzle height to nozzle diameter (H/D);

- distance between nozzle and target plate to nozzle diameter (Y/D);
- distance between neighboring nozzles to nozzle diameter (S/D);

- distance from jet axis to nozzle diameter (r/D);

- Reynolds number according to the following expressions:

_ U,D
B v

Re

where:
U,—mean nozzle velocity at the exit area;
v—kinematic viscosity of the cooling fluid;

- Mach number based on nozzle exit average velocity (for the Ma < 0.3, there is a
negligible impact on heat transfer rates)

The heat transfer rates between the target surface and cooling fluid and thus cooling
efficiency also depends on the shape of the nozzles. Paper [14] shows numerical analyses of
the influence of various nozzle shapes (cylindrical, convergent, divergent, and cylindrical
elongated) on Nusselt number distribution along plate cooled with one row of ten nozzles.
The highest average value of the Nusselt number was obtained for the cylindrical ones.

In turn, Marzec, K. [15] showed numerical analyses of the influence of various nozzle
positions on the Nusselt number distribution of an array of ten cooling orifices placed
along the non-planar target surface. Results presented in this paper determine the most
optimum position of the cooling nozzles (up to two orifice diameters) to provide a high
rate of heat transfer for seven various dimensionless jet positions.

Besides presented parameters, heat transfer between target plate and cooling fluid
depends mostly on turbulence intensity, Reynolds number, and Mach number (negligible
influence for Ma < 0.3).

To evaluate the stream of nozzle mass flow, the discharge coefficient has to be con-
sidered. Discharge coefficient (Cd) is a ratio of the real mass flow rate through the orifice
in relation to the isentropic flow rate. This coefficient includes losses (pressure, friction),
which reduces the mass flow rate through a nozzle. The ideal mass flow is calculated
assuming a one-dimensional isentropic expansion through an orifice from coolant pipe
(secondary flow) total pressure (Pt) to the main flow (primary flow) static pressure (Pd)
with the obtained expression:

Ca= = ©®)

() e () ) a0

where:

m—real mass flow rate;

y—nheat coefficient ratio;

R—gas constant;

Pr—total pressure;

P4—static pressure;

Ti—total temperature.

Active clearance control systems consist of a number of nozzles placed in an array.
For low values of Y/D and low values of S/D, the flow delivered by each nozzle (due
to limited space to leave impingement region) forms a crossflow with the neighboring
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flow. The presence of the crossflow causes asymmetric nozzle flow area, moves stagnation
points, and results in a thicker boundary layer. These effects have a negative impact on
average heat transfer rates. The presented nozzle interference does not have a significant
influence on the peak of the Nusselt number value; however, the averaged Nu value shows
a decrease [13].

Another behavior affecting heat transfer rate between coolant and target surface is
thermal interaction of the hot spent impingement flow coming out from the upstream (after
striking target surface) with the downstream nozzle fresh coolant. This phenomenon has a
negative impact on heat transfer rate and depends mostly on Y/D and S/D factors.

5. Review of Basic Geometrical and Physical Cooling Systems’ Parameters

The research described in the literature takes into consideration both geometrical and
physical parameters, which characterize the operation of impingement cooling systems.

Various cooling systems nozzles diameters D are considered [2,16,17]. The paper [2]
includes a numerical analysis of impingement cooling system with seven different values
of cooling nozzles” diameters: D = 0.45 mm; D = 0.5 mm; D = 0.64 mm; D = 0.8 mm;
D =1.6 mm; D =24 mm; D = 3.2 mm. The highest mean values of Nusslet number (Nu)
were achieved in the case of a nozzle with diameter D = 3.2 mm and Mach number Ma = 0.1.
For comparison, the paper [2] describes the research on cylindrical nozzles with larger
diameters D = 6 mm, D =7.3 mm, D = 10 mm, and D = 15 mm respectively. The analysis
of incompressible fluid flow shows that the highest values of Nusselt number (Nu) were
achieved for a value of coefficient Y/D = 6 and for a nozzle diameter D = 15mm. The
performed research showed that the application of nozzles with higher diameter D in
cooling systems has an influence on the increase of the amount of heat being transferred on
the fluid-wall boundary.

San et al. [4] performed research with an aim to determine the influence of relative
distance Y/D and Reynolds number (Re) on the distribution of Nusselt number along the
cooled surface. The values taken for the research were: Re = 10,000, Re = 15,000, Re = 30,000
andY/D=1,Y/D=2,Y/D =4,and Y/D = 6. Results of the research indicated cooled
areas characterized by the occurrence of local maximum of the Nusselt number, among
others, for Y/D =1 and Reynolds number Re = 30,000. This research demonstrates a major
influence of both relative distance Y/D and Reynolds number Re of the flowing fluid on
the cooling efficiency.

Trinh et al. [18] showed experimental research of three kinds of nozzles: tube-shaped,
cylindrical, and cross-shaped nozzles placed on a hemisphere. In the results of the research
presented, the highest value of Nusselt number on the boundary of the fluid-wall area was
achieved when the cylindrical nozzle was applied, and the lowest values were observed
for the cross-shaped nozzle.

The cooling efficiency is additionally affected by the angle of inclination of the nozzle
to the cooled surface w [19-21]. Taking a three-dimensional problem into consideration,
the change of angle of inclination of the nozzle to the cooled surface results in forming
of elliptical distribution of Nusselt number on the cooled surface [9]. For comparison, in
the case of the nozzles directed perpendicularly to the cooled surface, the distribution of
Nusselt number on the cooled surface is cylindrical. Afroz and Sharif [17] showed various
inclination angles of nozzle w to the cooled surface have been examined at two values of
Reynolds number: Re = 23,000 and Re = 50,000. The value of Nusselt number decreased by
25-50% with a decrease of angle from w = 90° to w = 45° for the given values of Reynolds
number (Re). Moreover, when angle w > 50° and the Re = 50,000, the occurrence of the
“Coand effect” was observed. This phenomenon is characterized by the tendency of the
fluid stream to adhere to the neighboring surface. When the angle of inclination of the
nozzle to the cooled surface is low, the fluid stream starts to adhere to the adiabatic wall
of the fluid distribution channel positioned nearby. At a Re of 23,000, it was possible to
observe the Coand effect for an angle w > 30°. This effect leads to a drastic decrease in
surface cooling efficiency. In the literature, the phenomenon of fountain effect created as
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a result of the collision of neighboring streams of cooling fluid is also described [22]. In
such a case, recirculation of fluid occurs. The paper [22] shows, that when the relative
distribution of nozzles acquires a value S/D < 4, the fluid recirculation as a result of
collisions of neighboring streams occurs. The authors prove, that if Y/D = 2, then the
collisions of neighboring streams occur when S/D < 10. The maximum value of Nusselt
number along the cooled surface has been achieved at S/D = 8. San and Lai [23] confirmed
that at S/D = 14, no interaction between neighboring streams occurs.

The presented results of the literature research show the broad differentiation of
operation parameters of impingement cooling systems. The increase of flow velocity of
fluid stream represented by Re number causes the increase of heat exchange efficiency
between the fluid and cooled surface.

The temperature difference between the cooled surface and a cooling fluid stream,
nozzle inclination angle, and geometrical shape of it is also of high significance.

6. Numerical and Experimental Methods of ACC Researches

Researches focused on flow behavior and the heat transfer process of the impingement
cooling systems are divided into two categories: numerical modeling [24-26] and experi-
mental researches [27,28]. Both categories are analyzing possible ways of ACC efficiency
improvement. Experimental results are often used to validate numerical methods used for
the calculations of ACC performance.

Experimental researches on impingement cooling systems are focused mostly on
measuring the surface heat transfer coefficients. In such experiments, arrays of nozzles
drilled in distribution tubes are installed above a target surface (flat, cylindrical, or conical)
with spacers. The air supply setup consists of a pump, air reservoir, dryer, filter, and a
control valve to regulate pressure and mass flow. The target surface is often supplied with
constant heat flux () using thin steel strips bonded to the target plate. To reduce lateral heat
transfer within the target plate, low thermal conductivity materials are chosen for the target
plate. The idea of this approach is to ensure that electrically generated energy is taken over
by the fluid in the direction perpendicular to the target surface with constant heat flux.
The temperature distribution on the backside of the target plate (Ty) is measured with
non-contact optical devices such as infrared (IR) thermography cameras or thermochromic
liquid crystals that change their color with the temperature. The surface heat transfer
coefficient (h) is calculated with the equation [9]:

-4
e )

The flow temperature is often measured using thermocouples inside the distribution
tubes in a location corresponding to the central nozzle, while the ambient temperature is
also recorded on both sides of the target plate in order to evaluate heat losses [29].

Experimental measurements allow investigating the influence of various geometrical
(nozzle diameter, shape, Y/D, S/D, etc.) and thermo-flow parameters (heat flux, Reynolds
number, etc.) on the heat transfer performance of the impingement cooling system. Nu-
merical researches of impinging cooling systems allow the assessment of the heat transfer
coefficient, Nusselt number distribution, pressure drops, velocity fields, and temperature
distribution for a given flow in advance of manufacturing the hardware.

Impingement cooling systems applications (ACC) to reduce the radial thermal growth
of a casing involve turbulent flow downstream of the nozzles. Accurate prediction of
the behavior of turbulent flow downstream the nozzles is a big challenge in numerical
modeling. Finite volume and finite element computational fluid dynamics (CFD) solvers
(which solve Navier-Stokes equations) are often used to evaluate the behavior of the
flow and heat transfer of the impinging cooling systems. The accurate predictions of
velocity fields, pressure drops, or heat transfer coefficients using CFD methods depend
strongly on the modeling of turbulence and the interaction of the turbulent flow field
with the target surface. The numerical approach (validated by the experimental procedure
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in advance) gives a chance to evaluate flow behavior and heat transfer rates for various
geometries of the cooling system and target plate without limitations that can occur for the
experimental procedures.

Numerical methods give an opportunity for further development of the impingement
cooling systems efficiency in terms of very precise adjustment of tip clearance across the
different engine operating conditions and mainly during cruise operation. The current
trend in increasing the engine bypass ratio to enhance the propulsive system efficiency
pushes the limits of ACC traditional design performance. It is caused in most designs by
feeding air for the active clearance control (ACC) system of the LPT comes from secondary
bypass flow [30]. In fact, the fan pressure ratio tends to fall, thus reducing the pressure ratio
on the ACC inlet piping. Therefore impingement cooling systems require more efficient
heat transfer between the casing and cooling liquid to ensure adequate tip control between
rotating structure and sealing. Reduced inlet pressure, thus reduced Reynolds number
requires to be compensated by modification of geometrical parameters (dimensionless
nozzle-target distance Y /D, smaller pitch distance S/D, etc.) to keep the efficiency of the
system on the proper level. In turn, reducing nozzle-target distance brings the risk of
cooling system interference with casing during engine operation due to vibratory stresses,
dynamic loads, etc. This fact has to be taken into consideration during ACC components
design, especially when manufacturing tolerances are defined. Reduced nozzle-target
distance with a defined chain of tolerances has to ensure that in the worst-case scenario,
there is no interference between the casing and cooling system. In turn, this approach
requires very precise machining and measuring tools, which makes ACC design more
expensive.

7. Conclusions

Impingement cooling systems play a significant role in many technical applications,
especially in the aero industry (Active Clearance Control systems). Due to the adjusted
amount of cooling air directed onto the turbine casing surface, they are able to control
clearance between the blade tip (rotating structure) and casing with sealing (static structure).
This clearance tends to vary during engine operation due to various mechanical, thermal,
inertial (maneuver), and aerodynamic (pressure) loads.

The radial clearance closure is a function of physical parameters like impingement
flow, Reynolds number in the orifice region, or turbulence intensity. Nozzle diameter,
dimensionless factors like relative distance Y /D, relative nozzle position S/D, the shape
of the orifices, or inclination angle also have a significant influence on heat transfer rates
along the cooled surface

The surrounding environment also has an impact on the heat transfer rate. Cooling
systems in which the cooling medium flows parallel to the cooled surface before leaving
the system (confined) are less efficient (due to the heat accumulation) in comparison to the
systems in which the stream of cooling medium flows out of the system immediately after
coming in contact with cooled target surface (unconfined).

Manufacturing feasibility and assembly limitations such as case ovalization effects,
tolerance stack-ups, or shaft deflections also have to be considered during the design of a
dedicated Active Clearance Control system.

The application of turbine cooling systems (ACC) helps to increase engine efficiency,
reduce specific fuel consumption (SFC), and reduce NOx and CO emissions.
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Definition: Silicon micro-strip detectors are fundamental tools for the high energy physics. Each
detector is formed by a large set of parallel narrow strips of special surface treatments (diode
junctions) on a slab of very high quality silicon crystals. Their development and use required a
large amount of work and research. A very synthetic view is given of these important components
and of their applications. Some details are devoted to the basic subject of the track reconstruction
in silicon strip trackers. Recent demonstrations substantially modified the usual understanding of
this argument.

Keywords: silicon micro-strips; tracker detectors; positioning algorithms; least-squares method;
track reconstructions

1. Properties and Operation of Silicon Micro-Strip Detectors

The study of matter at extreme conditions requires collisions of elementary particles at
the maximum energies allowed by the actual accelerators. Detailed analysis of the reaction
products of those collisions enable the extraction of the physical parameters relevant for this
study. The reaction products are a large set of other particles, some stable or of sufficiently
long half-life to cross the nearby detectors. Charged particles are easily detected for their
streams of ionization released in solid or gaseous matter. The neutral components of the
reaction products require other very special detectors, able to transform their energy in
detectable signals. The stream of ionization of the charged particles in solid or gaseous
materials is a fundamental source of information about the properties of the incident
particles, therefore, large efforts are dedicated to the observation and measurement of their
ionization streams. Evidently, the amount of ionization, on the unit of path length, is an
essential parameter for the quality of the detectors. The average ionization released in a
solid silicon slab is around ten times that released in a gaseous detector. The production of
an electron-hole pair, in a silicon detector, requires an average of 3.6 eV. Instead, the average
ionization is around 30 eV in a gaseous detector. However, the collection of the charges
released in silicon slabs is a much more elaborate operation than the equivalent operation
in gaseous detectors. Thus, only in recent years, silicon detectors acquired extensive
applications. The huge use of silicon crystals, in all the electronic devices, drastically
reduced the high production costs of silicon crystals of the best quality (detector grade)
required by the detector construction. Further details and plots on this subject can be found
in Refs. [1,2].

For its electronic composition, a silicon crystal is a semiconductor, having a resistivity
of 400 k) cm at 300 K, intermediate between that of a conductor and that of an insulator.
Impurities and crystal imperfections give an effective resistivity around 10 kQcm [2],
for mass production crystals. The effects of this reduction in resistivity, of the higher
quality crystals, can be compensated resorting to the properties of reverse-biased diodes.
In fact, in a semiconductor, the density and the type of current carriers can be tuned with
the addition of appropriate impurities, able to add electrons to the conduction band or
holes to the valence band, giving n-type or p-type material. The surface treatments of
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an n-type or p-type materials with the impurity of opposite property produce the diode
structures (diode-junctions). The geometrical dispositions of those impurities on a surface
can transform a slab 300 um thick (the typical thickness of a detector) in an array of parallel
lines of diode-junctions: a micro-strip silicon detector. The anisotropy of the impurity
distributions has a drastic effect on the current conduction, allowing only the conduction
for a given sign of the applied tension. Applying a reverse-bias (i.e., the tension that can
not conduct the current in the diode), the density of the charge carriers is reduced in the
thickness of the slab. The depletion from free charge carriers, of the detector active region,
eliminates the recombination with the charges released by the ionizing particle, keeping
intact the incoming ionization distribution.

The reverse-bias is increased to obtain the largest allowed depleted region. The
reverse-bias has a maximum beyond which the electric field can accelerate the charge
carriers (always present, even if in negligible concentrations) above the ionization of the
material, generating a rapid rise of the diode current. Therefore, to have a detection, the
maximum bias can not be reached. As an ionizing particle crosses the depleted region,
the applied bias guides the two types of produced charges toward the corresponding
collecting electrodes. In the actual experiments, the energies of the charge particles move
their ionization release in regions with a relative minimum. Charged particles of this type
are indicated as minimum ionizing particles (MIPs). Evidently, the particle detectors must
efficiently operate for the MIPs. The charge released is proportional to the thickness of
the depleted region. However, this region, and the thickness of the detector, must be
limited to avoid that the hard scattering of the MIP, with the constituents of the crystal
(multiple Coulomb scattering), randomly deviates the particle from its path. For a MIP in a
silicon detector, 300 um thick, the most probable number of electron-hole pairs is ~ 23,000,
collected by the corresponding electrodes in a few tens of nanoseconds. To handle such
low charges, consistent amplifications with very low noise amplifiers are required. Hence,
the strips of diode junctions are connected to the charge amplifiers thought decoupling
capacitors (AC connection). These capacitors are easily produced with a thin layer of
silicon oxide. The array of charge preamplifiers are realized in very large integration
device (custom produced) with a separation, of the component amplifiers, equal to that of
the strips; they are optimized for the corresponding applications [2] (Refs. [3,4] for those
used in the CMS and ALICE trackers). The preamplifiers and their service electronics are
contained in a different component (often called “hybrid”). Each preamplifier, of the array,
is wire-bounded to the corresponding strip. A schematic set-up of a silicon micro-strip
detector is represented in Figure 1 on the junction side.

Double sided strip detector. The structure of the micro-strip detectors discussed
above, contains only a parallel array of linear diodes, evidently this structure allows the
measurement of a single coordinate of the path of a MIP relative to the silicon surface
(another coordinate is always given by the position of the sensor plane in the supporting
mechanical structure). To measure the other coordinate, an additional detecting layer
is required, with its strips orthogonal to the previous one. The combination of the two
detections increases the random disturbance of the multiple Coulomb scattering to the
particle tracks and augments the complexity of the trackers, and the weight for the satellite
experiment