
Edited by

Analysis of Extreme 
Hydrometeorological 
Events

Brunella Bonaccorso and David J. Peres
Printed Edition of the Special Issue Published in Resources

www.mdpi.com/journal/resources



Analysis of Extreme
Hydrometeorological Events





Analysis of Extreme
Hydrometeorological Events

Editors

Brunella Bonaccorso

David J. Peres

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Brunella Bonaccorso

University of Messina

Italy

David J. Peres

University of Catania

Italy

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Resources

(ISSN 2079-9276) (available at: https://www.mdpi.com/journal/resources/special issues/extreme

hydrometeorological events).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-4923-1 (Hbk)

ISBN 978-3-0365-4924-8 (PDF)

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Brunella Bonaccorso and David J. Peres

Analysis of Extreme Hydrometeorological Events
Reprinted from: Resources 2022, 11, 55, doi:10.3390/resources11060055 . . . . . . . . . . . . . . . 1

Joanna Nowak Da Costa, Beata Calka and Elzbieta Bielecka

Urban Population Flood Impact Applied to a Warsaw Scenario
Reprinted from: Resources 2021, 10, 62, doi:10.3390/resources10060062 . . . . . . . . . . . . . . . 5

Paola Nanni, David J. Peres, Rosaria E. Musumeci and Antonino Cancelliere

Worry about Climate Change and Urban Flooding Risk Preparedness in Southern Italy: A
Survey in the Simeto River Valley (Sicily, Italy)
Reprinted from: Resources 2021, 10, 25, doi:10.3390/resources10030025 . . . . . . . . . . . . . . . 23

Bogusława Baran-Zgłobicka, Dominika Godziszewska and Wojciech Zgłobicki

The Flash Floods Risk in the Local Spatial Planning (Case Study: Lublin Upland, E Poland)
Reprinted from: Resources 2021, 10, 14, doi:10.3390/resources10020014 . . . . . . . . . . . . . . . 49

Waldemar Kociuba, Grzegorz Gajek and Łukasz Franczak

A Short-Time Repeat TLS Survey to Estimate Rates of Glacier Retreat and Patterns of Forefield
Development (Case Study: Scottbreen, SW Svalbard)
Reprinted from: Resources 2021, 10, 2, doi:10.3390/resources10010002 . . . . . . . . . . . . . . . . 69

Rubens Junqueira, Marcelo R. Viola, Jhones da S. Amorim and Carlos R. de Mello

Hydrological Response to Drought Occurrences in a Brazilian Savanna Basin
Reprinted from: Resources 2020, 9, 123, doi:10.3390/resources9100123 . . . . . . . . . . . . . . . . 89

Małgorzata Biniak-Pieróg, Mieczysław Chalfen, Andrzej Żyromski, Andrzej Doroszewski
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Extreme hydrometeorological events (e.g., storms, pluvial, fluvial, and coastal floods,
droughts and landslides), with severe consequences in terms of injuries, casualties,
and socioeconomic losses, are becoming increasingly frequent worldwide [1]. These events
frequently have cascading effects [2], ranging from slope instability, causing infrastructure
and service disruptions, to ecological disasters, from water scarcity to yield losses and rises
in food prices. Climate variability and anthropogenic changes (e.g., population growth,
urbanization, and environmental degradation) both play a role in amplifying the these
events’ effects on an increasing number of people [3,4]. Understanding the dynamics of
these phenomena, improving early warning systems, and developing more coordinated
disaster risk reduction strategies are, therefore, critical to properly managing the associ-
ated risk, reducing vulnerabilities, and increasing societal resilience to natural disasters.
The purpose of this Special Issue was to highlight studies that address challenges in moni-
toring, modeling, forecasting, and assessing the effects of hydrometeorological hazards.

This Special Issue received six contributions. Three of the papers focus on floods,
two on droughts, and one on glacier retreat (related to extreme temperature). Three contri-
butions focus on areas in Poland, the other three studied areas in Italy, Brazil and Norway
(Svalbard Islands).

A first contribution focuses on the prediction of the potential impacts of fluvial floods
on urban population safety. The impact was estimated by combining the likelihood of a
flood and the expected floodwater inundation level with a damage function, considering
the purpose of the building, and the number of permanent inhabitants. After the application
of the model to the Vistula River, the authors found that 500-year flooding could affect
2.35 percent of buildings and over 122,000 people in Warsaw. In contrast, the expected
magnitude of flood impact on human health was estimated to be moderate, i.e., ten people
per residential building in 80 percent of flood risk zones, mainly due to the shallow
inundation depth of less than 1 m in many parts of the studied area. These models are of
key importance for urban planning, and to raise public awareness of flood risks [5].

The issue of flood risk awareness in urban areas is also tackled in [6]. Specifically,
they presented the findings of a 10-question survey on climate change and risk perception
conducted in 11 municipalities of the Simeto River Valley. The survey, conducted within the
activities of the LIFE project SimetoRES, collected 1143 responses from residents. The survey
looked at: (a) citizens’ level of concern about climate change in relation to extreme storms,
(b) risk preparedness, and (c) citizens’ willingness to implement sustainable drainage
actions for climate change adaptation. According to the findings, more than 52 percent of
citizens have insufficient knowledge of proper behavior during flooding events, and only
30 percent believe that they are responsible for reducing flooding risk. The population
shows a modest willingness to support the construction of sustainable urban drainage
infrastructure. Another interesting finding, derived from a statistical cross-analysis of the
responses to the various questions, revealed that increased concern about climate change
does not have a significant impact on either people’s behavior in dangerous situations
during flooding events or their willingness to support financially sustainable solutions.
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These findings suggest that increasing concern about climate change and related urban
flooding risks is insufficient to improve preparedness.

The last contribution concerning floods analyzes whether the threat of flash floods
is considered in municipal spatial planning. Using GIS, a preliminary assessment of
369 small catchments’ susceptibility to flash floods was conducted through multicriteria
analysis. Then, they examined the existing planning documents, flood hazard and risk
maps, and flood risk maps for municipalities located in the most susceptible catchments.
They found that, even when the risk is significant, flash floods are frequently overlooked at
the local government level [7].

Looking at contributions on droughts, the first concerns the Brazilian savanna, one of
the world’s 25 biodiversity hotspots [8]. The authors examined meteorological and hydro-
logical droughts and their effects on hydrological behavior in the savanna. They computed
the Standardized Precipitation Index (SPI) and Standardized Streamflow Index (SSI) at
different aggregation scales and analyzed the correlation between the two indices to investi-
gate the propagation of meteorological to hydrological drought. They found no significant
difference in the coefficients of correlation from 0- to 6-month lags in drought propagation,
while a decrease in correlation was identified with lags at 9 and 12 months.

The second study on drought aimed to develop and test a model to simulate decreases
in soil moisture during dry spells [9]. The analyses were based on diurnal data regarding
the occurrence of atmospheric precipitation and diurnal values of soil moisture under a
bare soil surface from May to October. During dry spells, the moisture rate decreased in
six layers of the soil profile, described using a decreasing exponential trend. The least
squares method was used to calculate the exponent value, which described the rate of soil
moisture decrease, for each dry spell and soil depth. The exponential form of the trend of
soil moisture changes over time used for the analysis also allowed for the calculation of the
duration of a hypothetical dry spell, a result that can be related to land use.

Finally, the paper on glacier retreat is based on a comparative analysis of high-
resolution differential digital elevation models (DEM of Difference (DoD)) based on terres-
trial laser scanning (TLS) surveys conducted in the Svalbard Islands [10]. The comparison
of DEMs at three-week intervals allowed for the identification of erosion and depositional
areas, as well as the volume of the glacier’s terminus melting. They found that the retreat of
the glacier’s snout ranged from 3 to 9 m (mean of 5 m) over a 3-week period, accompanied
by an average lowering of the surface of up to 0.86 m (0.03 m) and a decrease in ice volume
of 53,475 m3 (1761 m3). The deglaciated area increased by 4549 m2 (5%), resulting in
an extensive reshaping of the recently deglaciated area. The DEM of Difference (DoD)
analyses offered important insights into the melting dynamics as related to air temperature,
humidity, pressure and wind speed.

Overall, the contributions to this Special Issue provide some insights on the possible
analyses that can be carried out to obtain a better understanding and management of
natural hazards related to extreme hydrometeorological events, as well as highlighting how
a greater dialogue between research, decision makers and laymen is desirable to increase
community resilience to climate change.

Author Contributions: Writing—original draft preparation, D.J.P.; writing—review and editing, B.B.
and D.J.P. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Not applicable.

Acknowledgments: The guest editors are grateful to all the authors and reviewers that contributed
to this Special Issue.

Conflicts of Interest: The Gest Editors declare no conflict of interest.

2



Resources 2022, 11, 55

References

1. IPCC. Climate Change 2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change; Core Writing Team, Pachauri, R.K., Meyer, L.A., Eds.; IPCC: Geneva, Switzerland, 2014; p. 151.

2. Kruse, P.M.; Schmitt, H.C.; Greiving, S. Systemic criticality-a new assessment concept improving the evidence basis for CI
protection. Clim. Chang. 2021, 165, 2. [CrossRef] [PubMed]

3. Raymond, C.; Horton, R.M.; Zscheischler, J.; Martius, O.; AghaKouchak, A.; Balch, J.; Bowen, S.G.; Camargo, S.J.; Hess, J.;
Kornhuber, K.; et al. Understanding and managing connected extreme events. Nat. Clim. Chang. 2020, 10, 611–621. [CrossRef]

4. van der Wiel, K.; Bintanja, R. Contribution of climatic changes in mean and variability to monthly temperature and precipitation
extremes. Commun. Earth Environ. 2021, 2, 1. [CrossRef]

5. Da Costa Nowak, J.; Calka, B.; Bielecka, E. Urban Population Flood Impact Applied to a Warsaw Scenario. Resources 2021, 10, 62.
[CrossRef]

6. Nanni, P.; Peres, D.J.; Musumeci, R.E.; Cancelliere, A. Worry about Climate Change and Urban Flooding Risk Preparedness in
Southern Italy: A Survey in the Simeto River Valley (Sicily, Italy). Resources 2021, 10, 25. [CrossRef]

7. Baran-Zgłobicka, B.; Godziszewska, D.; Zgłobicki, W. The Flash Floods Risk in the Local Spatial Planning (Case Study: Lublin
Upland, E Poland). Resources 2021, 10, 14. [CrossRef]

8. Junqueira, R.; Viola, M.R.; Amorim, J.D.S.; De Mello, C.R. Hydrological Response to Drought Occurrences in a Brazilian Savanna
Basin. Resources 2020, 9, 123. [CrossRef]
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Abstract: The provision of detailed information on the impact of potential fluvial floods on urban
population health, quantifying the impact magnitude and supplying the location of areas of the
highest risk to human health, is an important step towards (a) improvement of sustainable measures
to minimise the impact of floods, e.g., by including flood risk as a design parameter for urban
planning, and (b) increase public awareness of flood risks. The three new measures of the impact of
floods on the urban population have been proposed, considering both deterministic and stochastic
aspects. The impact was determined in relation to the building’s function, the number of residents,
the probability of flood occurrence and the likely floodwater inundation level. The building capacity
concept was introduced to model population data at the building level. Its proposed estimation
method, an offshoot of the volumetric method, has proved to be successful in the challenging study
area, characterised by a high diversity of buildings in terms of their function, size and density. The
results show that 2.35% of buildings and over 122,000 people may be affected by 500-year flooding.
However, the foreseen magnitude of flood impact on human health is moderate, i.e., on average ten
persons per residential building over the 80% of flood risk zones. Such results are attributed to the
low inundation depth, i.e., below 1 m.

Keywords: urban population estimation; building capacity; flood impact; GIS modelling; flood miti-
gation

1. Introduction

Flooding is one of the most disruptive natural hazards in the world [1–3]. According
to the World Health Organization [4], flooding has affected more than 2.3 billion people
worldwide in the last twenty years (1998–2017) and is responsible for 47% of weather-
related disasters. Devastation caused by floods can lead to loss of life, damage to property,
public infrastructure and nature. Between 1900 and 2014, floods have had the second
highest death rate (30%) of all natural disasters [5]. Losses are particularly severe in
densely populated and intensely developed urban areas. Roudier et al. [6] established
that if global warming reaches +2 ◦C, the floods’ magnitudes will increase in almost all
European countries, with a significant upsurge in Northwest Europe. Furthermore, they
noticed that the increase in 100-year floods would be much greater than that in 10-year
floods. The possible upsurge in the severity of floods was also noticed by Rojas et al. [7].
Blöschl et al. [8] observed a distinct shift in the timing of floods in Europe over the past
five decades. Moreover, Blöschl et al. [9] showed that the escalation of floods events
in northwestern Europe resulted from higher fall and winter rainfall, while decreasing
precipitation and increasing evaporation led to a reduction of floods in southern Europe.
Eastern Europe, due to warmer spring temperatures and decreasing snow cover, felt the
effects of floods less frequently. Tanoue et al. [10] found that the flood risk forecast is
influenced by different scenarios of population growth and population spatial distribution.
Furthermore, the availability of detailed and reliable spatial and socio-economic data plays
a significant role in estimating flood risk zones and developing flood risk management and

Resources 2021, 10, 62. https://doi.org/10.3390/resources10060062 https://www.mdpi.com/journal/resources5
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mitigation [11]. The uncertainty of forecasts resulting from the use of different scenarios
and different models of climate change were also reported by Roudier et al. [6].

Urbanisation, climate change, topography and the hydrological regime are the main
factors determining the probability of inundations [10,12,13] while economic growth re-
sults in higher costs of removing the effects of flooding [14]. Due to the concentration
of population, dense built-up and other infrastructure necessary for the economic and
social well-being of societies and the amount of losses caused by floods, urban areas are of
concern to both scientists and practitioners. World literature extensively covers the problem
of buildings and populations prone to flooding at all levels, from local to global [15,16].
Knowing the exposure to flooding is one of the elements of flood risk assessment for build-
ings and people, and thus essential for the preparation of appropriate risk management
plans [17]. However, as found by Papilloud et al. [15] the concepts of flood exposure and
flood vulnerability are understood differently, which results mainly from the disciplinary
backgrounds as well as research aims and questions. As shown in the literature, flood
exposure is not only defined ambiguously but also analysed with various approaches and
methods [15,18,19]. The most common approaches are based on geographic information
system (GIS) technology and methods, in particular the spatial overlap, intersection or
spatial joint of flood hazard zones and buildings.

The use of GIS methods in flood exposure assessment can be found in global [10],
national [20], regional [21] and local studies [18,19,22]. Nevertheless, this type of flood
exposure analysis requires geographic data on building locations, gridded population data
and the geographical extent of flood risk zones [22]. Furthermore, Jongman et al. [16]
noted that the results of global exposure analyses, in particular the differences in estimates
and geographic distribution, are strongly dependent on the methods used. This was
also confirmed by Hirabayashi et al. [23] and Tanoue. et al. [10] who applied different
scenarios to predict the global threat to the population caused by floods triggered by
climate change. Tanoue et al. [10] found that the characteristics of the population exposed
to floods are influenced by historical changes in population distribution, with changes in
vulnerability to floods reaching 48.9%. The number of people affected by flooding was
calculated by the spatial overlaying of the flooded area with the global gridded population.
Röthlisberger et al. [20] focused on the problem of data analysis in various risk-based
strategies and noted that the analysis of exposure is highly dependent on the availability,
spatial resolution and quality of data, namely data on assets (e.g., affected people, buildings
and infrastructure) and on the nature of the hazards (i.e., the extent and magnitude of the
flood). Bhola et al. [19], inspired by Kolen et al. [24], presented an approach based on a
combination of multiple models by considering several exceedance probability scenarios
to better support decision making in crisis management. Finally, they proposed a building
hazard map, in which flood-affected buildings are marked with varying probabilities of
exceeding the flood inundation extent depending on the building use.

Analysing the exposure of the population to urban floods, many studies focus on esti-
mating the people counts at a micro-scale, particularly at the building level. Zhu S. et al. [25]
mapped the building-scale population by calculating the correlation coefficient between the
POI (point of interest) type and WorldPop population grid to establish the relationship be-
tween building function and population distribution in Lishui City, China. Darabi et al. [26]
applied machine learning algorithms to predict flood hazard probabilities; they created a
vulnerability map and assessed risk as a product of hazard and vulnerability. The factors
influencing flood hazard the most were distance to channel, land use, and runoff gen-
eration, while population density and building density were the most important factors
determining vulnerability. Hossain and Meng [18] aimed to assess the potential risk of
damage caused by the exposure of buildings and populations to flooding in urban areas
(Birmingham City, AL, USA). The developed GIS-based risk assessment model showed the
level of flood risk, quantified and simultaneously mapped commercial buildings, residen-
tial buildings and populations at risk of flooding. The findings of Hossain and Meng [18]
revealed that approximately 44% of the total population of the Birmingham floodplain area
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lived in high and very high flood risk zones. Calka et al. [22] estimated the people counts
in buildings based on the regression between a building’s footprint area, the building’s
type (single-family, twin, multi-family), and the average number of people living in one
household. The study found that about 30% of residents of villages located on the Bug
River floodplain (eastern part of Poland) lived in high flood risk areas.

Several factors vitally influence the extent of flood damage, i.e., water depth, flow
speed, geographical extent and duration [27]. However, the factor most commonly applied
in studies is water depth, e.g., [15,18,25,27–29]. Flood risk also depends on the types of
assets exposed, therefore many studies focused on buildings and road infrastructure, as
examples of structural flood damage. Some academics evaluated buildings damaged
using the appraisal value [28], while others used the building characteristics [30,31]. There
is a broad consensus, however, that as a priority loss of life must be prevented by all
means possible [13]. Disaster mitigation efforts increasingly focus on the exposure and
vulnerability of human populations [32]. For example, the perception of flood risk among
the population is being studied, constating that it is underestimated, and steps are being
taken to change this [33–35]. This consequently translates into increasing the awareness
of potential flood risks, the preparedness for an emergency case and the willingness to
cooperate [35,36].

Poland, the central-eastern European country, suffers few natural hazards except for
seasonal flooding, with a prevalence of early spring floods [1,29]. During the last 25 years,
several countrywide initiatives have come into existence, amongst which the IT system of
the Country’s Protection Against Extreme Hazards (ISOK) is one of the major ones [37].
Pursuant to the Directive 2007/60/EC (the so-called Floods Directive) [38] the Polish flood
protection ISOK provides all flood risk-management elements, i.e., prevention, protection,
proper preparation and floods effects’ removal. The potential flood effects relate to human
life and health, the environment, cultural heritage, economic activity infrastructure and
land cover [38–40]. The loss and damage assessment focuses on post-disaster losses,
whereas the loss and damage risk refers to ‘assessing the possibility and probability that
some people in a community or nation will face severe loss and damage’ and is a pre-
disaster perspective [41]. Our approach is oriented toward the latter assessment. The
common practice of expressing the impacts of flood events in monetary terms [42] can
however distract from intangible impacts, the most important being the loss of life.

Our study focuses on the impact of floods on health of urban populations specifically
those living in residential buildings in areas exposed to potential fluvial flooding. The
aim of this study was to produce flood impact indicators to provide information on the
conditions of residents, quantifying the magnitude of the flood impact on human health and
to help identify areas of the highest risk to human health. Furthermore, this information can
be used to increase public awareness of flood risks and to improve sustainable measures to
minimise the impact of floods, for example by including flood risk as a design parameter for
urban planning. The presented fluvial flood scenarios were developed by the State Water
Holding ‘Polish Waters’, the national authority responsible for water management. In our
approach, a residential building was adopted as the smallest spatial reference area unit.
The urban population flood impact on building residents was defined and determined in
relation to the following four factors: building capacity, building function, flood probability
and flood depth. Our presented approach introduces the novel concept of building capacity
and proposes its estimation method, an offshoot of the volumetric method. The remainder
of the paper is structured as follows: Section 2 describes the study area, data and methods,
Sections 3 and 4 describe and discuss the obtained results, respectively; Section 5 provides
conclusions related to the developed research results.

2. Materials and Methods

2.1. Study Area and Data Used Description

The study area covers 27.11 km2 and encompasses the Vistula River valley from
ki-lometre 494.0 to 528.5 (Figure 1).
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Figure 1. Warsaw, Poland, the flood risk zones.

The natural narrowing of the Vistula valley due to geological conditions was further
limited by flood embankments created at the end of the 19th century and in the 1950s.
Warsaw has been hit by floods many times. From the nineteenth century, catastrophic
floods in the middle course of the Vistula occurred every few or several years (1813, 1838,
1839, 1844, 1845, 1855, 1867, 1884, 1889, 1891, 1903, 1924, 1947, 1960, 1962, 1997, 2010) and
seriously affected Warsaw [29,43]. As noticed by [29,43,44] the Vistula River floods have
generally been shaped by intensive rainfall in the Carpathian Mountains and rarely by
snowmelt. Rainfall-induced floods occur mainly in June–July, while snowmelt—in March–
April. Nowadays, 18.5 km left bank and 23 km right bank embankments, located mainly in
the north and south part of the river course, protect the city against river inundation. The
land cover structure in the Warsaw floodplains is diversified, in parts heavily urbanised
and impervious but also covered by urban green areas, such as parks, garden, fruits, forest
and bushes [45,46].

The study utilised several data sets listed in Table 1. All data sets are maintained by the
public administration therefore they are highly reliable. As an element of the Polish spatial
data infrastructure, they are free and publicly available through network services of the
Polish Spatial Information Infrastructure Geoportal [47,48]. Flood risk zones with different
probabilities of flood occurrence, namely 10-year flood (probability of 10%), 100-year flood
(probability of 1%) and 500-year flood (probability of 0.2%), were estimated in the frame of
the ISOK project. Flood risk zones were developed on the basis of mathematical-hydraulic
MIKE11 models (2D or hybrid 1D/2D) for designing flood waves with different return
periods (i.e., 500, 100 and 10 years) [37]. They constitute an indispensable element of flood
hazard and flood risk maps, which provide comprehensive information to local authorities
and the population, enabling planning of preventive and rescue actions during floods [49].
Flood risk zones were derived in vector format each zone patch is attributed with flooding
depth in meters, the area of zone patches is given in square meter. According to the Floods
Directive [38] flood risk zones are revised and updated every six years. The 10-year flood
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zone covers an area of 14.38 km2, the 100-year flood spreads over 15.66 km2, while the
500-year flood—27.11 km2.

Table 1. Overview of data used.

Data Source Name Object Type Data Stakeholder Spatial Resolution Temporal

Flood risk zones Flood risk zones State Water Holding
‘Polish Water’ 1:10,000 [m] 1 2016–2021

Topographic data (BDOT10k) Buildings Surveyor General 1:10,000 [m] 2 2012;
2018–2019

Territorial Division Census enumeration area Surveyor General 1:10,000 [m] 1 2019
Population Population counts Central Statistical Office Census enumeration areas 2011

Housing economy
and municipal Average usable area of dwellings Central Statistical Office Warsaw districts 2000–2019

Infrastructure, Housing stocks Average number of
persons dwelling Central Statistical Office Warsaw districts 2000–2019

1,2 The data is available in the vector shapefile format, the accuracy of the horizontal position amounts to 6 m [37], 1 m [48], respectively

Flood risk zones with different probabilities of flood occurrence, namely 10-year flood
(probability of 10%), 100-year flood (probability of 1%) and 500-year flood (probability of
0.2%), were estimated in the frame of the ISOK project. Flood risk zones were developed on
the basis of mathematical-hydraulic MIKE11 models (2D or hybrid 1D/2D) for designing
flood waves with different return periods (e.g., 500, 100, 10 years) [37]. They constitute an
indispensable element of flood hazard and flood risk maps, which provide comprehensive
information to local authorities and the population, enabling planning of preventive and
rescue actions during floods [49]. Flood risk zones were derived in vector format each
zone patch is attributed with flooding depth in meters, the area of zone patches is given
in square meter. According to the Floods Directive [38] flood risk zones are revised and
updated every six years. The 10-year flood zone covers an area of 14.38 km2, the 100-year
flood spreads over 15.66 km2, while the 500-year flood—27.11 km2.

The Polish topographic data (BDOT10k), a national vector database with a thematic
scope and a level of detail corresponding to civilian topographic maps at a scale of 1:10,000,
was the source for the buildings data layer. Buildings’ location and characteristics are
derived from the cadastre. Buildings’ footprint areas expressed in square meters, their
function and the number of storeys, are all crucial for this research.

The census enumeration area (also referred to as EA) is the smallest spatial statistical
unit defined for censuses and other statistical surveys according to the number of flats and
inhabitants, amounting to not more than 500 persons and 200 dwellings. Boundaries of
census enumeration areas are adjusted to the administrative division and consistent with
the units used in the cadastre. Moreover, census enumeration boundaries are spatially
adjacent to the boundaries of towns or settlements [50]. In this case, 532 census enumeration
areas covered the studied region, the area of the smallest census unit amounted to 0.11 ha,
and the largest to 98.32 ha. In 2011, according to the national census, twelve census EAs
were uninhabited, while in five—the number of people exceeded 500. Most, as many as
939 people, lived in an EA unit of 6.46 ha. Statistical data on population, average usable
area of a dwelling, and the average number of persons per dwelling was obtained from the
Local Data Bank provided by the Central Statistical Office [51].

2.2. Method Applied

Flood risk maps visualise the levels of expected losses i.e., the magnitude and nature
of the risk, during a particular time period, as a result of a particular flood event. In
contrast to hazard maps, risk maps quantify economic losses, mostly directly expressed as
a monetary value. The flood risk maps show the indicative number of persons at risk in an
assumed spatial reference area as the population number within this area. Nevertheless,
this information is blurred due to the vast informational and thematic scope of the maps
and, more importantly, it is not detailed due to the generalised manner of the population
distribution portrayal and the spatial incongruity [52]. Consequently, our research goal was

9



Resources 2021, 10, 62

to improve the level of detail and thematic scope of information about the potential risk
impact of flooding on the human population. This issue was addressed by estimating the
urban population at the building level and redefining the urban population flood impact
on building residents.

In order to accomplish this study goal, the basic assumptions were as follows:

1. A flood-occurrence probability (pQi) amounts to 10%, 1%, 0.2% for high, moderate
and low probability floods, correspondingly.

2. A flood scenario is characterised by the floodwater level. This factor also implicates
the flood horizontal extent, i.e., area prone to flooding.

3. One building is the smallest spatial reference unit.
4. A building’s occupant capacity (hereinafter referred to as building capacity and

denoted as bcap) was introduced and defined as the number of permanent residents
of any type of residential building or hotel.

The limitation of analysis to residential buildings and hotels is justified in the na-
tional [39,40], and EU regulations [38] related to floods and flood hazards. The residential
building category (denoted further as bc) comprises of a single-family building, two-family
building, multi-family building (i.e., three or more family building), hotel, monastery as
well other houses of permanent residence, i.e., children’s home, student dorm, workers’
hostel, boarding-school house, homeless shelter. The adopted methodology is based mainly
on GIS and cartographic modelling and uses the overlay and spatial relations functions,
which are commonly used in flood risk modelling [10,18–20,22].

To analyse the urban population flood impacts based on flood forecasts, flood risk
modelling is of great importance. Usually, either a deterministic or stochastic approach
is used. Deterministic models identify hazards and exposure outputs in vulnerability
analyses, but their limitation is that they do not calculate risk. In contrast, probabilistic
models provide information on the amount of risk. Hence, deterministic models used
in conjunction with probabilistic models can be used for more detailed threat modelling,
which unfortunately is not the standard, in the context of applied practice [53].

Inspired by the above [53], a dual approach was also followed. The expected impact
of flooding was defined in the aspect of risk to urban population health and life as the
expected value of the cost of flooding, i.e., the sum of the product of the probability of
an event pQi and its cost, expressed by the number of inhabitants (of the building) bcap
(Equation (1)). This measure is stochastic in nature.

Imstoch =
n

∑
i=1

bcap ∗ pQi, (1)

If the chance of occurrence of the flood event is ignored, it is still possible to identify
flood hazard and exposure. Therefore, a measure of the deterministic impact of flooding in
terms of risk to human health and life was defined as the product of the building capacity
bcap and a damage function f

(
h, b f

)
that depends on two variables, i.e., flood water level

h and building function b f (Equation (2)).

Imdeterm = bcap ∗ f
(

h, b f

)
, (2)

The term ‘function’ refers to the purpose of a building, e.g., commercial, office, resi-
dential or even farm livestock. The values of the damage function for land use classes and
water depth ranges were defined by the National Water Management Authority within
the framework of the system for the Country’s Protection Against Extreme Hazards. The
residential land use takes values as follows (Table 2).
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Table 2. The values of the damage function for residential land use (here: bf is constant and
equals ‘residential’).

Water Level h [m] Damage Function f(h, bf) [%]

h ≤ 0.5 20
0.5 < h ≤ 2 35
2 < h ≤ 4 60

h > 4 95

Finally, the combined flood impact was defined as the geometric mean of the stochastic
and deterministic nature impacts, which we later refer to as Imcomb (Equation (3)).

Imcomb =
√

Imstoch ∗ Imdeterm, (3)

The impact measures, i.e., Imstoch, Imdeterm and Imcomb express the number of a build-
ing’s residents whose lives and health would be affected by a flood in a pre-modelled
scenario, in the stochastic, deterministic and both aspects, respectively.

Modelling of the building’s capacity bcap assumes a relationship between the number
of people staying in a residential building and its volumetric characteristic. The proposed
approach is a further development of the model defined by [54]. It considers all houses
of permanent residence, that is family buildings, children’s homes, student dormitories,
workers’ hostels, boarding-school houses and homeless shelters. Another important factor
increasing the accuracy of modelling the number of people in a building is the reduction of
the total building footprint area to the total usable space. Hence, the main assumptions
were as follows: A single-family house is inhabited by the statistical average number of
people (Pd) provided by the Central Statistical Office (the average occupancy rate per
household), while in case of a two-family house this number is multiplied by two. To
estimate the number of people in multi-family buildings and other houses of permanent
residence (see Table 3), the number of dwelling (or rooms, in case of hotel- or hostel-like
buildings) are additionally considered, based on the number of storeys (Ns), the building
footprint area (Ab) reduced to the total usable space using Ari coefficient and the dwelling
(or room) average area. The total building capacity is calculated by multiplying the number
of dwellings (or rooms) by the average number of person (Pd). In case of hotels, the
occupancy rate (Oh) is also considered. The building capacity was computed using Python
scripts according to Equation (4).

bcap( f ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pdi, f or bc = 1
2Pdi, f or bc = 2

Ns ∗
(

Ari∗Ab
Dai

)
∗ Pdi, f or bc = 3

Ns ∗
(

Ari∗Ab
Dai

)
∗ Pdi ∗ Oh, f or bc = 4

Ns ∗
(

Ari∗Ab
Dai

)
∗ Pdi, f or bc = 5

Ns ∗
(

Ari∗Ab
Dai

)
∗ Pdi, f or bc = 6

(4)

where: bc—residential building category, Pdi—average number of persons per dwelling,
Ns—number of storeys, Ab—area of a building’s footprint in square meters, Ari—coefficient
of building footprint area reduction, Dai—average usable area of dwelling in square meters,
Oh—occupancy rate of hotel rooms. The category of a building bc takes the value: 1—for a
single-family building, 2—for a two-family building, 3—for a multi-family building, 4—for
a hotel, 5—a monastery and parish house and 6—other houses of permanent residence.
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Table 3. The adopted values of coefficients used for building capacity calculation.

Building Function (bf) Name bf Value Dai [m2] Pdi Ari Oh

Single-family building 1 2.3
Two-family building 2 2.3

Multi-family building 3 59 2.3 0.75
Hotel 4 18.5 1.5 0.70 0.75

Monastery and parish house 5 15 1.0 0.50
Other houses of permanent residence (i.e.,
children’s home, student dorm, workers’
hostel, boarding-school house, social care

home, homeless shelter)

6 10 2 0.65

The analysis used 10-year mean values of the Pdi, Dai and Oh coefficients (Table 3)
calculated from the statistical data for 2010–2019, while Ari was adopted on the basis of
opinion of experts in the field.

The implemented coefficients for family buildings were verified by summing up the
number of inhabitants in those residential building in the year 2012 located within the
census enumeration area and comparing the estimated number of inhabitants with the
2011 census data. The accuracy of population estimation was 2%.

3. Results

Out of the total 156,907 buildings located in Warsaw in the year 2019, 3693 (2.35%)
are situated within the 500-year flood hazard zone. Slightly more than half (50.8%) of the
buildings in the flood hazard zone comprise residential buildings, including, among others,
642 single-family buildings, two semi-detached family houses, 1184 multi-family buildings
and 20 hotels (see Table 4). Single-family houses, clustered linearly, are mainly located on
the right-bank of Warsaw, in the fringe districts Wawer (on the south) and Białołeka, the
norther district. Detached houses are scattered around the northern and southern Warsaw
districts, usually in the near vicinity of single-family housing.

Table 4. Buildings and people in the floods risk zone.

Building’s Type
Number of Buildings Total Building’s Occupant Capacity

500-Year Flood 100-Year Flood 10-Year Flood 500-Year Flood 100-Year Flood 10-Year flood

Single-family building 642 6 0 1478 14 0
Two-family building 2 0 0 9 0 0

Multi-family building 1184 0 0 111,292 0 0
Hotel 20 1 0 4233 57 0

Monastery and parish house 18 0 0 1096 0 0
Other houses of permanent

residence 21 3 0 4761 262 0

Other non-residential buildings 1807 98 50 0 0 0
All buildings 3693 108 50 – — —

Total number of people — — — 122,869 333 0

Multi-family buildings are concentrated in the city center, namely Śródmieście (20%)
and Praga Północ (32.6%), and in Targówek (17.7%). They form housing estates separated
by urban greenery and streets; however, several are isolated between buildings of a different
type, i.e., office and service premises (see Figure 2). The spatial distribution of people
(residents and hotel guests) exposed to the risk of flooding corresponds to the location
of residential buildings. In total, 122,869 people may be affected by the 500-year flood
and 90.57% of them lived in multi-family houses, i.e., the multifamily building capacity
equals 111,292 (see Table 3). Most people at risk of flooding live in Praga Północ (44.6%),
Śródmieście (27.1%) and Targówek (20.8%).
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Figure 2. Warsaw, buildings in the 500 flood risk zone.

As shown in Figure 3 (the red color), the percentage of people at risk in the census
enumeration areas including multi-family housing may reach even 100% and does not fall
below 91%. Among people staying in houses of permanent residence (children’s home,
student dorm, workers’ hostel, boarding-school house, social care home, homeless shelter,
barracks) 4761 are exposed to the risk of flooding. On the other hand, the number of hotel
guests staying in hotels located within the 500-years flood risk zone can slightly exceed
4200 people. These hotels are mainly located in the central city districts (see Figure 2). Just
over a thousand people live permanently in monasteries and parish houses located in the
central part of Warsaw, both on the left and right banks of the river.

Only 108 buildings are situated in the 1% risk zone (100-year flood), including
six single-family houses, one hotel, three workers’ hostels, most of them are located on the
right bank of the Vistula, in Wawer (35%), Praga Południe (38%) and Praga Północ (15.7%).
Their total capacity amounts to 333 people. The highest building capacity value, as many
as 262 residents, is assigned to workers’ hostels, while the average building capacity of the
Wisełka Hotel equals to 57 people.

The most likely 10-year flood does not affect people staying in residential buildings,
because its spatial extent is limited mainly to the Vistula riverbed (see Table 4).

Apart from function, capacity or the number of floors, a building can be characterised
by the impact of a flood on its residents, where the higher the value, the more people whose
lives and health would be affected by a flood in a pre-modelled scenario. Within the test
area, the stochastic, deterministic and combined impacts of the flood on the building’s
residents range from 0 to 2.8 persons, from 0 to 482.4 persons and from 0 to 36.5 persons,
respectively (Table 5).

Buildings located in the flood hazard zone have been classified according to the impact
of river flooding, using Natural Break classification method (Table 5, Figure 4). As noted
by Jenks [55] Natural Break classification method reduces the variance within classes and
maximises the variance between classes. The classes have been assigned colours (Figure 4),
which the map reader intuitively associates with the level of risk or flood impact (red—high,
yellow—medium, green—low).
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Figure 3. Warsaw population at risk, percentage of people attributed to the census enumeration areas.

Table 5. The percentage of buildings within the classes of the stochastic, deterministic and combined impacts of flooding
attributed to buildings.

Stochastic Deterministic Combined

Flood Impact Class Class Range % of Buildings Class Range % of Buildings Class Range % of Buildings

I (low) 0.0–0.1 89.7 0.0–21.0 82.9 0.0–1.0 77.4

II (medium) 0.2–0.3 6.2 21.1–75.0 13.6 1.1–3.6 15.1

III (high) 0.4–0.7 3.2 75.1–187.0 3.2 3.7–9.1 6.1

IV (very high) 0.8–2.8 0.8 187.1–482.4 0.3 9.2–36.5 1.4

mean 0.07 n/a 11.9 n/a 0.89 n/a

The differences between the three defined impacts values are apparent within a
selected sample area where different buildings belong to different flood scenario zones (as
in Figure 4). In Warsaw, the number of buildings characterised by a very high flood impact
equals 30, 11 or 52 for stochastic, deterministic or total impact, respectively, provided the
Natural Breaks classification method is used (Figure 5).
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Figure 4. Residents whose lives and health would be affected by a flood in a pre-modelled scenario, in the stochastic (a),
deterministic (b) or both aspects (c), attributed to building.

Figure 5. The values of the stochastic, deterministic and combined flood impacts on building residents
within classes representing impact levels within Warsaw, Poland. The higher the class number (I, II,
III, IV) the higher the impact.
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The results show that over 122,000 residents live in the areas that may be affected
by 500-year flood. However, the foreseen magnitude of flood impact on human health is
moderate, i.e., on average ten persons per residential building over the 80% of flood risk
zones. Such results are attributed to the low inundation depth, i.e., below 1 m.

The classes of combined flood impact attributed to a census enumeration area, defined
as the mean (building) impact per census area, are presented in Figure 6a. The class with
the highest combined impact of flooding attributed to a census area is coloured in red.
Figure 6b illustrates the classes of the combined impact of flooding attributed to a building
delineated as a point (i.e., building polygon weighted centre). The signatures with variable
size, also referred to as quantitative signatures, were chosen to visualise the impact. The
red dot applies to the highest combined impact of flooding attributed to the building.

Figure 6. The combined impacts of flooding attributed to a census enumeration area, selected samples of the Warsaw flood
risk zone, visualised by (a) quantitative method, (b) qualitative method, variable size signatures.

The spatial distribution of the members of classes with the highest combined impact
of flooding does not depend on the distance to the river. Instead, it reflects the terrain
height and the distribution of the different building classes and their residents’ number.

4. Discussion

4.1. Building Capacity

The building-level population represents a very high level of detail of population
data, valuable for micro-scale spatial analyses (compare [56]). An example of such an
analysis is a study examining the impact of potential flooding on building inhabitants.
Due to the detailed population data sensitivity and consequent unavailability, scientists
often downscale the global population raster product, available at 30” resolution, using
OpenStreetMap (OSM) or buildings extracted from remotely sensed data (eg, satellite
imagery or LIDAR data). Birkmann and Welle [41] exploited the Global Rural-Urban
Mapping Project (GRUMP) to assess people affected by natural hazard events, including
floods, using a modified WorldRiskIndex. Similarly, the World Risk Index was adopted
by [57] to estimate levels of flood exposure, vulnerability and risk in Brazil. To determine
the number of people at risk, the authors used LandScan, the global population raster
data. Zhu et al. [25] estimated the building-scale population distribution by downscaling
Asia WordPop using POIs OSM data and the results obtained were generally consistent
with WorldPop data on a macroscopic level (R2 of 0.86). The global raster population
data (GRUMP, LandScan, GHS-POP), however, tends to underestimate people counts in
densely populated areas as well as in the transition areas between urban and rural, while
overestimation was observed along main roads and in city centres [58–60].
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With the advancement of remote sensing technologies, such as LIDAR, aerial and
satellite imaging [61–63], it is possible to automatically and remotely measure footprint
and height (or volume) of a building, however, obtaining information about the function of
a building using this procedure is limited.

In this paper, a quick method to estimate a building capacity, i.e., building-level popu-
lation in residential buildings and hotels, is proposed and implemented. The method can
be classified as an offshoot of the volumetric method for a building population estimation
(compare [64], except that it (a) requires detailed information on building types and their
number of storeys (available for the whole of Poland), and (b) modifies the building volume
based on this information. The effects of tourism (except from hotel occupancy rate), day-
and night-time populations were not considered.

4.2. Impact of Flooding on Building’s Residents

The EU Floods Directive [38] has left to the Member States, much flexibility on mea-
sures. This also applies to the assessment of the potential adverse consequences to human
health. Therefore, there is a number of non-mutually exclusive approaches, their results,
however, are not harmonised and thus non-comparable.

Flood damage is prevalently shown as total monetary building replacement cost [28,65]
or as the number of buildings at risk [18]. Given the significant differences in the buildings
considered (e.g., all residential buildings [28]; only single-family residential buildings [65];
buildings of any types [66]; residential and commercial buildings [18,28]) as well as the
changes in costs depending on the geographic location of the building and the valuation
date, the monetary values described in the literature are incomparable [28,67].

Regarding the defined in this study measures of the impact of flooding on building
residents, it is easy to notice that the characterisation of potential losses by the expected
value of the cost of flooding results in low numerical values, hence low stochastic impact
values. Moreover, irresponsible (i.e., without knowledge of its interpretation) use of such
an indicator, which carries information about the rare occurrence of floods, may negatively
affect the awareness of flood risks among the public (inhabitants or even members of the
local administration). Other worth emphasising features of the stochastic and deterministic
flood impacts are their incommensurability and, to some extent, independence. Consid-
ering all three of the above-mentioned characteristics, it was somewhat challenging to
fairly and correctly include both component influences in the introduced composite flood
impact on building residents. To harmonise the two component impacts, their joint impact
is described by their geometric mean and expresses the number of people whose health or
life would be affected by the flood.

Large variations in the values of the predicted combined impact of flooding on build-
ing residents are also readily apparent. This applies both to the large scale, i.e., the level
of detail of small administrative units (Warsaw census districts, average area of about
0.25 ha), and to the very large scale, i.e., the level of detail of the building. Similar variation
characterises the other measures of flood impact. Such a feature is useful, allowing the
classification of buildings based on impact values and consequently also the classification
of census enumeration areas.

Regarding the issue of uncertainty of our approach, this is a very complex problem
since the total uncertainty is a function of uncertainties of individual factors, such as data
sources, data processing methods and error propagation. Models adopted at the different
stages of the overall framework, e.g., hydro-modelling method, loss function, contribute
to the flood impact uncertainty together with the positional and thematic accuracy of
input vector data (e.g., floodplains, buildings). Another bottleneck is these uncertainties
accumulations and propagation model. Therefore, the verification of the obtained results,
as well as the uncertainty of the assessment of flood losses in buildings and people, was
limited to the number of people assigned to the building, i.e., building’s capacity.

The developed method slightly overestimated the number of people in the census
EAs. The estimates lie 2% above the reference data values. Such a result contributes to the
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high reliability of the method. It is a kind of unbiased population estimation approach.
Moreover, the building’s residents’ estimation method performed well despite choosing a
study area characterised by a high diversity of buildings, in terms of their function, size,
density and rapid change rate.

4.3. Flood Impact Cartographic Visualisation

An adequately selected method of cartographic presentation for a studied phenomenon
or indicator positively influences the interpretation of statistical relationships. There are
studies (e.g., [68]) that their practical interpretation, in the context of flood risk, is supported
by a wider use of qualitative methods. A range of qualitative as well as quantitative meth-
ods can be found among the methods of presenting phenomena on maps. Consequently,
the cartographic visualisation of the impact of flooding can be an important, valuable and
effective tool for risk communication.

The choice of both the method of impact values classification and the method of
results presentation, e.g., using the cartographic visualisation, is of great importance as
they should facilitate the interpretation of results, and also support the prioritisation of
sub-areas within a study area, e.g., according to the magnitude of evacuation demand. Any
administrative subdivision (e.g., districts, municipalities) or a special one, e.g., census tracts
may serve as a spatial reference unit (sub-areas). In our example (Figure 6), the visualisation
of the effects of the large-scale analyses includes the option of taking a building as the
smallest spatial reference unit, while the smaller-scale visualisation includes census tracts.

5. Conclusions

As the most valuable resource, people should be targeted for special protection. The
proposed new indicators can be used in every phase of the disaster life cycle, whether in
investment planning, evacuation planning or educating the public to raise awareness of
flood risks and their impact. Detailed information on the distribution of the population
and a rapid method of obtaining indicators of the impact of flooding on this population
provides a tool to support real-time crisis management in the event of an occurrence of
such a hazard. In such a case, the most appropriate indicator is the deterministic flood
impact. In contrast, the combined risk, carrying the deterministic and stochastic aspects,
contributes to determining the regions with the greatest need for measures to mitigate the
potential impacts of flooding on human health (where the higher the indicators, the greater
the need) and, subsequently, facilitate to target and prioritise such measures.

The population data estimation at the (residential) building level, i.e., at the virtually
highest level of detail, enables GIS analyses at any scale. For flood scenario analyses
at the micro-scale is very useful, while for decision support purposes the cartographic
visualisations at meso scale (achievable by dedicated generalisation of micro scale results)
can be an asset.

Absolute protection against flooding, a natural severe weather phenomenon, is not
achievable [69]. The continuous improvement of detailed analyses of different flood
scenarios, however, including the use of the flood impact indicators proposed here, as
well as their clear cartographic presentation for both decision-makers and inhabitants,
contribute to effective mitigation and even protection against the false sense of security.

Our research will continue on this topic through uncertainty quantification analysis
and the alternative design of the flood impact cartographic visualisations to help maximise
the message comprehension independently of readers abilities or access to technology.
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Abstract: Intensive urbanization and related increase of impervious surfaces, causes negative impacts
on the hydrological cycle, amplifying the risk of urban floods. These impacts can get even worse
due to potential climate change impacts. The urban areas of the Simeto River Valley (SRV), the
largest river valley in Sicily (Italy), have been repeatedly hit by intense rainfall events in the last
decades that lead to urban flooding, causing several damages and, in some instances, threats to
population. In this paper, we present the results of a 10-question survey on climate change and
risk perception in 11 municipalities of the SRV carried out within the activities of the LIFE project
SimetoRES, which allowed to collect 1143 feedbacks from the residents. The survey investigated:
(a) the level of worry about climate change in relation to extreme storms, (b) elements of urban
flooding risk preparedness: the direct experience of the residents during heavy rain events, their
trust in a civil protection regional alert system, and their knowledge of the correct behavior in case
of flood, and (c) the willingness of citizens to implement sustainable drainage actions for climate
change adaptation in their own municipality and real estates. The results show that more than 52%
of citizens has inadequate knowledge of the correct behavior during flooding events and only 30% of
them feel responsible for mitigation of flooding risk. There is a modest willingness by the population
to support the construction of sustainable urban drainage infrastructures. A statistical cross-analysis
of the answers to the different questions, based on contingency matrices and conditional frequencies,
has shown that a greater worry about climate change has no significant impact either on the behavior
of people in dangerous situations occurring during flooding events or on the willingness to support
financially sustainable solutions. These results suggest that to build a higher worry about climate
change and related urban flooding risk is not sufficient to have better preparedness, and that more
direct educative actions are necessary in the area.

Keywords: risk preparedness; urban flooding; resilience; climate change adaptation; community in-
volvement

1. Introduction

Climate change (CC) is a major societal risk issue and there are increasing calls for
urgent mitigation and adaptation actions [1]. Over the last decade, many studies have
highlighted the importance of adaptation by testing ecosystem-based approaches as a
means of understanding and improving the integration of such approaches into climate
change adaptation and mitigation strategies [2–5]. The traditional approach to urbanization
based exclusively on impervious paving of surfaces and stormwater management relying
on grey infrastructures (sewers), is not sustainable and thus is no longer compatible with
climate change adaptation strategies [6–8]. The increasing urbanization leads to a greater
share of impervious areas that result in increased flood risk and overloaded storm water
pipe systems. For this reason, blue-green storm water and nature-based solutions have
come to be seen as efficient measures against increasing flood risk in urban areas [9–11].
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Flood risk may be defined as the product between the probability of flood hazard and
the consequence of occurrence of flood event [12] according to

Flood risk = probability of flood hazard × consequence of occurrence of flood event

where consequence of occurrence of flood event is a function of hazard × vulnerability,
the latter here including both exposure and susceptibility of harm. Several studies state
that current understanding of flood risk focuses on two main factors: climate change and
socioeconomic growth [11–13].

The risk of flooding for city population has been generally increasing in the past
decades, and not sufficiently contrasted in terms of retrofitting urban drainage systems to
urban expansion, mainly because of the significant monetary investments needed, which
are not sufficiently stimulated by citizens and local administrators due to low awareness of
the issue [14,15]. Hence, soft measures (i.e., non-infrastructural) oriented to increase risk
awareness and preparedness of the population at all levels are of key importance, also given
the comparatively low investments needed with respect to hard (i.e., infrastructural) urban
flooding mitigation measures. In fact, education to flood risk awareness and preparedness
has led to many benefits in several cases [16]. Several episodes in Italy have demonstrated
that inadequate preparedness to urban flooding risk is a factor that contributed significantly
to many casualties. Many news and videos show an incautious exposure to dangerous situ-
ations by people, which demonstrates their low levels of risk awareness. For instance, while
torrents within a town were flooding with water levels near to the intrados of a bridge,
people crossed it and stood upon it for mere curiosity and to shoot videos with their smart-
phones. Similar situations have occurred with respect to underpasses. As a confirmation
that this issue does exist and is of particular concern, it can be mentioned that the Italian
Civil Protection has promoted an educational campaign named “Io non rischio” (I don’t
take risks) in order to help people to understand which is the correct behavior during
floods and other natural hazards (http://iononrischio.protezionecivile.it/en/homepage/,
last accessed on 15 February 2021).

1.1. Natural Hazard Risk and Climate Change Perception

Early analyses of risk from natural hazards focused on the search for physical and tan-
gible causes, while recently risk awareness has been gradually incorporated in several stud-
ies [17–21]. Focus has been put, particularly, on the risk of floods and landslides [16,22–25].

The spectrum of risk perception in natural hazards includes three distinct elements:
worry, awareness, and preparedness [24,26–29]. In particular, according to [24], the follow-
ing definitions can be given, which we use within this study: worry is the level of dread
or concern associated with the given risk (climate change or urban flooding); awareness
can be defined as knowledge or consciousness of the risk that an individual or a group
of individuals is exposed to; preparedness is both the capability of coping with a flood
throughout the inundation period, and post-flood recovery capability and strategies, and
can be described in social, technical, economic and institutional dimensions.

Bubeck et al. (2012) [30] suggest that the relationship between individual flood
risk perceptions and mitigation behavior is hardly observed in empirical studies. Other
research has included the social perception of risk by using approaches that combine data
on physical processes with individual interpretations of the risk [31–33]. At a national scale,
investigators have estimated the individual and collective risk posed by landslides and
floods to the population [34], though the assessment of public perception of the risk posed
by landslides and floods in Italy remains mostly unexplored. A number of studies have
been focused on the use of specific surveys to investigate natural hazard risk perception.
For example, Avvisati et al. (2019) [17] carried out a study of multi-risk perception in
12 municipalities and 2 territorial unions of Campania Region characterized by different
risks: seismic, volcanic, hydrogeological (floods and landslides). The results showed that
historical memory plays a crucial role in the perception of natural hazards.
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On the other hand, looking at studies related to Europe, Diakakis et al. (2018) [22]
administered questionnaires to the population of the Attica Region in Greece, to obtain
basic information on how individuals understand flood risk, risk mitigation and to what
degree they take protection measures, investigating on which degree they trust relevant
institutions and their awareness of flood warning and flood protection actions. Their results
showed that respondents rank floods third in terms of importance—behind earthquakes
and forest fires—among the more relevant risks in the region, despite the clear majority
believed the risk is increasing, mostly due to anthropogenic factors. Responses illustrated
low levels of trust in authorities and low levels of knowledge of protection actions and
awareness regarding floods, as well as low levels of preparedness, in terms of undertaking
private mitigation measures.

Other studies claim that the communication of information about natural hazard risks
to the public is a difficult task for decision-makers. Feldman et al. (2016) [35] suggest that
newer forms of technology present useful options for building disaster resilience and that
age is the central factor in predicting the sources people use to receive risk information.

The literature concerning the perception of climate change has developed mainly
in the last decade. S. Van Der Linden (2014) [36] claims that climate change compared
with many other hazards is therefore relatively unique: not only because of its scope and
breadth but also in the sense that it is not directly “situated” in our daily environment [37].
Nevertheless, an increasing amount of research has shown that people can (to some extent)
accurately detect changes in their local climate and relate this perceptual experience to
climate change [38]. Moreover, the rising incidence rate of extreme weather events is now
increasingly being associated with climate change [39]. In fact, a number of studies have
indicated that personal experience with extreme weather events is a significant predictor
of climate change risk perceptions [38,40–42].

The link between the various facets of risk perception (worry, awareness, and pre-
paredness) is difficult to capture. In particular, as reviewed by [43], the literature reports
either indifference or positive association between worry about risk and preparedness
against it. Hence, further contributions to this aspect are important.

1.2. Aim of the Study

This study aims at understanding, with reference to the Simeto River Valley (SRV)
area in Sicily, Italy:

(a) what is the current level of worry of the population about the climate change issue
and to which extent they link urban flooding to climate change;

(b) the level of individuals’ risk preparedness (short-term preparedness), specifically
with reference to the way a person behaves during urban flooding events;

(c) long-term preparedness, specifically, people’s willingness to invest as individuals
and as a community in climate change adaptation infrastructures for sustainable
urban drainage.

We also want to explore some of the links between the three listed aspects and in
particular, the link between the level or worry about climate change and the short-term and
long-term preparedness to urban flooding issues potentially exacerbated by climate change.
To investigate these issues, a survey has been administered to the population, as part of
the activities of EU LIFE project SimetoRES (www.lifesimetores.it, accessed on 15 February
2021). In order to involve all age categories of the local population, the survey has been
conceived to be simple and short. Given the characteristics of the population, the survey
constituted also a “hook” for involving the citizens in more intensive and active initiatives.
The survey was open for about three months and 1143 responses were received, which
constitutes a large dataset in comparison to many other studies. The survey, consistent
with the aims of the study, was articulated in three respective sections exploring each of
the above-mentioned aspects.

The collected data can be considered representative of the perception of climate change
effects on flood risk within urban contexts typical of Southern Italy. In this geographical
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area, urbanization has developed quite often with low attention to storm water manage-
ment and urban planning in general; also, the seniors may have a quite low degree of
education, given the predominantly agricultural vocation of the past economy in the area.
Given these characteristics of the area, existing literature on the subject, and relative to
other sites in the globe, may not be enough representative.

2. Materials and Methods

2.1. Description of Survey Area

The Simeto River basin (Figure 1) is located on the Southwest of Mount Etna, the
largest active volcano in Europe, and is therefore characterized by quite unique natural
features [44]. The basin extends in the territories of the provinces of Catania, Enna, and
Messina, with a surface that measures approximately 4030 km2. The SRV is an area located
along the central stretch of the Simeto River, which is the main river in Sicily, a few
kilometers west of the Catania Metropolitan Area. Approximately 150,000 people live in
the SRV area, distributed in 10 medium-small towns: the largest community is the city of
Paternò with 50,000 residents, while the smallest is Ragalna with around 4000 [45]. In the
last two decades, part of this community has been involved in participatory actions for the
sustainable development of the area. In particular, thanks to the cooperation between local
groups of citizens, organized in an association named Participatory Presidium of the Simeto
River Agreement (PSRA) [46], local administration bodies and the University of Catania,
in 2015 the municipalities of Paternò, Ragalna, S.M. di Licodia, Motta Sant’Anastasia,
Belpasso, Biancavilla, Adrano, Centuripe, Troina, and Regalbuto, for a total of about
100,000 inhabitants, the PSRA and the University of Catania have signed the Simeto River
Agreement (SRA), a river contract aiming at encouraging local development through
participatory approaches (Figure 2). Figure 2 shows the location of the municipalities
involved in the SRA along with the location of Catania, where the University of Catania is
based, and where the present survey was also administered.

Figure 1. Location of the Simeto River basin on the east of Sicily (Italy).
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Figure 2. Location of the municipalities involved in the Simeto River Agreement, plus the city
of Catania.

The pluviometric regime in the Simeto River basin is characterized by maximum
average values in the month of December and, progressively smaller, in the months of
January, November, and October and the minimum average values in July or in August.
The Simeto River basin, particularly in the central area at higher elevations, is subject to
heavy rainfall events in autumn and spring [47]. With the increase of urban sprawl, im-
pervious surfaces replaced the more permeable ancient streets, small retention areas have
been covered, and new roads interrupted the hillslopes or new constructions have been
introduced. This intensive urbanization has not been accompanied by adequate retrofitting
for urban flood control. In the case of the municipalities on the slopes of Etna, the situation
is further complicated by the need for an inter-municipal view of stormwater management,
which is seldom fostered. The development of commercial, industrial, and urbanization
services along the road axes realized a real urbanized continuum. It follows that this area is
particularly vulnerable to changes induced by geomorphological and hydrogeological pro-
cesses, which may exacerbate if solutions are not properly implemented. The current Basin
Plan technical documentation quantifies the hazard and risk related to geo-hydrological
hazards for the municipalities of the Simeto Valley. A summary of the figures for hydraulic
and geo-hydrological hazard is shown in Tables 1 and 2. These data can be an element of
comparison with the results of the survey, i.e., to see how risk awareness of the population
corresponds to the expert knowledge of flooding hazard in the area. It is worthwhile to
mention that, in such technical documentation, geo-hydrological risk is defined as the risk
connected to the instability of the slopes, due to particular geological and geomorphological
processes, while the hydraulic risk is linked to large river flooding following particular
environmental, atmospheric, or meteorological and climatic conditions affecting rainwater
and their hydrological cycle, with possible consequences on the safety of the population
and on the safeguard of services and activities. As shown in the table of geomorphological
hazard (Table 1), the municipalities with the highest surface area at risk are Centuripe,
Regalbuto, and Troina, while the ones with the highest surface at hydraulic risk (Table 2)
are Catania, Paternò, and Belpasso.
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Table 1. Extension of the areas with different levels of geomorphological hazard, as quantified by the
plan for the Simeto River basin, P4 indicates the highest level of hazard, P1 the lowest [47].

Municipality Total Surface
(ha)

Geomorphological Hazard Surfaces (ha)

P4 P3 P2 P1

Centuripe 17,419.7 15.66 40.95 822.43 74.41
Regalbuto 17,029.4 185.75 45.78 606.05 151.33

Troina 16,828.0 38.30 31.72 964.58 331.71
Adrano 8322.2 22.47 46.48 49.44 14.40
Belpasso 16,632.8 0.00 0.00 50.37 0.00

Biancavilla 7027.6 21.00 28.19 0.00 0.00
Catania 18,290.0 11.95 2.73 42.95 5.47

Motta Sant’Anastasia 3570.6 1.37 17.08 187.76 5.06
Paternò 14,468.2 5.46 14.96 196.39 4.95

Santa Maria di Licodia 2627.6 1.73 6.76 0.00 0.00
Ragalna 3952.8 0.00 0.00 0.00 0.00

Table 2. Extension of the areas at different levels of hydraulic hazard for the Simeto River basin, P3
indicates the highest level of hazard, P1 the lowest [47].

Municipality Total Surface
(ha)

Hydraulic Hazard Surfaces (ha)

P3 P2 P1

Centuripe 17,419.7 162.76 195.65 406.48
Regalbuto 17,029.4 31.78 84.25 100.66

Troina 16,828 0.00 0.00 0.00
Adrano 8322.2 0.00 0.00 0.00
Belpasso 16,632.8 639.47 3270.93 4970.44

Biancavilla 7027.6 90.29 98.84 103.67
Catania 18,290 4104.72 8821.15 9192.27

Motta Sant’Anastasia 3570.6 57.04 192.02 197.39
Paternò 14,468.2 1043.63 1583.98 2191.85

Santa Maria di Licodia 2627.6 0.00 0.00 0.00
Ragalna 3952.8 0.00 0.00 0.00

In addition to these figures, it should be mentioned that the SRV has been repeatedly
hit in recent years by intense pluvial flooding events, caused by heavy rain in combination
with an overwhelmed drainage system. These events proved that it is important to develop
strategies with different time horizons and priorities for management alternatives to
mitigate pluvial flooding risk.

The city of Paternò, which has about 50,000 residents, has experienced several times
pluvial flooding episodes that affected the entire city. For instance, in the fall of 2009 and
subsequently, in November 2011, March 2013, and August 2015, this city has been hit by
intense rainfall and the city drainage system proved insufficient, with the consequence of
flooding of the roadways and damages to public and private buildings. More recently, in
October 2018, a flood caused a dangerous situation near the riverbed of the Simeto River,
where some houses that fall along the banks had already been invaded by water and mud.
The greatest damages recorded were those caused by the overflow of the Simeto River. The
waters of the river invaded the Catania-Siracusa Highway, which was temporarily closed.
Another event occurred in October 2019, when Paternò and the surrounding cities were hit
by a heavy storm. The situation appeared critical and the peripheral roads were invaded
by water and mud, a person was trapped in an underpass. Another person was rescued
in extremis by a truck driver after his car was left at the mercy of the river of mud with
no possibility of movement. These episodes are just a few of the many signs that reveal
the need for a better understanding of the potential risks for people’s lives during intense
rainfall and consequent flooding. Figure 3 shows some images of floods of recent years in
the cities of Paternò and Catania.
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Figure 3. Images of the floods of recent years: (a) street of Paternò during the flood of August 2015,
(b) square of Paternò during the flood of March 2013, (c) Via Etnea of Catania during the flood of
October 2018, (d) Piazza Università of Catania during the flood of October 2018.

It is important to specify that insurance against flood damages is not so common
among citizens. The Ministry of infrastructure and transport and the Ministry of the
Environment and Land and Sea Protection, as well as local departments, allocate funds
for hard and soft measures against floods and other natural disasters. State and Regional
special laws are emanated in case of catastrophic natural disasters for compensating flood
damages and for reconstruction of damaged areas.

2.2. Study Design

The design of the survey considered some other works, both Italian and foreign, which
have a similar structure. For example, the municipality of Ferrara (Italy) in 2010 conducted a
study based on nine multiple-choice questions to better understand knowledge, sensitivity,
and interest in climate change through the population [48]. The Joint Disaster Management
Risk Assessment and Preparedness in the Danube Macro-region project [49] conducted
a study to evaluate climate change perception, submitting to citizens multiple-choice
questions, as in our case, about the involvement by the media on the treatment of the
topic, the perception of climate change compared to past decades (especially for the adult
population) and the actual derived risks, including extreme precipitation events and floods.
A study by Yale University estimates U.S. climate change beliefs, risk perceptions, and
policy preferences at State and local scale using the Yale Climate Opinion Maps based
on 2018 data [50]. This survey, with its about 20 questions with Likert scale [51], tried to
investigate the opinions of the community regarding climate change and the risks deriving
from it.

In 2017, the European Commission published the special Eurobarometer 459, with the
result of a large-scale survey proposed in some European countries. The key topic was,
again, the perception of climate change, but with a focus on the responsibilities of national
governments [52].

The survey here in question, reported entirely in the Appendix A, consisted of 10
questions, some of them structured with answers requiring a numerical value, following
the Likert scale [51]. The questions were formulated independently against each other and
their number was reduced to the minimum in order to keep it less tedious for respondents,
in order to reach a high number of participants.
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As already mentioned, the survey is divided into three sections. In detail, the first part
of the survey recalled recent episodes of severe flooding occurred in the Simeto Valley in the
autumn of 2018. We asked if such events were related to climate change, or if they could be
considered frequent events during the fall season or else if they were isolated phenomena.
Subsequently, we asked how often they heard about climate change and through which
channels. The central part of the questionnaire started by analyzing the day-life experience
of citizens, by asking if they pass or live close to places frequently flooded during extreme
rain events. Then we asked, using a Likert scale, how worried they feel about weather
alerts, to understand how much confidence the citizen have in the Civil Protection and local
authorities, which are responsible for issuing such alerts. Finally, we investigated their
individual preparedness, i.e., their tendency to behave correctly during urban flooding,
asking them what they would do in three distinct possible scenarios: they are at work or at
school, they have to go through an underpass or they have to pass a bridge.

The last part of the questionnaire concerned the community’s willingness to adapt to
climate change, as a further measure of long-term preparedness. First, we asked about the
best practices for adapting to climate change according to citizens, to investigate whether
they really knew the meaning of this type of practice. Finally, we investigated how much
they would be willing to spend to implement measures for climate change adaptation. In
this sense, they were asked whether they were willing to accept a municipal expense for the
purpose and whether they were willing to invest in new adaptation works on their private
properties. This last part has been automatically submitted only to adults (over 19 years
old), as for the children these questions are of difficult understanding or not relevant. The
survey had anonymous answers, but prior to the 10 illustrated questions, the participants
had to fill some general information on their age, gender, main occupation, education level,
and city of residence in order to socio-geographically characterize the answers.

It should be pointed out that this survey has been carried out in a local context where
various community involvement actions are already active. As mentioned above, recently
part of this community has been involved in participatory actions for the sustainable
development of the area, therefore some citizens are already somehow sensible to some of
the topics of the survey. In a context such as this, the present questionnaire aims to serve
not only as a statistical and investigative tool but also represents a training opportunity for
citizens, bringing their attention to its topics, as well as the possibility of encouraging and
strengthening community involvement within the SRA.

2.3. Distribution of the Survey and Sample Characterization

The survey was published and distributed mainly electronically through the web-
platform EU Survey (https://ec.europa.eu/eusurvey, accessed on 15 February 2021), for a
period of about three months and was advertised through the social channels of the LIFE
SimetoRES Project IT-LIFE17_CCA_IT_000115, Simeto River Agreement, and the University
of Catania social channels (Facebook, Twitter, institutional websites). Such distribution
was supported by the active work of volunteers from the Participatory Presidium of the
Simeto river agreement, the umbrella of volunteer organizations deeply involved in several
aspects of the project. Instant messaging (mainly WhatsApp) was also effectively used,
sharing the link to the questionnaire in chatting groups of local community associations,
school (parents and classes), professional orders, and others. A paper hardcopy version of
the survey was also distributed during some public events in order to involve even those
that may have been reached by social media only marginally. The answers were 1143 in
total, 1078 collected electronically, and 65 hardcopies formats, distributed per municipality
as shown in Table 3, and by individuals’ characteristics as illustrated in Figure 4. The
percentage of women is slightly higher than the percentage of men, the age groups are
adequately represented except for the group of children (younger than 14 years old) who
are only about 1% of the respondents. Almost 38% of the participants are high school
graduates and approximately one-third are university graduates. Most of the participants
study or work, only 11% are unemployed, and just slightly more than 4% are retired.
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Table 3. Number of responses received from each municipality and percentage of responses out of
the total answers to the survey.

Municipality
Inhabitants

(2018)
Number of Answers

Percentage of Answers
to the Survey

Adrano 35,633 53 4.64%
Belpasso 28,126 38 3.33%

Biancavilla 23,948 33 2.89%
Catania 31,1620 128 11.21%

Centuripe 5373 130 11.38%
Motta Sant’Anastasia 12,189 4 0.35%

Paternò 47,827 329 28.81%
Ragalna 3960 66 5.78%

Regalbuto 7190 98 8.58%
Santa Maria di

Licodia 7691 90 7.88%

Troina 9202 17 1.49%
Other 156 13.66%

Figure 4. Social characterization of the participants to the survey in terms of (a) gender, (b) age, (c)
education, (d) work.

3. Results

3.1. Worry about Climate Change

There has been lengthy debate in the scholarly community about whether individuals
can “experience” climate change on a first-hand basis [38]. Some studies claim that global
climate change is effectively invisible to laypeople, as climate change, by scientific defi-
nition, relies on statistical data compiled over long periods of time [53,54]. Ethnographic
and survey results, however, have suggested that some members of the public believe that
they have experienced climate change through seasonal changes, or living through extreme
weather events [38,55,56].

In this case, in particular, around 84% of interviewees responded that the extreme rainfall
events that hit Sicily in 2018 were mainly due to climate change. Only 8.7% of respondents
believe that these phenomena have occurred as they are extreme events due to natural climate
of the area. As a matter of fact, the study area has experienced even more severe events in the
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past, therefore the link with climate change is highly uncertain, so this question contributes by
measuring the level of worry by the population. It is interesting to note that the likely correct
interpretation (heavy rainfall events occur quite often in autumn, so there are quite normal in
this season) is more frequent within the age group of over-60s, as the 20% of them answered
so, while in the other age groups the percentage remains less than 10%. Additionally, rather a
considerable percentage of school-age students (30.77%) are not able to decide whether such
events are due to natural climate variability or to changed conditions, i.e., they are not able to
identify a possible cause for this type of events (Figure 5).

Figure 5. Results for the question: ‘During the autumn of 2018, Sicily was hit by heavy rains in both
the eastern and western parts, what do you think these phenomena are due?’ Answers classified
according to different age groups.

Regarding the exposure to information on climate change, over 44% of participants
answered that they hear about climate change “at least once a week” and almost 30% even
“once a day” (Figure 6). This indicates that the population is quite interested and worried
about climate change as it is discussed in usual conversations, within all age groups. Table 4
shows the different information sources through which the inhabitants declared to “hear
about” climate change. For this question, multiple answers were allowed. The table shows
that the most frequent source of information on climate change is newspapers, radio, and
television (77.89%), followed by social media and the internet in general (66.53%).
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Figure 6. Responses to question ‘In the last years, how often have you heard about climate change?’

Table 4. Sources from which population responded to hear about climate change. Respondents could
select more than one answer (percentages do not sum up to 100% as multiple answers were accepted).

Source Percentage of Answers

Talking with friends and family 44.12%
Social network/Internet 66.53%
Newspapers, Radio, TV 77.89%

At school/work 33.87%
During events/conferences 23.83%

Never heard of it 0.01%

3.2. Direct Experience of Urban Flooding and Risk Preparedness

More than 62% of the respondents answered that they cross areas prone to flooding
during heavy rainfall events. This could be related to the fact that the problem is diffused
within a large area. Figure 7 shows the answers divided into the different municipalities.
The chart shows that the municipalities where the higher number of respondents declared
to cross floodable areas are Catania, Biancavilla, and Adrano. Instead, the less interested in
floods are Centuripe, Troina, and Regalbuto, cities which are located at the top of mountain
areas. However, even in these municipalities, more than 50% of participants stated that
they cross dangerous areas during intense storms: this could is related to the fact that
these cities have many commuters that move out of their town for work/school on a daily
basis, for example, it is possible that many citizens need to go to Catania for work, study
or other needs, which is the closest city with services. After this question, participants
were asked to indicate their degree of concern during weather alerts. Table 5 shows that
most respondents (around 45%) have a “medium” level of concern and only 32% have
a high or very high level of concern (the sum of 23% and 9%). This happens probably
because of the relatively large spatial and temporal uncertainty of the weather alerts in
the region, which remains significant to a degree that may induce a partial distrust about
them—a phenomenon also known as cry wolf syndrome [57]. In fact, in recent years, there
have been several cases in which weather warnings have been issued without any rain
occurring, other times there have been very intense rain events without there being any
weather warnings: these situations contribute to confuse citizens, who lose confidence in
the weather alert service.
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Figure 7. Responses to question ‘Do you cross areas that are likely to be flooded during a rain event?’ The size of the
indicator represents the quantity of responses coming from individual municipalities, while the color indicates the type
of response.

Table 5. Level of concern during a weather alert.

Level of Concern Percentage of Answers

very low level of concern 5.17%
low level of concern 16.53%

medium level of concern 45.84%
high level of concern 23.23%

very high level of concern 9.23%

Regarding risk preparedness, the charts in Figure 8 show the answers on the behavior
during potentially dangerous scenarios in three different cases. In the first question, we
asked how the citizens would behave in case of a storm if they were indoors at school,
work or gym. The chart shows that almost 74% know the right behavior to take; in the
second question, we asked what behavior they would have if they were in the situation to
decide to cross an underpass, even in this case almost 74% of the interlocutors answered
correctly; instead, the third question asked about their choice in case of crossing of a bridge
during an exceptional rain event. In this case, only about 48% of participants gave the
answer corresponding to the correct behavior. As it can be seen from the graph, 20% of
people would not actually know how to behave and about 33% of participants would have
risky behavior. It is also interesting to investigate the answers according to the different
age groups (Figures 9–11). We note that young people are actually the least aware about
what to do in the case of an extreme rain event. Only 15% of children (up to 14) and 35% of
teenagers (from 15 to 19) answered correctly.
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Figure 8. (a) Answers to the question: “What do you do if there is a storm and you are at work/school/gym?” (b) Answers
to the question: “What do you do if there is a storm and you are in your car/scooter and you have to pass an underpass?”
(c) Answers to the question: “What do you do if there is a storm and you are in your car/scooter and you have to pass
a bridge?”.

Figure 9. Responses to question ‘What do you do if there is a storm and you are at work/school/gym?’.
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Figure 10. Responses to question ‘What do you do if there is a storm and you are in your car/scooter
and you have to pass an underpass?’.

 
Figure 11. Responses to question ‘What do you do if there is a storm and you are in your car/scooter
and you have to pass a bridge?’.

Moreover, we asked if they feel personally responsible for flood prevention, and
how much they think other public bodies are responsible for protection from the induced
risk. The citizen had the possibility to assign a score based on the degree of assigned
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responsibility in the case of flood event for the different bodies indicated. Using a Likert
scale the responsibilities were divided into low, medium, or high. The result shows that
only 35.5% of citizens consider themselves to have a responsibility in flood prevention,
while almost 30% believe they have a very low responsibility. It also shows that there is a
high tendency to attribute most of the responsibility to public bodies, in particular to the
Central Government (Figure 12).

Figure 12. Answer to the question concerning the attribution of responsibility for the prevention of flood risk.

3.3. Willingness to Adaptation

The first question of this section asked the participants to identify the best practices
for adapting to climate change, in order to investigate whether respondents know the
meaning of adaptation and how it differs from the concept of mitigation. Knowledge of
this difference is fundamental to the population to be a catalyst for the implementation
of adaptation actions, as these are of different nature than the mitigation actions. In fact,
the former does not focus on a reduction of greenhouse gas emissions, while the latter is
mainly oriented to that scope, thus requiring totally different strategies.

The outcomes of the survey show that citizens are mostly confused about this point
(Table 6). Almost 44% of the interviewees answered that waste sorting is an adaptation
measure and over 58% indicated renewable energy production, while both should be
mainly considered mitigation measures. Then, more direct questions on the willingness
for adaptation were asked. In particular, participants were first asked if they would be
favorable to an increase of investments in sustainable drainage infrastructures by their
municipality. The answers have been represented in Figure 13, as a function of the age
group. Overall, almost 80% of the answers indicated willingness to accept an increase
in public costs if well justified; however, mainly adult groups (i.e., over 30 years old)
seemed more favorable to this type of initiative. Then, the question was oriented to a
more individual statement: citizens were asked whether while restructuring their own
properties, they would be willing to increase their expenses to put in place sustainable
drainage practices, such as increasing the surrounding pervious surfaces (Figure 14). Over
82% of young adults in the age between 31 and 45 years have responded to be willing
to do that, while people aged less than 30 years seem to be the less willing to make such
an investment.
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Table 6. Responses to question ‘Which of these are good practices for adaptation?’.

Good Practices for Adaptation Percentage of Answers

Waste sorting 43.61%
Improve the quality of weather alerts 17.78%

Sewer maintenance 51.75%
Avoid wasting water 19.81%

Build infrastructures for flood protection 60.07%
Production and use of energy from renewable sources 58.23%

 
Figure 13. Answer to the question: “Your municipality is investing funds for the construction
of a new parking and decides to spend 10% more for make it with pervious materials that allow
stormwater retention and therefore reduce urban flooding. What do you think about that?”.

Figure 14. Answer to question: “In building or renovating your home would you be willing to spend
more to introduce more green areas and less asphalted surfaces to better adapt to climate change?”.
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4. Discussion

4.1. Analysis of Direct Results

In this section we firstly present an overall summary of the direct results of the survey,
we briefly compare our results with those presented in related studies in the literature, and
finally, we carry out some cross-analysis of the various factors explored with the survey,
and in particular the possible links between the worry of population about climate change
and how this may influence their preparedness.

Table 7 presents a short overview of the main direct results of the survey, which were
presented in detail in the Results section. With “direct results” we mean those that can
be derived from one single question, without analyzing possible relationships between
the answers.

Table 7. Summary table with main direct results of the survey.

Question Overall Results

Link between climate change and floods Present for over 80%
How often you hear about climate change At least once a week

What sources discuss about climate change Radio/TV/Newspaper/Social

Direct experience with floodable areas Present for over 50%
Confidence in weather alert Medium/Low

Good practices during floods Not always correct
Responsibility for the prevention of flood risk Italian State and other institutions

Good practices for adaptation Little knowledge of adaptation actions
Public adaptation actions Modestly favorable
Private adaptation actions Modestly favorable

Our investigation indicated that most of the citizens are worried about climate change
and confirmed that they are highly interested in the topic, as they follow information
coming from multiple media streams and discuss it prevalently on a weekly (44%) or
daily basis (30%). The predominant perception is that there is a link between floods
in the last decade and climate change (84%). With reference to the direct experience of
residents during heavy rain events and related urban flooding, most citizens agree that
the urban areas of the SRV are prone to flooding, as many of them report to cross flooded
streets. However, they are quite sceptical regarding the weather alerts, as they perceive
them more as a problem in their daily activities rather than a protection of their safety.
A significant percentage of the population is unaware of the basic rules for individual
safety during a heavy rainfall event, as more than 1 out of 4 persons would have wrong
behavior during urban flooding risky situations. Finally, it seems that there is a modest
willingness of citizens to implement adaptation actions in their own municipality and real
estate. Although it is not possible to know if citizens actually carry out works (public or
private), the answers to the last questions reveal a certain desire of the population to accept
new measures if it means adapting to climate change and thus improving safety.

4.2. Comparison and European and National Studies

We attempted to compare these direct results with those of other areas, as reported
in recent similar studies, in order to find possible divergences, which we discuss in the
following. For example, at the European scale, according to the 2017 Eurobarometer
Report [52], it is clear that 74% of citizens actually consider climate change as a serious
problem, while in our case over 83% of respondents believe that climate change is re-
sponsible for exceptional phenomena that cause serious problems and damage, showing
potentially a higher degree of concern. As regards responsibilities, in Europe, only 43%
of the responsibility for preventing the risks associated with climate change is attributed
to the government, while in the SRV the percentage of citizens of the SRV who hold the
government responsible is higher than 77.4%. On the other hand, European citizens that
feel personally responsible for the prevention of the flood risk are only 22% against the 35%
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of our respondents. This in general indicates that the population agrees on the fact that the
local and national administrators do not take sufficient actions for protection of the territory
against urban flooding. At a national level, the only survey deemed to have comparable
questions with ours is the one conducted for the Municipality of Ferrara [48], in the north of
Italy, in which however only 164 questionnaires were analyzed (approximately 0.1% of the
population). The analysis found that about 61% of citizens perceive the evidence of climate
change (vs. 83% in our case, based on question 1) and about 58.5% believe that it is very
important to take actions to mitigate the impacts of climate change (vs. 79.9% for the SRV).
In the Municipality of Ferrara, 20% of the responsibility for preventing the risks associated
with climate change is attributed to the State and over 55% to the Municipality, while the
citizens of the SRV hold the State the most responsible (77.4%). The percentage that feels
directly involved and responsible for risk prevention is more or less the same in the two
areas, around 35%. Citizens of Ferrara that are moderately willing to invest in adaptation
measures are about 37.5%, while 37% are very willing. Regarding SRV citizens, more than
77% of them are very willing to personally support the costs for adaptation measures.

Of course, the presented comparison is subject to some limitations mainly due to
the fact that not the exact questions and methodologies have been done and applied.
Nevertheless, the differences are quite high and potentially significant also taking into
account the possible influence of the above-mentioned limitation. Hence the comparison
confirms the relevance of investigating the SRV, as it presents specific features that other
studies do not allow to infer.

4.3. Cross-Analysis: Link between Worry about Climate Change and Urban Flooding Preparedness

In many parts of the industrially-developed world, efforts in the media and in schools
are mainly oriented to build awareness of the climate change issue, as also stimulated by
several activist movements, such as Extinction Rebellion (https://extinctionrebellion.uk/
the-truth/, accessed on 15 February 2021) and Fridays for Future (https://fridaysforfuture.
org/, accessed on 15 February 2021), whose real impacts and advantages are under study
by several scholars [58–60]. Here, we wanted to explore, the possible linkages between
building an awareness of the risks related to climate change and the advantages in terms
of a possible increase in the awareness of related urban flooding risk and the willingness
to adaptation. This is allowed by the data collected in our survey by cross-analysis of part 2
(direct experience of urban flooding and risk awareness) and 3 (willingness to adaptation) vs.
part 1 (concern of climate change and connection with urban flooding). To investigate these
aspects, two contingency matrices have been derived linking respectively relevant questions
of part 1 with part 2 (Table 8) and part 1 with part 3 (Table 9) of the survey. This approach is
similar to that applied in the case of prediction problems where the use of the contingency
matrix (also termed as confusion matrix) allows the understanding of the performance of
the predictor in terms of Receiver Operating Characteristics (ROC) [61,62]. In particular, the
following assumptions were made in computing the quantities in Tables 8 and 9:

• Degree of interest and concern for climate change:

� A partial score of 1 was assigned when the interviewee answered “These are
phenomena due to climatic changes taking place on the planet” to question 1,
a score of 0 otherwise

� A partial score of 1 for who hears about climate change at least once a day,
0 otherwise

� The degree was classified as “higher” if total score (sum first and second item)
was at least 1, “lower” otherwise

• Correct behavior during urban flooding:

� A partial score of 1 was assigned to each answer corresponding to correct
behavior (questions 6a–c), and 0 to a wrong behavior

� A “likely” correct behavior was assigned to individuals that had a total score
of 2 or more, while it was deemed “unlikely” otherwise
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• Willingness to invest in adaptation actions (sustainable drainage):

� A partial score equal to 1 was attributed to answers “It’s well-spent money,
the Municipality has done a good thing” (question 9) and “Absolutely yes”
(question 10)

� A “higher” willingness level to individuals that had a total score of 1 or more,
“lower” otherwise

Table 8. Contingency table for exploring link between concern for climate change and the possible
correct behavior of individuals during urban flooding.

Degree of Worry about Climate Change

Higher Lower

Correct behavior during
urban floods

Likely 707 (A) 93 (C)

Unlikely 293 (B) 49 (D)

Total 1000 (A + B) 142 (C + D)

Conditional frequencies A/(A + B) = 0.71 C/(C + D) = 0.66

Table 9. Contingency table for exploring link between concern for climate change and the possible
willingness to invest in adaptation actions.

Degree of Worry about Climate Change

Higher Lower

Willingness to invest
in adaptation actions

Higher 915 (A) 123 (C)

Lower 85 (B) 19 (D)

Total 1000 (A + B) 142 (C + D)

Conditional frequencies A/(A + B) = 0.92 C/(C + D) = 0.87

Once the categorization has been done and entries of the contingency tables have been
counted, conditional frequencies have been computed to test whether the degree of interest
and concern for climate change is related to a variation of the likelihood of correct behavior
during urban flooding events and a higher willingness to invest in adaptation. In particular,
to test whether there is a significant variation the following conditional frequencies have
been computed: frequency that a person behaves correctly during urban floods (is willing
to invest in adaptation actions) given that he is highly concerned about climate change,
and frequency that a person behaves correctly during urban floods (is willing to invest
in adaptation actions) given that he is lowly concerned about climate change. These two
conditional frequencies correspond to A/(A + B) and C/(C + D).

H = A/(A + B) − C/(C + D) (1)

The difference provides an indication whether the conditioning factor is important
or not: if H is significantly greater than zero the concern about climate change positively
affects behavior during floods (increases willingness to invest in adaptation actions), if
is significantly less than zero than the influence is negative, if H is approximately zero
then there is no influence. We consider a threshold of |H| = 0.2 for significance. In
the context of ROC analysis, H is also termed as true skill statistic or Hanssen–Kuipers
discriminant [63–65]. As can be derived from Tables 8 and 9, the difference in both cases
is 0.05, i.e., non-significant. This means that to be concerned by climate change does not
give any advantage in resilience, i.e., does not induce a better behavior against the climate-
related hazard of urban flooding, nor on the willingness to invest in a sustainable solution
for adaptation to climate change increases. In other words, people are not as willing to take
actions as they are to be concerned when it comes to climate change.
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5. Conclusions

The results of a survey exploring worry about climate change and its possible relation
with the behavior during urban floods and the willingness to invest in adaptation actions
have been presented, relatively to the Simeto River Valley area in Sicily. The data collection
that was made is quite relevant with respect to other studies, as here more than 1000
persons were interviewed, while it is difficult to find regional studies with more than a few
hundreds of participants involved. The simplicity of the survey was a crucial factor for
collecting such a high number of answers, but, on the other hand, has not undermined the
possibility to arrive at important conclusions about the issues explored. The overall picture
deriving from the present analysis highlights how there is a high concern for the possible
impacts of climate change, specifically in connection to urban flooding. The climate change
issue entered in almost every-day conversations by the population. However, this high
level of concern does not correspond to a comparable level of knowledge of the correct
behavior during climate-related extreme events—specifically urban flooding—and the
willingness to invest in adaptation measures. In fact, the population tends to attribute
increasingly intense events to climate change but does not know the correct behavior to
take during the emergencies, does not correctly attribute the responsibility for flood-caused
damage, and does not trust authorities that are in charge of human safety. The cross-
analysis that we carried out, shows that there is no gain for these two resilience factors
associated with a higher degree of concern about climate change. Overall, the outcomes
of the survey suggest that the information that is conveyed by the media and taught in
schools is mainly oriented to increase the worry about climate change and that this is not
significantly useful for an increase in the resilience of the populations, i.e., specifically a
higher risk awareness during urban flooding events and of the importance of investment
in sustainable drainage practices. Hence, greater efforts should be spent through media
and education to build a greater risk preparedness rather than prevalently a greater worry
about climate change.
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Appendix A

The survey consists of a combination of 10 questions, including some multiple choice
and others using the Likert scale (1932), preceded by 5 questions related to the characteri-
zation of the sample. The questions were formulated to be independent of each other and
each of them is aimed at extrapolating precise information. The survey was administered
in Italian language. Below we show the questions translated in English.
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Sample characterization:

Gender

• M
• F

How old are you?

• Up to 14 years
• Between 15 and 19 years old
• Between 20 and 30 years
• Between 31 and 45 years old
• Between 46 and 60 years old
• Over 60 years old

Education

• None
• Primary school diploma
• Middle School diploma
• High school diploma
• Graduation
• Higher qualification (Ph.D., Master, etc.)

What is your current occupation?

• Student
• Worker
• Unemployed
• Retired

Where do you live?

• Adrano
• Belpasso
• Biancavilla
• Catania
• Centuripe
• Motta Sant’Anastasia
• Paternò
• Ragalna
• Regalbuto
• Santa Maria di Licodia
• Troina
• Other

Perception of climate change:

Question No. 1
During the autumn of 2018, Sicily was hit by heavy rains in both the eastern and

western parts, what do you think these phenomena are due?

• Heavy rainfall events occur quite often in autumn, so there are quite normal in this
season;

• These are phenomena due to climatic changes taking place on the planet;
• It was an isolated phenomenon;
• I do not know.

Question No. 2
In the last years, how often have you heard about climate change?

• At least once a day;
• At least once a week;
• At least once a month;
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• At least once a year;
• Almost never;
• Never.

Question No. 3
Where did you hear about climate change? (More options can be selected)

• Talking to friends, family;
• Social networks/internets;
• Newspapers/magazines/TV/Radio;
• At school/university/work;
• During events/conferences;
• I don’t remember hearing about it.

Perception of flood events, behaviour during weather alerts and related responsi-

bilities:

Question No. 4
Do you cross areas that are likely to be flooded during a rain event?

• Yes;
• No;
• I do not know.

Question No. 5
The news talks about a serious weather alert for tomorrow, how do you feel? Indicate

your degree of worry (1 means “very little”, 5 means “very much”)

• 1;
• 2;
• 3;
• 4;
• 5.

Question No. 6
In the event of a flood what do you do if:
a. you are at work/school/gym

• Make sure you get in the car to go home;
• You go to a mezzanine floor of a building, and wait for the return to normality before

going out;
• Go home by feet as quickly as possible because it could be dangerous to use any means

of transport;
• You take shelter on the lower floors of a building, and wait for the return to normality

before going out;
• I do not know.

b. you are in your car/scooter and you have to pass an underpass?

• You go through the underpass as fast as possible to get into safety;
• You go back and change directions, possibly avoiding other underpasses;
• You cross slowly to avoid the danger of “aquaplaning”;
• Get off the car/scooter and cross on foot;
• I do not know.

c. you are in your car/scooter and you have to pass a bridge?

• You stop on the bridge to check what’s going on;
• Go back and reach a higher place; leave only after the situation has returned to normal;
• The question makes little sense, bridges only serve to overcome dips of the soil that

have little relationship with water;
• Wait near the bridge and leave when it stops raining;
• I do not know.
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Question No. 7
Indicates the degree of responsibility for the prevention of flood risk of the following

figures where 1 means very little and very much 5.
The citizens

• 1;
• 2;
• 3;
• 4;
• 5.

The Mayor and the Municipality

• 1;
• 2;
• 3;
• 4;
• 5.

Civil Protection and Firefighters

• 1;
• 2;
• 3;
• 4;
• 5.

The State

• 1;
• 2;
• 3;
• 4;
• 5.

Willingness to adapt to climate change

Question No. 8
What are good practices for adaptation? (Choose max 3 options)

• Waste sorting
• Improve the quality of weather warnings
• Sewer maintenance
• Avoid wasting water
• Build infrastructures that help to avoid flooding
• Production and use of energy from renewable sources

Question No. 9
Your municipality is investing funds for the construction of a new parking and decides

to spend 10% more for make it with pervious materials that allow stormwater retention
and therefore reduce urban flooding. What do you think about that?

• It’s well-spent money, the Municipality has done a good thing;
• I understand the reason, but there are other priorities to invest in;
• It seems absurd to me; it is an unjustified increase of public expenditures;
• Indifferent.

Question No. 10
In building or renovating your home would you be willing to spend more to introduce

more green areas and less asphalted surfaces to better adapt to climate change?

• Absolutely yes;
• Maybe, as I have other priorities;
• No.
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Abstract: Flash floods pose a significant threat to humans but the state of our knowledge on the
occurrence and related risk of such phenomena is insufficient. At the same time, many climate
change models predict that extreme rainfall events will occur more and more frequently. Identifying
areas susceptible to flash floods is more complicated that in the case of floods occurring in the valley
bottoms of large rivers. Flood risk maps in Poland have not been developed for small catchments.
The study objective was to assess whether the threat related to flash floods is taken into account in the
spatial planning system of municipalities. Studies were conducted in the Lublin Upland, E Poland
(an area of about 7200 km2). A preliminary assessment of susceptibility of 369 catchments to flash
floods was carried out in a GIS environment using multi criteria analysis. The susceptible catchments
cover about 30% of the area. Existing planning documents, flood hazard and flood risk maps were
analyzed for municipalities located in the catchments with highest susceptibility to this phenomenon.
Our results show that flash flood risk is usually not recognized at the level of local governments even
when it is significant. Local planning documents do not take into account the existence of this threat.

Keywords: floods; GIS; natural hazards; risk management; spatial management

1. Introduction

Flash floods are among natural hazards to which more and more attention is devoted
due to their social and economic impact [1–6]. The term is applied to a rapid rise in water
level, characterized by short duration and high intensity of maximum flows posing a threat
to people [7,8]. According to Ostrowski et al. (2012) [9], a flash flood is a flood with a
high water-volume lasting for a short time and occurring after a sudden, intensive rainfall
(usually a rainstorm). Initially, the term applied to phenomena related to floods resulting
from the breaking of reservoir dams. Flash floods pose a significant threat to humans
because they are triggered by torrential rainfall that can occur almost anywhere [1,10,11].
It is estimated that 40% of flood victims in Europe between 1950 and 2006 suffered because
of flash floods [12]. At the same time, some climate change models predict that such
extreme rainfall events will occur more and more frequently [13], hence the risk posed
by flash floods is probably going to increase. Nonetheless, the problem requires further
study [14,15].

In agricultural areas, intensive surface runoff after heavy rainfall causes strong gully
erosion that leads to the destruction of crops and roads [16,17]. The accumulated material
silts up fields, roads and farms. The flood wave rapidly forming in the valley bottoms is a
threat to human health and life and causes considerable material losses. Such floods pose a
significant problem to local governments as they usually have to deal with repairing the
flood damage on their own [7]. Typical flash floods in Poland affect catchments covering
less than 40 km2. They result from rainfall usually lasting up to two hours and having an
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intensity of 20–80 mm h−1. Phenomena of this type occur most often in July and May and
June [18].

Local flash floods occur in Poland and in other parts of Europe mainly in upland
and mountain areas. Their spatial distribution is determined by two factors—climate
and topographic conditions [1,2,19]. High slope gradients, higher density of the river
network and shallower soil cover quickly lead to the development of intensive surface
runoff [7,20]. The state of our knowledge on the occurrence, determinants, and course
of such phenomena is insufficient [21]. Flash floods can thus occur in unexpected and
totally unprepared locations (Figure 1). Identifying areas vulnerable to flash floods is more
complicated that in the case of floods occurring in the valley bottoms of large rivers. Rapid
runoff and flooding can occur in areas practically devoid of permanent drainage and not
covered by the network of standard meteorological and hydrological measurements.

 

Figure 1. Effects of a flash flood in Fajsławice municipality (June 2016) (source http://www.krasnostawska.
pl/siedliska-znowu-pod-woda/; accessed on 20 December 2020).

Studies on flash floods in Poland focus mainly on mountain areas. Based on the
analysis of selected characteristics of the natural environment of small catchments of the
Foothills (Carpathian Mountains), Bryndal (2011) [22] identified areas susceptible to the
occurrence of such phenomena. Ostrowski et al. (2012) [9] prepared a catalogue of flash
floods in the years 1971–2010, assessed the dynamics, cyclic nature and frequency of these
phenomena, and identified regions at particular risk of flooding. Several studies describe
the hydrological and geomorphological effects of these phenomena [14,23–25].

The identification of catchments at risk of flash floods is most frequently carried
out by analyzing a number of various criteria by means of GIS (geographic information
systems) [26–30]. These studies encompass individual cities [31] or entire countries [30,32].
In the case of studies concerning small areas, detailed data and advanced models difficult
to use for larger areas are often employed. Studies encompassing entire countries are
usually based on data and maps in small scales. Particular attention is devoted to this
threat in urban areas, especially those with numerous underground structures, such as the
metro (subway) [33,34].

The appropriate use of spatial resources is one of the ways for humanity to adapt to the
expected climate changes [35,36]. Assessing the inclusion of areas exposed to such hazards
in the spatial planning process was an important aspect of the conducted research [7,37].
This is particularly important in the context of the present-day changes in land cover and
development of the settlement network taking place. Spatial planning is regarded as one of
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the main instruments for managing adaptation to climate change and managing the effects
of climate change in the spatial context [35,38,39], also with regard to limiting the negative
effects of floods [40–42]. Flood risk management is a matter of cross-sector collaboration
controlled, at different levels of territorial division of countries, by various institutions and
state administration bodies [43]. The full coordination between government bodies and
entities competent in risk management, i.e., protection of the population, spatial planning
and sectoral programs (e.g., in the field of water management) is a systemic challenge
not only in Poland. For the already developed areas in the valleys of smaller rivers,
risk reduction can be achieved by educating the residents, preparing warning systems
and effective crisis response plans and protective measures for individual buildings [44].
Another matter is the spatial chaos and crisis of spatial planning, which constitute a major
obstacle to the sustainable development of the country [45].

The study objective was to assess to what extent the threat related to the potential risk
of flash floods is taken into account in the spatial planning system of municipalities. The
first step was the identification of catchments susceptible to flash floods in the agricultural
area of the Lublin Upland (E Poland). Results of the assessment allow one to identify areas
(catchments and municipalities) exposed to a potentially greater flash flood hazard if heavy
rainfall occurs (higher hazard). Then, planning documents and existing flood maps were
analyzed in terms of identifying the flash flood risk. For the valleys of large and medium
rivers, flood hazard maps and flood risk maps are developed in Poland in accordance with
the European Flood Directive. In the case of smaller valleys, however, areas at risk of flash
floods were not prepared [7,16]. The results of studies on the inclusion of phenomena such
as flash floods in the spatial planning system have not been published in Poland so far.
This problem has not been more widely discussed in international literature either.

2. Materials and Methods

2.1. Study Area

The Lublin Upland is located in the south-east of Poland (Figure 2). The region,
covering 7200 km2, is divided into nine physical geographical regions In terms of the
administrative division, the Lublin Upland is located in Lubelskie Province. The substrate
of the Lublin Upland consists of lithologically varied Cretaceous and Paleogene carbonate
rocks. They are overlain by tertiary limestone and various Pleistocene deposits: till,
sand, gravel and periglacial loess. The Lublin Upland reaches the highest elevation in its
central and eastern parts (up to 300 m a.s.l.), from where it descends to the north-east and
north-west to an elevation of about 200 m a.s.l. The plate structure of the Cretaceous and
Paleogene bedrock is reflected in land relief—vast, flat top plateaus are common in the
area. The general outline of the area is influenced by the properties of Upper Cretaceous
rocks that form area of the hilly type. The diverse land relief is reflected in the names of
the mesoregions: Małopolska Vistula Gap, Nałęczów Plateau, Bełżyce Plateau, Chodel
Basin, Urzędów Elevation, Świdnik Plateau, Giełczew Elevation, Grabowiec Elevation and
Zamość Depression. Diversified landscapes may be found here: monotonous plateaus,
hilly areas dissected by deep and narrow river valleys, residual hills, dense gully networks,
escarpments, karst depressions and sandy planes with dunes.

The annual precipitation is about 550–600 mm, the mean annual air temperatures range
from 7.0 to 7.6 ◦C and the mean specific runoff rate is about 4.0 dm3/s·km2. Precipitation in
this region occurs most often in the summer season, frequently in the form of downpours
and storms. The period of intensive precipitation lasts about 210 days, i.e., longer than in
other regions of Poland [46].

The rivers of the Lublin Upland are small. The river network in the southern part of
the Upland is sparse while it is a bit denser in the northern part. The main river flowing
across the Lublin Upland is the Wieprz; it also drains the greatest amount of water, the
mean flow at its estuary being about 17 m3/s. The Bystrzyca, the biggest tributary of the
Wieprz, carries about 5 m3/s while the flow of other rivers in the region does not exceed
2 m3/s. Groundwaters occur in Cretaceous, Tertiary and Quaternary formations. The
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main aquifer is mainly in the Upper Cretaceous deposits [46]. Outside of river valleys,
groundwaters occur deep (30–50 m and more) below the ground surface.

 

Figure 2. Location and topography of the Lublin Upland; 1—the main rivers, 2—boundary of the
Lublin Upland.

The Lublin Upland is a region where torrential rains, heavy rains or hail storms occur
relatively frequently. The amount of rainfall reaches about 20–30 mm each time, and in
some cases as much as 100 mm. The duration of such rainfall events can be short: from
a few to several dozen minutes. These phenomena result in intensive surface runoff that
leads to rapid rises in water levels. These phenomena occur locally, often affecting areas
between ten to several dozen square kilometers, with 70% of the precipitation occurring
in June and July. In the 1951–2000 period, between 10 and 20 rainfall events with a daily
volume of more than 100 mm were recorded. The best-known events from that period
included the heavy rains in Piaski Szlacheckie in 1956, in Dzierzkowice in 1969 and in
Kazimierz Dolny in 1981 [14].

The Lublin Upland is a typically agricultural region where arable land usually covers
70–80% of the area of the individual counties. The population density, ranging from 70 to
90 persons per km2, is slightly lower than the national average for Poland. A characteristic
feature of the region is the occurrence of numerous family farm holdings with an average
area of about 5 ha. Despite such a high fragmentation of production, the Lublin Upland
is an important area of agricultural production in Poland due to the presence of fertile
soils (Cambisols and Luvisols) [47]. Recent years, however, have seen a decrease in the
agriculturally used areas resulting from the socioeconomic changes occurring here [48].

2.2. Local Spatial Planning in Poland in Relation to Flood Risk Management

A flood is a natural disaster (Act of 18 April 2002 on a State of Natural Disaster) [49].
Minimizing flood risk, ensuring safety during its occurrence and removing the effects
of flooding requires the cooperation of state and local government administration with
various institutions. It is also necessary to ensure a coherent formal and legal system
concerning flood control, water management, spatial planning and crisis management. At
the local level, it is the municipality’s own responsibility to ensure “public order and safety
of citizens as well as fire and flood protection, including the equipment and maintenance
of a municipal flood protection warehouse” (article 7 § 1 (14) of the Act of 8 March 1999 on
municipal government [50]. Pursuant to the Crisis Management Act of 26 April 2007 [51],
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the basic crisis management instrument of a planning character is the National Crisis
Management Plan along with the provincial, county and municipal plans [52–54].

Spatial planning is a key instrument for the appropriate and rational design of spatial
development. In Poland, the legal basis for this process is provided by the Act of 27 March
2003 on Spatial Planning and Development [55] that defines (article 1 § 1) “the scope and
modes of procedure in land use designation for specific purposes and establishing the rules
of land development, with spatial order and sustainable development regarded as the basis
for these actions”.

The local level of spatial planning that encompasses a spatial development conditions
and directions study for a municipality (“study”) and a local spatial development plan
(“local plan”) is the most important from the point of view of flood hazard management. A
study is an act of internal management and cannot be the basis for administrative decisions.
Its preparation is obligatory for the entire area of a municipality (town). A local plan, on
the other hand, is an act of local law and, with certain exceptions, it is not obligatory. It can
be prepared for an entire municipality and an individual plot of land. The provisions of a
local plan must conform to the provisions of the study. In the absence of a local plan to
determine the development requirements, a decision on development conditions and land
use is issued [56,57].

The Act on Spatial Planning and Development [53] indicates the minimum scope
of problems included in planning studies. A study should take into account conditions
resulting from, inter alia, “the threat to the safety of people and their property” and, in
relation to water “flood control requirements” (art. 10 § 1 of the Act on Spatial Planning and
Spatial Development). A study should specify, among others, “areas particularly exposed
to flood risk” (art. 10 § 2). A local plan must specify (art. 15 § 2) “the boundaries and ways
of developing [...] areas particularly exposed to flood risk” and “detailed area development
conditions and use restrictions, including the prohibition of building development”.

In 2011 the provisions of the European Flood Directive were implemented (Directive
2007/60/EC of the European Parliament and of the Council) [58] in Polish law whereby
spatial planning has been very strongly integrated into the process of reducing the negative
effects of floods. The identification of the flood hazard is now formally regulated by the
Water Law Act of 20 July 2017 [59], which makes Wody Polskie (State Water Management
Company) and state and local government administration bodies responsible for flood
control (protection) [60–62]. This protection is provided “while taking into account flood
hazard maps, flood risk maps and flood risk management plans”. Flood risk management
includes, “in particular, prevention, protection, preparedness and responding when flood
occurs, dealing with the effects of floods, restoration and drawing conclusions in order to
reduce the potential adverse effects of floods on human health, the environment, cultural
heritage and economic activity.” (art. 163).

According to the European Flood Directive flood hazard maps (FHMs) and flood risk
maps (FRMs) are drawn up for areas identified in the preliminary flood risk assessment.
The purpose of preparing this preliminary flood risk assessment is to identify areas at risk
of flooding, those with a significant flood risk or with a high probability of a high flood
risk. The first assessment was carried out in the period 2010–2015 as part of an EU-funded
project—the IT System for the Protection of the Country against Extreme Hazards (ISOK),
which provides access to, among others, flood hazard maps and flood risk maps [63].
The final versions of flood hazard maps and flood risk maps were submitted to local
government units in April 2015. Eventually, after protests of local governments (especially
of cities), which often questioned the flood water extent presented on the maps and did not
want to bear the high costs of changes in planning documents, optionality was introduced
(art. 88f § 5, 6 of the Water Law Act of 2001, [64]). In 2016, a review and updating of the
preliminary flood risk assessment was begun.
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2.3. Methods

The assessment of the susceptibility of catchments to flash floods was divided into
five steps: (a) identifying the characteristics of the catchment environment influencing this
phenomenon; (b) collecting the necessary spatial data; (c) spatial analysis of the parameters;
(d) quantifying the individual characteristics and (e) carrying out a synthetic assessment of
susceptibility (Figure 3).

The fundamental part of the study consisted of the analysis of the existing planning
documents for local government units located within the catchments with high susceptibil-
ity to flash floods. It was assessed whether this threat is recognized in these documents
and reflected in spatial planning. It was also examined whether they are covered by the
flood risk maps and flood hazard maps prepared as part of the implementation of the EU
Flood Directive. Twelve studies (spatial development conditions and directions study for a
municipality) and over 60 local plans (spatial development plans) or their changes were
analyzed (Figure 3).
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catchment 
characteristics 

(GIS) 

→ 

Assessment 
of catchment 
susceptibility 

to flash 
floods (GIS) 

→ 

Identification 
of catchments 
most suscep-
tible to flash 

floods 

→ 

Analysis of the 
planning 

documents of 
municipalities 

with a high 
susceptibility 

→ 

Assessment of 
flood risk 

recognition in 
local spatial 

planning sys-
tem 

Figure 3. Scheme of research procedure.

Based on the analysis of the available literature on the determinants of the catch-
ments’ susceptibility to flash floods, it was found that, in the case of a study area of more
than 7200 km2 (369 catchments), it would be advisable to use the following catchment
characteristics: (A) catchment area; (B) circularity index; (C) mean catchment gradient;
(D) density of the river network; (E) mean length of first-order watercourses; (F) forest
cover; (G) built-up areas and (H) road density. A study prepared by Bryndal (2011) [20] for
Carpathian catchments proved to be particularly valuable. In the study, he carried out a
detailed analysis of catchment parameters influencing their susceptibility to rapid rises in
water levels.

The catchment area is a significant parameter because flash floods usually occur in
small catchments, covering from a dozen or so to 40 km2 [9,20]. Therefore, the following
rule was adopted: the smaller the area of a catchment, the greater its susceptibility to
the occurrence of flash floods. The shape of a catchment (expressed by the circularity
index) is important from the perspective of the speed of water supply to the watercourses.
The higher the value of the index—and the shape of a catchment closer to a circle—the
smaller the risk. With a more circular shape, the supply of water to the primary valley
is more spread over time. The higher the slope gradients, the faster the formation of
runoff occurs [17]. The formation of a flood wave is also more likely when the density
of a permanent drainage network is greater and the length of first-order watercourses
is smaller. The agricultural use of an area results in a quick formation of surface runoff.
Thus, the susceptibility of a catchment to flash floods decreases with increased forest cover.
On the other hand, a greater proportion of built-up areas (smaller infiltration) and roads
(accelerated runoff) increases the flash flood hazard [65].

Land relief analysis was based on a digital terrain model with a spatial resolution of
30 m (SRTM). Data were sourced from the USGS Earth Explorer website [66]. Fourteen
scenes connected with each other were used to obtain coverage of the entire area of the
Lublin Upland. Watercourses in the form of the vector layer were obtained from the website
of the Head Office of Geodesy and Cartography (GUGiK) [67]. The study used a layer
containing the boundaries of catchments with permanent drainage. It was obtained from
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the resources of the Faculty of Earth Sciences and Spatial Management, UMCS. The study
also used land cover vector data prepared as part of the CORINE Land Cover 2018 project.
They were obtained from the resources of the Copernicus Land Monitoring Service [68].
The study used data related to built-up areas and forests. The road network (all roads)
in the vector Esri shapefile format was generated from the OpenStreetMap [69] using the
QuickOSM plugin in QGIS 3.4.4 software. All the analyses were carried out in ArcMap
version 10.2.1. They were primarily based on the creation of maps presenting the spatial
variation of the individual parameters and the susceptibility assessment results.

Digital maps were prepared showing the diversity of parameters within the catch-
ments under study. Then the susceptibility of catchments was quantified according to the
selected assessment criteria. For each catchment, eight parameters were rated separately
on a 6-point scale. Varied weights of criteria, proposed by authors, were used depending of
their role in formation of flash floods (Table 1). Setting the weights we used the information
available in the literature on the impact of individual factors on the intensity of flash
floods [2,4,6,11]. For each parameter, separate maps were created showing the spatial vari-
ation of its values in the catchments according to the adopted assessment criteria (divided
into five classes of partial susceptibility). The synthetic susceptibility of catchments was
calculated based on the following formula:

FF =
n

∑
i=1

(wixi)

FF: susceptibility to flash flood formation;
wi: weight of parameter;
xi: parameter;
n: number of parameters.
Based on the partial assessments, the total susceptibility index expressed with a numer-

ical value with a theoretical variation of 0–48 was obtained. Four classes of susceptibility to
the occurrence of flash floods were distinguished:

• Class I (from 25 to 30 points): insusceptible catchments;
• Class II (from 31 to 36 points): catchments with low susceptibility;
• Class III (from 37 to 42 points): susceptible catchments;
• Class IV (from 43 to 48 points): highly susceptible catchments.

To assess the impact of particular features (parameters) of the catchment on the
final assessment results Pearson’s correlation coefficients between the synthetic, point
assessment result and the catchment parameters was calculated.

Table 1. Criteria of susceptibility assessment of catchments to flash floods.

Score
Catchment
Area (km2)

Circularity
Index

Mean
Catchment
Gradient

Density of
River

Network
(km·km−2)

Mean Length of
First-Order

Watercourses
(km)

Forest Cover
(%)

Built-Up
Area (%)

Density of
Road

Network
(km·km−2)

1 >60 >0.7 <1.75◦ <0.15 >10 >40 <0.1 <0.5
2 30–59 0.6–0.7 1.75–1.9◦ 0.15–0.19 7.5–9.9 20–39 0.2–1.9 0.5–1.4
3 20–29 0.5–0.59 2–2.4◦ 0.2–0.29 5.0–7.4 10–19 2–4.9 1.5–2.9
4 10–19 0.4–0.49 2.5–2.9◦ 0.3–0.49 2.5–4.9 5–9 5–19.9 3–4.9
5 5–9 0.3–0.39 3–3.5◦ 0.5–0.59 1–2.4 0.2–5 20–40 5–10
6 <5 <0.3 >3.5◦ >0.6 < 1 <0.2 >40 >10

Weight 1.5 0.8 2 0.8 1 2 0.8 1.5

The occurrence of the most vulnerable catchments within administrative units was
analyzed. Existing planning documents were analyzed for municipalities located within
the catchments with high susceptibility to flash floods (more than 50% of the area occupied
by the catchments belonging to class III and IV). It was assessed whether this threat is
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recognized in them and reflected in spatial planning. Twelve studies (spatial development
conditions and directions study for a municipality) and over 60 local plans (spatial develop-
ment plans) or their changes were analyzed. We also analyzed flood hazard and flood risk
maps prepared in accordance with the Flood Directive available at the ISOK website [63].
It was assessed whether they include catchments and municipalities located within them,
for which high susceptibility to flash floods was found.

3. Results

Most of the 369 catchments in this study were rather small (Table 2). The area of more
than 60% was less than 20 km2. The biggest proportion of the catchments (30%) covered an
area of 10 to 20 km2. Most of the large catchments were located in the western and central
part of the Lublin Upland, while the smallest catchments were located in the east and north
of the region (Figure 4).

Table 2. The parameters of the studied catchments (369 in total).

Parameter Mean
Standard
Deviation

Minimum Maximum

Catchment area (km2) 19.2 16.7 0.1 98.3
Mean catchment gradient (o) 2.53 0.74 1.27 5.88
Forest cover (%) 14.1 14.2 0.0 81.2
Circularity index 0.506 0.10 0.209 0.803
Density of river network (km·km−2) 0.28 0.16 0.1 0.89
Mean length of first-order watercourses (km) 3.13 2.33 0.8 17.4
Built-up area (%) 6.54 11.6 0 99.8
Density of road network (km·km−2) 1.86 6.11 0.1 16.5

Most of the catchments (about 50%) had moderate gradients, from 2 to 3 degrees.
Catchments with the highest slope gradients were primarily located in the eastern part of
the Upland (Figure 4). Three concentrations of catchments with the lowest mean gradients
were situated in the southernmost part of the region and in its central-northern part. Most
of the catchments (44%) had a forest cover within the 10–20% and 20–40%, range. The
most extensive forest cover occurred in areas in the western and eastern part of the Upland.
The central part had the smallest forest cover (Figure 4). Most of the catchments (over
50% of all catchments under study) had a river network density of 0.2–0.5 km·km−2. The
lowest value of this index occurred in catchments in the south-western and central part
of the Upland. The highest density occurred in the north-western, south-eastern and
central-northern part of the region. The circularity index of most of the catchments (60%)
ranged from 0.4 to 0.6. There were no patterns in the spatial distribution of catchments with
various values of this index; they were equally distributed across the entire region. The
mean length of first-order watercourses in most of the catchments (30%) ranged from 2.5 to
5 km (Figure 4). Additionally, in this case, there are no distinct patterns in their spatial
distribution; catchments with different values of this index form a mosaic-like pattern
across the entire area of the Lublin Upland (Figure 4). Built-up areas accounted for 2–5% in
34% of the catchments and 5–20% in 29% of the catchments. Catchments where the road
network ranges from 0.5 to 1.5 km·km−2 were predominant. The highest road density
occurred in the central part of the Upland while the lowest density in the eastern part
(Figure 4).

The mean score for all catchments in the Lublin Upland was 36, which was the upper
limit of susceptibility class II (Table 3). About 30% of the area belonged to class III and IV.
The most susceptible catchments were scattered across the entire area of the Upland. Their
biggest concentrations were located near Lublin and in the east of the Upland. The least
susceptible catchments predominated in the west and south-west part. Low susceptibility
also occurred in the northern part (Figure 5).
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Figure 4. Assessment of susceptibility of catchments to the occurrence of flash floods. (A)—catchment area (km2), 1: <5, 2:
5–9, 3: 10–19, 4: 20–29, 5: 30–59, 6: >60; (B)—circularity index, 1: 0.3, 2: 0.3–0.39, 3: 0.4–0.49, 4: 0.5– 0.59, 5: 0.6–0.7, 6: >0.7;
(C)—mean gradient in catchment (◦), 1: <1.75, 2: 1.75 –1.9, 3: 2–2.4, 4: 2.5–2.9, 5: 3–3.5, 6: >3.5; (D)—density of river network
(km·km−2), 1: <0.15, 2: 0.15–0.19, 3: 0.2–0.29, 4: 0.3–0.49, 5: 0.5–0.59, 6: >0.6; (E)—mean length of first-order watercourses
(km), 1: >10, 2: 7.5–9.9, 3: 5.0–7.4, 4: 2.5–4.9, 5: 1–2.4, 6< 1; (F)—forest cover (%), 1: 0, 2: 0.1–5, 3: 5–9, 4: 10–19, 5: 20–39, 6:
>40; (G)—built-up area (%),1: 0, 2: 0.1–1.9, 3: 2–4.9, 4: 5–19.9, 5: 20–40, 6: > 40 and (H)—road density (km·km−2), 1: <0.5 2:
0.5–1.4, 3: 1.5–2.9, 4: 3–4.9, 5: 5–10, 6>10; 7—main towns, 8—main rivers.
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Table 3. Quantitative differences of catchments with different degrees of susceptibility.

Class Number of Catchments Area (km2) Proportion of Area (%)

I 44 1250.82 17.3
II 165 3654.68 50.7
III 129 1972.14 27.3
IV 31 231.79 3.2

Figure 5. Synthetic assessment of susceptibility of catchments in the Lublin Upland to the occur-
rence of flash floods. 1—Susceptibility class I, 2—Susceptibility class II, 3—Susceptibility class III,
4—Susceptibility class IV, 5—main towns, 6—main rivers, 7—major flash floods (1960–2020).

Catchments belonging to Class I show a low level of susceptibility to the formation of
flash floods. Most of the catchments in this class covered a large area (mean area of 28 km2)
and had a large forest cover (24.7%). The lower mean gradient of the catchment area, 2.1,
was a characteristic feature of these catchments. They also had a poorly developed river
network, with a density of 0.2 km·km−2, while the length of first-order watercourses was
4.5 km. The mean road density was 1.47 km·km−2, while built-up areas accounted for 2.6%
(mean) of the area of these catchments.

Catchments assigned to class II show a low susceptibility to rapid rises in water levels
and runoffs. It is the most numerous class, comprising nearly half of the catchments.
Catchments in this class typically covered a rather large area (mean area of 22.1 km2)
and had a rather small forest cover (17.4%). The density of their river network as rather
low, 0.26 km·km−2, while the mean length of first-order watercourses was 4 km. The
road network density was 1.99 km·km−2 while built-up areas accounted for 3.9% of
these catchments.

Catchments belonging to class III were susceptible to the formation of flash floods.
Their area was considerably smaller than those in the previous classes: 15.2 km2 on average.
The slope gradients (2.6◦ on average) were slightly higher than in class I and class II
catchments. The proportion of forests in the land cover of these catchments was small
(9.2%). The mean length of first-order watercourses, 2.4 km, was clearly shorter, while the
proportion of built-up areas was greater, 7.1%. The density of the road network was similar
to the value for class II catchments.
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Class IV comprised catchments highly susceptible to flash floods and runoffs. Their
area was small, 7.5 km2 on average. The mean slope gradient, ranging from 1.5 to 0.71,
was the highest among all the classes. The proportion of forested areas was very small,
1.8% on average, but that of built-up areas was high, 23%. The density of the river network
in these catchments was the highest, 0.6 km·km−2, while the mean length of first-order
watercourses was the shortest, 1.9 km.

Table 4 contains correlation coefficients between the synthetic susceptibility (expressed
in points) and the characteristics (parameters) of the studied catchments. Table 5 provides
information on the basic features and existing planning documents for municipalities
with a high degree of susceptibility to flash floods. Table 6 presents the results of the
analyses of existing flood hazard and flood risk maps within the surveyed municipalities.
It also presents information on the scope of flood hazard and flood risk identified in the
planning documents.

Table 4. Correlation coefficients between catchment susceptibility and catchment parameters.

Parameter Correlation Coefficient

Catchment area −0.382
Mean catchment gradient 0.218
Forest cover −0.459
Built-up areas 0.405
Circularity index −0.020
Density of river network 0.232
Density of road network 0.063
Mean length of first-order watercourses 0.276

Table 5. Selected characteristics of municipalities with high flash flood risk (>50% of the area in class III and IV).
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Ż
ół

k
ie

w
k

a

City Rural Municipality

Area of the unit (km2) 147 30 71 64 128 113 93 89 139 109 90 121 130
Population density (persons/km2) 2303 2103 65 174 31 124 149 34 37 74 46 38 42

Forest cover (%) 11.4 1.6 4.0 7.7 10.3 4.9 5.9 9.2 19.9 15.9 13.5 15.5 8.7
Agricultural land (%) * 36.8 47.1 92.3 85.9 86.8 88.5 88.8 88.1 76.1 81.2 83.1 81.4 88.7

Arable land (%) * 31.1 29.7 84.8 79.8 72.3 75.0 73.4 76.9 61.5 71.0 68.6 67.2 80.7
Built-up and urbanized land (%) ** 45.9 49.3 2.8 5.1 2.5 4.5 4.7 1.9 3.4 2.7 8.1 2.4 2.1

Spatial Planning Documents

Existing Spatial Development Plans

Local plans (in total) (number) 94 1 1 16 5 25 7 2 4 1 6 2 1
Area covered by local plans (%) 53.7 100 100 7.6 100 94.9 24.2 99.9 6.3 100 99.9 2.8 12.5

Decisions on building conditions and land development issued in 2009–2018

On determining the location of a public purpose investment 1759 0 0 - 0 60 0 0 38 0 0 33 15
Concerning building conditions (in total) 7588 0 0 - 0 53 3292 1 123 0 0 212 66

Concerning multi-family housing 651 0 0 - 0 0 2 0 0 0 0 13 0
Concerning single-family housing 3241 0 0 - 0 44 2085 1 70 0 0 97 22

Concerning service buildings 1584 0 0 - 0 2 107 0 1 0 0 14 1
Concerning other buildings 2112 0 0 - 0 7 1098 0 52 0 0 88 43

Source: own study based on the Local Data Bank of the Central Statistical Office of Poland (2019), * according to the 2010 Agricultural
Census, ** data from 2014, “-” no data.
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4. Discussion

The studies conducted so far indicate that the Lublin Upland is an area where flash
floods occur [9,14,16]. However, the frequency of these phenomena is not as high as in
mountain areas. On the other hand, the degree of spatial development in the Upland was
greater. The analysis of maps showing the susceptibility of catchments to flash floods
and the locations where heavy rains occur indicates the existence of a real threat [14].
In the second half of the 20th century, heavy rains with a volume of more than 30–40
mm within 1–2 h were estimated to have a frequency of 1 event per 20–30 years in the
Lublin Upland [14]. However, flash floods can occur in the same locations with a greater
frequency, as it is the case in the catchment of the Sanna river or in the area of Lublin
(Figure 6). The question of the spatial distribution of these phenomena requires further
investigation because systematic research in this respect has not been conducted so far.
Although the applied method of identifying catchments susceptible to flash floods is of
a preliminary and de facto qualitative character, it can be useful in the spatial planning
process. It allows one to identify the areas where the susceptibility is the highest. Major
flash floods of the last 50 years occurred in the catchments of the IV class (Figure 5). The
parameters analyzed had a varying impact on the susceptibility of catchments to flash
floods. The high proportion of built-up areas, small share of forests and small catchment
area had the greatest synthetic susceptibility of catchments to flash floods (Table 4).

In accordance with Polish law, a preliminary flood risk assessment was carried out
for the Lublin Upland. Flood risk maps and flood hazard maps were drawn up for the
areas at risk. They are available on the ISOK map portal [63]. The sheets of this map
encompassed all the major rivers of the region and some of the smaller rivers. The analysis
of flood hazard maps and catchments at risk of flash floods showed that these areas were
not always reflected in the flood risk maps and flood hazard maps (Table 6). Particularly
small catchments, located in the upper reaches of small watercourses, were not taken into
account on flood hazard maps even if floods occurred there historically (Figure 5).

Flash floods are a separate problem, particularly in small catchments because their
scale and intensity are difficult to predict. The prepared susceptibility assessment revealed
catchments at risk of flash floods based on the adopted parameters. A high flash flood haz-
ard in the Lublin Upland results from the specific land relief, high degree of deforestation
and considerable share of arable land. Due to these characteristics, along with the prevail-
ing land use pattern (fields perpendicular to the valley axis), water after heavy rainfall is
quickly drained from the plateau top and slopes (also via gully systems with hard roads)
to flat-bottomed valleys. Buildings, historically located usually along the edge of the valley
bottom, are threatened with flooding. The situation within territorial units with a high
share of built-up and urbanized areas is particularly difficult. In June 2019, a flood occurred
successively in Pasieka, Wierzchowiska Drugie and Wierzchowiska Pierwsze—localities
lying in the valley of the small Sanna river in Modliborzyce municipality. Houses and
roads were flooded, part of the technical infrastructure was damaged. The valley was
outside the scope of the prepared sheets of the flood hazard maps. However, the river had
already flooded there before (Figure 6). A similar situation took place in Siedliska Drugie
in Fajsławice municipality where, in 2016, a flash flood occurred in the part of the valley
not included in the flood hazard maps.

Not all rural municipalities and towns of the Lublin Upland make full use of planning
instruments to appropriately manage space, also in the context of flood hazards (Table 5).
In the case of 13 units of territorial division with a high level of flash flood hazard (third-
and fourth-degree hazard in over 50% of the area), a high percentage of the area is covered
by local plans in only six of them. What is more, some of these plans were drawn up a
long time ago and do not guarantee a comprehensive approach to flood hazard. In several
municipalities, only a few percent of their area are included in the local plans. It is also
quite alarming that local plans exist for only half of the territory of the region’s capital city
Lublin. Detailed analysis of local plans shows to what extent the risk has been identified
and how it has been taken into account in planning documents (Table 6).
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Figure 6. Effects of a flash flood in the valley of the Sanna River in Modliborzyce municipality (June 2019) (source:
https://modliborzyce.pl/2312-miesiąc-po-powodzi-cz-1.html, accessed on 20 December 2020).

The inclusion of 100-year water ranges (Q1%) in planning documents does not fully
address the flash flood hazard because with rapid rises in water levels, the flows can
even exceed the range of a 500-year water (Q0.2%). The criteria for the preliminary flood
risk assessment are not fully effective with regard to small catchments with big elevation
differences and agricultural land use. Only a few studied planning documents take into
account the phenomenon of flash floods. Its spatial range is indicated only in the case of
overlapping with the risk of “classic floods”. In the recently developed planning documents,
the flood risk is determined on the basis of the FHM and FRM, which do not fully take
into account the flash flood hazard. Planners do not know the criteria for separating flood
extents, therefore FHM and FRM require a more complete flash flood risk. Even if they
have information about the phenomenon (identify the areas of occurrence in the study),
the basis for the findings in planning documents, in accordance with the law, are FHM and
FRM. No flood hazard maps and flood risk maps have been prepared for many of such
areas [7,33]. Such a situation also occurs in the Lublin Upland. Even if such maps exist,
spatial development plans do not fully cover areas at risk of flash floods (Table 6). The
decisions on development conditions and land management do not always address the
hazard adequately.

In Lublin Upland the flood hazard ranges have been specified in the case of areas
located in the catchments of larger rivers. However, areas located in the catchments of
smaller watercourses are usually regarded as safer while in fact they are particularly
exposed to the flood hazard in the case of heavy rains [7,33]. Flood hazard maps and
flood risk maps are very important not only for planners, including urban planners, but
also for the crisis management cycle: from the prevention phase, through the preparation
and response phase, to the reconstruction phase. There is also an issue of connecting the
identification of hazards based on natural criteria with the possibility for action at the level
of administrative divisions. Spatial planning is the domain of the authorities of territorial
units established by way of administrative decisions. The authorities responsible for water
management operate within units having natural boundaries. This system needs to be
integrated, and this remains a challenge not only in Poland. Flood risk reduction can be
achieved through a proper spatial planning process, which is based on reliable information
on flood hazards. This enables the designation of areas to be excluded from building
development or the identification of technical restrictions and requirements for the location
of buildings to be introduced.

A full coordination between spatial development policy and entities responsible for
flood risk management is a challenge not only in Poland. The connection between the
spatial planning system and flood risk management system needs to be strengthened. As a
preliminary step, spatial planning should be aimed at reducing the risk and consequences
of natural disasters [40,70]. Gralepois (2020) [38] points out that spatial planning has
not been fully used in the prevention of floods and its importance was appreciated to
a greater extent only with the implementation of the Flood Directive. However, as the
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examples of England and France show, the choice of planning instruments is not always
satisfactory, particularly in the context of conflicts between the local tier in spatial planning
and national legislation and risk management. In the Netherlands, on the other hand,
flood prevention is better integrated into spatial planning, which is a result of greater
awareness and better integration of flood management. However, Neuvel and Van Den
Brink (2009) [71] indicated that in many cases, even if flood risk information exists, it is not
always adequately used.

An important factor in mitigating the risk of flooding is to reduce the vulnerability
to flooding, which means the degree to which people, their property and facilities are
prepared for flooding, and the ability to repair damage and rebuild after flooding has
occurred. Measures related to the reduction of vulnerability include preparing residents
for the hazards, i.e., measures related to the protection of buildings at risk of flooding,
implementation of flood warning systems and flood education, in the broad sense of the
term, among the decision-makers and residents [72]. The episodic nature of flash floods
means that residents are not aware of the risks and are not properly prepared for the
occurrence of flash floods: they do not know how to properly secure their property or how
evacuation is conducted [73]. Fortunately, flood warning systems are used to a greater
degree, using devices to signal the danger of flooding when the water level in a watercourse
or the amount of precipitation exceed a set limit [7,74,75]. Mobile telephony can also be
used to quickly and directly inform people in vulnerable areas.

5. Conclusions

The amount of available data on the occurrence of flash floods in the Lublin Upland is
not extensive. The catchments with high susceptibility covered about 30% of the studied
area. Most severe flash floods in the second half of 20th century occurred in the catchments
of the IV class. It seems, therefore, that the method can be used by local government units.

In Poland currently, areas at risk of flash floods are not fully taken into account in the
spatial planning process. Few planning documents take into account the phenomenon
of flash floods, and its spatial range is indicated only in the case of overlapping with the
risk of “classic floods”. It is advisable to include in the legal system the requirement for
preliminary and, in justified cases, detailed analyses of this hazard. Planners need spatial
information and, therefore, there is a need to expand the areas for which flood hazard maps
and flood risk maps are drawn up.

A serious problem in units of territorial division is the lack of local plans in which it
would be possible to include appropriate guidelines for development and building in areas
at particular risk of flooding because the procedure for preparing them ensures a better
level of protection than it is the case with decisions on the site-location of public-purpose
investment projects and decisions on development conditions. Additionally, the flood risk
management system is undergoing constant legal and structural change, which does not
allow its efficiency to be properly assessed.

A very important issue is the question of educating society about this type of phe-
nomena. In addition to the existing recommendations in the legal system, it is necessary
to make the inhabitants of areas at risk of flash floods aware of the possibility of such
phenomena, even if they are not located in the valleys of large rivers.
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47. Bański, J. Rozwój Obszarów Wiejskich; PWE: Warszawa, Poland, 2017.
48. Zgłobicki, W.; Karczmarczuk, K.; Baran-Zgłobicka, B. Intensity and Driving Forces of Land Abandonment in Eastern Poland.

Appl. Sci. 2020, 10, 3500.
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Abstract: The study presents findings from comparative analyses of high-resolution differential
digital elevation models (DEM of Difference—DoD) based on terrestrial laser scanning (TLS) surveys.
The research was conducted on the 0.2 km2 Scottbreen valley glacier foreland located in the north-
western part of Wedel-Jarlsberg Land (Svalbard) in August of 2013. The comparison between DTMs at
3-week intervals made it possible to identify erosion and depositional areas, as well as the volume of
the melting glacier’s terminus. It showed a considerable recession rate of the Scottbreen (20 m year−1)
while its forefield was being reshaped by the proglacial Scott River. A study area of 205,389 m2, 31%
of which is occupied by the glacier (clear ice zone), was included in the repeated TLS survey, which
was performed from five permanent scan station points (registered on the basis of five target points—
TP). The resultant point clouds with a density ranging from 91 to 336 pt m−2 were converted into
DEMs (at a spacing of 0.1 m). They were then put together to identify erosion and depositional areas
using Geomorphic Change Detection Software (GCD). During the 3-week interval, the retreat of the
glacier’s snout ranged from 3 to 9 m (mean of 5 m), which was accompanied by an average lowering
of the surface by up to 0.86 m (±0.03 m) and a decrease of ice volume by 53,475 m3 (±1761 m3).
The deglaciated area increased by 4549 m2 (~5%) as a result of the recession, which resulted in an
extensive reshaping of the recently deglaciated area. The DEM of Difference (DoD) analyses showed
the following: (i) lowering of the glacial surface by melting and ii) predominance of deposition in the
glacier’s marginal zone. In fact, 17,570 m3 (±1172 m3) of sediments were deposited in the glacier
forefield (41,451 m2). Also, the erosion of sediment layers having a volume of 11,974 m3 (±1313 m3)
covered an area equal to 46,429 m2 (53%). This occurrence was primarily based on the washing away
of banks and the deepening of proglacial stream beds, as well as the washing away of the lower parts
of moraine hillocks and outwash fans.

Keywords: repeated TLS surveys; DEM of Difference (DoD), sediment budgeting; glacial and
postglacial surface features; Svalbard

1. Introduction

Over the past few decades, it has been observed that changes to the environment of
High-Arctic regions result in a negative glacier mass balance, which leads to an increased
recession [1–8]. Glacier surface changes that have been recorded since the end of the Little
Ice Age (LIA), which affect the development of the glacier’s forelands in this part of the
Arctic, have been mostly measured by glaciological methods [4,5,9–11]. However, geodetic
methods and non-invasive remote sensing methods have been used more and more often
in recent decades [12–16].

Seasonal measurements along the set of longitudinal or/and cross profiles have been
employed to measure glacier surface elevation changes and its retreat rates. This simple
and popular method makes use of ablation stakes, which are anchored to the glacier, and
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allows for monitoring the rising or lowering of the ice surface along the set transects.
Additionally, the precise establishment of the stakes’ transect position by means of the
real time kinematic Global Navigation Satellite Systems (rtk-GNSS) facilitates specifying
the horizontal component of the glacier’s movement. It also makes it easier to monitor
changes to the reach of the glacier terminus at the point where visible contact is made
between ice and initial sediment-landform assemblages e.g., [4,17–19]. However, using
this method to assess changes to Scottbreen’s volume only generates very approximate
numerical values, a relatively small amount of data (number of point measurements), and
results that are exclusively limited to selected measurement cross-sections [19]. Moreover,
the said method fails to provide information about the possibility of surface changes in the
entire glacier area. Typically, findings obtained by this method present only the horizontal
component of changes in the terminus position, and that simply gives a very general idea
about the movement of the glacier surface, the velocity of which is estimated to be approx.
1 m year−1. This is the case because of the method’s relatively low accuracy (0.05–0.1 m) as
well as a considerable bias error that is connected with the measuring stake’s deviation in
the measurement process [20].

Employing remote sensing tools leads to considerably greater possibilities. Tele-detection
methods, which include satellite radar and photogrammetry measurement [12,21,22],
are most often used in assessing recent transformations of the glacier land system. These
methods provide the means to assess changes in the geometry (width, length, surface, and
height) of the surface [23], as well as the volume [12]. However, such methods are mostly
used for measuring ice caps and large valley glaciers [15] due to the low resolution of
available data.

Furthermore, methods based on data obtained from low- and medium-altitude flights
are equally popular. A photogrammetric analysis of stereo-pairs of an air photo was used
to assess frontal position changes e.g., [5,23–25]. Also, ground-based photogrammetry
was used to measure the ice cliff’s position [26–28]. Moreover, on the basis of terrestrial
photogrammetry in the 1980s, a hypsometric map of the Scottbreen tongue and foreland
was made and used as a background for thematic maps [29]. At present, particularly
in research on small valley glaciers or their parts, small autonomous Unmanned Aerial
Vehicle Systems (UAS/UAVS) equipped with digital cameras [30] are utilised more and
more often, along with Structure from Motion (SfM)—a terrestrial photogrammetric range
imaging technique—which is employed in estimating three-dimensional structures from
two-dimensional image sequences at a small-scale [31–33].

Light detection and ranging LiDAR have become the more frequently used methods
among the group of remote sensing techniques. Airborne laser scanning (ALS), which is
based on the data obtained from medium-altitude flights, provides data of considerably
higher resolution than satellite data (up to several pt m−2) [34–37]. ALS-based DEMs
feature spacing that ranges from a few decimetres to a metre and it facilitates comparative
analyses of medium- and small-size glaciers. Nonetheless, due to infrequent flights, this
method fails to provide the possibility of assessing changes occurring at short temporal
intervals, which might be caused by phenomena such as extreme weather. Intensive precip-
itation or a considerable increase in temperature (or both of these phenomena coinciding)
may trigger a thaw of the snow cover in the central and upper part of the glacier, which
could in turn cause an intensive surface runoff. Should such flows have large energies,
both the glacier’s tongue and the whole marginal zone may be remodelled. In such cases,
Terrestrial Laser Scanning (TLS) guarantees a good measurement efficacy [38,39]. This
ground-based, active imaging method yields rapidly acquired, accurate, dense 3D point
clouds of surfaces by high-precision laser rangefinder. Employing repeated stationary
multi-station surveys facilitates both measurements of geometric parameters and an ad-
vanced interpretation of the development of landforms [40–45].

The aim of this paper is the estimation of short time changes within the scope of the
terminus and the forefield of the Scottbreen using TLS-based high-resolution surveys. This
technique provides data on the topographic surface with an average density reaching over
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1000 pt m−2, while the DEM of difference analysis allows assessing of surface changes and
sediment budgeting of the valley glacier as well as the inner marginal zone, which has
been newly unveiled as a result of the glacier’s intensive recession e.g., [46–49].

2. Study Area

The research into changes to the glacier terminus zone was performed in the catchment
area of the valley glacier located in the NW of Wedel-Jarlsberg Land in the Bellsund region
of Spitsbergen (Figure 1A). The glacial catchment of the Scottbreen covers an area of
10.1 km2 (Figure 1B). The catchment is 40% covered by the valley glacier. At present,
the Scottbreen is in the phase of intensive recession, it is 3.1 km in length, and its width
ranges from 1.1 to 1.8 km (Figure 1C, Table 1). The Scottbreen shares its firn field with
Blomlibreen (Figure 1B). In 2013, the glacier’s highest areas peaked at 502 m a.s.l., whereas
its concave terminus fell between 85–89 m a.s.l. This is reflected in the longitudinal profile
(Figure 1C). The equilibrium-line altitude (ELA) for the glaciers of Spitsbergen’s west
coast was estimated by Hagen et al. [50] at approximately 400 m a.s.l. The equilibrium
line, according to field observations made in the ablation season of 2013, was situated at
a height of approximately 530 m a.s.l. In light of georadar profiling done in the spring
of 2009, the Scottbreen was confirmed to be a typical polythermal, subpolar glacier of
high geographic latitude [51] with its terminus frozen to the bed. The layer of cold ice
at a thickness of approximately 75 metres stretches along the longitudinal profile of the
radar scan (up to 470 m a.s.l.) (unpublished). The relief of the upper section of the valley
shows two different parts, which are clearly recognizable and can be distinguished as:
(1) the upper part covering the mountain valley glacier and (2) the recently-deglaciated
inner marginal part (an area limited by the terminal moraine rampart) with a system
of distribution channels within the outwash plain, which is separated from the east by
the terminal moraine ridge [52,53] (Figure 1B). An englacial and subglacial drainage was
concentrated in the main outflow located in the southern part of the glacier terminus. It is
here that the Scott River begins with a glacial regime as follows: glacial feed (90%), snow
melting (4%), precipitation (4%), and permafrost feed (2%), which drains the non-frozen
part of the basin [54].

 

Figure 1. Cont.
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Figure 1. (A) Location of the research area in Spitsbergen: (1) ridges and slopes; (2) glaciers; (3) glacier forefield; (4) marine
terraces; (5) rivers and lakes; (6) sea; (7) Calypsobyen Meteorological Station; (8) rtkGNSS base station; (9) study area.
(B) Aerial photo with study area of the Scottbreen forefield: (1) Scottbreen outline on 7 August 2013; (2) study area; (3)
longitudinal profile line with a set of the ablation stakes. Source of the aerial photo: Google Earth Pro; the stage on 17
August 2013. (C) Scottbreen’s longitudinal profile with a set of the ablation stakes.

Table 1. Main features of Scottbreen.

Morphometric Mass Balance and Geometric Changes

glacier basin area (km2) ca. 6 mass balance (w.e.) −0.81 (1990–2012)
glacier area (km2) 4.4 (2012) avg. terminus position change (m year−1) −15 (1895–2012)

length (m) 3100 (2013) observed surges (year) ca. 1880
width (m) 1100–1800 area changes (km2) −1.52 (1895–2012)

max. elevation (m a.s.l.) 502 average thickness changes (m year−1)
ablation area (>350 m a.s.l.)

−57 (1936–2005)
−58 (2005–2012)

min. elevation (m a.s.l.) 85 (2013) average thickness changes (m year−1)
accumulation area (>350 m a.s.l.)

0 (1936–1990)
−0.62 (1990–2019)

accumulation area (km2) 1.6 flow velocity (m year−1) ca. 1

ELA (m a.s.l.) 400 (2003)
530 (2013)

aspect
N (accumulation
area)
NE (tongue)

Glacier type

max. thickness (m) ca. 160 drainage supraglacial, inglacial, subglacial
volume (km3) ca. 0.301 (2009) [55] thermal regime polythermal

avg. slope (◦) ca. 5 morphologic valley, subpolar high latitudes,
ground based

The study was performed in an area spanning 205,389 m2, within the actively trans-
forming glacier terminus’s deglaciation zone (31% of the analysed area) and its forefield
(69%) (Figure 1B).

Geomorphology

Glacier zone (clear ice zone). The analysed area covers the front of the glacier (100 m to
200 m in width) with an area of 62,558 m2 (1.6% of the whole glacier area). The constantly
tilted glacier zone has an average slope of 10◦ (Figure 1C) and is deeply cut through by
subglacial outflow channels (winding, meandering development patterns, 100 to 160 m in
length). Depositional landforms are represented by numerous polygenetic ridges of glacial
sediments, which originate from complicated glacitectonic processes within the area of the
cold-based glacier terminus. The inventory of the forms within the terminus area includes

72



Resources 2021, 10, 2

concentrations of cryoconite holes, which remain on the ice surface as small cones after the
snow cover has melted.

Glacier forefield. The marginal zone of the Scottbreen features a number of polygenetic
landforms (terminal and lateral moraines, ground and fluted moraine, rôche moutonnée
covered with a thin layer of the ground moraine), fluvioglacial (inner marginal outwash
plain, eskers, kame terraces) and periglacial (as solifluction covers). This part of the glacier
base is characterised by the greatest dynamics in morphogenetic processes due to the rate
of the glacier’s recession [52]. Between 2012 and 2013, this resulted in the annual merging
of the uncovered, 10 to 20 metres wide area [53], which was being intensively reshaped by
fluvioglacial processes, with the non-glaciated part of the catchment (Figure 2).

 
Figure 2. A geomorphic sketch of the actively transforming glacier’s forefield zone: (1) clear ice zone
(photo date: 17 August 2013); (2) ground moraine; (3) terminal- and lateral-moraine; (4) outwash
plain; (5) rivers and lakes. Source of the aerial photo: Google Earth Pro.

A constant build-up of the inner marginal outwash plain, which has been observed
since the 1930s to have a 20-m annual recession, has caused the present glacier terminus to
be separated from the terminal moraine ridge by approximately 700 m (Figure 2). This area
is characterised by modern geomorphic processes transforming glacigenic landforms left
after the glacier had receded (a particularly well-developed ground moraine with the forms
of subglacial transportation: e.g., fluted moraine, supraglacial debris stripes emerging from
longitudinal foliation and the ablation moraine) as well as fluvioglacial (outwash plains,
kame terraces, eskers, subglacial glaciofluvial channel filling, kettle holes etc. (Figure 2)).
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The area is being intensively reshaped as a result of the action of proglacial waters
that are distributed by a system of channels into the area of the inner marginal outwash
plain [56]. The effect of the annual changes in the range of the main source of sediment is a
multilayer occurrence of cones of various age levels. The youngest, which stretches at the
gate outlet in the ice-moraine ridge, is shaped by the braided system, whereas older levels
(located lower) are flat and diversified with paleochannels. Beds that cover the channel
of the Scott River distribute large amounts of mineral material deposited in the form of
oblong intra-bed screes [57,58].

3. Methods

3.1. Data Acquisition. TLS and rtkGPS Surveys

The analyses of short-term changes of physical/geometric parameters within the
glacier terminus and its marginal zone, including the assessment of the changes to the ice
budget and sediments, were performed using Terrestrial Laser Scanning (TLS) technology.
Comparative field research was done by means of the Leica ScanStation C10 mid-range
laser scanner at 3-week intervals between July and August of 2013 (i.e., in the period of the
Scottbreen’s greatest ablation activity). This device facilitates stationary laser measurement
of 3D positioning with a maximum speed of 50,000 points per second [pt s−1] and within a
maximum range of 300 m [59]; it also uses a green impulse laser (with the wave length of
532 mm), which can penetrate small depths of water [60]. Furthermore, measurement data
obtained in the form of a single ‘point cloud’ makes up a ‘model space’ that is characterised
by 3D position accuracy of up to 6 mm at distances up to 100 m [59]. In the course of
the research, the measurement was made using pre-set spacings of ‘middle resolution’
(0.1/0.1m at 100 m), which mapped the measured area with approximately 5 million points
[M pt] (from each of the measurement sites). The average density of the points for the
‘model space’ reached 360 points per square metre [pt m−2]. Both measurement campaigns
employed the known coordinates (KC) method described by Kociuba [53,58], where each
measurement is taken from a known coordinate point and the scanner’s rangefinder is
oriented towards one of the target points (belonging to a network of fixed coordinates).
The analysed area was scanned from five measurement stands positioned on stable roche
moutonnée culminations so as to obtain full information concerning the topographic area.
The network of measurement points was marked permanently by means of seven ablation
stakes (Figure 1C) whose position was established with rtkGPS measurements (TopCon
Hiper II was used in the Base/Rover system). Lastly, the points were used alternately as
measurement stands and reference points for connecting individual ‘model spaces’ into
the integrated Digital Surface Model (DSM).

3.2. DEM Parameters and Data Analysis

Using the KC method allowed passing over both the time-consuming process of
transforming the system from the local to the geographic, and also the ‘manual’ registra-
tion process for individual ‘model spaces’ [61]. Predefining the scanner’s position before
commencing the measurements makes it possible for the obtained ‘point clouds’ to be
georeferenced and thus automatically merged into a single 3D model during the import
process of the Leica Cyclone 8.1 software (Leica Geosystems AG, Heerbrugg, Switzerland).
The accuracy of the model integration was determined by the precision of rtkGPS mea-
surements. The position was established on the basis of a signal from at least nine satel-
lites of the Global Positioning System (GPS) and the Global Navigation Satellite System
(GPS+GLONASS; both a Global Positioning System (GPS) and its Russian equivalent
named Globalnaya Navigacionaya Sputnikovaya Sistema (GLONASS)) by averaging out
five measurement epochs (the number of samples used for averaging out the coordinates).
Also, the range of the measurement ambiguity of the predefined receiver was set so as to
make sure that vertical and horizontal deviation did not exceed 0.02 m [62]. DMSs that
contained from 19,308,739 M pt to 71,535,423 M pt were obtained, which corresponds to a
density of 336 to 90 pt m−2.
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The first measurement was made on 28 July, and the next one on 18 August 2013
following a 3-day heavy rainfall, which was caused by an inflow of south-west air masses.
Both DSMs were further transformed into high-resolution digital elevation models (DEMs)
that made up the basis for further quantitative analyses of: (i) transformations of the
topographic surface and (ii) balancing the erosion-deposition budget. The TLS points
(DSMs) were imported and processed to the DEM by means of the LP360 4.4 software
(GeoCue Group Inc., Huntsville, AL, USA) with a mean spacing of 0.1 m. Research into the
physical parameters (differences of height and volume) and the analysis of the differences
of the topographic surface were made by means of the Geomorphic Change Detection
(GCD 7.4.4) plug-in version for ArcGIS 10.8 software (ESRI, Redlands, CA, USA). In order
to calibrate the DoD calculation, an approach based on the spatially variable assessment of
the error was applied. The DEM quality was strictly related to the quality of the survey
data [63]. Since the maximum TLS survey error for each measurement (0.006 m on 50 m)
was lower than the rtkGPS reference points network location error (0.02 m) (both scanner
and target points), the highest value was taken as the minimum level of detection (minLoD)
for both DEMs, and it was used as a uniform error to calculate the surface error of each
DEM. Thus, any predicted elevation changes below 0.02 m were not included in the results
of the DoD analysis. Finally, the ‘propagated error’ function was used to detect changes
between DEMs [63,64]. Comparative studies involving the application of the DEM of
Difference (DoD) method [63] were applied in calculating erosion and deposition (volume
and area) e.g., [65–67].

3.3. Meteorological Measurements

Meteorological observations were made between 10 July and 18 August in the 2013
melt season. Main meteorological parameters (temperature, humidity, pressure, wind)
were recorded with a 10-min sampling frequency using the Campbell measurement station
located 2 m above ground level. The Calypso Meteorological Station was located on a
raised sea terrace within the Calyspostranda plain (in the close neighbourhood of the
abandoned Calypsobyen settlement) (Figure 1A).

3.4. Direct Glaciological Measurements

Measurements of surface ablation were made every 5 days between 13 July and 17
September of 2013. Said measurements were taken at seven points on the glacier surface
(Figure 1B,C). The ablation stake’s position by rtk-GNSS along with the pole’s height above
the glacier surface were both sampled.

4. Results

4.1. Meteorological Conditions

Temporal variations of the meteorological conditions are illustrated in Figure 3. Mini-
mum and maximum temperature values were recorded over a period spanning the glacier’s
morphological changes (from 28 July to 18 August 2013) and were respectively noted as
2.7 ◦C (on 13 August) and 8.6 ◦C (on 17 August). In the same time span, a considerable in-
crease in temperature was accompanied by above-average precipitation. The highest daily
precipitation of 16.8 mm was recorded on 14 August. Total rainfall on four consecutive
days between 13 and 16 August amounted to 46.9 mm, i.e., 43% of the total precipitation in
the analysed summer season and 66% in the period covering measurements of the glacier’s
morphological changes (28 July–18 August).
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Figure 3. Comparison of changes in mean daily air temperature and mean daily precipitation during
2013 melt season: (1) average temperature, (2) daily precipitation sum, (3) analysed period.

4.2. Geomorphic Change Detection Analysis by TLS-Based DEMs

Differential analyses of DEMs show significant changes to the topographic surface
both of the glacier and its forefield, which suggests there to be extensive dynamics of geo-
morphic processes during the measurement period. The analysed area may be considered
to be comprised of three cascade-positioned zones, which differ in the type of dominating
geomorphic processes, and which refer to the morphological and genetic division of the
basin: (1) glacier’s front zone, which undergoes intensive surface ablation; (2) recently
deglaciated area, a dynamic, unstable narrow zone with intensive morphological transfor-
mations that was created in the analysed period as a result of glacier retreat; and (3) inner
marginal zone, a stable zone with an equilibrium of erosional and depositional processes
(Appendix A; Figure 4).

 

Figure 4. High-resolution hillshades model of study area from 28 July 2013. (1) clear ice zone,
(2) recently-deglaciated zone, (3) glacier forefield—inner marginal area.
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4.3. Morphological Changes
4.3.1. Glacier Zone (Clear Ice Zone)

Nearly all of the Scottbreen tongue’s area underwent a dynamic lowering in the
analysed period. Over the area ~63,000 m2 of the glacier ice, the decrease of its surface
dominated (99%). The volume of melted ice was 53,475 m3 (±1761 m3) in the 3-week
timespan (Appendix A. The surroundings of the main meltwater channel situated in the
southern section of the glacier tongue, which drains into the Scott River, were affected by
the greatest changes in thickness (Table A2; Figure 5(Ba)). What is more, these changes were
connected to an intensification of vertical erosion within the superglacial channel in the
time of the precipitation-ablation flood. The maximum channel depth reached 4.0 m. The
DoD of Scottbreen’s glacial zone also shows an intensive surface ablation with a lowering
in the related area of the surface. However, the observed lowering of the glacier’s tongue
does not show any major differentiations within the study area. Ultimately, the depth of the
lowering in Scottbreen’s tongue surface was on average 0.86 m (±0.03 m) and its average
net thickness difference was 0.84 m (±0.02 m) (Table A2).

Only 1% of area (731 m2) containing a positive vertical component (surface rise) was
registered within the designated ablation zone (Table A2). The greatest accretion in the
area was observed in the northern part of the tongue, within the debris outcrop, which
stretched crosswise for approximately 120 m in relation to the movement of the glacier
(Figure 5(Bb)). The greatest increase there was registered at ~1 m. Additionally, a small
feature was noted in the central part of the ablation area, approximately 130 m to the west
of the Scottbreen’s tongue, which rose to 0.5 m in the analysed period. It may be supposed
that the feature is probably an initial outcrop of the surface moraine, whose continuation
could be observed in the zone at the tongue’s edge. This represents an interesting effect of
the transport of supraglacial morainic material along the area’s longitudinal foliation.

 

Figure 5. Cont.
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Figure 5. (A) DEM of Difference (DoD) for test area. Hillshades from the more recent survey in the DoD are shown behind
the DoD for context. Landforms in the actively reshaped glacier terminus zone; described landforms marked by rectangles
(from a to g). (B) Glacigenic and fluvioglacial landforms (from a to g).

4.3.2. Recently-Deglaciated Area (Zone)

In the relief of the narrow, newly uncovered area, a number of new landforms created
by the glacier were mapped. Around 94% of the surface in this zone lowered by 0.58 m
(±0.03 m) (as a result of melting ice, retreat of the terminus or thawing of buried ice), while
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the total volume of melted ice was 2494 m3 (±122 m3) (Table A3). The width of the zone
varies with the intensity of morphogenetic processes within the glacier’s tongue (Figure 4).
Due to the registered changes, the zone’s width may be assessed to be approximately
10–12 m in the northern part of the research area, around 5–7 (max 12.0 m) in its middle
part, and roughly 8–10 m in the southern part. The rate of the glacier’s retreat, which
was recorded in the TLS measurements, seems to confirm earlier information about the
average annual recession rate of Scottbreen’s terminus. Based on juxtaposing of the
available photogrammetric material and field studies, the recession rate was noted to be
23 m per year in the 1990–2012 period. Correspondingly, Zagórski and Bartoszewski [19],
Reder and Zagórski [57] and Reder [68] obtained similar research results for Scottbreen’s
recession rate.

The detection of changes in such a narrow zone is very difficult due to the area’s
intensive morphodynamics taking place over a very short time span, and the instability
of the landforms in the deglaciation area caused by successively melting buried ice. In
the northern part of the area, the deglaciation resulted in overbuilding the eastern zone of
the one recently deglaciated, and also the simultaneous lowering of the area that directly
converged with the terminus. The development of a small alluvial cone (at approximate
maxima: height—1.0 m, width—20.0 m, length—10.0 m) as well as a visible increase in
material fraction (clearly seen in the DSM) were the effect of an increase in both the energy
and the flow of the glacier’s small marginal outflow (Figure 5(Bc)). To the south of this
area, intensive ablation and retreating of the glacier terminus led to an almost complete
blurring of about 1.0 m of the high ridge on the surface moraine (Figure 5(Bd)). This area
is characterised by the development of small fluvial channels (approximately 2.0 m in
width), the washing away of the bed’s surface, and, in its central zone, the simultaneous
overbuilding of the alluvial fans found in the adjacent marginal zone. The next test area
(Figure 5(Be)) suggests a domination of glacigenic processes, which developed the inner
marginal zone. The degradation of buried ice resulted in the lowering of the surface. Forms
that were consolidated by the morainic material show a variety of surface changes—a
small rising or lowering (the ridge of the surface moraine along the longitudinal foliation).
Subglacial accumulation esker forms (built of loose sediments, mostly sand and gravels)
of several metres in length were uncovered in the middle area as a result of the glacier’s
front retreat (Figure 5(Bf)). These forms ranged from 4 to 5 m in width and their height did
not exceed 0.5 m. The esker ridge was cut by small supraglacial currents where it came
in direct contact with the glacier’s terminus. Within this area, erosion processes driven
by fluvioglacial processes dominate, despite noting distinct accumulation forms there.
However, the greatest changes were registered in the southern part of the research area
(Figure 5(Ba)). There the proglacial river bed developed laterally in a northern direction as
a result of the fluvioglacial processes intensifying. Moreover, there was degradation of the
surface moraine ridge, which was found to be transversing the direction of the glacier’s
movement. As a result, debris cones of several meters in width developed. Further, an area
that exhibited features of dead ice was recorded in the southern part of the test area—it
underwent a morphogenesis that differed from that of the active glacier’s terminus. A
recession rate similar to the one in the specified test areas was not registered within the
dead ice, however, intensive lowering of the surface (1.5–2.0 m) was observed, which was
accompanied by modelling of the sheet’s edge by ablation waters.

4.3.3. Glacier Forefield—Inner Marginal Zone

In the analysed period, the recorded marginal zone was reshaped both by erosion
and by deposition processes. The detected surface changes indicate a slight dominance
of areas with surface lowering at 46,429 m2 (62%) in relation to areas of surface rising at
41,451 m2. This trend is reversed for volume, with deposition at 17,570 m3 (±1172 m3) and
erosion of 11,974 m3 (±1313 m3). The above-mentioned were accompanied by average
elevation changes ranging from +0.42 m (±0.03 m) to −0.21 m (±0.02 m), respectively
(Table A4). The erosion mostly covered the concentration zone of the glacier waters’ main
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draining system in the research area’s southern part, which contains a system of beds
distributing proglacial outflow to the NE. The northward shift of the main outflow zone
was accompanied by the development of small alluvial fans, a mid-channel, and lateral
bars in the abandoned channels as well as in the central and southern part of the valley
floor. (Figure 5(Ba,Bg)). Moreover, intensified side erosion was created as a result of the
Scott River’s multi-current proglacial braided patterns towards the north. These processes
resulted in an intensive undercutting of the southern edges of the ground moraine’s middle
sheet. The deposition of sediment with its thickness of 0.3 m caused the overbuilding of
the glacigenic landform complex—an ice-moraine ridge and a lateral moraine separated by
fluvioglacial landforms i.e., a sandur cone with two outwash hollows. The eastern part of
the main zone, which drained the glacier, and the NW part of the cone, which contained the
outwash hollows, were both overbuilt. Small changes took place within the culmination of
moraine hillocks in the N and SE parts of the cone (Figure 5(Ba,Bg)). Nearly the whole area,
which was predominated by forms both of the bed and the lateral moraine, was reshaped
by mass processes characteristic of the periglacial environment.

5. Discussion

The inner marginal outwash fan, which is separated by terminal moraine ridges, makes
up an interesting research object for studies on contemporary morphogenesis as well as ac-
tivities of glacial and fluvioglacial processes. However, research work in this zone typically
concerns the recession/advance rates of the glacier terminus e.g., [11,52,57], but it seldom
refers to the quantitative assessment of the effects of glacial retreat e.g., [35,47,48,69,70].
Research findings to date have suggested that the present direction of geomorphic changes
in the glacial forefield zone of the High Arctic results from the following factors: (i) global
(climate-driving factors), (ii) regional (geographic latitude, location with respect to land
areas and seas, exposure to predominant winds), and foremost, (iii) local (structural condi-
tions, lithology of sediments, genesis, the glacier’s type and thickness, exposition and tilting
of the firn zone, and the glacier’s trough). These factors are decisive in the development
and the functioning of temporal or periodical sediment deposition zones, which occur
in front of the quickly retreating glacier terminus. The growth rate of glacier-uncovered
surfaces significantly affects the contemporary dynamics of the geomorphic processes in
the entire inner marginal zone [44].

This study shows short-term erosion and deposition distributions for each analysed
area. In the clean ice zone, surface lowering is dominant (99%) due to rapid ice melting. In
the 3-week period, the average lowering of the glacier terminus surface was recorded to be
0.84 m (0.04 m per day). By contrast, this is much higher than the average (2.2 m per year;
0.13 m per 3-week period; and 0.006 m per day, respectively), which was noted over a
3-year span between 2010 and 2013 [44]. By comparison, a slightly lower rate (0.39 m
per 3-week period and 0.02 m per day, respectively) was determined for the retreat of
the Sólheimajökull glacier over a period of 14 years [16]. Furthermore, surface lowering
also dominates (95%) in the narrow zone of the recently-deglaciated area, which results
in an average decrease of 0.54 m (3-week rate) and 0.026 m (daily rate), respectively. It is
worthy to note that a slight predomination of surface rising (53%) was only recorded in the
glacier’s forefield zone. This slight advantage of deposition equates to an average increase
of 0.064 m over the 3-week period (0.004 m per day). In the above-mentioned 3-year
span, some much lower average rates had been determined for Scottbreen’s near forefield
(0.025 m—annual; 0.001 m—3-week; and 0.0001 m—daily, respectively), whereas these
rates were comparatively two-times higher for its intramarginal outwash fan (0.059 m;
0.003 m and 0.0002 m, respectively) [44]. However, this zone was observed to have
different trends in its various cold regions. Similar average values but of surface lowering
(−0.05 m—annual; 0.003 m—3-week; and 0.0001 m—daily, respectively) were determined
for the Midtre Lovénbreenand (NW Svalbard) forefield over a 2-year period, and these
were based on comparisons between LiDAR-derived DEMs/DoD. In reference to those
values, average surface lowering was even higher (0.7 m per year; 0.04 m per 3-week
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period; and 0.002 m per day, respectively) for the moraine downwasting [37]. Quantitative
analyses (Tables A1–A4) show a dominance of surface lowering in the clear ice zone (ice-
melting) and in the recently deglaciated zone (erosion). In the inner marginal zone, where
there is a considerable balance of surface elevation changes, erosion is roughly equal to
deposition. It is also where periodic sediment deposition is generally separated from the
lower parts of the valleys by the terminal and lateral moraine rampart. The river valley
that cuts this rampart crosswise performs a transit role in this system, however, it traps
the coarsest fractions of the sediments [71]. Dislodged pebbles and boulders feed the
sediment load of the river but are transported over small distances only, which causes
aggradation to predominate on the bottoms of proglacial rivers [44]. This study shows that
an intensive deglaciation was accompanied by considerable changes in the morphology of
the uncovered ice areas [72], which resulted in erosion (most often) as well as deposition
(less frequently), within the landforms that had already existed and the newly created
landforms—often very ephemeral. The area’s overbuilding, which was recorded in the
ablation zone (in the northern part of the terminus) at the outlet of the debris, refers to
zones of thrust faults. The fault zones create a discontinuity along which some debris is
transported to the glacier surface. However, an increase within the area of the analysed
scree crest is not connected to increased sediment transport from the glacier’s bedrock,
but is rather caused by the fact that ice, which is devoid of its rock cover, undergoes an
intensive ablation. Such a mechanism of sediment transmission and formation of crosswise
ridges in the surface moraine, which has been widely described in literature e.g., [73,74],
is characteristic of polythermal glaciers with a base of frozen terminus. The analysed
landform is ephemeral and its functioning time depends on the permanence of an ice core
covered with supraglacial debris. An analogous form at a later developmental stage was
recorded in the southern part of the terminus. Only a small-area, maximally 0.5 m high
elevation took place within the area of the ridge whose length is approximately 80 m. This
is connected to the fact that the form situated closer to the edge of the terminus underwent
intensive washing away processes.

Meteorological observations recorded throughout the summer melting period together
with ablation measurements at the Scottbreen show an asynchronism between precipitation
as well as ablation volumes within the glacier’s area and the ’morphological effect‘ in the
newly uncovered areas. A precipitation episode, which had been noted at the beginning
of the observation period (approximately 35% of the volume of recorded precipitation),
resulted in a small area lowering (0.2 m) in a part of the Scottbreen’s terminus. Between 7–
18 August 2013, the glacier surface at stake SC1 (Figure 1B) decreased by 29 cm and at stake
SC2 by 33 cm. That same year in the period from 13 July to 18 August, before the rainfall
episode, SC1 showed that the surface decreased at a fairly constant pace, which averaged a
max of 20.3 cm. In the same period of time, SC2 (Figure 1B) showed that the mean value
of the glacier surface descent was 18.8 cm. The causes of such a state might be found in
an increased capacity to retain precipitation waters in the Scottbreen’s accumulation zone
and water percolation in empty areas of the snow, firn, and ice [75–78]. Percolation is
a slow process that efficiently stopped the surface flow of ablation-precipitation waters
down the glacier’s surface. The rainfall episode (from 13 to 16 August) contributed to an
increased surface ablation of the glacier, in particular in its terminus part (registered area
lowering at SC1—0.75 m (Figure 1B,C), and by comparison of the average area lowering at
DoD—1.1–1.5 m). In fact, such an extensive area lowering was caused not only by record
precipitation together with a considerable increase in the average air temperature, but it is
also influenced by the release of water retained in snow and firn that were stored in higher
glacial zones. This was accompanied by a simultaneous intensive flow down the glacier’s
surface area within the ablation zone.

The methodology of comparative studies showed considerable development of glacial
and proglacial landforms located in the glacier’s recently deglaciated and inner marginal
areas, which resulted from above-average weather conditions. The effects of the 3-day
rainfall with its volume being close to the multi-annual sum (registered in the melt period)
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suggest that events of an above-average character within a very brief timescale may
diametrically alter the short-term transformation trend. The glacier’s ablation rate, the
range of area lowering, or the changes in the volume of forefield landforms, which occur as
a result of these episodic events, may equal or even exceed annual mean values that have
been registered. Research to date [19,57,68] has documented the glacier’s terminus retreat
to be at a rate of 3 to 22 m annually (Figure 2). Moreover, Kociuba [56] estimated the annual
(2010–2013) mean ice loss in this zone at 2.2 m year−1, which corresponds to the water
equivalent of 2.0 m3 from each square meter. The intensive ice-melting leads to concentrated
runoff of sub- as well as supraglacial waters and results in a considerable reshaping of
ephemeral landforms within the newly uncovered parts of the valley. Corresponding
research that was performed using the glaciological method on the intensive ablation
zone of the glacier’s terminus confirmed the value of the mean lowering of the glacier’s
surface, which was registered as per the DoD results. In the analysed period, the mean
lowering registered at SC1 (Figure 1B,C), in a location approximately 70 m over the glacier’s
longitudinal profile, equalled 0.75 m. All these values were additionally confirmed by the
juxtaposition of numerical terrain models, which had been obtained from the available
photogrammetric depictions and terrain studies (by GPS of the glacier’s surface) over the
1990–2012 period. In that same period, the glacier’s surface in its terminus part lowered by
approximately 58 m and averaged out at an annual value of 2.3 m. These values are fully
compatible with the results obtained at the time of field studies in 2012. Then, during the
5 weeks of the ablation period, the glacier’s area lowered by 1.2 m in its terminus zone.

6. Conclusions

• The foreland of the Scottbreen—a typical valley glacier that has undergone dynamic
transformations connected with its terminus, which in turn have retreated at a rate of
22 m year−1—makes up an interesting research study into the contemporary develop-
ment of newly deglaciated areas. Comparative measurements in the 3-week period
at the turn of July and August of 2013 introduce a new quality into spatial analyses
of glacial areas. They have made it possible to perform quantitative and qualitative
evaluations on the range and direction of landform development. The spatial analysis
on the dynamics of geomorphic processes that shape said zone has given rise to tracing
short-term landform transformations under conditions of progressive degradation of
the glacial catchment’s cryosphere in the sensitive High-Arctic environment.

• Three zones were distinguished with respect to the differences in the dynamics of
geomorphological processes: (i) the glacier front zone, which is characterised by a
glacier surface lowering rate of 2 m year−1; (ii) the recently deglaciated zone with
dynamic geomorphic processes, which worsens during extreme and above-average
meteorological events (e.g., heavy rainfall, rapid increase in air temperature); and
(iii) the inner marginal zone, which is relatively stable and characterised by an ero-
sion/deposition balance.

• The range of transportation of supraglacial debris is limited. The majority of newly
provided debris that comes from the glacier’s ablation is deposited in a narrow,
recently deglaciated zone (up to 12 m). Here, a predominance of aggradation was
registered in the analysed 3-week period. Moreover, redeposition of sediments into
the inner marginal zone is restricted by a range of hills in the terminus and lateral
moraines located at the foot of the zone, which includes numerous intramoraine
fluvial basins (or, less frequently, basins that are not drained by any outflow) catching
the supraglacial debris. However, during the period of above-average floods, the
scree deposited in the basins may be channelled to the basins’ lower parts where it
overbuilds the landform of the inner marginal outwash plain.

• It has been shown that in a very short timescale, rapid meteorological phenomena can
result in relief changes that are diametrically different from the rates and directions
of annual and perennial changes. The occurrence of events characterised as above-
average, i.e., high precipitation and an increase in temperature during the 3-week
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comparative period (July–August 2013), cause the glacier’s area to lower by up to
3.5 m—this is nearly two times more than the annual mean (2 m year−1) in the
2010–2013 period.

• The conducted analysis on the dynamics of spatial changes in the proglacial zone
may contribute to a better understanding of the way modern processes shape the
forefield of the glacier’s terminus. Detailed comparative analyses confirmed the high
precision and efficiency of high-resolution TLS-based DEM as a tool for inventorying
and tracking high-dynamic development of glacial and proglacial landforms. This tool
is particularly useful in analysing ephemeral landforms (from several days to several
weeks long). This study’s adopted methodology for performing both measurements
and comparative analyses on high-resolution models of investigated areas is far more
universal and effective than methods that have been traditionally used in glaciology.
Consequently, the amount of data provided during a single measurement cycle and
the comparability of the findings should be the basis for implementing the TLS-based
DEM analysis as a standard tool in a new comprehensive approach to conducting
glaciological and geomorphological research into glacier forefields.
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Appendix A

Changes in spatial parameters of the studied area calculated volumetrically with
reference to the total volume of ice/material net change recorded by the DoD (both melt-
ing/erosion and deposition) from 28 July to 18 August 2013. [Table A1] The entire analysed
area; [Table A2] the terminus of the Scottbreen in the range of 28 July 2013; [Table A3]
the area uncovered to 18 August 2013 (recent-deglaciated area); [Table A4] the glacier
forefield—inner marginal zone.
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Table A1. The entire analysed area.

Attribute Raw Thresholded DoD Estimate:

Areal Metrics

Total Area of Surface Lowering (m2) 143,326 108,948
Total Area of Surface Raising (m2) 62,063 42,225
Total Area (m2) 205,389 151,173 74%

Total Volumetric Metrics ± Error Volume % Error

Total Volume of Surface Lowering (m3) 66,049 65,647 ±3082 5%
Total Volume of Surface Raising (m3) 17,945 17,741 ±1194 7%
Total Volume of Difference (m3) 83,994 83,388 ±4276 5%
Total Net Volume Difference (m3) −48,103 −47,905 ±3305 −7%

Vertical Averages:

Average Depth of Surface Lowering (m) 0.46 0.60 ±0.03 5%
Average Depth of Surface Raising (m) 0.29 0.42 ±0.03 7%
Average Total Thickness of Difference (m)
for Area of Interest 0.41 0.41 ±0.02 5%

Average Net Thickness Difference (m) for
Study Area −0.23 −0.23 ±0.02 −7%

Percentages (by volume)

Percent Elevation Lowering 79% 79%
Percent Surface Raising 21% 21%
Percent Imbalance (departure from
equilibrium) −29% −29%

Table A2. The terminus of the Scottbreen in the range of 28 July 2013.

Attribute Raw Thresholded DoD Estimate:

Areal Metrics

Total Area of Surface Lowering (m2) 62,558 62,250
Total Area of Surface Raising (m2) 911 731
Total Area (m2) 63,469 62,981 99%

Total Volumetric Metrics ± Error Volume % Error

Total Volume of Surface Lowering (m3) 53,479 53,475 ±1761 3%
Total Volume of Surface Raising (m3) 164 162 ±21 13%
Total Volume of Difference (m3) 53,643 53,637 ±1781 3%
Total Net Volume Difference (m3) −53,315 −53,313 ±1761 −3%

Vertical Averages:

Average Depth of Surface Lowering (m) 0.85 0.86 ±0.03 5%
Average Depth of Surface Raising (m) 0.18 0.22 ±0.03 7%
Average Total Thickness of Difference (m)
for glacier terminus 0.85 0.85 ±0.02 5%

Average Net Thickness Difference (m) for
Area of Interest −0.84 −0.84 ±0.02 −7%

Percentages (by volume)

Percent Elevation Lowering 79% 79%
Percent Surface Raising 21% 21%
Percent Imbalance (departure from
equilibrium) −29% −29%
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Table A3. The area uncovered to 18 August 2013 (recent-deglaciated area)

Attribute Raw Thresholded DoD Estimate:

Areal Metrics

Total Area of Surface Lowering (m2) 4495 4302
Total Area of Surface Raising (m2) 356 247
Total Area (m2) 4851 4549 94%

Total Volumetric Metrics ± Error Volume %Error

Total Volume of Surface Lowering (m3) 2497 2494 ±122 5%
Total Volume of Surface Raising (m3) 55 54 ±7 13%
Total Volume of Difference (m3) 2552 2549 ±129 5%
Total Net Volume Difference (m3) −2441 −2440 ±122 −5%

Vertical Averages:

Average Depth of Surface Lowering (m) 0.56 0.58 ±0.03 5%
Average Depth of Surface Raising (m) 0.16 0.22 ±0.03 13%
Average Total Thickness of Difference (m)
for Area of Interest 0.53 0.53 ±0.03 5%

Average Net Thickness Difference (m) for
Recent-Deglaciated Area −0.50 −0.50 ±0.03 −5%

Percentages (by volume)

Percent Elevation Lowering 98% 98%
Percent Surface Raising 2% 2%
Percent Imbalance (departure from
equilibrium) −48% −48%

Table A4. The glacier forefield—inner marginal zone.

Attribute Raw Thresholded DoD Estimate:

Areal Metrics

Total Area of Surface Lowering (m2) 80,495 46,429
Total Area of Surface Raising (m2) 61,106 41,451
Total Area (m2) 141,601 62%

Total Volumetric Metrics ± Error Volume % Error

Total Volume of Surface Lowering (m3) 12,372 11,974 ±1313 11%
Total Volume of Surface Raising (m3) 17,773 17,570 ±1172 7%
Total Volume of Difference (m3) 30,145 29,545 ±2486 8%
Total Net Volume Difference (m3) 5400 5596 ±1760 31%

Vertical Averages:

Average Depth of Surface Lowering (m) 0.15 0.26 ±0.03 11%
Average Depth of Surface Raising (m) 0.29 0.42 ±0.03 7%
Average Total Thickness of Difference (m) for
Area of Interest 0.21 0.21 ±0.02 8%

Average Net Thickness Difference (m) for
Glacier Forefield 0.04 0.04 ±0.01 31%

Percentages (by volume)

Percent Elevation Lowering 41% 41%
Percent Surface Raising 59% 59%
Percent Imbalance (departure from equilibrium) 9% 9%
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o Ziemi UMCS na Spitsbergenie; Superson, J., Zagórski, P., Eds.; MCSU Press: Lublin, Poland, 2006; pp. 45–51.
69. Nuth, C.; Kohler, J.; Aas, H.F.; Brandt, O.; Hagen, J.O. Glacier geometry and elevation changes on Svalbard (1936–90): A baseline

dataset. Ann. Glaciol. 2007, 46, 106–116. [CrossRef]
70. Ewertowski, M.W.; Tomczyk, A.M. Quantification of the ice-cored moraines’ short-term dynamics in the high-Arctic glaciers

Ebbabreen and Ragnarbreen, Petuniabukta, Svalbard. Geomorphology 2015, 234, 211–227. [CrossRef]
71. Westoby, M.J.; Glasser, N.F.; Hambrey, M.J.; Brasington, J.; Reyonds, M.J.; Hassan, M.A.A. Reconstructing historic Glacial

LakeOutburst Floods through numerical modelling and geomorphological assessment: Extreme events in the Himalaya. Earth
Surf. Process. Landf. 2014, 39, 1675–1692. [CrossRef]

72. Carrivick, J.L.; Heckmann, T. Short-term geomorphological evolution of proglacial systems. Geomorphology 2017, 287, 3–28.
[CrossRef]

73. Hambrey, M.J.; Glasser, N.F. The Role of Folding and Foliation Development in the Genesis of Medial Moraines: Examples from
Svalbard Glaciers. J. Geol. 2003, 111, 471–485. [CrossRef]

74. Bennett, M.R.; Glasser, N.F. Glacial Geology: Ice Sheets and Landforms, 2nd ed.; Wiley-Blackwell: Oxford, UK, 2009; pp. 1–385.
75. Colbeck, S.C. A theory of water percolation in snow. J. Glaciol. 1972, 1, 369–385. [CrossRef]
76. Conway, H.; Benedict, R. Infiltration of water into snow. Water Resour. Res. 1994, 30, 641–649. [CrossRef]
77. Bales, R.C.; Harrington, R.F. Resent progress in snow hydrology. Rev. Geophys. 1995, 33, 1011–1020. [CrossRef]
78. Cuffey, K.M.; Paterson, W.S.B. The Physics of Glaciers, 4th ed.; Elsevier: Oxford, UK, 2010; pp. 1–674.

88



resources

Article

Hydrological Response to Drought Occurrences in a
Brazilian Savanna Basin

Rubens Junqueira *, Marcelo R. Viola, Jhones da S. Amorim and Carlos R. de Mello

Programa de Pós-Graduação em Recursos Hídricos, Departamento de Recursos Hídricos, Universidade Federal
de Lavras, Lavras 3037, Brazil; marcelo.viola@ufla.br (M.R.V.); jhonesamorim@gmail.com (J.d.S.A.);
crmello@ufla.br (C.R.d.M.)
* Correspondence: rubensjunqueira@live.com

Received: 29 August 2020; Accepted: 14 October 2020; Published: 16 October 2020

Abstract: The Brazilian savanna is one of the world’s 25 biodiversity hotspots. However, droughts
can decrease water availability in this biome. This study aimed to analyze meteorological and
hydrological droughts and their influence on the hydrological behavior in a Brazilian savanna basin.
For that, hydrological indicators were calculated to analyze the hydrological behavior in the Pandeiros
river basin (PRB). The Standardized Precipitation Index (SPI) and Standardized Streamflow Index (SSI)
were calculated for the hydrological year and rainy season from 1977 to 2018. The propagation of the
meteorological to hydrological drought was studied by means of the Pearson coefficient of correlation
between the SSI and SPI with 0, 3, 6, 9, and 12-month lags. A longer meteorological drought was
observed from 2014/15 to 2017/18 which caused a reduction in the groundwater recharge, besides
potentially reducing the ecological functions of the Brazilian savanna. This drought was intensified
by an increase in the average annual temperature, resulting in the increasing of evapotranspiration.
Regarding drought propagation, there is no significant difference among the coefficients of correlation
from 0 to 6-month lags. For the lags of 9 and 12 months, the correlation decreases, indicating a greater
influence of the current rainy season than the past ones.

Keywords: extreme events; hydrological indicators; SPI; water resources management

1. Introduction

The Brazilian savanna (known as “Cerrado”) is the second-largest biome in South America,
covering an area of 2 million km2. It is one of the world’s 25 biodiversity hotspots due to the endemic
species concentration and the high degree of threat [1,2]. Moreover, this biome plays an important role
in providing water, maintaining its ecohydrological functionality for industry, agriculture, navigation,
tourism, and hydroelectricity in several Brazilian and South American basins, including the São
Francisco river basin (SFRB) [3]. Therefore, it is important to conduct hydrological studies for better
assisting water resource management in the Brazilian savanna aiming to maintain its eco-hydrological
services [4].

Hydrological indicators, such as the aquifer restitution rate (ARR) and the surface runoff rate
(SRR), have been widely used to evaluate the hydrological behavior of Brazilian river basins [4–6].
Nevertheless, during extreme events, for example, floods and droughts, the basin may present different
behavior. Extreme drought events can abnormally reduce the streamflow, agricultural production, lake
and reservoir levels, and groundwater recharge [7].

Recently, several studies on drought have been developed in Brazil focused on meteorological
droughts [8–10]. According to Van Loon [7], this drought is associated with a deficiency in precipitation,
and possibly an increase in evapotranspiration. However, few studies have attempted to analyze the
influence of meteorological drought on the streamflow (hydrological drought).
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Although the origin of hydrological drought is commonly related to meteorological drought,
other factors can influence it, highlighting lithology, vegetation, and human influence [11].
Junqueira et al. [12] reported a longer hydrological drought than meteorological ones from 2015
to 2017 due to the reduction in groundwater recharge in previous seasons in the Tocantins river basin,
Brazil. As a result, the effects on irrigation, hydroelectricity, and urban supply were prolonged.

To analyze the occurrence, duration, and intensity of droughts, several indexes have been
developed in recent years. The Standardized Precipitation Index (SPI) [13] has been widely used in
Brazil and worldwide [12,14–16]. According to the World Meteorological Organization (WMO) [17],
this index is considered standard due to its accuracy and simplicity. Several indexes have emerged
from the SPI, such as the Standardized Streamflow Index (SSI) [11], a hydrological drought index with
the same characteristics as the SPI. These indexes represent anomalies from a normal situation and
allow for comparison in different regions [7].

To calculate a standardized index, a Probability Distribution Function (PDF) is required.
McKee et al. [13] applied the two parameters of Gamma distribution for SPI. Nevertheless, to be
more accurate in estimating droughts, Vicente-Serrano et al. [11] suggested it the most suitable PDF
rather than adopting a single distribution for all situations. An inappropriate PDF may over- or
underestimate the magnitude of the drought, as the extreme events are in the tail of the PDF [16].
Therefore, researchers have analyzed several PDFs to calculate standardized drought indexes and
found different results worldwide [11,18,19].

In this context, this study aimed to analyze the occurrence, intensity, duration, and propagation of
meteorological to hydrological droughts and their influence on the hydrological behavior in a Brazilian
savanna basin.

2. Materials and Methods

2.1. Study Area

The Pandeiros river basin (PRB), located in the north Minas Gerais State, is inserted in the Brazilian
savanna and has an area of 3220 km2. Due to its ecological relevance for the Brazilian savanna and
for the SFRB, the Pandeiros River Environmental Protection Area was created through State Law n◦
11,901 to protect the native fish species, which represent 70% of the reproduction and development fish
from the middle São Francisco River [20,21]. Figure 1 shows the PRB location, the streamflow and rain
gauge stations, and the Digital Elevation Model (DEM) ALOS (Advanced Land Observing Satellite)
PALSAR (Phased Array L-band Synthetic Aperture Radar), with a spatial resolution of 12.5 m.

The elevation ranges from 496 to 847 m, with an average of 677 m. The climate, according to
Köppen type-climate classification, is Aw (tropical with wet summers and dry winters) [22]. The average
precipitation for the hydrological year (October to September) is 1085 mm, of which 92% occurs during
the rainy period (October to March).

The predominant soil in the PRB is the Latosol, which covers 88.3% of its area [23], and the natural
pasture, typical of the Brazilian savanna, is the land use predominant, covering 96.3% of the basin’s
area [24].
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Figure 1. Locations of the PRB, streamflow and rain gauge stations, and DEM.

2.2. Input Data

Daily streamflow and precipitation datasets were obtained from the Brazilian National Water
Agency (ANA) from October 1977 to September 2018 (41 hydrological years), using only those with
up to 10% of gaps, aiming to meet the data quality standards for carrying out drought analysis [19].
The double mass curve was used to analyze the homogeneity and consistency of the precipitation
series [25]. Then, gap filling was carried out on a monthly time scale using the Inverse Squared Distance
Weighted method. The basin-scale precipitation was obtained using the area-weighted procedure with
the eight rain gauge stations available (Figure 1) [26].

2.3. Hydrological Behavior

2.3.1. Baseflow

To appraise the hydrological behavior of the PRB, the baseflow was taken using the recursive digital
filters method, which divides the streamflow into direct surface runoff and baseflow (Equation (1)) [27].

yk = fk + bk (1)

where y is the total streamflow (m3 s−1); f is the direct surface runoff (m3 s−1); b is the baseflow (m3 s−1);
and k is the time step (day).

For bk calculation, the methodology proposed by Eckhardt [27] for the general form of the
recursive filter with one parameter is given by Equation (2).

bk =
(1− BFImax)×a× bk−1 + (1− a)×BFImax×yk

1− a× BFImax
(2)

where BFImax is the maximum value of the baseflow index that can be assumed equal to 0.8 as
recommended by Eckhardt [27] for perennial streams; and a corresponds to the groundwater recession
constant (0.8925), dimensionless. This model assumes that the aquifer outflow is linearly proportional to
its storage, which means an exponential recession of baseflow during the period without groundwater
recharge [27].
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2.3.2. Hydrological Indicators

The hydrological indicators adopted to study the hydrological behavior in the PRB are presented
in Table 1.

Table 1. Hydrological indicators used in this study.

Hydrological Indicator Abbreviation Unit

Depletion coefficient α day−1

Water depth stored in the aquifer at the end of the
hydrological year Af mm

Baseflow index BFI -
Aquifer restitution rate ARR %
Evapotranspiration rate ETR %

Surface runoff rate SRR %
Long-term streamflow Qmean m3 s−1

Minimum streamflow Qmin m3 s−1

Maximum streamflow Qmax m3 s−1

Minimum streamflow that occurs in 90% of the time Q90% m3 s−1

Minimum streamflow that occurs in 95% of the time Q95% m3 s−1

Minimum streamflow in seven consecutive days and a
return period of 10 years Q7,10 m3 s−1

Specific yield (SY) related to Qmean, Qmin, Qmax, Q90%,
Q95%, and Q7,10

SYmean, SYmin, SYmax, SY90%,
SY95%, and SY7,10, respectively L s−1 km−2

BFI is the long-term ratio between baseflow and total streamflow and the closer to 1 it is, the greater
the contribution of baseflow to the streamflow. The ARR was obtained by the long-term ratio between
baseflow and precipitation and indicates the precipitation rate that contributes to aquifer restitution.
The evapotranspiration was calculated based on annual water balance (ET = precipitation − total
streamflow, in mm), and then the ETR was calculated as ET divided by precipitation. The SRR
consists of the long-term ratio between direct surface runoff (SR = total streamflow − baseflow) and
precipitation. The α and Af are described in Equations (3) and (4). According to Silva et al. [28],
α values close to zero indicate higher natural regularization capacity.

Qt = Q0 × e−α.t (3)

Af =
Qi×86.4
α×Ab

(4)

where Q0 was the streamflow at the beginning of the recession, in m3 s−1; Qt is the streamflow after
t days of the beginning of the recession, in m3 s−1; Qi is the streamflow at the end of the hydrological
year, in m3 s−1; and Ab is the basin’s area, in km2.

The Qmean was obtained from the average of the daily streamflow, while the Qmin and Qmax

were obtained from the average of the minimum and maximum daily annual streamflow, respectively.
To obtain Q7,10, 10 PDFs fitted using the L-moments were analyzed [29]: the 3-parameter log-normal
(LN3), 3-parameter Pearson (PE3), the Gumbel extreme value, the Generalized Extreme Values (GEV),
Gamma, Weibull, the 4-parameter Kappa, the 5-parameter Wakeby, the generalized logistic (GLO),
and the generalized Pareto (GPA). The PDF was then selected based on the best fitting according
to the Anderson–Darling (AD) test. The Q90% and Q95% were obtained based on the flow-duration
curve. The SY is the result of the calculated streamflows (Q90%, Q95%, etc.) divided by the basin’s area,
which allows comparing them among different regions or sub-basins.
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2.4. Meteorological and Hydrological Droughts

To analyze the occurrence, intensity, and duration of the droughts in the PRB, the SPI [13] and
SSI [11] were calculated by year, considering the hydrological year (October to September), and for
half-year time scales, considering the rainy season (October to March).

For the SPI and SSI calculation, the basin-scale precipitation and streamflow series, respectively,
were accumulated for the studied period and a PDF was fitted. Following that, they were transformed
into a normal distribution, with mean and variance, respectively, equal to zero and one. The analysis
of the most suitable PDF was performed in a similar way to the Q7,10. This procedure, according to
Vicente-Serrano et al. [11], allows higher precision in obtaining drought indexes. Afterward, the indexes
were classified following the WMO [17] classification (Table 2).

Table 2. Classification for the SPI and SSI values.

Classification Indexes Values Probability (%)

Extremely dry (ED) SPI and SSI ≤ −2.0 2.3
Severely dry (SD) −2.0 < SPI and SSI ≤ −1.5 4.4

Moderately dry (MD) −1.5 < SPI and SSI ≤ −1.0 9.2
Near normal (NN) −1.0 < SPI and SSI < 1.0 68.2

Moderately wet (MW) 1.0 ≤ SPI and SSI < 1.5 9.2
Very wet (VW) 1.5 ≤ SPI and SSI < 2.0 4.4

Extremely wet (EW) SPI and SSI ≥ 2.0 2.3

The Pearson correlation of the coefficient (r) with a statistical significance of 5% (α = 0.05) was
used to analyze the correlation between the SPI and SSI on different time scales. In addition, to assess
the propagation of meteorological to hydrological drought, the correlations between the 0, 3, 6, 9,
and 12-month lags with both the SSI and SPI were performed on an annual scale.

3. Results and Discussion

3.1. Hydrological Behavior

Figure 2A presents the average monthly precipitation, streamflow, and baseflow for the PRB.
Surface runoff occurs predominantly in the rainy season, whereas in the dry season, it is the baseflow.
The BFI indicator was equal to 0.80, which is a characteristic of perennial rivers [27], showing the
importance of baseflow over the total streamflow in the studied basin. The ARR for the PRB was
14.9%, a high value when considering that 81.4% of the precipitation returns to the atmosphere by
evapotranspiration (ETR). Besides, only 3.7% of the total precipitation is converted to surface runoff
(SRR). The high ARR and low SRR values are associated with the predominance of Latosol, which is a
deep soil with a high infiltration capacity [30], occurring in a flatter topography (average slope of 5.9%).
Moreover, the PRB is part of an environmental protection area and its vegetation has been preserved,
which favors the soil-water infiltration and reduces direct surface runoff.

The SYmean obtained for the PRB was 6.46 L s−1 km−2, while the SYmin and SYmax were 3.6 and
24.8 L s−1 km−2, respectively. These values are low when compared to others obtained for Brazilian
savanna basins such as by Rodrigues et al. [4] in the Manual Alves da Natividade river basin. However,
the ETR obtained by Rodrigues et al. [4] was 69.1%, lower than that obtained in the PRB (81.4%).
Therefore, the high evapotranspiration contributed to the reduction of the streamflow in the PRB.

Regarding Q7,10 (6.9 m3 s−1), for the streamflow that is used as a basis for granting water
resources in the region, the PDF that presented the best fitting was Wakeby, with AD equal to 0.30.
Amorim et al. [29] found a similar result in the Mortes River, Southeastern Brazil, demonstrating
the satisfactory performance of this PDF for the Q7 series. The SY7,10 was equal to 2.1 L s−1 km−2,
similar to that obtained by Silva et al. [6] in the Minas Gerais State. According to the Euclydes et al. [31]
classification, the PRB has a high natural regularization capacity once SY7,10 corresponds to 33% of
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SYmean, which follows the α value close to zero (0.0073). The α is close to that obtained by Freitas and
Bacellar [32] in sub-basins of the upper São Francisco River and by Junqueira et al. [12] in the Tocantins
river basin. From the flow-duration curve (Figure 2B), Q90% and Q95% was equal to 9.7 and 7.7 m3 s−1,
respectively, which generated SY90 equal to 3.0 L s−1 km−2 and SY95 equal to 2.4 L s−1 km−2, higher
than SY7,10.

 

Figure 2. Hydrograph containing average monthly precipitation (P), total streamflow (Qt), and baseflow
(Qb) (A); and permanent flow curve (B).

3.2. Meteorological and Hydrological Droughts

Among the PDFs analyzed, Weibull presented a better fit in two historical series, whereas Wakeby
showed better performance in six. Although McKee et al. [13] have used Gamma for the SPI calculation,
this PDF did not produce the best fit in either case. GPA presented unsatisfactory results for the
basin-scale precipitation and streamflow series, not being approved in the AD test in both time scales.
Table 3 presents the AD test results for the basin-scale precipitation and streamflow series for the
hydrological years and rainy seasons obtained from each PDF.

Table 3. AD test results for the basin-scale precipitation and streamflow for the PRB.

PDF
Precipitation Streamflow

Hy L3 L6 L9 L12 Rs Hy Rs

Gumbel 0.929 0.874 0.690 0.886 0.249 0.527 0.348 0.462
Gamma 0.562 0.452 0.386 0.376 0.250 0.262 0.381 0.524

GEV 0.552 0.421 0.387 0.320 0.216 0.258 0.350 0.465
Kappa 0.537 0.398 0.368 0.318 0.217 0.243 0.359 0.520
GLO 0.612 0.492 0.456 0.359 0.244 0.341 0.423 0.567
GPA - - - - - - - -

Weibull 0.528 * 0.397 * 0.358 0.300 - 0.239 - -
Wakeby 0.711 0.467 0.325 * 0.279 * 0.202 * 0.206 * 0.281 * 0.388 *

PE3 0.552 0.424 0.385 0.315 0.229 0.260 0.363 0.478
LN3 0.553 0.425 0.388 0.315 0.222 0.262 0.356 0.470

Note: * Best fit, Hy = Hydrological year, L3 = 3 months lag, L6 = 6 months lag, L9 = 9 months lag, L12 = 12 months
lag, Rs = Rainy season.

The SPI and SSI results for the hydrological years and rainy seasons, calculated according to
the most suitable PDF, can be observed in Figure 3. There is an agreement between the SPI values
for the hydrological year and the rainy season (r = 0.96). A similar result is observed in the SSI,
where r = 0.99. However, when comparing the SPI against the SSI at the two-time scales, the correlation
decreases (r = 0.64). This is due to the complexity of the factors associated with the hydrological cycle
in the basins, where the response to precipitation depends on factors such as vegetation, lithology,
and topography [11].
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Figure 3. SPI and SSI results for hydrological years and rainy seasons in the PRB.

The most significant meteorological droughts occurred during the hydrological years of 1986/87,
1994/95, 1995/96, 1997/98, 2007/08, and between 2014/15 and 2016/17 in the PRB. Similar behavior was
observed for the rainy season, however, with some differences concerning intensity. Although the
dry season accounted for only 8% of annual precipitation, the total precipitation in this period
for the hydrological year of 1986/87 was 171.1 mm, approximately twice the average (89.5 mm).
Therefore, the attenuation of drought on a hydrological year scale may have occurred due to increased
precipitation in the dry season.

As a result of some years with below-average precipitation, the hydrological years between
2013/14 to 2017/18 presented a long and intense hydrological drought. In these years, there was a high
reduction in the long-term mean streamflow, from 20.8 m3 s−1 in the whole period to 10.3 m3 s−1 for the
drought period (2013/14 to 2017/18), which is lower than the minimum streamflow for the entire studied
period (11.5 m3 s−1). Also, there was a significant reduction in ARR (14.9 to 9.2%), SSR (3.7 to 2.4%),
SYmean (6.5 to 3.2 L s−1 km−2), SYmin (3.6 to 1.5 L s−1 km−2), and SYmax (24.8 to 17.4 L s−1 km−2).

Besides the reduction in precipitation, the increase in temperature and, consequently,
in evapotranspiration, contributed to the hydrological drought intensification, as highlighted by
Van Loon [7] and Junqueira et al. [12]. According to data obtained from the Brazilian National Institute
of Meteorology (INMET) using a weather station close to the basin (Januária station), the daily annual
average temperature from 1977/78 to 2012/13 was 23.4 ◦C, however, from 2013/14 to 2017/18 there
was an increase of 1.3 ◦C. Thus, the ETR in this period was equal to 88.4%, higher than the average
observed in the studied period (81.4%).

Studies suggest an increase in the intensity and frequency of droughts by the end of the century
worldwide due to atmospheric evaporative demand increases, reducing water availability, soil water
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storage, and agricultural production [15,33,34]. Yet, Santos et al. [35] observed a reduction in the
water table in the PRB wetlands, downstream of the streamflow gauge station of this study, due to a
reduction in precipitation and an increase in temperature in recent years, affecting vegetation dynamics
in the wetland.

During the period 2013/14 to 2017/18, similar events were found in other Brazilian regions such as
the Doce river basin [14], Tocantins river basin [12], Northeastern Brazil [36], Amazon [36], Paraná river
basin [37], the metropolitan region of São Paulo [38], and Ceará State [9], affecting the hydropower
generation and urban supply. Besides, droughts can affect the ecological functions of the Brazilian
savanna [34], as well as reduce the native fish species and increase exotic species [39].

According to Azevedo et al. [40], after a long period of drought, the Sobradinho hydropower plant
reservoir, located in SFRB and responsible for almost 60% of the water resources in Northeastern Brazil,
presented a reduction of up to 50% in surface water in 2015/16. In that year, hydropower generation
was only 170 MW (its total installed power is 1050 MW).

Some researchers associate drought occurrence with anomalies in sea surface temperatures in
the Pacific and the Atlantic Oceans [9,12,36]. Santos et al. [41] reported that anomalies in the El
Niño-Southern Oscillation (ENSO) phenomenon are related to the cycle of meteorological droughts
in the region in which the PRB is located, however, the Pacific Decadal Oscillation (PDO) influence
has not been identified as having a clear influence on drought events in this region. El Niño (positive
phase of the ENSO) occurred during all the years in which there was a meteorological drought in the
PRB, except for 2007/08 and 2016/17, when the La Niña phenomenon (negative phase of the ENSO)
took place for some months. Junqueira et al. [12] and Marengo et al. [36] also found the influence of
the ENSO on the drought occurrences in the Tocantins river basin and Northeastern Brazil. According
to Garreaud et al. [42], although the PDO-related precipitation and temperature anomalies have the
same behavior as the ENSO in South America, their effects seem to be less intense in the PRB region.

3.3. Drought Propagation

Table 4 presents the correlation results between the SSI and SPI with a lag of 0, 3, 6, 9, and 12 months,
both on an annual scale. There is no difference between the r values from a 0 to 6-month lag.
However, a higher correlation was obtained for the 3-month lag, indicating a lag in the propagation of
the meteorological drought to the hydrological one. A similar result was found by Rodrigues et al. [34]
in sub-basins of the Tocantins River, where the correlation between the indices was higher in the period
from 0 to 3 months.

Table 4. r results between the SSI and the SPI with a lag of 0, 3, 6, 9, and 12 months.

SPI Lags (Months) 0 3 6 9 12

R 0.64 0.65 0.64 0.47 0.39

Furthermore, the correlation is lower for 9 and 12-month lags, that is, changes in streamflow are
more influenced by the current than the past rainy season. According to Van Loon [7], rainfall deficit
in the rainy season can influence following dry season conditions. In cases of longer meteorological
drought, there may be a reduction in groundwater recharge, affecting the streamflow even after the
meteorological conditions return to normal, as also reported by Jesus et al. [14] in the Doce river
basin and by Junqueira et al. [12] in the Tocantins river basin. As an example, in the hydrological
year 2017/18, the SPI was classified as near normal, however, the SSI was classified as moderately dry.
This increase in precipitation from one year to the next attenuated the hydrological drought but was
not enough to fill the recharge deficit from previous years.

According to Junqueira et al. [12], baseflow depends on the precipitation/recharge rate in previous
months, as well as on aquifer characteristics. As the streamflow in the PRB is strongly influenced by
baseflow (BFI = 0.80), the deficiency in groundwater recharge has a prolonged effect on the streamflow.
This deficiency is confirmed by the Af values, where, from 2013/14 to 2017/18, the average was 21.1 mm,
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less than half the historical average (48.9 mm). The recharging deficiency increased during the drought
until it reached its lowest value at the end of 2016/17 (Af = 16.3 mm). After the 2017/18 hydrological
year, there was a slight recovery of water storage in the aquifer (Af = 20.0 mm) due to the increase in
precipitation, however, it remained below the historical average.

4. Conclusions

The SPI allowed us to identify the main droughts that hit the PRB (1986/87, 1994/95, 1995/96, 1997/98,
2000/01, 2007/08, 2014/15, 2015/16, and 2016/17). These events may be related to the occurrence of
macro-scale climatic phenomena such as the ENSO, as observed in other Brazilian regions. Although the
droughts observed in hydrological years presented a high correlation with the drought during the
rainy season, the dry season can occasionally influence the drought intensity.

The hydrological drought from 2013/14 to 2017/18 occurred mainly due to a prolonged reduction
in precipitation, reducing water availability, and affecting the fish reproduction in the PRB and SFRB
and the ecological functions of the Brazilian savanna. In addition to the reduction in precipitation,
the increase in temperature and, consequently, in evapotranspiration contributed to the intensification
of the hydrological drought in the cited period.

Based on the hydrological indicators, a high influence of baseflow on the total streamflow (BFI= 0.8)
and evapotranspiration (81.4% of the total precipitation) on the hydrological behavior of the PRB was
observed. Moreover, the analysis of hydrological indicators highlighted the influence of droughts on
groundwater recharge, evidenced by a reduction in Af values.

The propagation of meteorological to hydrological drought occurred in shorter lags (0 to 6 months),
with greater correlation in 3-month lag. However, for the lags of 9 and 12 months, the correlation
decreased, indicating that changes in streamflow are more influenced by the current than previous
rainy seasons.
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Abstract: The objective of this study was the development and verification of a model of soil moisture
decrease during dry spells—SMDS. The analyses were based on diurnal information of the occurrence
of atmospheric precipitation and diurnal values of soil moisture under a bare soil surface, covering
the period of 2003–2019, from May until October. A decreasing exponential trend was used for the
description of the rate of moisture decrease in six layers of the soil profile during dry spells. The least
squares method was used to determine, for each dry spell and soil depth, the value of exponent α,
which described the rate of soil moisture decrease. Data from the years 2003–2015 were used for the
identification of parameter α of the model for each of the layers separately, while data from 2016–2019
were used for model verification. The mean relative error between moisture values measured in
2016–2019 and the calculated values was 3.8%, and accepted as sufficiently accurate. It was found
that the error of model fitting decreased with soil layer depth, from 8.1% for the surface layer to
1.0% for the deepest layer, while increasing with the duration of the dry spell at the rate of 0.5%/day.
The universality of the model was also confirmed by verification made with the use of the results of
soil moisture measurements conducted in the years 2009–2019 at two other independent locations.
However, it should be emphasized that in the case of the surface horizon of soil, for which the process
of soil drying is a function of factors occurring in the atmosphere, the developed model may have
limited application and the obtained results may be affected by greater errors. The adoption of
calculated values of coefficient α as characteristic for the individual measurement depths allowed
calculation of the predicted values of moisture as a function of the duration of a dry spell, relative to
the initial moisture level adopted as 100%. The exponential form of the trend of soil moisture changes
in time adopted for the analysis also allowed calculation of the duration of a hypothetical dry spell t,
after which soil moisture at a given depth drops from the known initial moisture θ0 to the predicted
moisture θ. This is an important finding from the perspective of land use.

Keywords: soil moisture; dry spells; time domain reflectometry; moisture decrease model; Poland

1. Introduction

Soil water resources play an important role in the water cycle in the plant-soil-atmosphere system,
and particularly in the surface layer of soil [1–5]. This system affects energy flux and supplies water
vapor to the atmosphere as a result of the process of evaporation from bare soil, or evapotranspiration
from areas covered with vegetation of diverse kinds. This leads to the exhaustion of water resources in
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soil, while supplying the atmosphere with water vapor, thereby creating the basis for the formation of
precipitation, which is the main source of the water supply of the soil profile independently of human
influence. The important elements are the amount of precipitation, its intensity, and its distribution
in time. The effect of precipitation is particularly visible in the surface layer of soil, where moisture
exhibits a significant variation over time and decreases with greater depths [6–9]. As soil moisture
is a key variable in the climate system, it plays a major role in climate change projections [5]. As a
consequence of predicted global warming, changes in terrestrial water storage are expected [10–13].
As reported by Giorgi et al. [14] an increase of the intensity of precipitation and of the duration of
non-rainfall periods, with simultaneous limitation of the reach of precipitation and shortening of the
duration of wet periods, can have an impact on the time, location, and availability of water. As follows
from the study by Huang et al. [15], at a global scale, arid areas could constitute more than 50% of the
Earth’s total landmass, the majority of which could be found in developing countries.

According to Grillakis [16], changes to soil water resources in the European region are expected as
a consequence of predicted climate change. In this regard, in recent years, the occurrence of increasingly
long series of rainless days, lasting for as long as several weeks, have been observed, representing
atmospheric anomalies. The direct effect of such events is a disturbed water balance in a given area,
caused by rainfall deficit, which leads to the occurrence of the phenomenon of so-called atmospheric
drought (also called meteorological drought). Poland is situated in a zone of a moderate climate
of the transitional type, and destructive droughts occur within its territory, causing a depletion of
water resources and, thus, a major economic, environmental, and societal problem. According to the
climate-soil moisture regime described by Budyko (after [2,5]), the region belongs to a transitional
climate regime, where soil moisture constrains evapotranspiration variation. Drought occurs in Poland
at several-year intervals, and results in serious economic losses.

Agriculture is the most sensitive element of the economy in many countries. Atmospheric drought
lasting for several weeks results in the exhaustion of water resources in the soil, which leads to the
appearance of a soil drought. In such conditions, the growth of plants is hampered; thus a distinct
drop in soil water resources is later reflected in low yields of crop plants [17,18]. The occurrence of
soil drought can be accelerated or delayed by individual properties of soil, in particular, its particle
size distribution. In the case of heavy soils, in which capillary rise replenishes water resources in the
root zone from deeper layers, that process delays the occurrence of soil drought. In light gavel and
sandy soils, no such possibilities exist, and soil drought will appear much sooner. Rainfall deficit
causes strong crusting of the surface layer of soil, hindering the infiltration of water into deeper
soil layers, in which the rate of infiltration is dependent on the moisture status of the soil [19–21].
In agriculture, it is difficult to clearly separate soil drought from agricultural drought. In the simplest
terms, soil drought is treated as a deficit of soil water for plants, while the effect on plant growth is
taken into account in the case of agricultural drought [17].

Droughts are a threat to correct plant growth and development, but studies conducted by the
authors of the present paper indicate that the occurrence of non-rainfall periods in certain inter-phase
periods of crop plants can have a positive effect in the form of increased yields [22–24]. However,
droughts represent a primary threat to the water balance of a given area. Among the relevant
variables relating to drought impacts, the intensity of atmospheric drought occurrence is the easiest to
estimate. Input data used in the calculation of a meteorological drought index are predominantly total
precipitation and, less frequently, evaporation. Due to information availability, the most frequently
used indicators for the estimation of meteorological drought are the series of non-rainfall days, relative
precipitation index (RPI), effective drought index (EDI), climatic water balance (CWB), or standardized
climatic water balance (SCWB), and the well-known and commonly used Sielianinov coefficient [25–32].
At the global scale, many indices for the estimation of meteorological drought exist, but the most
frequently used is the standardized precipitation index (SPI), based on atmospheric precipitation.
This index allows both short- and long-term prediction of the effects of drought and permits comparative
analyses of drought intensity in various regions of the world [33–37].
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Due to the fact that direct measurements of soil moisture are time and labor consuming, as well
as costly, many indirect methods are used for the identification and estimation of the intensity of
soil drought. Such indices are formulated on the basis of meteorological factors and soil moisture
conditions for various time intervals, and, in the case of crop plants, for the periods between different
plant development phases. The most sensitive interphase periods for crop plants are referred to as the
critical periods. Indices based on the meteorological elements allow the identification of periods of
potential drought threat, which does not always translate directly into soil drought. In turn, indices
based on soil moisture require direct measurements, with short time periods, e.g., one day. Such a
short time interval requires costly specialized equipment, and, for this reason, the measurements
are usually made at the scale of a single measurement point. As reported by Łabędzki and Bąk [27],
the most popular indices of this type used globally include the crop drought index (CDI), soil moisture
index (SMI), crop yield reduction (CYR), Palmer drought severity index (PDSI), crop moisture index
(CMI), Z index, drought severity index (DSI), and soil moisture deficit index (SMDI) [16,38–43],
amongst many others. Their detailed review, together with description of the required input data
and of application limitations, is given in the Word Meteorological Organization (WMO) manual.
In spite of such a large number of existing tools, research continues to be undertaken to develop
new indices, and into possibilities for their use for the estimation of meteorological drought and the
occurrence of soil drought [44–47]. Independently from that direction of research, complex models
have also been developed, allowing the estimation of soil moisture on the basis of a broad spectrum of
meteorological elements and soil characteristics [48–51]. In the search for methods of estimation of the
spatial occurrence of soil drought, remote sensing techniques have also been employed [52–58].

Nonetheless, methods developed and used to date, despite their numerous advantages, have
limitations, as they do not provide information on the actual status of soil moisture during dry spells.
Such information can only be obtained at the cost of labor-consuming field measurements, as changes
in soil moisture relate to the impact of atmospheric conditions and plant cover, and are determined
by the retention capacity of soil, which, in turn, is a function of the soil particle size distribution.
Twenty-four-hour monitoring of the state of soil moisture under bare soil as a reference surface has
been conducted since 2003 at the Institute of Environmental Development and Protection, Wrocław
University of Environmental and Life Sciences, Poland. The reference status of this surface results
from the fact that the bare surface directly intercepts the effect of atmospheric elements and is the
background for assessing the impact of plant cover on soil water balance. Studies on soil moisture
under bare soil have been conducted for years in many research centers [59–62].

Given the above, the objective of the current study was the development and verification of
a model of soil moisture decrease during dry spells (SMDS). The analyses were based on diurnal
information on the occurrence of atmospheric precipitation and diurnal values of soil moisture under
bare soil. These allowed the development of a simple mathematical model describing the rate of
moisture decrease in the soil profile at various depths during dry spells. Theoretical mathematical
models describing soil moisture, based on a deterministic description of the phenomenon, such as the
Richards equation, e.g., [63], are frequently used. The diffusion coefficient in the Richards equation
depends on soil characteristics. However, these models require continuous measurement of soil
moisture in the surface layer (boundary condition), or the artificial assumption that soil moisture
on the surface is constant, invariable over time. In this paper, the authors’ intention was to find an
operational model of soil moisture decrease only on the basis of the duration of dry spells, eliminating
the need for conducting soil moisture measurements. This type of model is much easier to apply in
agricultural practice. The developed model is a methodological contribution for further analysis taking
into consideration plant-covered surfaces, e.g., those covered by grass.
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2. Materials and Methods

2.1. Site Description

Soil moisture measurements were conducted in the area of the Faculty Agro and Hydrometeorology
Observatory, Wrocław University of Environmental and Life Sciences, Poland, during the summer
half-year (May until October), in the years 2003–2019. Data from 2003–2015 (13 years) were used to
determine the model parameter, while those from 2016–2019 (4 years) were used to verify the model.
The observatory is situated in the north-eastern part of the city, and is separated from the urban heat
island by a complex of parks, stadiums, meadows, and fields, and the Odra-Widawa Canal (Figure 1).
The observatory is situated at an elevation of 120.7 m a.s.l., latitude 51◦07′, longitude 17◦07′.

Figure 1. Location of the Faculty Agro and Hydrometeorology Observatory, Wrocław University
of Environmental and Life Sciences, and stations used for additional verification: Jelcz Laskowice
and Baborówko.

In addition, for model verification, the authors used data from soil moisture measurements
conducted in the period 2009–2019 (11 years) at two other locations: Jelcz Laskowice (Dolnośląskie
Province, ca. 25 km south-east from Wrocław, 51◦02′07” N, 17◦20′28” E) and Baborówko (Wielkopolskie
Province, ca. 150 km north from Wrocław, 52◦35′09” N, 16◦37′54” E) (Figure 1). These stations
are included in the network of soil moisture measurements within the scope of the Agricultural
Drought Monitoring System (ADMS) in Poland, conducted by the Institute of Soil Science and
Plant Cultivation—State Research Institute (IUNG-PIB) on behalf of the Ministry of Agriculture and
Rural Development.

2.1.1. Soil

In the surface layers, the soils in the area of the observatory are characterized by the occurrence
of fine-grain loamy sands, which in deeper layers change to weakly loamy and loose sands with
intrusions of mainly loamy sands and sandy loams (Table 1). The sand layer has thickness from 90 to
150 cm overlaying the loam. At the depth of 100–120 cm, the soils are completely saturated with water
for several months a year. Periodically, as a result of capillary rise or in periods of intense rainfall,
the saturation can reach the level of 50–70 cm below the surface of the ground. Typologically, the soils
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are proper fluvisols. In the international classification of FAO-WRB [64], these are cultured soils with
preserved features of alluvial deposits. Most frequently, they are classified in the group of Phaeozems
(Fluvic Gleyic Phaeozems (Anthric, Arenic)). Total porosity of the soils is in the range of 40–45%.
Hydraulic conductivity in the sandy layers varies from 2.9 × 103 to 4.6 × 103 cm/s, while in the sandy
loam at the depth of 120–150 cm, it attains the lowest value of 1.9 × 103 cm/s. The soils in the area
of the observatory are characterized by low retention capacity. The field water capacity in the sandy
layers with suction force pF = 2.0 varies from 6.0% to 12.5% [65].

Table 1. Particle size distribution (PSD) of the soils in the area of the observatory [65].

Depth Percentage Share of Fraction With Diameter (mm)
PSD Group

cm >2 2.0–1.0 1.0–0.5 0.5–0.25 0.25–0.1 0.1–0.05 0.05–0.02 0.02–0.002 <0.002

0–28 0 2 8 23 42 8 8 7 2 loamy sand
28–39 0 1 9 24 43 6 10 6 1 loamy sand
39–77 0 2 9 20 48 11 6 3 1 weakly-loamy sand
77–106 0 2 16 33 43 2 2 1 1 loose sand
106–122 2 4 17 23 42 3 1 1 9 loose sand
122–150 2 1 5 18 35 7 7 9 18 sandy loam

2.1.2. Agroclimate

Characterization of the agrometeorological conditions in the area of the observatory was conducted
on the basis of the normative multi-year period of 1971–2000, due to the fact that the currently valid
norm recommended by WMO—that is, the 30-year period of 1981–2010—includes the years adopted
for the analyses [66]. Figure 2 presents the characteristics of the summer half-years adopted for the
analyses. The characteristics include such elements as air temperature, atmospheric precipitation,
and the level of the ground water table.

Figure 2. Agrometeorological characterization (air temperature, tp; precipitation, P; ground water level,
Wg) of the summer half-year in the years 2003–2019 in relation to the normative multi-year period
of 1971–2000.

The mean half-year values of air temperature, with the exception of 2018, were characterized by
small variation, as they varied from 15.1 ◦C in 2007 and 2010 to 16.5 ◦C in 2006. The exception was
the mentioned 2018, with an average temperature of 17.6 ◦C, classified as a very warm period. In a
vast majority of cases, deviations from the norm for the multi-year period of 1971–2000 of 14.8 ◦C [67]
were classified as warm periods. Only in the years 2004, 2007, 2009, and 2010 did the values of the
deviations not exceed 0.5 ◦C, and thus corresponded to normal conditions.

The analyzed summer half-years were characterized by notably greater variation of the rainfall
conditions, which basically results from the random character of this factor and its large variation year
to year. The half-year precipitation totals varied from 259 mm in 2004 and 264 mm in 2015, to 541 mm
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in 2013, while the mean value for the normative multi-year period is 369 mm. Their interpretation
was conducted on the basis of the RPI (relative precipitation index) [27]. As can be seen in Figure 2,
the period adopted for the analyses covered years with precipitation totals conforming to the norm,
as well as years with either a precipitation deficit or excess. Note should be taken of the outstanding
period of 2009–2014, with an accumulation of summer half-years with precipitation totals corresponding
to wet and very wet periods, and the period of 2005–2007 with normal precipitation totals.

The depths of the ground water table level were characterized on the basis of the norm proposed
by Biniak-Pieróg [59]. From the ground surface, the mean half-year depths of the ground water table
level varied from 164 cm in 2008 and 2018 to 100 cm in 2013, and the mean multi-year value was 126 cm.
The most frequently observed were half-year periods with ground water levels corresponding to low
states (7 cases), followed by medium-high states (5 cases).

The summer half-years of 2016–2019 adopted for verification of the model parameter were
characterized by variability of the agrometeorological conditions, in particular, taking into account
rainfall conditions (Figure 2). They included both warm periods with excess precipitation and
a medium-high groundwater level (2017), or warm periods with normative precipitation but a
medium-low groundwater level (2016 and 2019).

2.2. Data

The analyses were based on diurnal values of soil moisture under the bare surface, adopted as
the reference surface, and information on the occurrence of atmospheric precipitations. Soil moisture
was measured every day, at the time of morning observations, i.e., at 6.00 UTC, in the hydrological
summer half-year, lasting 1 May–31 October, in the years 2003–2019, using the TDR (time domain
reflectometry) method. This approach is one of the most modern methods of measurement, consisting
of the generation of an electromagnetic wave pulse, which, entering the analyzed medium—in this case,
soil—is reflected, and recording of the moment of return of the attenuated reflected pulse. The value
of attenuation of the reflected wave that is returned depends primarily on the content of water in
the soil, in addition to the concentration of electrolytes and the content of clays [68]. The main
advantages of the method include its high temporal and spatial resolution; high measurement accuracy,
reaching 1–2% of volumetric moisture; minimized calibration requirements; zero risk of radiation,
as is the case when using the gammametric or neutron methods; and the possibility of conducting
continuous, rapid, and non-destructive measurements with any chosen time interval [69,70]. In the
current study, a modern apparatus was used, in the form of TDR/MUX/mpts instruments and data
loggers MIDL_GPRS for field installation, the sole manufacturer of which in Poland is the Institute of
Agrophysics PAS in Lublin [71]. These instruments allow continuous measurement of soil moisture,
temperature, and salinity at the same point. They work together with a set of TDR probes installed at
depths of 10, 20, 30, 40, 50, 60, 80, and 100 cm under the bare soil surface (Figure 3), calibrated at the
beginning of each measurement season by means of the software provided by the manufacturer [71].

Figure 3. Measurement of soil moisture with the use of TDR/MUX/mpts and MIDL_GPRS data
acquisition loggers at the Faculty Agro and Hydrometeorology Observatory.
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Soil moisture values in the layers of 0–10, 10–20, 20–40, 40–60, 60–80, and 80–100 cm were used for
the analyses, for the summer half-years of 2003–2019. Table 1 presents the extreme and mean values of
soil moisture from the layers adopted for the analyses. The years in which the lowest values were
observed are differentiated in relation to the soil layer. For the surface layers of 0–10 and 10–20 cm,
the lowest values of soil moisture were noted in 2004 at 0.019 and 0.035, respectively. This year was
classified as very dry, with the ground water table at low states (Figure 2). Whereas, for the layers
of 20–40 and 40–60 cm, the lowest values of soil moisture were noted in 2003—a warm and dry
year, with a low state of the ground water table at 0.052 and 0.062, respectively. In the case of the
deepest layers of 60–80 and 80–100 cm, the lowest values were observed in 2015 and 2016, respectively.
In this case, the medium-low and low states of the ground water table were important. Irrespective
of the analyzed soil layer, under bare soil, the maximum values were observed in 2013. This was a
normal half-year in terms of air temperatures, and with above-norm rainfalls corresponding to a very
wet period with a medium state of the ground water table. In addition, in several preceding years,
the summer half-years were characterized by above-norm rainfalls and ground water table states,
which allowed replenishment of the water resources in the soil profile, and their maintenance (Table 2).

Table 2. Extreme and average values of soil moisture in summer half-years in the period of 2003–2019.

Soil Depth (cm)

0–10 10–20 20–40 40–60 60–80 80–100

2003
min 0.022 0.045 0.052 * 0.062 * 0.085 0.102
max 0.078 0.091 0.084 0.093 0.124 0.185

average 0.047 0.063 0.066 * 0.073 * 0.102 0.122

2004
min 0.019 * 0.035 * 0.062 0.087 0.087 0.101
max 0.080 0.083 0.116 0.164 0.169 0.209

average 0.038 * 0.053 * 0.087 0.111 0.120 0.136

2005
min 0.022 0.045 0.091 0.103 0.114 0.124
max 0.134 0.101 0.133 0.157 0.171 0.215

average 0.058 0.066 0.103 0.122 0.137 0.159

2006
min 0.035 0.039 0.078 0.087 0.107 0.128
max 0.158 0.102 0.165 0.177 0.198 0.232

average 0.065 0.061 0.102 0.115 0.141 0.171

2007
min 0.033 0.070 0.096 0.092 0.104 0.126
max 0.109 0.131 0.141 0.137 0.155 0.182

average 0.055 0.089 0.111 0.108 0.122 0.145

2008
min 0.062 0.060 0.092 0.113 0.138 0.153
max 0.116 0.101 0.152 0.190 0.214 0.235

average 0.076 0.072 0.105 0.131 0.158 0.179

2009
min 0.054 0.055 0.108 0.133 0.161 0.181
max 0.216 0.280 0.267 0.257 0.255 0.258

average 0.086 0.090 0.142 0.167 0.187 0.202

2010
min 0.057 0.074 0.110 0.132 0.158 0.176
max 0.309 0.296 0.281 0.270 0.273 0.272

average 0.100 0.118 0.151 0.171 0.191 0.204

2011
min 0.042 0.061 0.065 0.088 0.120 0.152
max 0.183 0.197 0.315 0.296 0.299 0.299

average 0.086 0.097 0.095 0.121 0.153 0.179

2012
min 0.065 0.061 0.072 0.078 0.097 0.118
max 0.161 0.157 0.129 0.135 0.154 0.176

average 0.080 0.078 0.083 0.087 0.107 0.133
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Table 2. Cont.

Soil Depth (cm)

0–10 10–20 20–40 40–60 60–80 80–100

2013
min 0.070 0.072 0.083 0.091 0.129 0.154
max 0.329 * 0.309 * 0.321 * 0.328 * 0.310 * 0.305 *

average 0.124 * 0.135 * 0.152 * 0.177* 0.187 0.197

2014
min 0.066 0.068 0.076 0.089 0.101 0.111
max 0.103 0.107 0.109 0.124 0.162 0.172

average 0.081 0.082 0.088 0.101 0.114 0.125

2015
min 0.051 0.050 0.062 0.067 0.078 0.081 *
max 0.140 0.095 0.089 0.085 0.098 0.112

average 0.066 0.063 0.070 0.073 0.087 * 0.097 *

2016
min 0.051 0.052 0.058 0.066 0.072 * 0.108
max 0.084 0.082 0.088 0.132 0.160 0.188

average 0.066 0.065 0.070 0.099 0.116 0.144

2017
min 0.053 0.071 0.063 0.093 0.168 0.235
max 0.102 0.122 0.100 0.161 0.249 0.275

average 0.065 0.090 0.081 0.117 0.213 0.260

2018
min 0.064 0.061 0.101 0.128 0.175 0.177
max 0.154 0.141 0.139 0.165 0.243 0.256

average 0.085 0.093 0.108 0.141 0.202 0.221

2019
min 0.076 0.076 0.089 0.139 0.193 0.204
max 0.170 0.140 0.157 0.224 0.258 0.245

average 0.109 0.096 0.107 0.159 0.215 * 0.225

* absolute values.

Diurnal information on atmospheric precipitation was acquired by means of the standard
Hellmann rain gauge. With regard to the scope of the analyses, the important information was the
occurrence or lack of atmospheric precipitation. The number of non-rainfall days varied from 80 in the
very wet summer half-year of 2012 to 121 in the dry half-year of 2018. Due to the random character
of rainfall and its high variation, the number of days with no rainfall did not correspond with the
characteristics of the precipitation conditions. For example, similar numbers of non-rainfall days
(approximately 110) were observed in a normal year (2006), a dry year (2015), and a wet year (2011).

The information acquired as described above was the basis for the determination of the start and
end points of non-rainfall periods. It was assumed that a series of non-rainfall days was defined as
1 day with rainfall below 1 mm or 2 successive days with combined precipitation total below 1 mm,
while one day with precipitation of 1 mm and above was not counted as belonging to such a series [72].
The diurnal values of the moisture of bare soil were referenced to the series of non-rainfall days
determined in this way for each of the 6 soil layers from 0–10 to 80–100 cm.

2.3. Exponential Model SMDS

The soil moisture decrease in dry spells can be described by means of various relationships.
The adoption of the simplest linear relationship between soil moisture and the duration of a dry spell is
equivalent to the hardly acceptable assumption that the decrease of moisture on every day is constant
and independent of the initial soil moisture of that day. In addition, when constructing a longer forecast
of soil moisture based on the decreasing linear trend, one could obtain negative values of soil moisture.
Similar problems are encountered in the case of polynomial and exponential models—lack of physical
foundations and lack of monotonicity of solutions for longer time horizons. In addition, the authors
wanted to create a model that would not be overly complicated while also being universally applicable,
and that would describe the decrease of the moisture of bare soil for various locations with similar soil
and atmospheric conditions by means of a single functional relationship with parameters that have
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subject-matter justification. Such initial assumptions are met by a single-parameter exponential model.
It has a substantiated physical basis (Equation (1)), the single parameter of the model has a clear physical
interpretation, and the model produces credible monotonic solutions and is universally applicable.

In consideration of these factors, a decreasing exponential trend was applied for the description
of the rate of soil moisture decrease during dry spells, for each of the six layers of 0–10, 10–20, 20–40,
40–60, 60–80, and 80–100 cm. The exponential form of the trend results from the prior assumption
adopted that the value of the diurnal drop of soil moisture is proportional to the initial moisture of
each day, according to the formula:

θ(t + 1) − θ(t) = k · θ(t), (1)

where:

θ(t)—volumetric moisture (-),
t—time (day), and
k—coefficient of proportionality, −1 < k < 0.

Coefficient k is negative because soil moisture decreases during dry spells. Similarly, k > −1
because the decrease of moisture during one day cannot be greater that the moisture at the beginning
of this day.

The truth of the assumption of a linear relationship between the moisture drop and the initial
moisture according to Equation (1) is substantiated statistically in Section 3.2.

From the assumption of Equation (1), one can infer the exponential form of soil moisture as a
function of time:

θ(t) = θ0e−αt, (2)

where θ0—moisture on the initial day of the dry spell, and:

α = − ln(1 + k). (3)

Coefficient α > 0 is a numerical characteristic of the rate of moisture decrease: α close to zero means
that the rate of moisture decrease is very low, α = 0 would mean that soil moisture does not decrease
at all during a dry spell and is constant. On the other hand, an increase of the value of parameter α
characterizes a dynamic decrease of soil moisture during a dry spell. Coefficient α characterizes the
kind of soil, and in this paper, a method is proposed for its determination for each soil layer separately.

For further analysis, only those dry spells were selected that lasted at least 10 days. For each dry
spell and for each soil layer separately, the value of αwas determined with the method of least squares,
minimizing the value of the root of the mean square error (RMSE) according to the formula:

∂d(α) =

√
1
n

∑n

i=1
(obsd − cald(α))

2, (4)

where:

∂d(α)—RMSE,
n—dry spell duration (days),
obsd—moisture measurement at depth d (-), and
cald(α)—moisture at depth d (-) calculated from Equation (2).

Data from the years 2003–2015 were used for the identification of parameter α of the model for
each soil layer separately, while independent data from 2016 to 2019 were used for model verification.
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Additionally, in the following section of this article, a mean absolute percentage error (MAPE) is
calculated according to the formula:

MAPE =
1
n

∑n

i=1

|obsi − cali|
obsi

100%. (5)

3. Results

3.1. Characterization of Dry Spells

In the years 2003–2015, there were 39 series of observations covering dry spells lasting at least 10
days, but their frequency in the individual months of the year was not uniform (Table 3).

Table 3. Number of dry spells in particular months of the summer half-year.

Months V VI VII VIII IX X

Number of dry spells 8 4 3 3 12 9

The largest number of dry spells was noted in the spring and autumn months (May, September,
and October), and the smallest in the summer (June to August). In addition, the duration distribution
of individual dry spells was not homogeneous. Notably, the largest number of dry spells lasted for
10–12 days, with the longest lasting for 38 days (Figure 4). The mean duration of dry spells within the
analyzed group of dry spells of at least a 10-day duration was 13.67 days.

Figure 4. Histogram of dry spell duration.

In each dry spell, soil moisture in the analyzed layers, with a few exceptions, decreased
monotonously with the passage of time (Figure 5).

Figure 5. Decrease of soil moisture on consecutive days and sequential soil layers for an exemplary dry
spell lasting 18 days.
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Appendix A presents soil moisture characteristics for the individual dry spells, i.e., soil moisture
on the first day of the dry spell (SMb), % decrease of soil moisture in relation to the initial value (SM%),
and % decrease of soil moisture per day (SM%/d). The infrequent negative values (in bold) mean that,
during a dry spell, the final value of moisture was higher than the initial value. Such a situation occurs
sporadically at greater depths, where the effect of changes of the ground water table on soil moisture
in the aeration zone becomes observable. Table 4 presents average values and standard deviations of
SM% and SM%/d for the soil depths adopted for the analyses.

Table 4. Average values and standard deviations of SM% and SM%/d for the analyzed soil depths.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100

SM% 26.20 15.93 7.69 5.07 2.38 2.99

SM%/d 2.10 1.26 0.62 0.39 0.19 0.23

St. dev SM% 12.62 10.93 7.77 4.08 3.80 4.78

St. dev SM%/d 1.20 0.99 0.72 0.29 0.28 0.38

3.2. Statistical Substantiation of Assumption (Equation (1))

The truth of the assumption of the linear character of Equation (1) was statistically substantiated.
For each of the 39 dry spells and for each of the 6 analyzed soil layers, the coefficient of correlation r
between the initial moisture of each day θ(t) and moisture decrease during one day θ(t + 1) − θ(t)
was calculated. The mean values of r for the depths and the statistics of the student’s t-test used for
testing the significance of the coefficient of correlation are given in Table 5.

Table 5. Mean values of r for the adopted soil depths and the statistics of the student’s t-test used for
testing the significance of the coefficient of correlation.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100 Average

Correlation coefficient r 0.66 0.48 0.41 0.31 0.41 0.46 0.46

Student’s t-test 4.22 2.37 1.73 1.21 1.80 1.91 2.21

The limit value of the student’s t-test statistic for the mean dry spell duration of 13.67 days at a
significance level of 0.05 is 2.15, and at a significance level 0.1, it is 1.76. In the conducted correlation
analysis, the mean value of the t-test statistic for all dry spells was 2.21, which, at the significance level
0.05, confirms the significance of the coefficient of correlation, and thus confirms the initial assumption
in Equation (1). Only in the case of the layer of 40–60 cm was the assumption of linear correlation not
met at a significance level of 0.1.

3.3. Identification of the SMDS Model Parameter

In the next stage of the study, for each dry spell and for each soil layer, in accordance with
Equation (4), coefficient α in Equation (2) was determined, which describes the rate of moisture
decrease. The variation of coefficient α for each of the 39 dry spells for the analyzed soil layers is
illustrated in Figure 6.

At this point, it is worthwhile to explain the cause of the very high values of coefficient α for dry
spells 11 and 12 (see Figure 6a). These were 10-day dry spells, which started on 11 June 2013 and 30
June 2013. On 9 June 2013, a very strong rainfall was noted, amounting to 28.4 mm, which resulted in
a high increase of moisture in the surface horizon of the soil. In the case of dry spell 11, this value
was 0.0329, and for dry spell 12, 0.0245. In the summer months, the moisture in the soil layer of
0–10 cm usually did not exceed 0.01 at the start of a dry spell. In consequence, the moisture in the soil
layer of 0–10 cm decreased during the 10 days of dry spell 11 by 49%, and, in the case of dry spell 12,
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by 48%. Similarly, high decreases of soil moisture were noted in the layers of 10–20 cm (45% and 43%,
respectively, for dry spell 11 and 12), 20–40 cm (41% and 35%, respectively, for dry spell 11 and 12).

Figure 6. Fluctuation of coefficient α at the adopted soil layers: (a) 0–10, 10–20, 20–40 cm; (b) 40–60,
60–80, 80–100 cm.

The greatest variation of parameter αwas noted for the layer of 0–10 cm, and the oscillations of
coefficient α decreased with increasing depth. This supports the decrease of moisture variation with
depth. Detailed values are given in Table 6. The third column presents the mean values of coefficient α,
which are adopted in a later analysis of this paper as a characteristic of the particular depths in the soil
profile. Table 7 presents the decrease of the values of the correlation coefficient r with increasing depth
in the soil profile.

Table 6. Values of the coefficient α at subsequent measuring depths.

Soil Layer (cm) Variability of Coefficient α Mean Values of Coefficient α

0–10
0.02–0.08 (VI–VIII) 0.0426
<0.03 (V, IX, X) 0.0208

10–20 0.01–0.03 (VI 0.055) 0.0159

20–40 <0.01 (VI 0.055) 0.0077

40–60 <0.01 0.0045

60–80 <0.01 0.0027

80–100 <0.01 0.0025
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Table 7. Mean values of correlation coefficient r between the model and the measured values and
standard deviations with the adopted soil depth.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100

Correlation coefficient r 0.89 0.87 0.78 0.81 0.75 0.60

Standard deviation 0.19 0.28 0.32 0.30 0.31 0.33

Due to the large variation of parameter α obtained for the surface horizon of the soil, in particular
the layer of 0–10 cm (Figure 6a), two mean values of this parameter were calculated for that soil layer:
α = 0.0208 for the months of May, September, and October, and for the typically summer months of
June–August, the calculated value was α = 0.0426.

For each of the 39 dry spells, the correlation coefficient r was also determined, for the correlation
between the soil moisture calculated from Equation (2) and the series of measured moisture values,
for each soil layer separately. For each soil depth, a significant correlation was obtained between the
model and the measured values (r > 0.60), with mean values of r decreasing with depth (Table 7).
This indicates that the soil moisture in soil layers down to 60 cm is strongly dependent on moisture
conditions on the surface of the ground. At depths from 60 to 100 cm, the meteorological conditions on
the ground surface play a lesser role, although they are still statistically significant. At these depths,
the effect of the ground water table becomes apparent, but this was not taken into account in the model.

Detailed results of parameter α identification and approximation errors are given in Table 8.

Table 8. Detailed results of parameter α identification and approximation errors.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100

α
0.0208 (V, IX, X)

0.0159 0.0077 0.0045 0.0027 0.00250.0426 (VI–VIII)

r 0.892 0.866 0.782 0.806 0.746 0.601

MAPE (%) 2.936 1.364 0.777 0.551 0.526 0.837

RMSE 0.003 0.002 0.001 0.001 0.001 0.002

It is worth noting that MAPE (Equation (5) did not exceed 10% for any dry spell and any soil
layer. It can be assumed, therefore, that the values of parameter α given in Tables 5 and 7 describe the
dynamics of moisture decrease during dry spells well.

3.4. Verification of SMDS Model

Model verification was performed following two pathways:

1. With the use of independent moisture measurements, conducted at the same points as the
measurements used for the construction of the model, in the area of the Faculty Agro and
Hydrometeorology Observatory of the Wrocław University of Environmental and Life Sciences,
taken in 2016–2019; and

2. With the use of moisture measurements of bare soil, taken at the two additional measurement
locations, i.e., Jelcz Laskowice and Baborówko (Section 2.1), in the years 2009–2019.

3.4.1. Verification Based on Data from Wrocław (Faculty Agro and Hydrometeorology Observatory)

During the 4-year period 2016–2019, 12 dry spells of at least 10 days were identified, according to the
adopted methodology. Figure 7 presents the dependences between the measured and calculated values.

113



Resources 2020, 9, 85

Figure 7. Dependences between the measured and calculated values of soil moisture for the verified
years 2016–2019 for Wrocław.

Table 9 presents the values of MAPE (%) for each measurement depth separately and the mean
value for the entire soil profile, calculated with the use of the data from measurements conducted in
the area of the Faculty Agro and Hydrometeorology Observatory.

Table 9. Variability of MAPE (%) and parameters of regression and correlation with depths for verified
dry spells for Wrocław.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100 Mean

MAPE (%) 8.1 5.3 3.7 3.0 2.1 1.0 3.8

a 1.13 1.09 1.06 1.09 1.09 1.04 1.08

b −0.01 −0.01 −0.00 −0.01 −0.01 −0.01 −0.01

r2 0.83 0.93 0.91 0.95 0.98 0.99 0.93

a, b—parameters of regression line Cal = a × Obs + b; Cal—calculated moisture; Obs—measured moisture;
r2—square of correlation coefficient.

The MAPE error for all soil layers between moisture values observed in these years and values
calculated using Equation (2) was 3.8%. This value was accepted as sufficiently accurate. It was found
that the model fitting error decreased with the soil layer depth, from 8.1% for the surface layer to 1.0%
for the deepest layer (Table 9). In other words, the accuracy of the exponential model improves with
depth in the profile. This results from moisture stabilization at greater soil depths during dry spells.
At the same time, the fitting error increased with the duration of the dry spell, at the rate of about
0.5%/day (Figure 8).
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Figure 8. Variability of relative errors Re = |Cal−Obs|
Obs · 100% with time for verified dry spells for Wrocław.

The drastic increase of the relative error Re (%) for dry spell 4 between days 10 and 11 of its
duration was caused by sporadic errors in the measurement data. In this case, the measuring apparatus
recorded a high decrease of the soil moisture between days 10 and 11 of the duration of the dry spell
(i.e., between15 and 16 September 2016) only in the layers of 0–10 and 40–60 cm. It is surprising that in
the remaining layers, the soil moisture changed only minimally or not at all (Table 10). The authors did
not apply any corrections to the doubtful data, nor did they eliminate those data from the data base.

Table 10. Soil moisture values with depths on the 15th and 16th of September 2016.

Day 0–10 cm 10–20 cm 20–40 cm 40–60 cm 60–80 cm 80–100 cm

15 September 2016 0.063 0.056 0.072 0.140 0.146 0.222

16 September 2016 0.051 0.055 0.072 0.124 0.146 0.220

3.4.2. Verification Based on Data from Jelcz Laskowice and Baborówko

Model verification was also performed with the use of the results of soil moisture measurements
conducted in the years 2009–2019 at two other locations in Poland, Jelcz Laskowice and Baborówko
(Figure 1). As mentioned in Section 2.1, these stations are included in the soil moisture measurement
network within the scope of the Agricultural Drought Monitoring System (ADMS) in Poland,
conducted by the Institute of Soil Science and Plant Cultivation—State Research Institute (IUNG-PIB).
They represent light soils, accounting for nearly 70% of all soils in Poland and in central Europe. From
the viewpoint of particle size distribution, they are light loamy sands and light silty sands, and strong
loamy sands and strong loams. In terms of susceptibility to droughts, the soils are classified in category
II with a particle size distribution of light silty loamy sand [73]. Moisture measurements at these
locations were taken by means of the profile probe PR2 Delta-T® at 5 depths in the soil profile: 10, 20,
40, 60, and 100 cm [74].

During the period of 2009–2019, 20 dry spells in Jelcz Laskowice and 35 in Baborówko were
identified, in conformance with the adopted method, each lasting at least 10 days. The locality of
Baborówko is situated in the Wielkopolskie Province, classified as one of the driest regions in Poland.
This was also supported by the more frequent identification of dry spells numbering longer than
20 days at this measurement location. It should be mentioned that the verified model of soil drying
during dry spells was created on the basis of dry spells that lasted, in the vast majority, for 10–20 days,
which resulted from the duration of dry spells in Wrocław in the 13-year period adopted for the
analyses. SMDS model verification performed on the basis of this material also allowed an assessment
of the response of the model to dry spells lasting for longer than 20 days.
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Figures 9 and 10 present the relationships between the measured and the calculated values of soil
moisture for Jelcz Laskowice and Baborówko, respectively.

Figure 9. Relationship between measured and calculated values of soil moisture for the verified years
2009–2019 for Jelcz Laskowice.

Figure 10. Relationship between measured and calculated values of soil moisture for the verified years
2009–2019 for Baborówko.

Table 11, on the other hand, presents the values of MAPE (%) for each of the measurement depths
separately, and the mean value for the entire soil profile, calculated with the use of data from both
measurement locations that were used for the verification.
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Table 11. Variability of MAPE (%) and parameters of regression and correlation with depths for verified
dry spells for Jelcz Laskowice and Baborówko.

Soil Layer (cm) 0–10 10–20 20–40 40–60 60–80 80–100 Mean

Laskowice MAPE (%) 27.7 7.5 3.4 2.6 - 2.2 8.7

a 0.89 0.98 0.98 0.97 - 0.76 9.92

b 0.02 0.00 0.00 0.00 - 0.00 0.00

r2 0.75 0.93 0.98 0.96 - 0.74 0.87

Baborówko MAPE (%) 37.5 16.6 8.4 4.2 - 3.5 14.4

a 0.85 0.92 0.91 0.92 - 0.89 0.90

b 0.03 0.02 0.02 0.02 - 0.04 0.03

r2 0.75 0.78 0.90 0.91 - 0.84 0.84

a, b—parameters of regression line; Cal = a × Obs + b; Cal—calculated moisture; Obs—measured moisture;
r2—square of correlation coefficient.

Model verification performed with the use of the data from Jelcz Laskowice and Baborówko
demonstrated that the model, apart from the surface horizon of the soil, yielded results with errors
smaller than 10%, which should be accepted as satisfactory results. This supports the conclusion
that the model is a universal one and can be used for other objects characterized by soil conditions
similar to those of the Faculty Agro and Hydrometeorology Observatory in Wrocław. In the surface
soil horizons, in particular in the layer of 0–10 cm, the errors of verification reached or exceeded 30%.
This results from the fact that during dry spells, soil moisture in those layers is also affected by other
meteorological factors that influence the dry spell duration not accounted for in the model.

3.5. Prediction

The adoption of the values of the coefficient α given in Tables 6 and 8 as a characteristic for the
particular soil layers allows calculation, using Equation (2), of the predicted moisture values in relation
to the duration of the dry spell, relative to the initial moisture accepted as 100%. Examples of predicted
values are given in Table 12. For example, for a dry spell lasting for 15 days, in the layer of 20–40 cm,
the moisture predicted according to the model will decrease to 89% of the initial moisture.

Table 12. Prediction of soil moisture (%) depending on time and soil layer.

α 0.0208 0.0426 0.0159 0.0077 0.0045 0.0027 0.0025

Time (Day)
Soil Layer (cm)

0–10 0–10 10–20 20–40 40–60 60–80 80–100

0 d 100 100 100 100 100 100 100

10 d 81 65 85 93 96 97 98

15 d 73 53 79 89 93 96 96

20 d 66 43 73 86 91 95 95

25 d 60 34 67 82 89 94 94

30 d 54 28 62 79 87 92 93

35 d 48 22 57 76 85 91 92

40 d 43 18 53 73 84 90 91

The exponential form of the trend of moisture changes over time adopted for the analyses also
allows the calculation, using Equation (2), of the duration of the dry spell t after which soil moisture at
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a selected depth will decrease from the known value of the initial moisture θ0 to moisture θ, which is
important for the land use of the area:

t = − 1
α

ln
(
θ
θ0

)
. (6)

Obviously, time t depends on the value of the decrease rate coefficient α and on the ratio of the
expected moisture θ and the initial moisture θ0. Examples of such lead times are given in Table 13.
For example, in the layer of 20–40 cm, characterized by parameter α = 0.0077, soil moisture will
decrease to 80% of the initial value after a dry spell lasting for 28 days.

Table 13. Time (days) required to achieve values of soil moisture θ at the adopted soil layers.

Soil Layer (cm) α
θ/θ0 (%)

90 80 70 60 50

0–10 0.0208 5 10 17 24 33

0–10 0.0426 2 5 8 11 16

10–20 0.0159 6 14 22 32 43

20–40 0.0077 13 28 46 66 90

40–60 0.0045 23 49 79 113 154

60–80 0.0027 39 82 132 189 256

80–100 0.0025 42 89 142 204 277

4. Discussion

Extreme phenomena—in this case droughts—appear in various regions of the world and
many research teams are looking for methods of closer elucidation of those phenomena. However,
this research is most frequently conducted with the use of known tools and methods. The simple
and non-standard method developed and described in detail herein can help agricultural science and
practice, and expand knowledge on the dynamics of drought. The permanent layout of measurement
points and round-the-clock monitoring of the state of soil moisture at various depths allow the
acquisition of highly valuable information on soil water resources. The innovative approach, i.e.,
simplicity of the model and departure from the standards, consisting in estimating the amount of
soil moisture changes through indirect methods based on various available sets of meteorological
elements, can contribute to a certain progress in the development of knowledge on drought as an
extreme phenomenon.

The proposed exponential SMDS model of soil moisture decrease in dry spells allows estimation of
the reduction of soil water content only on the basis of information on the state of soil moisture on the
first day of a dry spell and its duration. In practice, this means that on the basis of available information
on the lack of rainfall, obtained in the form of a prediction, it is possible to determine the potential
decrease of soil moisture without any need for direct labor-consuming and costly measurements of
the state of soil moisture. The developed SMDS model relates to bare soil because it is the standard
reference surface and allows spatial comparison of results irrespective of the location of studies.
The only significant factor differentiating the analyzed bare surfaces is the particle size composition
of the soils. Soil drying occurs and is observably faster in light soils, while in compact soils the
process proceeds more slowly and has a smaller range at greater soil thicknesses. This results from
the fact that such soils have a potentially greater water folding capacity. An absence of vegetation
cover on the soil creates such conditions that its moisture is the sole resultant of the effect of agro
and hydrometeorological factors. In the literature, the authors of numerous publications indicate the
justifiability of referencing the results obtained to surfaces of this type [75–79].

The process of soil drying is no more than the transfer of moisture from one medium to another
(soil–air) [80]. The process begins when there is a demand for moisture in the atmosphere, when there
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is an influx of radiant energy to the ground surface, and when there is wind, which allows air mass
exchange above the area where the process of evaporation takes place. In such a situation, the decrease
of soil moisture is a function of factors occurring in the atmosphere. Soil evaporation models have
been developed for many years, e.g., [81–83]. They are characterized by various degrees of complexity
and various numbers of parameters. Wang et al. [81] proposed a normalized soil water index (NSWI)
based on the water balance equation. Teng et al. [82] developed an analytical model consisting of
three partial differential equations that respectively govern the vapor flow, liquid water flow, and heat
transfer. Merlin et al. [83] proposed a model for soil evaporative efficiency (SEE) estimation defined as
the ratio of actual to potential soil evaporation. According to Brutsaert [63], the soil drying process can
be described as isothermal linear diffusion in a finite depth domain. The soil drying model proposed
in this paper is based on the results of detailed long-term monitoring of the state of soil moisture as a
function of agrometeorological factors represented by the single coefficient α.

It is also difficult to confront the results obtained in this study with those of other authors
addressing similar subject matter, due to the fact that the estimation of the extent of soil drying is most
frequently referenced to the commonly used indicators of meteorological drought [45–47]. A similar
problem was also addressed by Miler et al. [84]. Their study on the change of volumetric moisture of
soil under a forest in non-rainfall periods in the years 2013–2016 demonstrated an average decrease,
without taking into account the duration of the dry spells, of approximately 40% at the depth of 85 cm.
At greater depths, the observed changes were only slight. The results of the current study for a bare
soil surface were different. In the current case, irrespective of the duration of dry spells, the average
moisture decrease varied from 3% for 10-day dry spells to 10% for those lasting for 40 days. The most
sensitive to the lack of rainfall are bare soil layers with a thickness down to 40 cm. The results of the
analyses demonstrated that, after a dry spell lasting for only 10 days, the moisture decrease varied from
7% for the layer of 20–40 cm to 19% and 35%, respectively, for the adopted α coefficient for the layer of
0–10 cm, while a 40-day non-rainfall period caused soil moisture to decrease by 27% for the layer of
20–40 cm and 57% and 82%, respectively, for the layer of 0–10 cm (Table 12). According to the research
of Flammini et al. [79] on the dynamics of evaporation in bare soil in dry summer periods, the initial
soil moisture affects the drying process. Gomboš et al. [85] indicate, on the basis of simulated soil
moisture values, that during non-rainfall periods, water retention in soil under vegetation cover largely
depends on the value of actual evapotranspiration. The level of limitation of the process in dry spell
conditions can be an indicator of the drying of the soil profile. Drying begins when water migration
towards plant roots becomes reduced. The results, however, should also be referenced to a bare soil
surface, as, depending on the plant species and the active depth of the root zone, the process of water
loss in the form of evapotranspiration is strongly diversified in the period of vegetation. In contrast,
as mentioned earlier, a bare soil surface, as a result of the process of evaporation, responds primarily
to a lack of precipitation water influx. At the same time, surface dynamics are also dependent on
the degree of saturation of the atmosphere layer close to soil surface with water vapor, and on the
dynamics of the movement of air masses adjacent to the ground surface. This indicates the need for
conducting the analyses discussed herein to acquire knowledge about other aspects of soil drought
with the use of non-standard tools.

In this study, SMDS model verification was conducted with the use of independent data
originating from the measurement point on the basis of which the model was created. This verification
demonstrated, for a model based only on a number of consecutive days with no rainfall produced,
an error of 8% in the surface horizon of the soil (0–10 cm). Furthermore, only in this zone can the
potential effect of other factors (e.g., other meteorological elements, such as air temperature and
humidity, wind, soil properties, and soil cultivation treatments) be discussed. In the deeper layers
of the soil profile, the developed model produces errors in the range of 1–5%, which shows that
potential inclusion of the abovementioned other factors does not have any justifiable significance.
This regularity was supported by the results of verification conducted for two other independent
locations (Section 3.4.2), with the exception of the surface horizon of the soil, with a depth of 0–10 cm.
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It should be emphasized that in the case of this layer, for which the process of soil drying is a function
of factors occurring in the atmosphere, the developed model may have limited application and the
obtained results may be affected by greater errors. The initiation of this process is possible only
when the following conditions are met—there is a demand for moisture in the atmosphere (deficit
of air humidity), there is an influx radiant energy to the ground surface (solar radiation), and there
is wind, which stimulates the dynamics of air mass exchange over the area from which the process
of evaporation takes place. It should be assumed that including these elements in the model would
certainly improve the quality of the estimated decrease in soil moisture in this layer. On the other hand,
the absence of a direct bond between the model and the local meteorological conditions enhances
its universal character, at the expense of a small loss of accuracy, especially in the surface horizon
of soil. However, from the viewpoint of agricultural cultivations, this layer is of slight importance,
yet is nonetheless the most sensitive to the effect of external factors. The results of the verification also
confirmed the correct behavior of the model for dry spells of longer duration.

The current authors recognize a number of potential modifications for improving the accuracy
of the model, while taking into account the model’s fundamental purpose of being easy to use in
operational conditions. Firstly, it is possible to determine the value of parameter α separately for every
layer and for every month, which will make the model bigger and more complex. One can expect,
however, that with such a treatment, the errors will be smaller than those obtained in the presented
study, especially in the soil layer of 0–10 cm, which is exposed directly to the effect of meteorological
factors. Another solution would be to adopt the assumption that the value of coefficient α also depends
on the state of soil moisture on the first day of a dry spell. A third variant could take into account soil
temperature as a secondary element of energy influx to the soil, with a significant effect on the rate of
soil drying, especially at its surface horizon. Such methods of making the model more general could
improve its accuracy.

The proposed SMDS model of the dynamics of soil moisture during dry spells, as opposed
to dedicated soil drought indicators based on many meteorological elements, water balance,
or evapotranspiration appears to be uncomplicated and with high application possibilities. It
can be used to impart greater precision to models of water balance with various levels of complexity
and is much easier to apply in agricultural practice.

5. Conclusions

The presented analyses, conducted on original and extensive measurement material containing
information on non-rainfall periods and water resources of bare soil, permit the formulation of the
following conclusions:

1. The analyses of observation materials and the calculations performed indicate that the exponential
trend describes well the decrease of soil moisture during dry spells. Its goodness of fit decreases
with increasing depth of measurement.

2. The coefficient of the moisture decrease rate α decreases with depth. Its greatest variation was
noted for the depth of 10 cm, and with increasing depth, smaller oscillations of the coefficient
were observed.

3. The developed Equation (6) allows determination of the duration of a dry spell after which the
soil moisture will decrease to an expected value.

4. As a result of the analyses performed, satisfactory results were obtained at the stage of verification
of the developed SMDS model using data originating from the same station as the data used
for the determination of the parameters of the model. The mean relative error was 3.8%. It was
found that the error of model fitting decreases with increasing depth, from 8.1% for the surface
layer to 1.0% for the deepest soil layer, while increasing with the time of the dry spell duration at
the rate of 0.5%/day.
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5. The verification performed using the measurement material from Jelcz Laskowice and Baborówko
also gave satisfactory results. In the case of the deeper soil horizons, the calculated values of
MAPE% were less than 8%, and only in the layer of 0–10 cm did the error exceed the level of 30%.
The results obtained support the possibility of using the SMDS model for other locations.

6. The method of estimation of SMDS model parameters developed in this study and described in
detail herein can also be applied for other types of soil. The only condition is the availability of a
several-year string of observations of diurnal totals of atmospheric precipitation and values of
soil moisture at various depths.
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Appendix A

Table A1. Characteristics for each soil moisture drought adopted for analysis at the stage of model
parameter determination.

Dry Spell (Days) Characteristics
Soil Layer (cm)

0–10 10–20 20–40 40–60 60–80 80–100

22
SMb 0.06 0.10 0.08 0.11 0.22 0.23
SM% 30.94 19.66 6.38 8.05 0.62 0.14

SM%/d 1.41 0.89 0.29 0.37 0.03 0.01

11
SMb 0.11 0.09 0.23 0.20 0.26 0.37
SM% 25.53 25.56 15.80 11.11 2.05 0.36

SM%/d 2.32 2.32 1.44 1.01 0.19 0.03

12
SMb 0.09 0.09 0.20 0.26 0.29 0.32
SM% 15.29 18.60 11.22 5.73 2.10 2.18

SM%/d 1.27 1.55 0.94 0.48 0.17 0.18

11
SMb 0.10 0.10 0.17 0.25 0.28 0.32
SM% 27.08 28.87 8.67 7.72 2.91 1.58

SM%/d 2.46 2.62 0.79 0.70 0.26 0.14

11
SMb 0.06 0.09 0.09 0.14 0.25 0.29
SM% 25.00 10.23 5.75 7.61 6.53 1.74

SM%/d 2.27 0.93 0.52 0.69 0.59 0.16

18
SMb 0.10 0.11 0.08 0.13 0.20 0.26
SM% 30.61 15.74 12.20 15.56 12.06 2.69

SM%/d 1.70 0.87 0.68 0.86 0.67 0.15

11
SMb 0.08 0.08 0.07 0.09 0.16 0.17
SM% 11.69 13.16 5.84 1.13 2.58 0.00

SM%/d 1.06 1.20 0.53 0.10 0.23 0.00

10
SMb 0.08 0.08 0.07 0.09 0.15 0.17
SM% 16.25 12.99 5.97 2.33 3.33 0.00

SM%/d 1.63 1.30 0.60 0.23 0.33 0.00
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Table A1. Cont.

Dry Spell (Days) Characteristics
Soil Layer (cm)

0–10 10–20 20–40 40–60 60–80 80–100

21
SMb 0.12 0.16 0.20 0.24 0.25 0.26
SM% 46.09 30.77 21.48 16.21 1.57 1.96

SM%/d 2.19 1.47 1.02 0.77 0.07 0.09

10
SMb 0.07 0.13 0.10 0.14 0.23 0.28
SM% 35.14 33.33 19.02 4.36 2.65 0.00

SM%/d 3.51 3.33 1.90 0.44 0.27 0.00

10
SMb 0.33 0.29 0.29 0.28 0.25 0.26
SM% 47.11 38.19 34.90 10.91 8.33 11.41

SM%/d 4.71 3.82 3.49 1.09 0.83 1.14

10
SMb 0.25 0.23 0.23 0.25 0.24 0.26
SM% 46.53 36.48 24.30 4.06 5.76 12.55

SM%/d 4.65 3.65 2.43 0.41 0.58 1.25

14
SMb 0.12 0.14 0.16 0.24 0.23 0.24
SM% 22.50 16.31 13.41 9.26 4.37 2.10

SM%/d 1.61 1.17 0.96 0.66 0.31 0.15

12
SMb 0.09 0.09 0.10 0.13 0.14 0.17
SM% 24.44 25.53 12.95 5.12 1.42 3.55

SM%/d 2.04 2.13 1.08 0.43 0.12 0.30

16
SMb 0.06 0.06 0.08 0.08 0.13 0.16
SM% 16.13 8.93 4.73 3.66 5.30 18.47

SM%/d 1.01 0.56 0.30 0.23 0.33 1.15

11
SMb 0.07 0.09 0.07 0.08 0.18 0.20
SM% 45.77 17.12 4.55 3.20 2.58 1.54

SM%/d 4.16 1.56 0.41 0.29 0.23 0.14

12
SMb 0.04 0.06 0.11 0.14 0.13 0.17
SM% 43.93 10.29 3.13 4.40 4.64 6.55

SM%/d 3.66 0.86 0.26 0.37 0.39 0.55

10
SMb 0.07 0.13 0.13 0.10 0.16 0.23
SM% 40.00 18.66 2.87 4.04 2.74 −0.88

SM%/d 4.00 1.87 0.29 0.40 0.27 −0.09

11
SMb 0.10 0.06 0.13 0.14 0.16 0.17
SM% 33.00 −3.89 0.80 2.92 3.51 −1.93

SM%/d 3.00 −0.35 0.07 0.27 0.32 −0.18

16
SMb 0.09 0.06 0.12 0.13 0.15 0.17
SM% 32.27 3.23 0.54 2.51 2.83 0.58

SM%/d 2.02 0.20 0.03 0.16 0.18 0.04

11
SMb 0.09 0.06 0.14 0.15 0.23 0.29
SM% 44.79 12.50 4.33 3.45 2.45 3.29

SM%/d 4.07 1.14 0.39 0.31 0.22 0.30

11
SMb 0.06 0.05 0.13 0.14 0.22 0.28
SM% 35.94 5.16 3.75 7.09 3.62 1.05

SM%/d 3.27 0.47 0.34 0.64 0.33 0.10

12
SMb 0.08 0.13 0.12 0.09 0.15 0.22
SM% 38.22 16.27 0.56 2.30 0.91 0.47

SM%/d 3.19 1.36 0.05 0.19 0.08 0.04

12
SMb 0.09 0.06 0.12 0.16 0.22 0.23
SM% 20.45 5.17 −1.61 −1.27 −0.46 1.32

SM%/d 1.70 0.43 −0.13 −0.11 −0.04 0.11
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Table A1. Cont.

Dry Spell (Days) Characteristics
Soil Layer (cm)

0–10 10–20 20–40 40–60 60–80 80–100

12
SMb 0.07 0.07 0.18 0.21 0.25 0.26
SM% 10.77 11.59 4.52 7.11 0.00 −1.54

SM%/d 0.90 0.97 0.38 0.59 0.00 −0.13

11
SMb 0.06 0.06 0.17 0.19 0.25 0.26
SM% 5.17 3.39 2.98 4.15 0.00 −0.38

SM%/d 0.47 0.31 0.27 0.38 0.00 −0.03

16
SMb 0.10 0.10 0.11 0.17 0.25 0.28
SM% 13.68 9.90 6.05 7.04 6.85 0.71

SM%/d 0.86 0.62 0.38 0.44 0.43 0.04

14
SMb 0.13 0.15 0.16 0.22 0.21 0.24
SM% 20.61 17.12 10.09 4.33 2.34 0.85

SM%/d 1.47 1.22 0.72 0.31 0.17 0.06

10
SMb 0.09 0.09 0.10 0.13 0.16 0.17
SM% 12.79 15.73 4.06 3.12 2.58 2.87

SM%/d 1.28 1.57 0.41 0.31 0.26 0.29

27
SMb 0.06 0.05 0.08 0.07 0.12 0.10
SM% 8.47 8.00 3.73 1.35 3.48 6.00

SM%/d 0.31 0.30 0.14 0.05 0.13 0.22

13
SMb 0.04 0.09 0.10 0.12 0.11 0.16
SM% 34.88 11.76 −1.68 −1.34 −2.63 19.75

SM%/d 2.68 0.90 −0.13 −0.10 −0.20 1.52

10
SMb 0.07 0.06 0.12 0.13 0.14 0.17
SM% 13.30 2.21 0.82 0.00 0.69 −0.60

SM%/d 1.33 0.22 0.08 0.00 0.07 −0.06

17
SMb 0.08 0.07 0.13 0.13 0.21 0.28
SM% 28.29 35.21 0.52 2.29 0.64 0.48

SM%/d 1.66 2.07 0.03 0.13 0.04 0.03

11
SMb 0.08 0.06 0.12 0.16 0.22 0.22
SM% 12.66 −5.45 −0.81 0.64 0.46 2.27

SM%/d 1.15 −0.50 −0.07 0.06 0.04 0.21

12
SMb 0.15 0.19 0.23 0.24 0.28 0.27
SM% 35.17 28.04 18.79 5.22 −1.08 2.58

SM%/d 2.93 2.34 1.57 0.43 −0.09 0.22

12
SMb 0.09 0.13 0.17 0.22 0.27 0.26
SM% 11.63 11.02 6.71 4.13 3.75 0.00

SM%/d 0.97 0.92 0.56 0.34 0.31 0.00

38
SMb 0.12 0.12 0.11 0.16 0.23 0.29
SM% 31.71 22.03 8.29 3.48 4.80 5.23

SM%/d 0.83 0.58 0.22 0.09 0.13 0.14

14
SMb 0.10 0.11 0.11 0.15 0.20 0.18
SM% 26.21 29.91 12.83 13.38 −14.29 4.42

SM%/d 1.87 2.14 0.92 0.96 −1.02 0.32

11
SMb 0.06 0.05 0.08 0.07 0.11 0.10
SM% 1.82 2.13 1.27 1.35 0.89 3.09

SM%/d 0.17 0.19 0.12 0.12 0.08 0.28

Average SM% 26.20 15.93 7.69 5.07 2.38 2.99
SM%/d 2.10 1.26 0.62 0.39 0.19 0.23

SMb—soil moisture on the 1st day of dry spell; SM%—% decrease of soil moisture relative to the initial value;
SM%/d—% decrease of soil moisture per day.
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32. Żyromski, A.; Biniak-Pierog, M.; Szumiejko, F. Spring Drought Estimation in a Point Scale. In Crisis
Management—Restricting the Negative Effects of Extreme Phenomena; University of Opole: Opole, Poland, 2010;
pp. 197–210.

33. Karavitis, C.A.; Alexandris, S.; Tsesmelis, D.E.; Athanasopoulos, G. Application of the Standardized
Precipitation Index (SPI) in Greece. Water Switz. 2011, 3, 787–805. [CrossRef]

34. Caloiero, T. SPI Trend Analysis of New Zealand Applying the ITA Technique. Geosciences 2018, 8, 101.
[CrossRef]

35. Jang, D. Assessment of Meteorological Drought Indices in Korea Using RCP 8.5 Scenario. Water 2018, 10, 283.
[CrossRef]

36. Merabti, A.; Martins, D.S.; Meddi, M.; Pereira, L.S. Spatial and time variability of drought based on SPI and
RDI with various time scales. Water Resour. Manag. 2018, 32, 1087–1100. [CrossRef]

37. Šebenik, U.; Brilly, M.; Šraj, M. Drought analysis using the standardized precipitation index (SPI).
Acta Geogr. Slov. 2017, 57, 31–49. [CrossRef]

38. Bayissa, Y.; Maskey, S.; Tadesse, T.; van Andel, S.J.; Moges, S.; van Griensven, A.; Solomatine, D. Comparison
of the performance of six drought indices in characterizing historical drought for the upper Blue Nile Basin,
Ethiopia. Geoscience 2018, 8, 81. [CrossRef]

39. Cammalleri, C.; Micale, F.; Vogt, J. A novel soil moisture-based drought severity index (DSI) combining
water deficit magnitude and frequency. Hydrol. Process. 2016, 30, 289–301. [CrossRef]

40. Narasimhan, B.; Srinivasan, R. Development and evaluation of Soil Moisture Deficit Index (SMDI) and
Evapotranspiration Deficit Index (ETDI) for agricultural drought monitoring. Agric. For. Meteorol. 2005, 133,
69–88. [CrossRef]

41. Palmer, W.C. Meteorological Drought. Research Paper No. 45; U.S. Department of Commerce, Weather Bureau:
Washington, DC, USA, 1965.

42. Yu, H.; Zhang, Q.; Xu, C.Y.; Du, J.; Sun, P.; Hu, P. Modified Palmer Drought Severity Index: Model
improvement and application. Environ. Int. 2019, 130, 104951. [CrossRef]

43. Rossato, L.; Marengo, J.A.; de Angelis, C.F.; Pires, L.B.M.; Mendiondo, E.M. Impact of soil moisture over
Palmer Drought Severity Index and its future projections in Brazil. Braz. J. Water Resour. 2017, 22, 1–16.
[CrossRef]

44. Wu, W.; Geller, M.A.; Dickinson, R.E. The response of soil moisture to long-term variability of precipitation.
J. Hydrometeorol. 2002, 3, 604–613. [CrossRef]

45. Huang, S.; Huang, Q.; Chang, J.; Leng, G.; Xing, L. The response of agricultural drought to meteorological
drought and the influencing factors: A case study in the Wei River Basin, China. Agric. Water Manag. 2015,
159, 45–54. [CrossRef]

46. Gwak, Y.S.; Kim, Y.T.; Won, C.H.; Kim, S.H. The relationships between drought indices (SPI, API) and in-situ
soil moisture in forested hillslopes. WIT Trans. Ecol. Environ. 2017, 220, 217–224. [CrossRef]

125



Resources 2020, 9, 85

47. Halwatura, D.; McIntyre, N.; Lechner, A.M.; Arnold, S. Capability of meteorological drought indices for
detecting soil moisture droughts. J. Hydrol. Reg. Stud. 2017, 12, 396–412. [CrossRef]

48. Sheffield, J.; Goteti, G.; Wen, F.; Wood, E.F. A simulated soil moisture based drought analysis for the United
States. J. Geophys. Res. D Atmos. 2004, 109, D24108. [CrossRef]

49. Sheffield, J.; Wood, E.F. Global trends and variability in soil moisture and drought characteristics, 1950–2000,
from observation-driven simulations of the terrestrial hydrologic cycle. J. Clim. 2008, 21, 432–458. [CrossRef]

50. Kim, E.S. Simulation of daily soil moisture content and reconstruction of drought events from the early 20th
century in Seoul, Korea, using a hydrological simulation model, BROOK. J. Ecol. F. Biol. 2010, 33, 47–57.
[CrossRef]

51. Leeper, R.D.; Bell, J.E.; Vines, C.; Palecki, M. An evaluation of the North American Regional Reanalysis
simulated soil moisture conditions during the 2011–2013 drought period. J. Hydrometeorol. 2017, 18, 515–527.
[CrossRef]

52. Sánchez, N.; González-Zamora, Á.; Piles, M.; Martínez-Fernández, J. A New Soil Moisture Agricultural
Drought Index (SMADI) integrating MODIS and SMOS products: A case of study over the Iberian Peninsula.
Remote Sens. 2016, 8, 287. [CrossRef]

53. Keshavarz, M.R.; Vazifedoust, M.; Alizadeh, A. Drought monitoring using a Soil Wetness Deficit Index
(SWDI) derived from MODIS satellite data. Agric. Water Manag. 2014, 132, 37–45. [CrossRef]

54. Carrão, H.; Russo, S.; Sepulcre-Canto, G.; Barbosa, P. An empirical standardized soil moisture index for
agricultural drought assessment from remotely sensed data. Int. J. Appl. Earth Obs. Geoinf. 2016, 48, 74–84.
[CrossRef]

55. Srivastava, P.K.; Pandey, P.C.; Petropoulos, G.P.; Kourgialas, N.N.; Pandey, V.; Singh, U. GIS and Remote
Sensing Aided Information for Soil Moisture Estimation: A Comparative Study of Interpolation Techniques.
Resources 2019, 8, 70. [CrossRef]

56. Blyverket, J.; Hamer, P.D.; Schneider, P.; Albergel, C.; Lahoz, W.A. Monitoring Soil Moisture Drought over
Northern High Latitudes from Space. Remote Sens. 2019, 11, 1200. [CrossRef]

57. Suzuki, K.; Matsuo, K.; Yamazaki, D.; Ichii, K.; Iijima, Y.; Papa, F.; Yanagi, Y.; Hiyama, T. Hydrological
Variability and Changes in the Arctic Circumpolar Tundra and the Three Largest Pan-Arctic River Basins
from 2002 to 2016. Remote Sens. 2018, 10, 402. [CrossRef]

58. Riordan, B.; Verbyla, D.; McGuire, A.D. Shrinking ponds in subarctic Alaska based on 1950–2002 remotely
sensed images. J. Geophys. Res. Biogeosci. 2006, 111. [CrossRef]

59. Biniak-Pieróg, M. Dynamics of water content in light bare soil in summer half-year in the period of 2003-2012
and its agro-meteorological determinants. J. Water Land Dev. 2014, 22, 41–50. [CrossRef]

60. Gao, L.; Shi, B.; Tang, C.; Gu, K. Variation of soil moisture under bare soil, grass and concrete covers.
Electron. J. Geotech. Eng. 2014, 19, 3495–3505.

61. Novak, M.D. Dynamics of the near-surface evaporation zone and corresponding effects on the surface energy
balance of a drying bare soil. Agric. For. Meteorol. 2010, 150, 1358–1365. [CrossRef]

62. Wang, T.; Singh, S.K.; Bárdossy, A. On the use of the critical event concept for quantifying soil moisture
dynamics. Geoderma 2019, 335, 27–34. [CrossRef]

63. Brutsaert, W. Daily evaporation from drying soil: Universal parameterization with similarity.
Water Resour. Res. 2014, 50, 3206–3215. [CrossRef]

64. IUSS Working Group WRB. World Reference Base for Soil Resources 2006; World Soil Resources Reports No.
103; FAO: Rome, Italy, 2006.
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