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Robust Finite-Time Control Algorithm Based on Dynamic
Sliding Mode for Satellite Attitude Maneuver
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Abstract: Robust finite-time control algorithms for satellite attitude maneuvers are proposed in this
paper. The standard sliding mode is modified, hence the inherent robustness could be maintained,
and this fixed sliding mode is modified to dynamic, therefore the finite-time stability could be
achieved. First, the finite -time sliding mode based on attitude quaternion is proposed and the
loose finite-time stability is achieved by enlarging the sliding mode parameter. In order to get the
strict finite-time stability, a sliding mode based on the Euler axis is then given. The fixed norm
property of the Euler axis is used, and a sliding mode parameter without singularity issue is achieved.
System performance near the equilibrium point is largely improved by the proposed sliding modes.
The singularity issue of finite-time control is solved by the property of rotation around a fixed axis.
System finite-time stability and robustness are analyzed by the Lyapunov method. The superiority of
proposed controllers and system robustness to some typical perturbations such as disturbance torque,
model uncertainty and actuator error are demonstrated by simulation results.

Keywords: finite-time control; robust control; dynamic sliding mode; satellite attitude maneuver

1. Introduction

With regard to the matter of satellite attitude control, the standard sliding mode is a
mature and widely used control algorithm. The structure of the standard sliding mode
for satellite attitude control is simple and has definite physical meaning. Moreover, the
physical meaning brings strong robustness to some typical perturbations such as unknown
disturbance, inertia matrix uncertainty and control actuator error. Some work [1–3] has been
done on the design of sliding mode controllers and has demonstrated the superiority of
the standard sliding mode. However, the system on this sliding mode has an exponential
convergence rate, which means that with infinite time, the system could reach its equilibrium
point strictly. However, some current space missions such as push-broom imaging and
staring imaging demand the fast attitude maneuver capability. In order to improve system
convergence rates, some researches focus on the field fast attitude maneuver. Li, Ye and
so on [4–7] have done some work to improve the convergence rate of standard controllers.
They pointed out that the key to improve the system convergence rate is to design angular
velocity properly. The maneuver stage with constant angular velocity is designed and
the convergence rate could be maintained during the stage. However, most of the work
did not solve the exponential convergence issue, and the terminal convergence rate could
still be improved. Zhang [8], Verbin [9] and Rojsiraphisal [10] designed the “braking
curve” of angular velocity for satellite attitude control. The trajectory of angular velocity is
optimized and the trajectory of the slowing down process is designed. The focus of their
work was improving the system convergence rate, but the exponential convergence rate
issue still exists.

In order to get finite-time stability near the system equilibrium point, researchers
have done a lot of work. Ye and Xiao and so on [11,12] designed finite-time controllers

Mathematics 2022, 10, 111. https://doi.org/10.3390/math10010111 https://www.mdpi.com/journal/mathematics1
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for satellite control. The focus of their work is the control torque allocation algorithm
and the fault tolerant algorithm. Wu [13,14] presented some methods to analyze finite
time stability, such as the Lyapunov method and the terminal sliding mode method. The
focus of his work is the structure of finite-time controllers for classic nonlinear systems
and the standard structure of the terminal sliding mode. Liang, Wang and so on [15–17]
designed finite-time controllers for satellite attitude control and the finite-time stability is
analyzed by the Lyapunov method. Some typical Lyapunov functions are proposed in their
works. Nguyen [18] designed a robust finite-time guidance law for maneuverable targets
with unpredictable evasive strategies. Khelil [19] proposed a fast finite-time convergent
guidance law with a nonlinear disturbance observer for unmanned aerial vehicle collision
avoidance. Guo [20] designed a new continuous adaptive finite time guidance law against
highly maneuvering targets. Generally, in order to get finite-time stability, the design of
the controller needs some special modifications and the system loses the inherent strong
robustness to perturbations. The design of robust finite-time controllers is another major
concern of current research.

As discussed above, model uncertainty, unknown disturbance and actuator error are
some typical perturbations in the satellite attitude system. In order to deal with perturbation
issues, researchers have done some work. Xiao [21–23] designed fault tolerant controllers,
and system model uncertainty and actuator error are estimated by the fault diagnosis
function. However, the method is suitable for several typical uncertainty models but not
suitable for the random noise model. Hu [24–26] designed some robust controllers to
system uncertainty. The sign function terms are added in the controllers and the system
uncertainty is treated as Gauss white noise with an upper bounded norm. However, the
sign function terms would bring high frequency vibrations, which is harmful to the actuator
and physical system. In order to deal with the uncertainty issue without bringing high
frequency vibration, adaptive control was developed by some researchers. Qiao [27] and
Gui [28] designed finite-tine attitude maneuver controllers considering the disturbance
torque with Gauss white noise character and sine function character. Wang [29] and Ai [30]
designed finite-time sliding modes for satellite attitude control, and the convergence time
is estimated by the proposed methods and disturbance torque with consideration of the
upper bounded norm. Some researchers [31–34] also designed finite time controllers for
robot manipulator and vehicle systems. Generally, the finite-time controller considering
overall perturbations still needs developing, and in order to deal with perturbations, the
structure of finite-time controllers is relatively complex.

In this paper, the standard sliding mode will be modified to achieve finite-time stability.
The strong robustness could be maintained by the similar structure with standard sliding
mode and robust controllers with relatively simple structures would be given, considering
some typical perturbations. Compared with existing methods, a finite time controller based
on a dynamic sliding mode will be proposed based on a standard sliding mode surface;
the advantage of a fast convergence rate and strong robustness would be combined in this
proposed method.

The structure of this paper is constructed as follows: 1. Section 1 describes the
background and innovation of this paper; 2. Section 2 gives the math models used in this
paper; 3. Section 3 describes the issue needs to be solved in this paper; 4. Section 4 presents
a finite-time controller based on attitude quaternion and proves some properties of this
controller; 5. Section 5 presents a finite-time controller based on the Euler axis and system
performance is improved comparing with that in Section 4; 6. Section 6 demonstrates the
controller performance by simulation results; 7. Section 7 concludes the paper.

2. Dynamics and Models

The dynamic model of rigid satellite could be modeled as follows [4–7]:

J
.

ω + ω×Jω = u + d (1)

2
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where ω is angular velocity which is a 3 × 1 vector, J is inertia matrix of satellite which is
a 3 × 3 positive definite symmetric matrix, d is 3 × 1 unknown disturbance torque with
norm upper bound ‖d‖ < d. Product matrix r× of vector r is defined as

r× =

⎡⎣ 0 −r3 r2
r3 0 −r1
−r2 r1 0

⎤⎦ (2)

generally inertia matrix J could not be accurate known and it is assumed that

J = Ĵ + J̃ (3)

where Ĵ is the inertia matrix estimation and J̃ is the error matrix. In this paper, the error
matrix J̃ could be treated as a disturbance in control system and one of the main goals is to
design adaptive law to suppress this disturbance.

The kinetic model based on Euler axis/Angle could be written as follows [4–7]⎧⎨⎩
.
e = 1

2 e×
(
I3 − cot ϕ

2 e×
)
ω

.
ϕ = 1

2 eTω

(4)

where e is Euler axis and ϕ is rotate angle. Based on (4) it could be found that kinetic model
(4) has singularity issue when ϕ → 0 i.e., the Euler axis e is not continuous near the system
equilibrium point.

The kinetic model based on attitude quaternion could be written as follows [4–7]⎧⎨⎩
.
q0 = − 1

2 qT
v ω

.
qv = 1

2 (q0I3 + q×v )ω = 1
2 Fω

(5)

Considering that q and −q describes the same attitude, the scalar part of attitude
quaternion is assumed to be non-negative in this paper i.e., q0 ≥ 0.

3. Problem Formulation

In satellite attitude control issue, standard sliding mode could written as follows

s = ω + kqv, (k > 0) (6)

when system converges along the sliding mode (11) it could be found that

ω = −kqv

.
qv = 1

2 (q0I3 + q×v )ω = − 1
2 kq0qv

(7)

when system maneuvers along (6), angular velocity vector is reversed to attitude quaternion
vector and lot of work have been done based on this sliding mode. The model uncertainty
and unknown disturbance issue could be effectively solved using sliding mode (6) and it
could be concluded that the reverse property could improve system robustness. However,
based on equation (6) it could be easily found that the convergence rate of qv is exponen-
tial which means system would reach the equilibrium point with infinite time and the
convergence rate needs to be improved.

In order to improve system convergence rate, finite-time controller is an effective
method. Generally in order to achieve the finite-time stability, fraction order feedback is
used as follows to construct the sliding mode.

.
x = −ksign(x)|x|r, 0 < r < 1 (8)

3
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where sign(x) is the sign function of vector x.
Sliding mode (8) would bring another issue i.e., the singularity issue. Since the control

torque is always related to
..
x i.e., the 2nd derivative of x, the singularity term xr−1 would be

brought into the controller. In order to deal with the singularity issue some typical finite-
time controllers are designed [4,11,13]. However, system robustness issue is not taken into
consideration and the reverse property does not hold in these works. System robustness
needs to be improved to suppress the perturbations such as inertia matrix uncertainty and
unknown disturbance. In summary, the robustness issue and singularity issue should be
both taken into consideration to design the robust finite-time controller.

Based on the discussion above, the goal of this paper could be as: design finite time
controller for satellite stabilization issue and following properties should be satisfied:

1. Comparing with standard sliding mode, system convergence rate near the equilibrium
point should be largely improved;

2. Finite-time stability should be satisfied i.e., there exist positive scalar ε and T to satisfy
‖qv‖ ≤ ε f or ∀t ≥ T ;

3. The singularity issue should be solved i.e., qv,
.
qv, ω,

.
ω are all bounded during the

whole control process;
4. The controller should be robust to inertia matrix uncertainty and unknown distur-

bance torque.

4. Finite-Time Controller Based on Attitude Quaternion

In paper [5], the author pointed out that the fixed sliding mode caused the low conver-
gence rate and a dynamic sliding mode is constructed in this paper. The maneuver stage
with constant angular velocity and converge stage with a constant angular acceleration is
designed based on the update law of sliding mode parameter k, and the system convergence
rate is largely improved when compared with the standard sliding mode. Inspired by the
method in [5], the finite-time sliding mode proposed in this paper could written as follows:

s = ω + kqv

.
k =

⎧⎪⎨⎪⎩
0 ‖s‖ > ε1

k
2 (1 − α)βq0‖qv‖α−1 ‖s‖ ≤ ε1

(9)

1/2 < α < 1, β = k(t0)/‖qv(t0)‖α−1 (10)

where the initial value of k and satisfies k(t0) > 0, ε1 is a small positive scalar, α, β are all
positive scalars.

Sliding mode (9) has the same structure as standard sliding mode hence the reversed
property could be maintained. Moreover, the same structure could make it possible to
design a robust finite-time controller based on standard sliding mode methods. Based on
(9) it could be found that the maneuver process is constructed as two stages: in the first
stage i.e., ‖s‖ > ε1, system performance is totally same as that of standard sliding mode,
and sliding mode parameter k is fixed; in the second stage i.e., ‖s‖ ≤ ε1, it could be treated
that system has reached the sliding mode and angular velocity vector has been reversed
to attitude quaternion vector. In this stage, sliding mode parameter k begins to update.
Moreover, based on the update law of k it could be found that k is monotonically increasing
to effect the exponential convergence rate. The key work of this paper is the update law of
sliding mode parameter k and when system convergences along (9) i.e., s = 0, system (5)
would converges to its equilibrium point within finite time, and during this process ω and
.

ω are all norm upper bounded.

4
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First the finite-time stability on sliding mode (9) is discussed. When system reaches
sliding mode (9), define as follows and calculate its derivative it could be got that

Vq = qT
v qv = ‖qv‖2 (11)

.
Vq = 2qT

v
.
qv = −kq0qT

v qv = −kq0‖qv‖2 (12)

In order to achieve the goal of finite-time stability, the derivative of Lyapunov function
should satisfy following inequality

.
Vq ≤ −γq0‖qv‖α+1, with α ∈ (0, 1) , γ > 0 (13)

Comparing with (12) and (13) it could be got that if there exist positive scalar γ to satisfy
following inequality, the finite-time stability could be ensured.

k = γ‖qv‖α−1 (14)

In order to satisfy finite-time condition (14), fixed parameter k is not feasible since the
right part of (14) tends to infinite, and a very large k would cause the control torque an
angular velocity exceed system upper bound drastically. Hence it is necessary to design a
time-variable parameter k and its update law to satisfy (14) and that is how the dynamic
sliding mode (9) is got. In fact, select parameters as follows, it could be got that

γ = k(t0)/‖qv(t0)‖α−1, β = γ (15)

Noticing that the structure of sliding mode parameter update law in (9), it could be got that

k(t0) = γ‖qv(t0)‖α−1

.
k = 1

2 k(1 − α)βq0‖qv‖α−1 = 1
2 k(1 − α0)γq0‖qv‖α−1 =

dγ‖qv‖α−1

dt

(16)

Based on (15) and (16) it could be found that finite-time condition (14) is satisfied, and (12)
could be transformed to

.
Vq = 2qT

v
.
qv = −kq0qT

v qv = −kq0‖qv‖2 ≤ −βq0‖qv‖α+1 = −βq0Vα+1/2
q (17)

System converge time satisfies

t f ≤ 2V
1−α

2 (t0)

βq0(t0)(1 − α)
(18)

The next step is to prove on sliding mode (9), ω,
.

ω are all norm upper bounded. It is
obviously that angular velocity ω satisfies following property and is norm upper bounded.

‖ω‖ = ‖−kqv‖ = ‖qv‖α (19)

Calculate the derivative of angular velocity ω it could be got that

.
ω = −k

.
qv −

.
kqv

= −k(q0I3 + q×v )(−kqv)− k
2 (1 − α)βq0‖qv‖α−1qv

= q0k2qv − k
2 (1 − α)βq0‖qv‖α−1qv

= q0β2‖qv‖2α−1e − 1
2 (1 − α)β2q0‖qv‖2α−1e

(20)

5
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Consider that 1/2 < α < 1, hence ω,
.

ω are all norm upper bounded during the whole
maneuver process, and the demand control torque is also norm upper bounded i.e., the
singularity issue is solved.

Based on the discussion above it could be found that the system state on the sliding
mode (9) is norm upper bounded, however according to the update law of k it could be
found that sliding mode parameter k tends to infinity as the system convergence. Although
the system state and control actuator would not be influenced by this divergence, the
computation system would break down under sliding mode (9). Hence for engineering
practice, finite-time sliding mode (9) could be re-written as follows

s = ω + kqv

.
k =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 ‖s‖ > ε1

k
2 (1 − α)βq0‖qv‖α−1 ‖s‖ ≤ ε1, ‖qv‖ > ε2

0 ‖s‖ ≤ ε1, ‖qv‖ ≤ ε2

(21)

where ε1 and ε2 are all small positive scalars. It could be found that the basic structure of (21)
is the same as (9), hence the system’s finite-time stability and bounded state property could
be maintained, and the only difference is that when the system approaches the equilibrium
point, the sliding mode parameter stops updating to avoid the parameter singularity issue.

The closed control loop scheme block diagram is shown as follows.
Shown as Figure 1, the control system is constructed as a sliding mode surface, con-

troller and update law. The latest one is the main contribution of this paper and it will be
described in the text.

Figure 1. Control block diagram.

The next step is to propose the attitude controller after giving the sliding mode (21).
The robust finite-time controller proposed in this paper based on (21) could be written
as follows

u =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−kssigr(s) + ω× Ĵω − 1
2 kĴFω − l1sign(s) ‖s‖ > ε1

−kssigr(s) + ω× Ĵω − 1
2 kĴFω − l2sign(s)

− k
2 (1 − α)βq0‖qv‖α−1Ĵqv

‖s‖ ≤ ε1, ‖qv‖ > ε2

−kssigr(s) + ω× Ĵω − 1
2 kĴFω − l3sign(s) ‖s‖ ≤ ε1, ‖qv‖ ≤ ε2

(22)

6
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where ks is a positive scalar, r is a positive scalar which satisfies 0 < r < 1, vector function
sigr(x) and li are defined as follows

sigr(x) = x/‖x‖r

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

l1 = d + λ‖ω‖2 + k
2 λ‖ω‖

l2 = d + λ‖ω‖2 + k
2 λ‖ω‖+ k

2 λ(1 − α)βq0‖qv‖α

l3 = d + λ‖ω‖2 + k
2 λ‖ω‖

(23)

where λ is a positive scalar which satisfies λ ≥ λM

(
J̃
)

with λM

(
J̃
)

is the maximum

eigenvalue value of error inertia matrix J̃.
Controller (22) has the three following properties: (1) there is no negative power term

of system state in controller (22) hence the control torque are norm upper-bounded during
the whole control process; (2) as the system state converges, most sign function terms in
li tends to zero hence at the steady stage the actual sign function term is d to suppress
the disturbance torque; and (3) the system inertia matrix uncertainty is treated as king
of disturbance related to system state with norm upper bound and suppressed by sign
function terms, hence controller (23) is robust to model uncertainty.

The next step is to prove that governed by controller (22), system could reach sliding
mode (21) within finite-time. Select Lyapunov function as follows

Vs =
1
2

sTJs (24)

The V function satisfies following property

V ≥ 1
2

λm(J)‖s‖2 (25)

where λm(J) is the minimum eigenvalue value of matrix J.
When ‖s‖ > ε1 and ‖s‖ ≤ ε1, ‖qv‖ ≤ ε2, calculate the derivative of V function and

noticing (25) it could be got that

.
Vs = sTJ

.
s = sTJ

.
ω + ksTJ

.
qv

= sTu − sTω×Jω + sTd + k
2 sTJFω

= kssTsigr(s)− sTω× J̃ω + sTd + k
2 sTJ̃Fω

−
(

d + λ‖ω‖2 + k
2 λ‖ω‖

)
sTsign(s)

≤ −ks‖s‖r+1 + d‖s‖+ λM

(
J̃
)
‖s‖‖ω‖2 + k

2 λM

(
J̃
)
‖s‖‖ω‖

−
(

d + λ‖ω‖2 + k
2 λ‖ω‖

)
‖s‖ − d‖s‖

≤ −ks‖s‖r+1 ≤ −μV
r+1

2

(26)

When ‖s‖ ≤ ε1, ‖qv‖ > ε2 calculate the derivative of V function and noticing (25) it
could be got that

7
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.
Vs = sTJ

.
s = sTJ

.
ω + ksTJ

.
qv +

.
ksTJqv

= sTu − sTω×Jω + sTd + k
2 sTJFω +

.
ksTJqv

= kssTsigr(s)− sTω× J̃ω + sTd + k
2 sTJ̃Fω +

.
ksTJ̃qv

−
(

d + λ‖ω‖2 + k
2 λ‖ω‖+

.
kλ‖qv‖

)
sTsign(s)

≤ −ks‖s‖r+1 + d‖s‖+ λM

(
J̃
)
‖s‖‖ω‖2 + k

2 λM

(
J̃
)
‖s‖‖ω‖+

.
kλM

(
J̃
)
‖s‖‖qv‖

−
(

d + λ‖ω‖2 + k
2 λ‖ω‖+

.
kλ‖qv‖

)
‖s‖ − d‖s‖

≤ −ks‖s‖r+1 ≤ −μV
r+1

2

(27)

In (26) and (27), parameter μ is defined as follows

μ = ks(2/λm(J))
r+1

2 (28)

Based on (26) and (27) it could be found that system (1), (5) governed by controller (22)
could reach finite-time sliding mode (21) within finite-time, and along this sliding mode
system would converge to ‖qv‖ ≤ ε2 within finite-time.

In this section, a finite-time sliding mode based on standard sliding mode is proposed.
The basic structure, physical meaning and inherent robustness of the standard sliding
mode could be maintained, and the fixed parameter is modified to time-varying with the
typical update law. The strict finite-time time stability could be achieved by updating the
sliding mode parameter to infinite without causing the singularity issue of the system state,
however the computation system would break down by this method. Hence the finite-time
stability is loosed and when system state approaches to its equilibrium point close enough,
the parameter stops updating.

5. Finite-Time Controller Based on Euler Axis

In the last section, in order to avoid the singularity issue of the sliding mode parameter,
the system lost its strict finite-time stability. Hence, this section will discuss another finite-
time sliding mode based on the standard sliding mode to achieve strict finite-time stability
without causing any singularity issues.

According to the description in Section 2, the Euler axis could also be used to describe
attitude information, and is related to attitude quaternion tightly. However, this description
has its own singularity issue i.e., when ϕ → 0 ,

.
e → ∞ . The Euler axis is a unit vector and

describes the direction of the attitude quaternion; a small change in attitude quaternion
would cause a huge change in its direction when the system approaches its equilibrium
point. This would explain why, when the Euler angle tends to zero, the kinetic model of the
Euler axis is not continuous, and this property causes a huge challenge to design controllers
based on the Euler axis/angle. However, noticing that when angular velocity vector is
reversed to attitude quaternion vector i.e.,

ω = −k1qv = −k2e (29)

The kinetic model of Euler axis could be transformed to

.
e =

1
2

e×
(

I3 − cot
ϕ

2
e×

)
ω = −1

2
k2e×

(
I3 − cot

ϕ

2
e×

)
e = 0 (30)

It could be found that the singularity issue does not exist in this condition. In essence,
when angular velocity vector parallels to attitude quaternion vector, the direction of the

8
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Euler axis is constant. Based on this property, the sliding mode based on the Euler axis could
be constructed as two stages: (1) the system angular velocity vector should be reversed to
attitude quaternion vector; and (2) maintain the reverse property and adjust the norm of
angular velocity to achieve strict finite-time stability. Hence the finite-time sliding mode
proposed in this section could be written as follows

s = ω + ke

.
k =

⎧⎪⎨⎪⎩
0 ‖s‖ > ε1

− 1
2 q0αβk‖qv‖α−1 − γ1g − γ2sign(g)|g|α0 ‖s‖ ≤ ε1

(31)

where ε1 is a small positive scalar, k(t0) is the initial value of k and is a positive scalar, β is
a positive scalar, α satisfies 1/2 < α < 1, α0 satisfies 0 < α < 1, γ1 and γ2 are all positive
scalars, and parameter g is defined as follows

g = k − β‖qv‖α (32)

It could be found that the structure of sliding mode (31) is similar as (9) in the pre-
vious section; the first step is also to achieve the reverse of angular velocity and attitude
quaternion, and during this process the sliding mode parameter is fixed. When the reverse
property has been satisfied, the sliding mode parameter begins to update to achieve strict
finite-time stability.

It is worth noting that when maneuvering along the sliding mode (31), the update law,
k → β‖qv‖α could be achieved within finite-time. In fact, select the Lyapunov function as
follows and calculate its derivative

Vg =
1
2

g2 (33)

.
Vg = g

.
g

= g
( .

k − β
d‖qv‖

dt

)
= g

(
− 1

2 q0αβk‖qv‖α−1 − γ1g − γ2sign(g)|g|α0 + 1
2 q0αβk‖qv‖α−1

)
= −γ1g2 − γ2gα0+1

≤ −γ2gα0+1 = −γ2
(
2Vg

)α0+1/2

(34)

Considering the range of α0 it could be found that the error state system is finite-
time stable i.e., g → 0 could be achieved within finite-time, hence k → β‖qv‖α could be
achieved within finite-time.

The next step is to discuss system stability on sliding mode (31). Define Lyapunov
function as follows

Vq = qT
v qv = ‖qv‖2 (35)

Calculate its derivative and noticing the relationship between k and ‖qv‖, it could be got
that when near the equilibrium point

.
Vq = 2qT

v
.
qv = qT

v (q0I3 + q×v )(−ke) = −kq0‖qv‖

= −q0β‖qv‖α+1 ≤ q0βVα+1/2
q

(36)

Hence system has strict finite-time stability on sliding mode (31). Moreover, noticing that

k = β‖qv‖α,
.
k = −q0αβ2‖qv‖2α−1 (37)

9
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Noticing that 1/2 < α < 1, hence

k = β‖qv‖α → 0

‖ω‖ = ‖−ke‖ = β‖qv‖α → 0

‖ .
ω‖ = ‖−k

.
e −

.
ke‖ = q0αβ2‖qv‖2α−1 → 0

(38)

This means that on sliding mode (31) system state and sliding mode parameter has
no singularity issue during the whole convergence process. Compared to the finite-time
sliding mode in the previous section, the sliding mode (31) maintains the strict finite-time
stability and solves the parameter singularity issue. Since the norm of the Euler axis is
bounded to 1, a convergent parameter k could achieve the finite-time goal without causing
the singularity issue, and this is a main contribution of this paper. Moreover, the basic
structure of standard sliding mode is maintained in this section, and the physical meaning
and inherent robustness could be maintained in (31).

As discussed above, in order to avoid the inherent kinetic model singularity of Euler
axis, an important assumption should be made: when approaching the equilibrium point,
angular velocity vector has been reversed to attitude quaternion vector, i.e., for a small
positive scalar ε2, when ‖qv‖ ≤ ε2 is satisfied, ω = −ke has been satisfied. It is worth
noticing that except for some small angle maneuver, this assumption could be achieved
since the initial Euler angle is relatively large, hence this assumption is reasonable.

The finite-time controller based on sliding mode (31) could be written as follows

u =

⎧⎪⎨⎪⎩
−kssigr(s) + ω× Ĵω − 1

2 kĴGω − l1sign(s) ‖s‖ > ε1

−kssigr(s) + ω× Ĵω −
.
kĴe − l2sign(s) ‖s‖ ≤ ε1

(39)

where the definition of vector function sigr(·) and sign function sign(·) are totally same as
previous section, r is a positive scalar which satisfies 0 < r < 1, ks is a positive scalar, the
definition of

.
k is given in (33), matrix G and scalars li are defined as follows

G = e×
(
I3 − cot ϕ

2 e×
)

⎧⎪⎨⎪⎩
l1 = d + λ‖ω‖2 + k

2 λ
(
1 + cot ϕ

2
)‖ω‖

l2 = d + λ‖ω‖2 + ‖
.
k‖

(40)

where λ is a positive scalar which satisfies λ ≥ λM

(
J̃
)

with λM

(
J̃
)

is the maximum

eigenvalue value of error inertia matrix J̃.
As discussed in previous section, controller (38) also has three properties: control

torque norm upper bounded, most sign function terms tend to zero and robust to inertia
matrix uncertainty.

Next step is to prove system (1) and (5) governed by controller (38) could reach the
sliding mode (31) within finite-time. Select Lyapunov function as follows

Vs =
1
2

sTJs (41)

The V function i.e., Lyapunov function satisfies

V ≥ 1
2

λm(J)‖s‖2 (42)

10
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When ‖s‖ > ε1, calculate the derivative of (43)

.
Vs = sTJ

.
s = sTJ

.
ω + ksTJ

.
e +

.
ksTJe

= sTu − sTω×Jω + sTd + k
2 sTJGω

= kssTsigr(s)− sTω× J̃ω + sTd + k2
2 sTJ̃Gω

−
(

d + λ‖ω‖2 + k
2 λ

(
1 + cot ϕ

2
)‖ω‖

)
sTsign(s)

≤ −ks‖s‖r+1 + d‖s‖+ λM

(
J̃
)
‖s‖‖ω‖2 + k

2 λM

(
J̃
)(

1 + cot ϕ
2
)‖s‖‖ω‖

−
(

d + λ‖ω‖2 + k2
2 λ

(
1 + cot ϕ

2
)‖ω‖

)
‖s‖ − d‖s‖

≤ −k‖s‖r+1 ≤ −μV
r+1

2

(43)

When ‖s‖ ≤ ε1, calculate the derivative of (41) and noticing that angular velocity
vector has been reversed to attitude quaternion vector i.e.,

.
e = 0

.
Vs = sTJ

.
s = sTJ

.
ω + ksTJ

.
e +

.
ksTJe

= sTu − sTω×Jω + sTd +
.
ksTJe

= kssTsigr(s)− sTω× J̃ω + sTd − q0αβ2‖qv‖2α−1sTJ̃e

−
(

d + λ‖ω‖2 + λq0αβ2‖qv‖2α−1
)

sTsign(s)

≤ −ks‖s‖r+1 + d‖s‖+ λM

(
J̃
)
‖s‖‖ω‖2 + q0αβ2λM

(
J̃
)
‖qv‖2α−1‖s‖

−
(

d + λ‖ω‖2 + λq0αβ2‖qv‖2α−1
)
‖s‖ − d‖s‖

≤ −k‖s‖r+1 ≤ −μV
r+1

2

(44)

In (42) and (43), parameter μ is defined as follows

μ = k(2/λm(J))
r+1

2 (45)

Based on (43) and (44), it could be found that system (1) and (5) governed by controller
(39) could reach finite-time sliding mode (31) within finite-time, and along this sliding
mode the system would converge to the equilibrium point within finite-time; strict system
finite-time stability has been proven.

In this section, the standard sliding mode is modified to have strict finite-time stability
based on the Euler axis description. The property that norm of Euler axis is bounded is
used to design the update law of sliding mode parameter, hence the system state and
sliding mode parameter could be ensured norm upper bounded during the whole control
process. Compared with the controller proposed in last section, the controller (39) has
better convergence performance and robustness. However it is worth noticing that differs
from last section, the control method in this section needs high attitude determination,
since when approaching the system equilibrium point, a small error in attitude quaternion
would cause a huge error in the Euler axis, thus the control accuracy would be influenced.
In essence, finite-time attitude control issue is transformed to a high accuracy attitude
determination issue.

11



Mathematics 2022, 10, 111

6. Simulation

In order to demonstrate the superiority of the adaptive finite-time controller (22) and
(39) presented in this paper, the standard sliding mode controller (46) without the inertia
matrix uncertainty constructed is compared as follows:

u = −ks + ω×Jω − k1
2 (q0I3 + q×v )ω − dsgn(s)

s = ω + k1qv

(46)

Set the simulation parameters as follows

J = diag(30, 25, 20)kg · m2, k = 0.1, ks = 10

ω(0) = [−0.03 −0.04 0.05]Trad/s, q(0) =
[

0
√

6/6
√

3/3
√

2/2
]T

(47)

Assume the disturbance torque consists of Gauss white noise and sinusoidal signal
written as follows

di = 5 × 10−4randn(−1, 1) + 5 × 10−4 sin t + 5 × 10−4‖ωi‖randn(−1, 1) (48)

Hence the norm upper bound of disturbance torque satisfies

d = 10−3 (49)

The simulation results of standard sliding mode controller (48) are given as follows.
Based on Figures 2–4 it could be found that system converges to the equilibrium point

more than 120 s, and the steady accuracy at 150 s is about 1× 10−4rad/s of angular velocity
and 1 × 10−3 of attitude quaternion. Based on the simulation parameters it could be found
that the total rotate angle is 180deg and the maneuver time is longer than 120 s, hence the
average angular velocity is about 1.5deg/s. The low convergence rate is caused by the drop
of angular velocity and this could be found in Figure 1. Moreover, based on Figure 3 it
could be found that the initial control torque is about 1.5 Nm and drops to zero drastically,
hence it could concluded that the efficiency on control torque of standard sliding mode
controller is relatively low.

Figure 2. Curve of angular velocity.
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Figure 3. Curve of attitude quaternion.

Figure 4. Curve of control torque.

6.1. Simulation for Controller Based on Attitude Quaternion

In this section, simulation results for finite-time controller (22) in Section 4 a given. Set
system parameters as follows.

Ĵ = diag(28, 24, 21)kg·m2, λ = 3, d = 10−3 (50)

Generally, larger r and k(t0) brings faster convergence rate, but the demanded control
torque is also enlarged, and smaller r makes sliding mode (9) degenerates to standard
sliding mode. Also larger ks makes system could reach the finite-time sliding mode faster,
moreover, smaller α and larger β bring better convergence rate along the sliding mode.
Considering that system performance under exponential convergence rate when away
from the equilibrium point, the superiority of finite-time property mainly reflects on the
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performance near system equilibrium point. Above all, control parameters for controller
(22) are selected as follows

ε1 = 10−3, ε2 = 10−4, r = 1/3, ks = 2

k(t0) = 0.1, α = 2/3, β = 2
(51)

Based on the discussion in previous section, system convergence time from initial
condition to the field of ‖qv‖ ≤ 10−4 could be got as follows

Ts ≤ 2 (Vs(t0)/ε2
1)

1−r/2

ks(2/λm(J))r+1/2(1−r)
≈ 14 s, Tq ≤ 2 (

1/ε2
2)

1−α/2

β(1−α)
≈ 44 s

T0 ≤ Ts + Tq = 58 s

(52)

where Ts is the time form initial state to the sliding mode, and Tq is the convergence time
along sliding mode (21).

The simulation results are shown as follows
Based on Figures 5 and 6 it could be found that system convergence time is about

30 s, which is much larger than that of the standard sliding mode, also the finite-time
stability calculated in (54) has been proved. The hsystem steady accuracy at 40 s is about
2× 10−6rad/s of angular velocity and 4× 10−8 of attitude quaternion. System performance
including convergence rate and steady accuracy is largely improved compared with that
of standard sliding mode, and the superiority of the proposed controller in this paper
is illustrated by simulation results. Based on Figures 5, 7 and 8 it could be found that
the norm of angular velocity and control torque are upper bounded during the whole
maneuver process, hence the singularity issue of finite-time control does not occur in
the proposed controller. Based on Figure 7, it could be found that the updating sliding
mode parameter k is the key to improve the system convergence rate. From the initial
value to its terminal value, parameter k has enlarged more than 3000 times (from 0.1 to
more than 30), and this property could offset the drawback brought by the exponential
convergence rate. However, it is obvious that the curve of k is very cliffy when the system
state approaches the equilibrium point, and if the system continues to update parameter
k, it would tend to infinity and cause the breakdown of the computing system. Moreover,
noting the disturbance torque and model uncertainty in the simulation configuration, it
could be concluded that controller (24) is robust to disturbance and model uncertainty.
Above all, a finite-time controller (24) based on attitude quaternion proposed in this paper
could achieve the goal of finite-time stability without causing the singularity issue, but
the cost is that the finite-time stability is not strict (the system state could only reach the
neighborhood of equilibrium point but not the actual equilibrium point within finite-time)
to avoid the breakdown of computing system.
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Figure 5. Curve of angular velocity.

Figure 6. Curve of attitude quaternion.
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Figure 7. Curve of sliding mode parameter.

Figure 8. Curve of control torque.

Considering that the proposed sliding mode is modified based on standard sliding
mode, hence some advantages such as the inherent robustness could be maintained. In or-
der to demonstrate this property, set system configurations under controller (22) as follows

d = 1 × 10−2 × rand(3 × 1)Nm

d = 0, λ = 0, u
′
= diag(0.9, 0.8, 0.7)u

J = diag(30, 25, 20)kg · m2, Ĵ = diag(22, 18, 15)kg · m2

(53)

Based on (53) it could be found that the unknown disturbance torque is enlarged
to the 10−2Nm level, and the term d to suppress disturbance in controller is set to be
zero. Moreover, inertia matrix estimation has larger than 25% error comparing with actual
inertia matrix, and the term λ to suppress this perturbation is also set to be zero. The
actual control output has constant bias from desired control torque. Above all, under this
configuration system has three perturbation aspects: (1) larger disturbance and no offset
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term in controller; (2) larger model uncertainty and no offset term in controller; and (3)
control output error in actuator.

Simulation results under condition (53) are show as follows.
Based on Figures 9 and 10 it could be found that the system could still converge to

the equilibrium point under such perturbations. Comparing this group of simulation with
Figures 5–8 it could be found that the main difference is the convergence time. Based on
Figures 9–11 it could be found that system converge time is about 43 s and the convergence
time of controller (22) is about 30 s, and the steady accuracy could approximately be treated
as the same level with controller (22). Moreover, Figures 11 and 12 demonstrate that
finite-time sliding mode based on the standard sliding mode could resist some typical
perturbations such as unknown disturbance, inertia matrix uncertainty and actuator error.
Also, it is worth noting that although the demand control torque is discontinuous in
Figure 12, it could be achieved by a reaction wheel, the function of which is to produce
controlled torque by accelerating and decelerating its rotation speed, and this acceleration
could be discontinuous. This proves that by designing the sliding mode properly, the
finite-time stability and strong robustness could both be maintained.

Figure 9. Curve of angular velocity.

Figure 10. Curve of attitude quaternion.
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Figure 11. Curve of sliding mode parameter.

Figure 12. Curve of control torque.

In this section, simulation results for finite-time controller based on attitude quaternion
are given. By the update law of sliding mode parameter, the finite-time stability could be
ensured and the inherent robustness of the standard sliding mode could both be maintained.
This is one of the main contributions of this paper and offers a new method to achieve
finite-time stability. Also, it could be found that the parameter would tend to infinity and
cause the breakdown of the computing system if the controller is not designed properly,
hence the controller in Section 4 has some risk of the breakdown of the control system.

6.2. Simulation for Controller Based on Euler Axis

In this section, the simulation results of controller in Section 5 are given. Set system
parameters as follows.

Ĵ = diag(28, 24, 21)kg·m2, λ = 3, d = 10−3 (54)

similar as discussed in Section 6.1, larger r and k(t0) brings faster convergence rate, but the
demanded control torque is also enlarged, and smaller r makes sliding mode (9) degenerates
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to standard sliding mode. Also larger ks makes system could reach the finite-time sliding
mode faster, moreover, smaller α and larger β bring better convergence rate along the
sliding mode. Larger γ1 and γ2 could ensure sliding mode parameter k reach the desired
trajectory. Considering the selection of control parameters in references [4–7], some control
parameters could be selected similarly. Generally, larger sliding mode parameters could
bring better convergence rates but the demanded control torque is also larger. Above all,
control parameters for controller (39) are selected as follows

ε1 = 10−4, r = 1/3, ks = 2, γ1 = γ2 = 2

k(t0) = 0.1, α = 2/3, β = 1
(55)

Assume that when ‖qv‖ ≤ ε2 = 10−4 is satisfied the system could be treated as
converged to the equilibrium point, and the system convergence time could be calculated
as follows:

Ts ≤ 2 (Vs(t0)/ε2)
1−r/2

ks(2/λm(J))r+1/2(1−r)
≈ 12 s, Tk ≤ 2 (β/k(t0))

1−α/2

β(1−α)
≈ 9 s

Tq ≤ 2 (
1/ε2

2)
1−α/2

β(1−α)
≈ 31 s, T0 ≤ Ts + Tk + Tq = 52 s

(56)

where Ts is the time form initial state to the sliding mode, Tk is the time of k chasing the
desired trajectory, and Tq is the convergence time along the proposed sliding mode.

The simulation results of controller (39) proposed in Section 5 is given as follows.
Based on Figures 13 and 14, it could be found that the system converges to the

equilibrium point within 30 s, and this proves the system finite-time stability calculated
in Equation (56). Moreover, the system steady accuracy at 50 s is about 2 × 10−5rad/s of
angular velocity and 6 × 10−7 of attitude quaternion, which satisfy the converge condition
claimed previously. Based on Figures 15 and 16, it could be found that control torque
and sliding mode parameter are all norm upper bounded and the singularity issue does
not occur in this condition. Comparing simulation results in this section with those in
Section 6.1 it could be found that system convergence time is faster in this section, and the
major improvement is the curve of sliding mode parameter k. In this section the sliding
mode parameter tends to zero, hence it is not necessary to stop the update law of the sliding
mode parameter. The robustness of the control system is strengthened by this property
compared with the controller in Section 4. It is worth noting that when maneuvering
along the proposed trajectory, the sliding mode parameter k should be strictly monotonic
decreasing. However, based on Figure 15, it could found that the parameter is not strictly
monotonic decreasing and has some wave characters. This is caused by the discontinuous
property of the Euler axis, since when approaching the equilibrium point, the Euler axis
e changes fast and is easily interfered with by random disturbance torque. Consider that
under this situation, the changing rate of e tends to infinite and the controller could not
offset this perturbation, hence the system state deviates from the desired trajectory until
the control torque overwhelms the discontinuous perturbation torque.
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Figure 13. Curve of angular velocity.

Figure 14. Curve of attitude quaternion.
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Figure 15. Curve of sliding mode parameter.

Figure 16. Curve of control torque.

Similar to the discussion in the previous section, in order to demonstrate this property,
set system configurations under controller (39) are as follows:

d = 1 × 10−2 × rand(3 × 1)Nm+1 × 10−3 × ‖ω‖rand(3 × 1)Nm

d = 0, λ = 0, u
′
= diag(0.9, 0.8, 0.7)u

J = diag(30, 25, 20)kg · m2, Ĵ = diag(22, 18, 15)kg · m2

(57)

It could be found that under this configuration system has three aspect perturbations:
(1) larger disturbance and no offset term in controller; (2) larger model uncertainty and no
offset term in the controller; and (3) control output error in the actuator. The simulation
results under strong perturbations are given as follows.

Based on Figures 17–20, it could be found that the system could still converge to
the equilibrium point under such perturbations. Comparing this group of simulations
with Figures 13–16, it could be found that the main difference is the convergence time.
In this group of simulations, the system converges to the equilibrium point about 30 s
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slower compared with that in the controller (39). Figures 17 and 18 demonstrate that
the finite-time sliding mode (31) could achieve a high steady accuracy and resist some
typical perturbations such as unknown disturbance, inertia matrix uncertainty and actuator
error. This proves that by designing the sliding mode properly, the finite-time stability
and strong robustness could both be maintained. Generally, disturbance torque would
influence the system steady performance (a larger disturbance would bring a larger sign
function term and the system chattering issue would be aggravated), and system steady
accuracy would drop.

Figure 17. Curve of angular velocity.

Figure 18. Curve of attitude quaternion.
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Figure 19. Curve of sliding mode parameter.

Figure 20. Curve of control torque.

Based on Table 1 it could be found that the proposed controller in this paper mostly
maintained the advantage of the standard sliding mode controller, and the system conver-
gence rate is largely improved. Also, the steady accuracy is also largely improved.

Table 1. Simulation results comparison.

Standard Sliding Mode
Finite Time Based on
Attitude Quaternion

Finite Time Based on
Euler Axis

Convergence time Low Medium High

Steady accuracy Low Medium High

Robustness Strong Medium Medium

Singularity Issue None None Weak

Controller
Structure Simple Complex Complex
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In this section, performance of the finite-time controller proposed in Section 5 is
demonstrated. Compared with the controller in Section 4, the controller (39) could maintain
the strong inherent robustness of the standard sliding mode and finite-time stability and the
singularity issue of the sliding mode parameter is solved in this situation. The fixed norm of
the Euler axis beings this property and this also brings some by-effect to the system, in fact,
the control issue is transformed to an attitude determination issue since the small error of
the Euler axis could bring large perturbation to system near the system equilibrium point.

7. Conclusions

In this paper, finite-time sliding modes are proposed based on standard sliding ones. A
novel structure of finite time sliding mode surface is proposed based on a standard sliding
mode surface. A system finite time stability is achieved by implementing the update law of
sliding mode parameters and the singularity issue is avoided by using the property when
angular velocity is reversed to the attitude quaternion.

Generally, by enlarging the sliding mode parameter, the system convergence rate
could be improved significantly, and when the update law is designed properly, the desired
system performance could be achieved. Also, it could be found that when using attitude
quaternion to design the finite-time sliding mode, the sliding mode parameter tends to
infinity as the system state converges to zero and the singularity issue of control torque
is transformed to the singularity issue of the sliding mode parameter. In order to avoid
the breakdown of the computer system caused by this singularity issue, it is necessary to
stop updating the parameter when approaching the system equilibrium point. In order
to get the strictly finite-time stability, the Euler axis parameter could be used to design
a finite time sliding mode. The norm of the Euler axis is fixed, and this property brings
some convenience to the design of the finite-time sliding mode. The singularity issue is
solved and the system state, control torque and sliding mode parameters are all norm
upper bounded. However, the control issue is transformed to a measurement issue since a
small error could bring a large perturbation under some typical conditions.

Above all, two kinds of finite time sliding modes are proposed in this paper and each
has its advantages and disadvantages. When selecting the sliding mode properly based on
the onboard condition and space mission requirement, desired system performance can
be achieved.
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Abstract: In this paper, a fuzzy (F) proportional (P)–integral (I)–derivative (D) (PID) (FPID) controller
optimized with a water cycle algorithm is proposed for load frequency control of a multi-area multi-
fuel (MAMF) power system. The MAMF system has the realistic feature of communication time
delays (CTDs), in order to conduct an analysis nearer to realistic practice. Initially, the MAMF system
is analyzed when subjected to a step load disturbance (SLD) of 10% on area 1. The superiority of the
fuzzy PID controller is revealed upon comparing it with PID plus double derivative (DD) (PIDD)
and PID controllers. The MAMF system is investigated with and without CTDs, to demonstrate their
impact on system performance. Later, an additional HVDC line is incorporated in parallel with the
existing AC line for further enhancement of the system performance. Finally, the MAMF system is
targeted with random loading to validate the robustness of the presented control scheme.

Keywords: FPID controller; stability analysis; frequency regulation; MAMF power system; CTDs

1. Introduction

In modern times, frequency regulation is the most indispensable task in power systems,
due to the rapid growth in load demand, integration of several renewable conversion units,
formation of microgrids, the emergence of unintentional time delays and power system
intricacy. Frequency fluctuations arise because of the real power gap between demand
and generation. Necessary steps must be taken to minimize the real power mismatch,
in order to hold the power system frequency within the specified range. This action is
governed by the load frequency controller (LFC), which plays a vital role in the automatic
generation control (AGC) of the interconnected power system (IPS). The IPS comprises
several areas with different generation units representing diverse generation sources that
are running in synchronism and are connected through transmission lines in the form of tie
lines. These lines facilitate the real power exchange between deficit and surplus generation
areas. Power interchange between the control areas via tie lines should be done without
violating the limits. Otherwise, the lines reach the maximum feasible thermal limit, leading
to line outages and hence affecting the stability of the IPS.
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The LFC safeguards the IPS stability by regulating the system frequency and power
exchange via tie lines, to prevent violation of the specified range by varying generation
unit operating points. The concept of the LFC was proposed by Cohen [1] using tie-line
bias control in the year 1957. Later, Elgerd and Fosha [2] introduced classical controllers
as frequency regulators for the multi-area thermal system, in the year 1970. Since then,
researchers have concentrated more on designing frequency regulators for the IPS, to
maintain stability. A literature survey discloses the usage of different power system models
comprised of thermal–thermal units, hydrothermal units and a combination of conventional
and renewable-energy-based systems with and without considering the constraints of non-
linearity such as the governor dead band (GDB) and the generation rate constraint (GRC),
etc. These are consolidated in [3]. Irrespective of the power system model, different
classical control strategies such as PI fine-tuned using a simulated annealing (SA)/genetic
algorithm (GA) [4], PI/PID [5] based on the grey wolf optimizer (GWO), PID [6] with
a harmony search algorithm (HSA), PI/PID [7] using a backtracking search algorithm
(BSA), imperialist competitive approach (ICA)-based [8] PI/PID, ant lion optimizer (ALO)-
based [9] PID with double derivative (DD) gain PIDD, PID tuned with differential evolution
(DE) [10], PID using an elephant herd optimizer (EHO) [11], PID optimized with a cuckoo
search algorithm (CSA) [12], firefly algorithm (FA)-based PI [13], whale optimizer (WO)-
based [14] PID, falcon optimization algorithm (FOA)-tuned PID/PIDD [15], PID [16] based
on a grasshopper optimization approach (GOA) and other hybrid (H) algorithms such
as the artificial field (HAEFA) approach [17], HFA–pattern search (PS) method [18], DE–
AEFA [19] etc., are reported in the literature. However, classical regulators are not sufficient
to handle power system models with the non-linearity features of GRC, GDB and time
delays. Some modified classical controllers such as PID with filter (N) PIDN [20] and other
fractional order (FO) FOPI–FOPD controllers [21] have been proposed by researchers using
some of the newest optimization algorithms to overcome the problem stated above, but
only to a certain extent.

Fuzzy logic controllers (FLCs) are proven to be more efficacious in handling IPS
models, especially with non-linearity constraints. However, selecting the shape of the
membership functions (MFs) and the framing of the rule-based interface engine require
the utmost care; otherwise, the FLC may worsen the IPS performance. In general, se-
lection of MFs is based on pragmatic rules, which are never optimal. Thus, various
optimization methods have been implemented to select the most suitable parameters
for FLCs. Hence, fuzzy-aided classical controllers are gaining momentum, especially in
the power system optimization domain, compared to classical controllers alone. Differ-
ent fuzzy (F)-aided classical controllers that have been reported in the recent literature,
such as bacteria foraging optimization (BFO) [22]/ICA [23]/tuned FPI, DEPS-tuned [24]
FPI/FPID, Type-II FPID [25] based on the GWO sine cosine approach, modified DE-
approach-based FPID [26], FA-tuned FPID [27], symbiotic organism search (SOS)-based
FPID [28], SOA-optimized FOFPID [29], etc., are available.

WCA is a recent meta-heuristic and population-based search method which mimics
the movement of the water cycle on the Earth’s surface. WCA is more efficient for solving
constrained optimization problems and is more efficient compared to the other population-
and stochastic-based methods explained briefly in [30]. In [25], it was observed that WCA-
tuned controller parameters are more robust for handling IPSs with parametric uncertainty
and that they show better stability. Implementation of WCA in LFCs has not been much
studied in the recent literature; moreover, its robustness and ability to maintain a balance
between the phases of exploitation and exploration motivated the researchers in this study
to adopt WCA for the optimal tuning of FPID for the stability of an IPS. Moreover, the
MAMF system is considered with the realistic constraints of GRC and CTDs. The literature
survey disclosed the articles that are available with test system models considering the
non-linearity of GRC and GDB. Researchers have concentrated much less on considering
CTDs with a power system model for analysis purposes. Few papers have considered and
demonstrated the impact of CTDs on IPS performance, and their analysis is confined to
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regulation by traditional PID [31] controllers only. Hence, the power system model studied
in this paper is considered with CTDs, and the effect of CTDs on system performance in
combination with a GRC is presented under the regulation of a WCA-tuned FPID controller.

Further, an HVDC line is laid in parallel with the existing AC tie line as a territorial
control strategy to enhance the dynamical behaviour of the MAMF IPS. The designed
secondary regulators can withstand the fluctuations that arise in the system only to a
certain extent. During large load disturbances, secondary regulators alone would not be
able to restore system stability. Thus, territorial control schemes are necessary to prevent
system instability during time-intensive load variations. The presented AC/DC lines of
the territory strategy facilitate the bulk power transfer capability among control areas
whenever required; therefore, the demand in the deficit generation control area is met
quickly from surplus generation areas.

Considering the above discussion, this work makes the following contributions:

a. An LFC for a MAMF IPS depicted in Figure 1 is developed in MATLAB/Simulink
version R2016a.

b. A WCA-based FPID is presented as a frequency regulator whose efficacy is revealed
compared to conventional PIDD/PID controllers.

c. System non-linearity constraints of GRC and CTDs are considered, to conduct re-
search that is close to realistic practice.

d. The effect of CTDs on the MAMF IPS performance is visualized and justified.
e. The territorial control strategy of AC/DC lines is employed to further enhance the

MAMF system dynamical behaviour.
f. The robustness of the presented control schemes is validated by subjecting the MAMF

system to a wide range of load fluctuations in both areas.
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Figure 1. Transfer function model of multi-area multi-fuel power system.
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2. Power System Model

The power system model under investigation comprises two areas with a 2:1 ratio
of generation capacities. Area 1 is integrated with conventional hydrothermal–gas power
generation plants and area 2 is integrated with diesel–solar photovoltaic–wind units. The
non-linearity feature of the generation rate constraint (GRC) is considered with the hy-
drothermal units, to conduct an analysis close to realistic practice. For the thermal plant,
a 3%/min GRC is considered, whereas for the hydro units 360%/min and 270%/min
constraints are considered for valve lowering and raising. The model of the power system
depicted in Figure 1 was developed using the MATLAB/Simulink version R2016a plat-
form, and the required parameters were taken from [31]. Individual generation units are
approximated by transfer functions as follows:

ΔPGT(S)
ΔPmT(S)

=
(1 + STreKre)

(1 + Tgr S)(1 + STre)(1 + TTr S)
(1)

Hydro unit:

ΔPGH(S)
ΔPmH(S)

=
(1 + STrs)(1 − STW)

(1 + Th S)(1 + Trh S)(1 + 0.5TW S)
(2)

Gas unit:

ΔPGG(S)
ΔPmG(S)

=
(1 + XS)(1 − TCR S)a

(1 + YS)(c + bS)(1 + TF S)(1 + TCD S)
(3)

Diesel unit:
ΔPGD(S)
ΔPmD(S)

=
KD(1 + STd1)

(1 + Td4 S)(1 + Td2 S)(1 + Td3 S)
(4)

Wind unit:
ΔPGW(S)
ΔPmW(S)

=
KW1KW2(1 + STW1)

(1 + TW2 S)(1 + 2S + S2
) (5)

Solar photovoltaic unit:
ΔPGPV(S)

ϕ
=

KPV

1 + TPVS
(6)

The power generated by the individual units in area 1 and area 2 is modeled as

PG1 = PGT + PGH + PGG (7)

PG2 = PGD + PGW + PGPV (8)

During perturbed conditions, the variation in power generated by the units in area 1
and area 2 is modeled as

ΔPG1 = ΔPGT + ΔPGH + ΔPGG (9)

ΔPG2 = ΔPGD + ΔPGW + ΔPGPV (10)

The exchange of power between the areas with only an AC tie line is given as

PtieAC = P12sin(δ 1 − δ2) (11)

During perturbed conditions, Equation (11) can be redefined as

ΔPtieAC = T12(Δδ1 − Δδ2)
= T12(Δ f1 − Δf2)

(12)

With the incorporation of the HVDC link in parallel with the existing AC line, power
flow deviations can be controlled up to a certain level. The HVDC link cannot be designed
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without considering the model of the power system. The gain (K DC) and time (T DC)
parameters of the HVDC line are optimized using the optimization technique. Power flow
in the AC/DC tie line is defined as in Equation (13), and the single-line representation of
the MAMF system with AC/DC lines is shown in Figure 2.

Ptie12 = PtieAC + PtieDC (13)

V δ∠ V δ∠

tieP DC

tieP AC

 
Figure 2. Single-line diagram of interconnected power system with AC/DC lines.

The change in power flow via the DC line under perturbing conditions is modeled as

ΔPtieDC =
KDC

(1 + TDC S)
(Δf1 − Δf2) (14)

Modeling of the area control error (ACE) with AC/DC tie-lines is given by

ACE1 = B1Δf1 + (Δ PtieAC + ΔPtieDC) (15)

ACE2 = B2Δf2 + (Δ PtieAC + ΔPtieDC) (16)

3. Communication Time Delays

The modern-day IPS has become very complex with the penetration of different
distributed generation (DG) sources. Usually, the power system network is situated in a vast
area and has more sensing and phase-measuring devices in remote terminal locations. The
measured data from devices located in remote terminals are transmitted to the command
control center. Control signals, generated from the command control center based on the
data received from remote devices, are transmitted to the secondary regulator in the plant
location to alter the operating point of the system with respect to the varying load demand.
The transmission and reception of signals among various devices located at large distances
are achieved via communication channels. Communication channels are characterized by
certain time delays, as data communication cannot take place instantly. Due to these CTDs,
the delay in altering the power plant operating point leads to an increase in the real power
mismatch between load and generation. These real power mismatches lead to fluctuations
in system frequency, thereby affecting the power system stability. Moreover, in the case of
severe CTDs, the designed secondary regulator may not handle the fluctuations and may
become unstable. To overcome the instability issues due to the emergence of unintentional
time delays within the system, the power system model must be considered with CTDs,
and the secondary regulator must be designed in the presence of CTDs. The modeling of
the CTDs considered in this paper is as follows [31]:

e−sτd =
1 − τd

2 s
1 + τd

2 s
(17)
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4. Controller and Objective Function

Usually, traditional controllers such as I/PI/PID controllers are extensively adopted by
researchers to regulate the power system frequency, due to their easy implementation and
design simplicity. However, these classical controllers are not competent enough during
uncertainties or for power system models with non-linear features. Fuzzy logic controllers
(FLC) are the most efficient for handling non-linear systems [32]. However, the design of
the FLC interface and the selection of the membership functions (MFs) requires the utmost
care. Otherwise, the FLC may degrade the power system performance. Triangular MFs,
as shown in Figure 3, were chosen for the FLC in this study, because of their simplicity
and low memory utilization. Moreover, these triangular MFs with an overlap of 50% yield
satisfactory results. Triangular MFs with linguistic variables such as (LP) large positive, (SP)
small positive, (Z) zero, (SN) small negative and (LN) large negative [33] were considered.
The area control error (ACE) and the derivative of the ACE were given as input to the FLC
unit, and then the output of the FLC was fed to the PID to generate the final output to shift
the operating point subjected to load fluctuations. The fuzzy PID structure utilized in this
work is depicted in Figure 4 [34].

μ

Figure 3. Fuzzy membership functions.

K

K

K

K

d
dt

+

+

Figure 4. Structure of fuzzy-aided PID controller [34].

A Mamdani-type FLC system was designed in this work, with the center of gravity
method [35,36] of defuzzification. The fuzzy output was calculated based on the rules
shown in Table 1. The gains of the fuzzy-aided PID were optimized using the meta-
heuristic optimization approach of a WCA subjected to the minimization of the ISE objective
function. Compared to other time-domain-based objective functions, ISE is more effective
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in dampening peak deviations by maintaining the average balance with settling time.
Therefore, we adopted ISE in this work, as shown in Equation (18).

JISE =

TSim∫
0

(Δ f2
1 + ΔP2

tie12 + Δf2
2

)
(18)

Table 1. FLC system input and output rules.

ACE
ΔACE

LN SN Z SP LP

LN LN LN LN SN Z
SN LN LN SN Z SP
Z LN SN Z SP LP

SP SN Z SP LP LP
LP LP Z SP LP LP

5. Water Cycle Algorithm

The water cycle algorithm (WCA) is one of the newest population-based meta-heuristic
optimization techniques that many researchers are focusing on, especially for constrained
engineering optimization problems. The evolution of this algorithm, introduced by Eskan-
der et al. [37] in 2012, was inspired by the phenomena of the water cycle on the Earth’s
surface. Since then, this approach has found applications in many research fields. How-
ever, the implementation of the WCA approach in power system regulation has not been
significant to date. This motivated the researchers in this study to implement this search-
ing algorithm to find the optimal parameters of the secondary regulator to regulate the
frequency and maintain the stability of interconnected power system models.

The searching strategy of the WCA starts with an initial population of raindrops or
snowflakes that accumulate on hills or mountains and later collectively move downwards
to form streams and rivers. Finally, these streams and rivers are assumed to be joined at the
sea, treated as the global best solution.

For a solution with variables 1×Nvar, the vector of rain drops (RD) is formulated as

RDi = Yi = [y 1, y2 . . . . . . . . . yNvar
]

(19)

RD Population =

⎡⎢⎢⎢⎢⎣
RD1

− − −
RDi

− − −
RDNPOP

⎤⎥⎥⎥⎥⎦ (20)

After defining the initial population, the cost of an individual RD is evaluated consid-
ering the time-domain objective index of ISE, as formulated in Equation (18).

Subsequently, the positions (P) of rivers/streams are updated, as shown in
Equations (21) and (22), based on the assumption that these join at the sea eventually.

Pnew
stream = Pstream + rand() ∗ C ∗ (P river − Pstream) (21)

Pnew
river = Priver + rand() ∗ C ∗ (P sea − Priver) (22)

The parameter C is constant and is generated randomly, taking a value lying between
0 and 2, whereas rand () takes a value between 0 and 1. If the evaluated cost index value of
the stream happens to be less than that of the river, then the positions of the stream and
river will be exchanged. A similar process is applied for rivers and the sea.

To facilitate space for rainwater in the sea, the optimization algorithm is operated
with an evaporation phase for seawater. Further, this loop will avoid rapid convergence
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and impart excellent capability to the searching mechanism. The phase of evaporation
terminates if

|Psea − Priver| < dmax (23)

where dmax is a number close to zero, which decreases automatically as

dnew
max = dmax − (d max/max.iteration) (24)

The phase of rain starts immediately after the termination of the evaporation process.
During rain, new streams will be formed at different locations, and their positions are
found using

Pnew
stream = Psea +

√
U × rand(1, Nvar

)
(25)

where U indicates the rate of search close to the sea. The algorithm displays the global best
solution when it reaches the maximum iteration count. The parametric values implemented
while designing the WCA algorithm for power system optimization in this study are given
in Table 2, and the flowchart is depicted in Figure 5.

Figure 5. WCA flowchart.

34



Mathematics 2022, 10, 508

Table 2. WCA parameters.

Parameter Value

NVar 21
NPOP 100

C 2
U 0.04

dmax 0.001
Max.iteration 50

6. Simulation Results

6.1. Case 1: Analysis of MAMF System without Considering CTDs

The performance of the MAMF system was assessed without taking the feature of
CTDs into account. Various controllers such as PID/PIDD/fuzzy PID were implemented
as secondary regulators one after the other in both the areas, and were optimized using
the WCA algorithm. To obtain the most comparative analysis, responses under different
controllers are compared in Figure 6 in terms of frequency deviation in area 1 (Δf1) and
area 2 (Δf2), and tie-line power flow deviations (ΔPtie12). Moreover, the responses shown
in Figure 6 are numerically interpolated with regard to the settling time (Ts) provided
in Table 3, and the controller’s optimum gains are noted in Table 4. Further, the peak
undershoot (US) values obtained with the presented FPID were lower (Δf1 = 0.0098 Hz,
ΔPtie12 = 0.00541 Pu.MW, Δf2 = 0.000303 Hz) than those using PIDD (Δf1 = 0.01311 Hz,
ΔPtie12 = 0.00868 Pu.MW, Δf2 = 0.00068 Hz) and PID (Δf1 = 0.01659 Hz, ΔPtie12 = 0.01315
Pu.MW, Δf2 = 0.001021 Hz). From Figure 6 and Table 3, it can be primarily concluded
that the fuzzy PID completely outperforms the PID/PIDD in diminishing the peak under-
shoots/overshoots as well as in damping out the oscillations. Further, with the fuzzy PID,
the objective index is very slightly minimized, whereas it is enhanced by 60.94% with PIDD
and 78.63% with PID.

   
(a) (b) (c) 

Figure 6. MAMF system responses for case 1: (a) Δf1; (b) ΔPtie12; (c) Δf2.

Table 3. MAMF system response settling time (in sec) for various cases.

Settling Time
(in sec)

Case 1 Case 2

FPID PIDD PID FPID PIDD PID

Δf1 7.56 8.95 12.69 9.721 11.88 15.97
ΔPtie12 10.160 11.46 13.21 11.23 12.40 14.26

Δf2 8.322 11.80 14.89 9.834 13.16 16.39
ISE × 10−3 7.769 19.893 36.355 29.275 52.283 85.098
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Table 4. MAMF system response settling time (in sec) for various cases.

Controller
Area 1 Area 2

FPID PIDD PID FPID PIDD PID

Case 1

K1 = 0.5757
K2 = 0.7573
K3 = 0.8315
K4 = 0.3394

KP = 2.0755
KI = 1.1281
KD = 0.7329

KDD = 0.1430

KP = 3.1388
KI = 2.0944
KD = 1.4939

K1 = 0.8861
K2 = 0.6994
K3 = 0.8606
K4 = 0.3766

KP = 1.9575
KI = 1.6113
KD = 0.5889

KDD = 0.1495

KP = 2.9936
KI = 1.8112
KD = 0.8632

Case 2

K1 = 0.5014
K2 = 0.7113
K3 = 0.6592
K4 = 0.4588

KP = 1.8098
KI = 1.2760
KD = 0.9630

KDD = 0.0607

KP = 2.9861
KI = 1.9060
KD = 1.1464

K1 = 0.8130
K2 = 0.8248
K3 = 0.6416
K4 = 0.4268

KP = 1.9623
KI = 1.2260
KD = 0.6232

KDD = 0.4939

KP = 3.0283
KI = 2.0519
KD = 0.8964

6.2. Case 2: Analysis of MAMF System with CTDs Considered

The MAMF system performance was assessed taking the feature of CTDs into account.
A realistic time delay of 0.25 sec was considered in this work, to analyze its impact on
system performance. The WCA-optimized controllers such as PID/PIDD/fuzzy PID
were implemented in the MAMF system one after another in both the areas for the same
disturbance loading on area 1 of 10% SLD. The responses for this case are shown in
Figure 7, and the corresponding numerical results are given in Table 3. From the responses
depicted in Figure 7, it can be concluded that the fuzzy PID showed superior performance
in handling the system behaviour, even when considering CTDs. Moreover, the peak
US values are greatly diminished with FPID (Δf1 = 0.0187 Hz, ΔPtie12 = 0.01074 Pu.MW,
Δf2 = 0.00064 Hz) compared with using PIDD (Δf1 = 0.02033 Hz, ΔPtie12 = 0.01293 Pu.MW,
Δf2 = 0.00086 Hz) and PID (Δf1 = 0.02569 Hz, ΔPtie12 = 0.01813 Pu.MW, Δf2 = 0.001359 Hz).
The ISE index is greatly minimized by the fuzzy PID but is improved by 44.06% with PIDD
and 65.59% with PID.

   
(a) (b) (c) 

Figure 7. MAMF system responses for case 2: (a) Δf1; (b) ΔPtie12; (c) Δf2.

6.3. Case 3: Comparative Analysis of MAMF System Responses without and with Consideration
of CTDs

To demonstrate the predominance of CTDs in the MAMF system performance, re-
sponses with and without considering CTDs under the supervision of the WCA-based
fuzzy PID controller are compared in Figure 8. As the fuzzy PID exhibits more dominance
in regulating the deviations in responses compared to the PID/PIDD, the responses under
fuzzy PID only are compared in Figure 8. From the MAMF system responses compared
in Figure 8, it can be concluded that the responses with CTDs have more deviations and
take slightly more time for the oscillations to settle down. Moreover, the responses of the
MAMF system with CTDs take more time to reach a steady condition. This is because of the
time delay between transmission and reception of the measured data signals and control
signals among different devices situated in various locations. With these time delays, the
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data from sensors installed at distant locations will be transmitted to the command control
center with some delay. Based on these data, the control signal will be generated and fed
as input to the regulator in the plant location to alter the real power generation subjected
to a fluctuating load demand. Hence, the delay in generating the control signal and the
delay in transmitting the control signal to the regulator in the plant location leads to a
more real power mismatch between generation and demand and hence to deviations in the
system dynamical behaviour. Thus, we strongly endorse considering the CTDs within the
power system when designing the regulator, to avoid stability issues. A regulator designed
without taking CTDs into account will no longer maintain system stability in the event of
unintentional time delays emerging within the power system.

   
(a) (b) (c) 

Figure 8. MAMF system responses for case 3: (a) Δf1; (b) ΔPtie12; (c) Δf2.

6.4. Case 4: Analysis of MAMF System with AC/DC Lines

To substantiate the oscillations that occur in the system dynamical behaviour because
of CTDs and the deviations in peak undershoot/overshoot, an additional HVDC tie line
was incorporated in the MAMF system in parallel with the existing AC line. The system
responses with the AC line and AC/DC lines are compared in Figure 9, to visualize the
efficacy of adopting the additional HVDC tie line in the system and numerical results
are provided in Table 5. The deviations were greatly mitigated, and the responses settled
down more quickly when employing AC/DC lines than when employing only AC lines.
Thus, it is concluded that the territorial control strategy of employing AC/DC lines in the
interconnected power system enhances the system dynamical behaviour.

   
(a) (b) (c) 

Figure 9. MAMF system responses for case 4: (a) Δf1; (b) ΔPtie12; (c) Δf2.
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Table 5. MAMF system response settling time (in sec) for AC/DC lines.

Parameter Δf1 ΔPtie12 Δf2 ISE × 10−3

With AC line only 9.721 11.23 9.834 29.275
With AC/DC lines 7.758 6.746 7.112 17.362

6.5. Case 5: Robustness Analysis

To show the robustness of the presented control mechanism, the MAMF system with
CTDs was subjected to loadings of 10% SLD on area 1 only, and 10% SLD and 20% SLD on
both areas. Even though the system was subjected to different loadings, the deviations in
system dynamical behaviour, as shown in Figure 10, are not marked. Thus, the presented
control strategy of the fuzzy PID and the territorial control strategy of AC/DC lines were
considered robust. Further, to validate the presented control scheme, the MAMF system
was targeted with random loadings, as shown in Figure 11.

   
(a) (b) (c) 

Figure 10. MAMF system responses for case 5 for different loadings: (a) Δf1; (b) ΔPtie12; (c) Δf2.

 
(a) 

Figure 11. Cont.
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(b) 

 
(c) 

Figure 11. MAMF system responses for case 5 for random loadings: (a) Δf1; (b) ΔPtie12; (c) Δf2.

7. Conclusions

In this paper, a WCA-tuned fuzzy PID controller was suggested for frequency regula-
tion of the MAMF power system. The efficacy of fuzzy PID was demonstrated, compared
with the performance of traditional PID/PIDD. The dynamical behaviour of the MAMF
system was analyzed by subjecting area 1 to 10% SLD. Moreover, the investigation was
performed on the MAMF system without and with consideration of CTDs, to exhibit their
dominance with regard to the system performance. To further substantiate the fluctuations
in the MAMF system responses due to the effect of CTDs, a territorial control strategy of
AC/DC lines was operated within the system. The simulation results demonstrated the ef-
fect of the AC/DC line on the MAMF system performance in damping out the fluctuations
in less time. Furthermore, considering the advantages of fuzzy PID, we suggest adopting
and testing the efficacy of FO-based intelligent FLC controllers for stability analysis of
interconnected power systems considering CTDs in future work.
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Abbreviations

SLD Step load disturbance
AGC Automatic generation control
CTDs Communication time delays
IPS Interconnected power system
LFC Load frequency control
DG Distributed generation
MAMF Multi-area multi-fuel
GDB Governor dead band
GRC Generation rate constraint
HVDC High-voltage DC line
WCA Water cycle algorithm
COG Center of gravity
MFs Membership functions
ISE Integral square error
ACE Area control error
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Abstract: This paper presents a solution for the modelling, implementation and simulation of the
fractional-order process of producing the enriched 13C isotope, through the chemical exchange
between carbamate and carbon dioxide. To achieve the goal of implementation and simulation of
the considered process, an original solution for the approximation of fractional-order systems at the
variation of the system’s differentiation order is proposed, based on artificial intelligence methods.
The separation process has the property of being strongly non-linear and also having fractional-order
behaviour. Consequently, in the implementation of the mathematical model of the process, the
theory associated with the fractional-order system’s domain has to be considered and applied. For
learning the dynamics of the structure parameters of the fractional-order part of the model, neural
networks, which are associated with the artificial intelligence domain, are used. Using these types
of approximations, the simulation and the prediction of the produced 13C isotope concentration
dynamics are made with high accuracy. In order to prove the efficiency of the proposed solutions, a
comparation between the responses of the determined model and the experimental responses is made.
The proposed model implementation is made based on using four trained neural networks. Moreover,
in the final part of the paper, an original method for the online identification of the separation process
model is proposed. This original method can identify the process of fractional differentiation order
variation in relation to time, a phenomenon which is quite frequent in the operation of the real
separation plant. In the last section of the paper, it is proven that artificial intelligence methods
can successfully sustain the system model in all the scenarios, resulting in the feasible premise of
designing an automatic control system for the 13C isotope concentration, a method which can be
applied in the case of other industrial applications too.

Keywords: artificial intelligence; separation process; concentration; neural network; 13C isotope;
separation column; mathematical model; approximation; simulation; fractional-order systems

MSC: 93-10

1. Introduction

The periodic table consists of elements from nature that can be decomposed into atoms
that possess several chemical properties. The isotopes are referred to as a collection of
atoms that have the same chemical properties and the same name, but with different masses.
There are the following two types of isotopes to be found in nature: stable ones that do not
disintegrate over time, and radioactive ones that are affected by the disintegration process
that makes them radioactive. In nature, carbon [1] has fifteen known isotopes (8C—being
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radioactive, to 22C), amongst which there are two stable isotopes: 12C (98.9%), 13C (1.1%)
and one longest-lived radioactive isotope: 14C (<0.0001%).

In nature, there is a small concentration of stable isotopes that are necessary for
applications [2–4], so the necessity of increasing the concentrations is justified. The interest
in the separation methods of the stable isotopes [5,6] (for example, as follows: carbon,
oxygen, lithium, nitrogen) has shown growth in the last few years, whilst the subject has
been known to be taken into consideration since the beginning of the 1960s, because of the
usage of nuclear energy on an industrial scale and the need for new nuclear fuels. Along
with the main fields in which the isotopes are used can be remembered as medicine (the
isotopes of 13C and 14C are used for respiratory tests), chemistry, agriculture (efficiency in
the usage of chemical fertiliser is reached by isotopes of 13C, 15N and 18O as tracer agents),
biology or engineering (for example, hydrogen with the stable isotope deuterium with
applications in the moderation of nuclear reactors with natural uranium and determining
groundwater flow). Some information regarding the age of the rocks or the circuit of water
in nature can be found by studying the natural abundance of isotopes.

The commonly used procedure in the case of the separation of the stable isotopes [7–10]
is a distillation that implies that the isotopes of the compound make an exchange in the
columns with packing [11]; the isotopes can be found in columns in the gaseous or liquid
phase. The procedure implies a piece of specific equipment and operation. Although
there are few papers in the literature that presents the modelling and control problems for
the isotopic separation [12,13], the process of the 13C isotope separation is proposed to be
improved in this paper. The separation column’s working principle is based on the refluxing
system, as follows: at the bottom of the column, the isotope is found in a liquid phase,
where it is converted into a gaseous phase and re-entered into the column; at the top of the
column, the isotope is converted from gaseous to liquid and re-entered into the column.
The main setback of this process represents its nonlinearity, being a distributed parameter
process with multiple inputs and multiple outputs, which poses a real challenge in the
automation field when speaking of process modelling and control. The isotopic separation
process is a consistently slow one, implying higher costs when the energy consumption of
the plants may need to meet an improvement [14,15]. In the technical literature, there are
some papers proposing mathematical models for the separation processes using constant
parameters [16–18], where there is no necessity to implement artificial intelligence (AI)
learning methods since there are no variable parameters.

The methods of artificial intelligence process modelling emphasise the efficiency of
obtaining an accurate model for the separation process that can be used for controller tuning
or as a reference model in the structure of automatic control systems for the concentration
of the 13C isotope; a main property of the model is the fact that it is designed to highlight
the fractional-order behaviour [19–21] of the real process. Moreover, the technical process
associated with the separation column is a distributed parameter process because its
dynamics depend both on time and on the position of the elements in relation to the
columns’ height. On the other hand [22,23], implement solutions for learning the behaviour
of some separation processes, but in their linearised form. The main approach of this
research is to avoid the problem of simplification through linearisation and to consider in
the proposed model the entire domains of signal variation. This aspect allows benefiting
at the maximum potential from the performances of the future design of the 13C isotope
automatic control system, based on the proposed model. The complexity of the 13C
isotopic separation process results in the impossibility of learning its behaviour by only
one neural network (regardless of its type), reaching the solution of interconnecting more
neural networks.

There are some papers in the technical literature explaining the necessity of the im-
plementation of fractional-order systems. Ref. [24] presents the method for obtaining
stable systems for those that vary in time and that are non-linear using Caputo’s definition
of fractional-order derivatives, but only when the fractional differentiation order has a
constant value and it is enclosed in the (0; 1) domain. The stability of the fractional-order
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systems was studied and solved using the linear feedback control in [25,26], whilst [27]
presents the method of investigating the effects of fractional-order perturbation on the
robust stability of linear time-invariant systems with interval uncertainty. The author of [28]
states the possibility of implementing a state feedback H∞ controller for the commensurate
linear and time-invariant fractional-order systems. Moreover, in [29], the reduction problem
of the H∞ model is studied, aiming at its applicability only for positive fractional-order
systems.

In practice, the fractional-order controllers, especially of the PID type (proportional-
integral-derivative), have many applications. For example, an optimised method for auto-
tuning procedures of PID fractional-order controllers, with application in flight control,
is presented in [30]. Precise models of fractional-order processes are necessary for the
tuning of fractional-order PID controllers. In this context, in [31], an example of proving
the empiricism of the usage of the fractional-order systems is given based on the process of
charging the circuit of a supercapacitor.

The analysis of the above-mentioned papers is concluded by offering simulation
and control solutions only in those cases in which the fractional-order models of the
considered lumped parameter processes are simplified and linearised. One of the main
aims of this paper is to propose an original solution for the approximation of the separation
column’s model in order to be robust in the variation of the separation process fractional
differentiation order. In the case of the fractional-order models that have the fractional
differentiation order β, the actual existing methods are not allowing the model adaptation
according to the variation of this parameter; more exactly, all the existent methods for the
approximation of fractional-order systems with integer-order systems are valid only for
constant values of β. This disadvantage is eliminated by using the original approximation
method proposed by this research.

As a result of the technical literature, the finite-dimensional integer-order transfer
functions are considered to be a feasible alternative for the implementation of the fractional-
order transfer function. It can be stated that the integer-order transfer function has an
infinite-dimensional representation of the operator sβ (fractional-order operator), where β
is a real number; various approximations are proposed for a single term sβ. Consequently,
the fractional-order systems are simulated or implemented by having the transfer functions
replaced by the integer-order ones, which has the closest behaviour to the one that is
desired, but is by far the easiest to handle.

There are different approximation solutions for the fractional-order operators, namely,
for the continuous-time implementation, the Oustaloup filter (generalized, also known
as a recursive approximation, or the modified version [32,33]), which is a good choice in
most of the cases, the design of the FIR filter [34], and the Tustin discretisation method [35]
for the discrete-time implementations, along with the methods of the retaining invariants
for the impulse and step response; by selecting a frequency range of suitable interest,
it is possible to easily approximate any fractional-order system with one of the above-
mentioned methods.

The adaptability of the model to the actual solutions when the fractional differentiation
order presents variations in relation to time, is only possible by reidentifying the structure
parameters of the models, which is known to be a complex, time-consuming and laborious
procedure. Using the actual approximation methods, the online identification of the process
is impossible due to the impossibility of modifying the fractional differentiation.

In conclusion, there are not any elaborate methods in the technical literature that
use fractional-order systems with variable fractional differentiation orders. The present
research is justified due to the fact that the separation process presents in the practical
operation variations of the fractional differentiation order, this aspect being highlighted in
the model only if a new original approximation method is used.

Due to the complexity of the problem, the implementation of such an approximation
method and implicitly a model is based on applying methods belonging to the AI (artificial
intelligence) domain, namely, the neural networks. The AI methods in the last few years
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were applied in order to solve a lot of technical problems, as follows: predicting the evolu-
tion of the COVID-19 pandemic [36], predictions related to marketing and management
solutions [37,38], education matters [39], cardiology matters [40], in power electronic sys-
tems [41], etc. The practical applicability of the proposed modelling method is proven by
considering as a case study the isotopic separation process of 13C.

2. The 13C Isotope Separation

The laboratory plant that is used for the separation process of the 13C isotope [2] is
schematically presented in Figure 1a. It can be easily remarked that the system is composed
of an absorber A, a separation column SC (a cylinder with h = 300 cm and d = 2.5 cm)
and an R + S + H element composed of a reactor R, a stripper S and a heather H, all
being interconnected by pipes. The absorber, the separation column and the stripper
from Figure 1a are hachured, highlighting the fact that they contain steel packing of the
Helipack type.

Figure 1. (a) The 13C isotope separation laboratory plant; (b) The 0i axis.

The flow of the monoethanolamine in methanol solution, with a molar concentration
of 1 M or 2 M, is engaged by the pump in the upper part of A through pipe 1. The
plant can be used in the following two working regimes: In the production regime, the
separation plant is supplied with carbon dioxide (CO2) having a concentration of 99.98%
using pipe 6, and the product is extracted in the gaseous phase through pipe 8 (CO2 with
an increased concentration of 13C isotope); in the total reflux regime, the product is not
extracted (the flow on pipe 8 is 0) from the separation plant. The carbamate results in pipe 2
after the absorption of CO2 in monoethanolamine (the absorption phenomenon takes place
in the A absorber). The separation column is supplied in the upper part (through pipe 2)
with carbamate and in the lower part with CO2 (through pipe 7). Consequently, in the
separation column, the carbamate and the CO2 are circulating in counter-current [42], the
chemical exchange between them taking place. The CO2 having an isotopic concentration
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lower than 1.1% of the 13C natural isotopic concentration is evacuated as a waste from the
absorber and implicitly from the separation plant through pipe 4. In the lower part of the
column, the 13C isotope concentrates in the liquid phase. The 13C isotope at the desired
concentration (the parameter (signal) that is desired to be monitored) can be extracted from
the plant using pipe 8. The reactor is responsible for the thermal decomposition of the
carbamate, which enters it through pipe 3. The concentration of the 13C is measured by the
T transducer—mass spectrometer. The stripper removes completely the CO2, resulting in a
pure monoethanolamine solution that is reheated using H in order to be recirculated again
in the system through pipe 1, by the pump (using the pump, the absorber is continuously
supplied with monoethanolamine solution). The valves from pipes 5 and 7 are three-
way valves.

3. The Mathematical Modelling and the Numerical Simulation of the
Separation Process

The 13C concentration that is obtained from the process is strongly dependent on the
position inside the SC, in relation to its height. Moreover, the 13C concentration depends on
time. Figure 1b presents the 0i axis, where the i variable highlights the position in relation
to the columns’ height.

In the case of the 1 M concentration solution of monoethanolamine, the identification
can be carried out through an experiment when the SC is working in the total reflux regime.
The input signal of the process is considered to be the input flow of the monoethanolamine
solution, and the output signal is the concentration of the 13C isotope at the lower part of
the separation column. The experiment was made by applying at the input a step signal
having a value of 350 mL/h and using T, the real-time experimental data (the real-time
values of the output signal) were collected. The experimental data are presented in Table 1.

Table 1. The separation process experimental data—13C concentration.

13C Concentration (%) Time (h)

1.108 0
1.65 10
1.85 20
1.91 30
2.02 40
2.05 50
2.05 60

Since there is a small amount of experimental data, the most probable curve that
approximates the experimental curve has to be determined (this curve will describe the
most probable separation process dynamics). The simulated curve is ought to approximate
the dynamics of the time evolution of the output signal while eliminating the effect of the
errors resulting from the measurement process. Due to the fact that the separation process
is a fractional-order one, the most probable approximating response (curve) is obtained by
using a fractional-order model.

The proposed fractional-order model that generates through simulations the most
probable approximate response is represented by the following fractional-order trans-
fer function:

H1 =
K

T·sβ + 1
(1)

where the proportionality constant K = 1.22 (%·h/mL), the time constant T = 14 (h) and
the process fractional-order β = 0.91.

The coefficients of the fractional-order transfer function from (1) are obtained using
an iterative procedure, the corresponding simulations being made in the MATLAB Crone
Toolbox. The graph that compares the separation process experimental curve (represented
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in blue) and the separation process simulated approximating response (represented in red)
is presented in Figure 2.

Figure 2. The separation process experimental curve and the most probable approximating response
of the separation process.

It can be remarked from Figure 2 that the two curves are very close in values, meaning
that the approximation’s accuracy is sufficient.

Using only the approximate response obtained in Figure 2, the proof of the previously
identified value of the processing time constant can be made using a classical identification
method. It can be observed that the classic identification method is applicable in the case of
a first-order process without dead time; the time constant of the process is determined using
the tangent method [43] (the considered classic identification method), and it is presented
in Figure 3.

Figure 3. The tangent method—time constant computation.
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It can be remarked from Figure 3 that yst represents the steady-state value for the
response of the process (yst = 2.05 (%)). After applying the tangent method, the time
constant T = 14 h is determined, the same value as it was previously determined through
the procedure applied to identify the coefficients of (1).

The variation of the steady-state value of the 13C isotope concentration in relation to
the variation of the input monoethanolamine solution flow can be modelled through the
proportionality constant Kp that can be computed using the values of the input signals
associated with two different experiments and the corresponding output signal steady-
state values (for Fin1 = 340 mL/h the experimentally obtained steady-state 13C isotope
concentration is 2.05 (%) and for Fin1 = 460 mL/h the experimentally obtained steady-state
13C isotope concentration is 1.65 (%); the notation Fin is used for the input flow of the
monoethanolamine solution) as follows:

Kp =
1.65 − 2.05
460 − 340

= −0.0033 (%·h/mL) (2)

Kp has the significance of the gradient of the approximation ramp that models the
variation of the steady-state value of the 13C isotope concentration due to the variation of
the input flow.

The mathematical model for the separation process [44] is given by the equations
below as follows:

• The output signal of the open-loop process notated with y(t) as follows:

y(t) = s13C1(t) + F0T(t)·u(t) (3)

where F0T(t) is an increasing exponential function having the following form:

F0T(t) =
1
T
·tβ−1·Eβ,β

(
− 1

T
·tβ

)
, (4)

In which Eβ,β

(
− 1

T ·tβ
)

is the Mittag-Leffler function in two parameters [45] defined

by Eβ,β(m) = ∑∞
k=0

mk

Γ(βk+β)
, where R(β) > 0; this complex form of F0T(t) is due to the fact

that the separation process is a fractional-order one.

• Moreover, u(t) represents an equivalent step-type signal (depending on the process
input signal—the input monoethanolamine solution flow Fin(t)) in concentration
as follows:

u(t) = s13C0(t)− Kp·(Fin0(t)− Fin(t))− s13C1(t) (5)

where the 13C concentration (the output) has an initial value s13C1(t) = s13C1 = 1.108%,
and its steady-state value (for Fin1 = 340 mL/h) s13C0(t) = s13C0 = 2.05%. The steady-
state value of the 13C concentration varies in relation to the value of the solution flow
(which is the input signal) according to Kp value; this procedure based on using the
Kp constant allows to model a nonlinear process with modelling techniques that are
used for linear ones.

The separation column can also be modelled using a more complex version that allows
the highlighting of the influence of the position in relation to the column height. The
equations for the complex version of the process model are presented below as follows:

• The height equivalent to a theoretical plate (HETP) for the separation column as
follows:

HETP(t) = HETP0 + KH ·(Fin(t)− Fin0(t)), (6)

where Fin0(t) = 367 mL/h is the constant value of the monoethanolamine input flow
and Fin(t) is the instantaneous value of the monoethanolamine input flow (represented
as a step input signal), KH = 0.0085 (cm·h/mL)—proportionality constant (experi-
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mentally identified), HETP0 —the steady-state value of the HETP, for the Fin0(t). It
can be remarked that the HETP is directly influenced by the monoethanolamine input
flow Fin(t).

• The proportionality constant (KH) as follows:

KH =
HETPst1 − HETP0

Fin1 − Fin0
(7)

Which is responsible of the connection between the input flow of monoethanolamine
and the HETP and where HETPst1 = 5.43 cm is the steady-state value of the HETP for
Fin1 = 460 mL/h.

• The number of theoretical plates (n(t)) as follows:

n(t) =
h

HETP(t)
, (8)

• The separation (S(t)) :
S(t) = αn(t) (9)

where the elementary separation factor for the 13C isotope regarding the procedure of
chemical exchange is α = 1.01.

• The equivalent input signal of the separation process as follows:

u2 = y0·(S(t)− 1) (10)

where the natural abundance of the 13C isotope is y0 = 1.108%.
• The time constant (T) as follows:

T = Ti0 +
(

Ti f − Ti0

)
· i
i f

(11)

where Ti0 is the process time constant when i = 0+ and Ti f it the process time constant
when i = i f . As it can be remarked, the complex form of the model also highlights
the variation of the process time constant in relation to the position variation in the
column height.

It is considered that the final position in the columns’ height is equal to the height of
the column as follows:

i f = h, (12)

• The fractional-order differential equation [45] that models the separation process
dynamics as follows:

DβFt(t) = − 1
T
·Ft(t) +

1
T
·u2(t) (13)

The Ft(t) function represents the solution of (13).

• The dynamics of the concentration Fi(i) in relation with i as follows:

Fi(i) = (y0·α − 1) + e
i

C+K·(Fin(t)−Fin0) (14)

where C = 430 cm is an equivalent length constant for SC and the proportionality con-
stant K = 0.7527 cm·h/mL that is determined experimentally makes the mathematical
connection between the input flow and the length constant of SC.

• The length constant (I) as follows:

I = C + K·(Fin(t)− Fin0) (15)
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• The 13C isotope concentration at any point of height in SC as follows:

yan(t, i) = y0 + Ft(t)·Fi(i, Fin(t)) (16)

and it depends on the input flow Fin(t) of monoethanolamine. In (16), the Fi(i, Fin(t))
function is given by the following: Fi(i, Fin(t)) =

Fi(Fin(t),i)−y0
Fi(Fin(t),i f )−y0

.

Using the mathematical model presented in (3), the process is simulated for different
input signals of Fin(t) ∈ {200, 275, 350, 425, 500} mL/h. The comparative graph between
the responses obtained by simulating the separation process is presented in Figure 4.

Figure 4. The comparative graph between the simulated responses of the process when the variation
of the input signal occurs.

The results for the simulations from Figure 4 (more exactly the steady-state values of
the five responses) are presented in Table 2.

Table 2. Simulation results centralizer.

Fin (mL/h) 200 275 350 425 500

13C concentration in
steady-state regime (%)

2.062 2.054 2.047 2.039 2.032

It can be concluded from Table 2 and Figure 4 that by decreasing the input flow Fin
(also considered the input signal) results in an increase in the 13C isotope concentration
(output signal). The phenomenon can be mathematically correlated to the negative value
of the proportionality constant Kp from (2). On the other hand, from the physical point of
view, the chemical exchange between the carbon dioxide and the carbamate has a lower
intensity when the input flow of ethanolamine is higher; there is a smaller amount of time
when the two reactants come into contact). However, the extreme values of the input
flow that imply extreme operation regimes for the separation plant have to be avoided
(the flooding phenomenon for high input flows and the dry-column phenomenon for low
input flows).

The isotopic separation processes are considered extremely slow processes. Due to the
fact that the separation plant operations are affected by different parametric perturbations
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(for example, the following technological parameters: temperature, insulation efficiency, or
other disruptive parameters encountered due to the equipment in the structure of the iso-
topic separation installation); therefore, the structural parameters of the separation columns
present variation with respect to time. Considering the results of the proceeded experiments
and the previous explanation, it was concluded that the differentiation fractional-order
(β) of the separation process is strongly affected by the mentioned perturbations. The
advantages of the proposed model that are likely to be considered are the following:

• The possibility to implement an automated control strategy amongst with the associ-
ated controllers based on the developed model;

• The implementation of the model as reference model in IMC (internal model control)
structures;

• Simulations can be performed by employees in order to highlight the behaviour of the
isotopic separation installation in different operational scenarios.

The maximum efficiency of the proposed models, both on the technological and
economical aspects, can be reached by obtaining a precision as good as possible; in this
context, the online adaptation of the proposed model when the differentiation fractional-
order (β) presents variations (due to the mentioned parametric endogenous perturbations)
is required.

4. The Proposed Solution for the Online Approximation and Adaptation of the
Fractional-Order Models

In order to implement the first version of the separation process, the function with a
complex structure in (4) should be approximated with high accuracy (being the representa-
tion in the time domain of a fractional-order process response).

There are more solutions proposed in [45] in order to define the fractional-order
derivatives. The Riemann–Liouville definition is presented below as follows:

RDα f (t) � DmIm−α f (t) =
dm

dtm

[
1

Γ(m − α)

∫ t

0

f (τ)

(t − τ)α−m+1 dτ

]
, (17)

where Im−α is a fractional-order integral and m is an integer (m − 1 < α < m and α ∈ R+).
Caputo introduced an alternative method to define the following fractional-order

derivative:

CDα f (t) � Im−αDm f (t) =
1

Γ(m − α)

[∫ t

0

f (m)(τ)

(t − τ)α−m+1 dτ

]
, (18)

where m ∈ N and m − 1 < α < m; the Caputo definition is more restrictive than the
definition in (17), requiring the absolute integrability on the mth order derivative of the
function f (t).

Supposing that t �= 0+ for the first (m − 1)th order derivatives of f (t) function and
for f (t) it results that

RDα f (t) � DmIm−α f (t) �= Im−αDm f (t) � CDα f (t), (19)

Consequently, the relationship between the definitions in (17) and (18) is the following:

RDα f (t) = CDα f (t) +
m−1

∑
k=0

tk−α

Γ(k − α + 1)
f (k)

(
0+

)
, (20)

RDα

(
f (t)−

m−1

∑
k=0

f (k)
(
0+

) tk

k!

)
= CDα f (t) (21)
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The generalisation of backward difference underlies the following Grünwald–Letnikov
definition:

Dα f (t)|t=kh = lim
h→0

1
hα

k

∑
j=0

(−1)j
(

α
j

)
f (kh − jh), (22)

where
(

α
j

)
is the usual notation for the binomial coefficients; there is also a possibility to

define Grünwald–Letnikov definition alternatively in the following integral form:

LDα f (t) =
m

∑
k=0

f (k)(0+)tk−α

Γ(m + 1 − α)
+

1
Γ(m + 1 − α)

∫ t

0
(t − τ)m−α f (m+1)(τ)dτ, (23)

where m > α − 1.
By analysing the equations between (4) and (17)–(23), it is found that they imply

consistent problems in terms of their numerical simulation (for example, the approximation
of the Gamma function (Γ), the integral computation or the limits approximation).

Moreover, due to the fact that, in the case of the separation process, the corresponding
fractional differentiation order can present variations, the previously presented mathemati-
cal operations are not feasible for the implementation of its model.

In order to obtain and use a fractional-order transfer function, the Laplace transforma-
tion (for null initial conditions) is applied to Equation (3), resulting in the following:

Y(s) =
1
s
·[s13C1 + u·H1(s)], (24)

where H1 is the following mentioned fractional-order transfer function:

H1(s) =
K

T·sβ + 1
(25)

In (25), K = 1.22 (%·h/mL), β = 0.91 and T = 14 (h) are the structural parameters of
the separation process. The mathematical form from (24) is due to the fact that u(t) signal
from (3) is a step-type one. In order to have the possibility to simulate the equation in (24),
for the H1 transfer function, the Oustaloup approximation of fifth-order is applied. The
comparison graph between the simulation of the most probable experimental curve and
the simulation of the applied Oustaloup approximation is presented in Figure 5.

After a complex analysis and comparation, it was concluded that by using the pro-
posed fractional-order mathematical model, consistently better performances are obtained
than the ones presented in the case of the sixth grade polynomial in [46]. The considered
quality indicator for the comparation is the mean squared error (computed based on the
difference between the measured process output and the simulated process output).

The Oustaloup approximation is implemented using the MATLAB software, mainly by
using the CRONE toolbox. As similar as in the case of the transfer function, the fractional-
order function can be defined using “ f rac−t f ”. The syntax of the f rac−t f function [47],
which also allows the user to modify the order of the Oustaloup approximation, is presented
below as follows:

f rac−t f = (num, den, N, w, va, Ts, sim), (26)

where num—represents the numerator, being a cell, a scalar or an f rac_poly_exp object, den–
represents the denominator having the same arguments as the numerator, N—is a scalar
representing the order for the used Oustaloup approximation of fractional differentiator; w—
a 1 × 2 matrix containing the lower waveband and the upper frequency for the Oustaloup
approximation, va—Laplace variable corresponding character, Ts—the sampling time as
a scalar and sim—the string giving the method to simulate the fractional system (in this
case, Oust).
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Figure 5. The most probable experimental curve dynamics and the response of the applied Oustaloup
approximation.

The Oustaloup approximation can be rewritten as a ratio between two polynomials of
the “s” complex variable. The two polynomials have the a coefficients at the denominator
and the b coefficients at the following nominator:

H(s) =
∑n

i=0 bi·si

∑n
i=0 ai·si , (27)

where the coefficients ai and bi are depending on β (ai(β) and bi(β)) and n represents the
order of the Oustaloup approximation.

There are some cases when the variation of β leads to the coefficients a0 = 0 or b0 = 0
(for example, when β takes an integer value). In order to highlight the variations of the
β parameter in the separation process model, an online identification mechanism that
implements an adaptation procedure has to be used. This necessity is due to the fact
that the classical identification can be applied only by retaking the experiments. More
exactly, this procedure requires, in the first stage, the separation column to be turned off
meaning that the so far obtained production is lost. Furthermore, the experiments are
retraced each time the β parameter presents variations. The main disadvantages of the
classical identification are the time loss (the separation process being an extremely slow
one T = 14 (h)) and the product loss.

For the approached separation process, the fractional-order of the H1(s) transfer
function is considered that β ∈ (0; 2]. As an example, the evolution of the transfer functions
of both b3 and a3 coefficients in relation to β is presented in Figure 6.

It can be remarked from Figure 6a,b that the nominator coefficients are not monotonously
varying (the same conclusion can be reached from Figure 6c,d in the case of the denominator
coefficients). The variation of the β parameter was highlighted using the step Δβ = 0.01.
The two different considered domains for the β parameter variation (0; 1.02] and [1.03; 2]
are necessary due to the fact that for β > 1.02 the Oustaloup approximation presents a
pair of complex conjugated polls, an aspect which imposes differences in the mathematical
model implementation. Because of this problem, it is also necessary to divide the fractional
differentiation order of the system into the two mentioned intervals in order to store the
resultant values for the Oustaloup approximation coefficients (for more efficient processing
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of the coefficients). Near the limit between the two considered domains, the monotony
variation occurs, both for the a and b coefficients.

Figure 6. The evolution of the transfer function b3 and a3 coefficients: (a) The evolution of the transfer
function b3 coefficient in relation to β (β ε (0; 1.02]); (b) The evolution of the transfer function b3

coefficient in relation to β (β ε (1.02, 1.99]); (c) The evolution of the transfer function a3 coefficient
in relation to β (β ε (0; 1.02]); (d) The evolution of the transfer function a3 coefficient in relation to β

(β ε (1.02, 1.99]).

Due to the strong nonlinearity of the isotopic separation process (due to the high
probability of the β fractional differentiation order variation), the implementation of neural
networks is required; the input-output datasets are to be obtained by sampling the signals
that are used in order to train the four neural networks (the fractional-order coefficient β
(using the same step-size Δβ = 0.01) as the input signal and the coefficients of the integer-
order transfer function resulted after applying the Oustaloup filter as output signals); the
neural networks are able to learn all the Oustaloup approximation coefficients. Since there
are two intervals determined for the fractional-order transfer function and since there is a
major difference between the values of the denominator and the nominator coefficients,
four neural networks are required in order to obtain the best performance when learning
the Oustaloup approximation coefficients.

The neural architecture used in this paper is the feed-forward structure using the
Bayesian regularization learning algorithm for training.

The feed-forward network consists of three or more layers. In the case of this applica-
tion, the used neural networks each contain the input layer, only one hidden layer and an
output layer. The input layer (the first layer) refers to the connections between the input
signals and the neurons from Layer 2 (the hidden layer); it has no computational role; it is
only taking over and dispatching the input signals. The neurons from the hidden layer have
as input signals the input signals of the neural network weighted with the values of the
weights that connect the input layer with the hidden layer; if the neural network had more

55



Mathematics 2022, 10, 1459

than one hidden layer (which is not the case of the present application), the output signals
of these neurons would represent the input signals for the neurons from the following
hidden layer (through the weights that connect the mentioned consecutive hidden layers);
the output signals from the neurons of the hidden layers of the proposed neural networks
represent the input signals for the neurons of the output layer (through the weights that
connect the hidden layer with the output layer). The output signals of the neurons from the
output layer are the output signals generated by the proposed neural networks. However,
the operation of a neural network relays on a simple principle, as follows: if a neuron is
connected to another (following) neuron via a positively connected synapse (weight), it
has an excitatory effect; on the other hand, if a neuron is connected to another neuron by
a negative synapse (weight), it has an inhibitory effect. In the training procedure, pairs
of values of the input-output signals are considered in matrix form. During the training
procedure, the following two types of training signals can be highlighted: the functional
signals computed by applying input reference vectors (the functional output signals are
used for the computation of the errors between the desired values of the output signals
and their instantaneous values); the adaptation signals, which are used for adapting the
values of the neural network weights based on processing the errors resulting from using
the functional signals.

The proposed feed-forward structure has the property of being a universal approxi-
mator, and the applied training algorithm is complex enough to learn the mathematical
dependencies between the input signal and output signals. It can be remarked that the
coefficients of the transfer functions obtained after applying the Oustaloup approximation
are not recursive (their values corresponding to a certain β do not depend on values of
the same coefficients corresponding to other values of β, more exactly, their instantaneous
values are not dependent on their previous samples), this being the reason why recurrent
neural networks are not necessary to be implemented.

Each neural structure was implemented by defining only one hidden layer. This was so
to avoid increasing the complexity of the computations during the training procedures (the
increase in the number of hidden layers implies a consistent increase in the computation
complexity). The generated accuracy by increasing the number of hidden layers does not
necessarily guarantee better performance, but as was previously mentioned, it consists of
an increase in the complexity of the computations. Iteratively, it was possible to determine
the number of neurons in the hidden layer by repeating the training procedure for different
sizes of the hidden layer; starting with a number of four neurons in the hidden layer in each
training, the number of neurons was increased by one; the iterative algorithm was stopped
when, from one training to the next one, a performance decrease was remarked; using
this procedure, the best training performances were obtained. The learning algorithm was
stopped for each neural network when the MSEs (mean squared error) values between the
approximated coefficients and their analytical values started to increase. Since the four neu-
ral networks must learn the behaviour of the parameters that are nonlinear, the activation
functions for the neurons in the hidden layers are the hyperbolic tangent functions (bipolar
sigmoid functions). The size of the output layer for all the four neural networks is five,
each output giving a corresponding value for a denominator coefficient (in the case of the
neural networks that approximate the denominator coefficients) or a nominator coefficient
(in the case of the neural networks that approximate the nominator coefficients); the output
signal is generally noted with ci (i ∈ {1, 2, 3, 4, 5}), both for denominator and nominator
coefficients, and the output neurons are linear (having linear activation functions).

The dynamics of the Oustaloup approximation coefficients could also be implemented
using only one more complex neural network, but this aspect would increase the complex-
ity of the neural solution and the computation volume necessary to obtain it. Due to the fact
that the Oustaloup approximation coefficients are highly variable, and have numerous dec-
imals, both for denominator and nominator coefficients, the implementation of four neural
networks is preferred (resulting in a more efficient and accurate mathematical model).

The general structure of the four used neural networks is presented in Figure 7.
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Figure 7. The general structure of the four neural networks.

In Figure 7, wILi represents the synaptic weight that connects the input signals with the
ith neuron of the hidden layer (i ∈ {1, 2, . . . , n = 7}) and wHLj,i represents the synaptic
weight that connects the ith neuron of the hidden layer (i ∈ {1, 2, . . . , n = 7}) with the
jth neuron of the output layer (i ∈ {1, 2, . . . , m = 5}).”

The hyperbolic sigmoid bipolar function used as an activation function for the NHk

neurons (the neurons from the hidden layer) is defined by ϕ(v) = 1−e(−γv)

1+e(−γv) , where γ is a
constant parameter.

The linear function used as an activation function for the NOj neurons (the neurons
from the output layers) is defined by ϕ(v) = v.

The algorithm Bayesian Regularization [48,49] is used in order to accomplish the train-
ing of the four networks and the allowed maximum number of epochs was set to 50,000,
the minimum error gradient at 10−100 and the initial learning rate at 10−5. For each learned
coefficient, the MSE target value was set to 10−8. The training was accomplished after
42,356 epochs when the imposed error was reached. The Levenberg–Marquardt algorithm
was also implemented, but the obtained performances were significantly lower in compari-
son with the case of using the Bayesian Regularization. Other applied learning algorithms
generated solutions that cannot be used due to their low accuracy for approximating the
Oustaloup filter coefficient variation. Applying the previously presented iterative proce-
dure, it was determined that in the hidden layer, the optimum number of neutrons is seven
(in each case of all four neural networks). The implementation details of the four neural
networks (their parameters) and their proposed structure are presented in Figure 8.

The trained neural networks generate an output signal as it follows:

y = wHL·[tansig(wIL·β + BHL)] + BOL (28)

The high modelling accuracy generated by the proposed neural networks is proved in
Appendix A.
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Figure 8. The structure and the details of the four proposed neural networks.

In Figure 9, the comparison between the response of the Oustaloup approximation
implemented using the first two neural networks (corresponding to β values lower than
1.02) and the response of the fractional-order transfer function in (25) is presented. As a case
study, for the fractional-order transfer function, the following parameters are considered:
β = 0.53, T = 1 (h) and K = 1 . This example, which is not associated with the case of
the separation process, is given only to prove the feasibility and the high accuracy of the
proposed modelling method.

Figure 9. The comparison between the response of the Oustaloup approximation implemented using
the first two neural networks and the response of the fractional-order system (β = 0.53 < 1.02).

It can be remarked from Figure 9 that the two neural networks are able to fully learn
the coefficients of the Oustaloup approximation, the plots of the two functions being
overlapped.

The second example is given only to prove the feasibility and high accuracy of the
proposed modelling method for β values equal to or higher than 1.02. The comparison
between the response of the Oustaloup approximation implemented using the second pair
of neural networks and the response of the fractional-order system is presented in Figure 10
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(where the considered parameters of the fractional-order system are the following: K = 1,
T = 1 (h) and β = 1.45).

Figure 10. The comparison between the response of the Oustaloup approximation implemented
using the first two neural networks and the response of the fractional-order system (β = 1.45 > 1.02).

From Figure 10, it can be concluded that the neural networks (both for the denominator
and nominator coefficients) are learning with very high accuracy the coefficients for the
Oustaloup approximation. The examples from Figures 9 and 10 demonstrate that the neural
networks are able to learn and adapt to the desired output based on the selected input (the
fractional differentiation order), and they can be used in the structure of the separation
process mathematical model.

The main problem with modelling the separation process is the fact that it is a
fractional-order process, and the associated differentiation order can present variations in
relation to time. The proposed original solution is focused on approximating the fractional-
order dynamics of the process, and it introduces the possibility to simulate the process
in the case when its associated differentiation order is modified. In Figures 9 and 10, the
proposed solution for approximating the model of a fractional-order process with variable
differentiation order is proven as feasibile. These examples are theoretical ones, and they
are considered due to the fact that they have the same fractional-order structure as the
fractional-order component as the considered separation process, but without considering
the technological structure parameters of the separation process. These two examples are
presented in order to sustain the feasibility of the theoretical part of the proposed solution
with relevant simulations.

5. Simulation Results

Some of the advantages of including the neural networks in the process modelling for
the dynamics of the 13C isotopic separation process include the higher accuracy obtained by
implementing the neural models and the ability to design an online adaptation algorithm
for the proposed model when some variations occur in the structural parameters of the
separation process. Furthermore, a future approach to this system may include the intelli-
gent control, using the same proposed procedure in the previous chapters for obtaining an
adaptive fractional-order controller.

The mathematical model for the 13C isotopic separation process is implemented con-
sidering the Equations (1)–(5), (24), (25) presented previously, using the MATLAB/Simulink
software [47], and it runs in parallel with the proposed model implemented using the neural
networks, having the same applied input signal β (the fractional-order system). The output
from the separation process is the real (experimental) 13C isotope concentration, and the
output signal from the proposed model is the simulated 13C isotope concentration curve.
In order to implement the online procedure for the model adaptation, the error (e(t, i))
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is computed as the difference between the two signals (the 13C isotope experimental and
simulated concentrations). It can be remarked that the obtained error signal is applied at
the input of the adaptive mechanism, which consists of a PI controller generating at its
output the input signal for the two neural networks (the two previously presented variation
domains of β have to be separately approached). The adaptive mechanism processes the
error value and further generates the adaptation signal.

The proposed adaptive structure of the isotopic separation process model using neural
networks is presented in the following figure (Figure 11).

Figure 11. The proposed adaptive structure for the isotopic separation process model.

The feasibility of the online adaptation of the proposed model is proved; the proposed
model is run in parallel with the separation process, having applied the same input signal
(the input flow of monoethanolamine) to both entities and considering the same fractional
differentiation order β. The notation cr(t, i) refers to the real (experimental) concentration
of the 13C isotope at the output of the separation column, whilst cs(t, i) refers to the
simulated concentration obtained for the 13C isotope at the output of the process model;
the error signal e(t, i) is computed by the difference between the following two signals:
cr(t, i) and cs(t, i). When, in the case of the real process, the fractional differentiation order
β presents variations, it implies the fact that the concentration of the 13C isotope also
presents variations in relation to the time. Consequently, it results in the necessity to adapt
the proposed fractional-order model using the adaptive mechanism from Figure 11. In
this case, a proportional-integral (PI) controller was chosen to implement the adaptive
mechanism. Since the isotopic separation of the 13C isotope is a slow process, the steady-
state value of the output signal (the 13C isotope concentration) is reached after long periods
of time. The performance of the online identification of the process when the fractional
differentiation order presents variations can be improved, for example, by using a full
PID controller or a non-linear controller, more exactly by increasing the complexity of the
adaptive mechanism structure.

As a future development direction, the proposed adaptive structure from Figure 11
can be extended in order to have the possibility to learn, also, the variation of the process
structure parameters (for example, in some particular and very rare operation scenarios,
the time constant of the process presents some significant value deviations in relation
to its nominal value). Practically, the future extended form of the proposed adaptive
structure will be able to learn the possible variations of the process structure parameters
by equivalenting their effects with the effect of modifying the value of the fractional
differentiation order of the process.
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5.1. Adaptation of Differentiation Order of a Fractional-Order System

In order to prove the feasibility of the proposed adaptation solution, as case study, the
following fractional-order transfer function is considered:

H1(s) =
1

sβ + 1
, (29)

The efficiency of the used adaptive mechanism combined with the proposed neural
solutions is presented in Figure 12 (where the value of the fractional differentiation order
is β = 0.78) and in Figure 13 (where β = 1.45). It can be remarked from Figure 12 that
at the time moment t = 180 (h) the value of the fractional differentiation order presented
a step-type variation from β = 0.78 to β = 0.4 having as affecting the decrease in the
13C isotope concentration. Moreover, from Figure 12, it results that using the adaptive
mechanism, the mathematical model of the separation process based on using the neural
networks is properly adapted, its output signal tracking with high precision the output
signal from the real process (in this example, the fractional-order system).

Figure 12. The proof of the proposed adaptive solution when a disturbance implies the β variation
from 0.78 to 0.4 at t = 180 (h).

Figure 13. The proof of the proposed adaptive solution when a disturbance implies the β variation
from 1.45 to 1.15 at t = 130 (h).
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By analysing Figure 12, it can be remarked that the only visible difference between
the two responses occurs after the moment when the β differentiation order varies un-
til the adaptive mechanism accomplishes the online identification of this variation (the
corresponding period being insignificant (approximatively 5 h) in relation to the process dy-
namics).

In Figure 13, at the time moment t = 130 (h), the value of the fractional differentiation
order presents a negative step-type variation from β = 1.45 to β = 1.15. As in the
previous case (case of Figure 12), the same main conclusion results. More exactly, the
proposed adaptive mechanism combined with the proposed mathematical model using
neural networks can learn with accuracy the model dynamics variation at the variation
of the fractional differentiation order of the real process (which is an essential structural
parameter of the separation process).

Regarding the visible difference between the two responses from Figure 13, the same
conclusion as in the case of the responses from Figure 12 can be drawn. However, im-
mediately after the moment when the β fractional differentiation order varies for a short
period of time (approximately 5 h as in the case of Figure 12), the differences between the
two responses are higher than the differences between the two responses from Figure 12.
This aspect is due to the fact that in the case of Figure 13, the variation of the β fractional
differentiation order for values higher than one is presented, a case in which the two output
signals present faster variations than in the case when β has lower values than one. As it
was mentioned before, these differences can be reduced by using a more complex form of
the adaptive mechanism that can generate better online identification performances in a
dynamic regime.

5.2. Adaptation of Differentiation Order of the Separation Process

The process model of the 13C isotopic separation system presented in (24) is simulated
in Figures 14 and 15. These simulations are made by considering the identified structure
parameters of the process, and consequently, using the following:

H1(s) =
1.22

14·s0.91 + 1
. (30)

Figure 14. The proof of learning the increasing dynamics of the fractional differentiation order (from
β = 0.91 to β = 0.97 at t = 180 (h) ).
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Figure 15. The proof of learning the decreasing dynamics of the fractional differentiation order (from
β = 0.91 to β = 0.82 at t = 180 (h) ).

Firstly, the efficiency of the proposed methods in approximating the H1(s) dynamics
is proven, using as input signal the unit-step signal. It can be remarked from Figure 14,
that the initial value determined for β = 0.91 was modified to β = 0.97 at the time moment
t = 180 (h). Furthermore, it results that the fractional-order model implemented using
neural networks and using the adaptive mechanism follows with a high accuracy the
dynamics implied by H1(s).

In Figure 15, the value of β = 0.91 was modified to β = 0.82 at the time moment
t = 180 (h). Furthermore, the efficiency of the fractional-order model implemented using
the artificial intelligence techniques (neural networks) is proven again since the accuracy of
learning the behaviour of the fractional-order process is almost the same as in the case of
the Figure 14.

By analysing the differences between the two responses presented in Figure 14, re-
spectively, presented in Figure 15, immediately after the variation of the β fractional
differentiation order, it results in better performances in the case of Figure 14. This aspect
has the following two main causes: firstly, in the case of Figure 15, the β fractional differen-
tiation order presents a higher variation with 50% than in the case of Figure 14; secondly, in
the case of Figure 14, the β fractional differentiation order presents an increasing variation
from a value belonging to the neighbourhood of value 1 to a value belonging to the close
neighbourhood of value 1 (this phenomenon of tending to an integer order process implies
better performance for the adaptive mechanism).

5.3. Online Adaptation of the Separation Process Model

The evolution in time of the 13C isotope concentration is presented in Figure 16,
considering the input flow Fin = 350 mL/h. The proposed neural model performs a close
tracking over the real fractional-order process, being able to perform the adaptation at the
variation of the fractional differentiation order value from β = 0.91 to β = 0.97 (at the
moment of time t = 180 (h)). It can also be remarked that by increasing the differentiation
order of the fractional transfer function, the 13C isotope concentration also increases.

The control signal (the fractional differentiation order β) applied by the adaptive
mechanism to the NN1 and NN2 inputs in order to perform the online adaptation of the
process model is presented in Figure 17.

The control effort (Δβ) generated by the adaptive mechanism in order to perform the
adaptation is presented in Figure 18; it follows from Figures 17 and 18 that the positive con-
trol effort is generated only after the β parameter variation in order to learn this variation.

63



Mathematics 2022, 10, 1459

Figure 16. The proof of the proposed adaptive model efficiency in learning the increasing dynamics of
the 13C separation process when the fractional differentiation order varies increasingly from β = 0.91
to β = 0.97 at t = 180 (h).

Figure 17. Evolution in time of the control signal applied in order to adapt the proposed model of
the separation process when the fractional differentiation order varies from β = 0.91 to β = 0.97 at
t = 180 (h).

Figure 18. Evolution in time of control effort (Δβ) if the variation of β = 0.91 to β = 0.97 at t = 180 (h)
occurs.
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The efficiency in the adaptation of the isotopic separation process model when the de-
creasing variation of the fractional differentiation order value occurs is proven in Figure 19.
The initial value of β = 0.91 was decreased to the value of β = 0.82 at the time moment
t = 180 (h). It can be remarked that by lowering the value of the fractional differenti-
ation order, the obtained 13C isotope concentration is also lowered, and the dynamics
of the proposed model output signal follows with accuracy the real separation process
output signal.

Figure 19. The proof of the proposed adaptive model efficiency in learning the increasing dynamics of
the 13C separation process when the fractional differentiation order varies decreasingly from β = 0.91
to β = 0.82 at t = 180 (h).

The control signal (the fractional differentiation order β) applied by the adaptive
mechanism to the NN1 and NN2 inputs in order to perform the online adaptation of the
process model is presented in Figure 20.

Figure 20. Evolution in time of the control signal applied in order to adapt the proposed model of
the separation process when the fractional differentiation order varies from β = 0.91 to β = 0.82 at
t = 180 (h).

The control effort (Δβ) generated by the adaptive mechanism in order to perform
the adaptation is presented in Figure 21. It follows from Figures 20 and 21 that the neg-
ative control effort is generated only after the β parameter variation in order to learn
this variation.
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Figure 21. Evolution in time of control effort (Δβ) if the variation of β = 0.91 to β = 0.82 at t = 180 (h)
occurs.

It can be remarked by comparing the results presented in Figures 16 and 19, which
in the case of the β parameter increases, the online adaptation is visible more efficient
than in the case when the β parameter decreases. This aspect is due to the fact that the
tuning of the adaptive mechanism is made for the case when the β parameter increases.
In order to obtain the same performance for the online adaptation when the β decreases
the adaptive mechanism can be augmented with a control subsystem tuned in order to
optimise this case.

By comparing the differences between the responses presented in Figures 16 and 19, the
same conclusions as in the case of Figures 14 and 15 can be drawn. The better performances
obtained in the cases of Figures 14 and 16 are a consequence of the much faster evolution and
stabilisation of the control signal presented in Figure 17 than the evolution and stabilisation
of the control signal presented in Figure 20 (this control signal is associated with the
simulation from Figure 19, but it can be associated as a variation form to the simulation
from Figure 15, too).

These conclusions are proven through the values of the mean squared errors (MSE)
presented in Table 3.

Table 3. The MSE values between the presented responses of the separation process.

Figure 14 Figure 15 Figure 16 Figure 19

MSE 0.00137 << 0.00615 0.00215 (%) << 0.0105 (%)

The errors presented in Table 3 are computed for each figure considering the 318 pairs
of samples of the two corresponding responses.

5.4. The Effect of the Neural Networks in Processing the Experimental Data

In order to prove the efficiency of the proposed methods based on the usage of
neural networks, another experiment was conducted on the considered separation column
is approached.

The experimental curve for the 2 M (molar) input flow of monoethanolamine in
methanol is presented in Figure 22. The experiment consists of applying at the input of
the process a step signal having a value of 700 mL/h. As an important remark is the fact
that the previously presented experiment (Figure 2) was made by considering the 1 M
(molar) input flow of monoethanolamine in methanol. This is the reason why in the new
experiment higher values of the input flow are used compared to in the first one.
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Figure 22. The experimental curve for the 2 M input flow of monoethanolamine in methanol.

The next step consists of the online identification of the response from Figure 22 by
using the adaptive structure (designed based on the proposed methods) from Figure 11. In
order to run the adaptive system, the searched fractional-order part of the model having the
structure defined in (25) is initialised with the same value of the time constant as in the case
of the first experiment (T = 14 (h)), with the proportionality constant (K = 1.22 (%·h/mL))
also being the same as in the previous case, and the fractional differentiation order β = 0.57
(a value lower than 1, randomly chosen). Moreover, the constant Kp was recomputed for
the case of using 2 M of input monoethanolamine flow. Consequently, by running the
adaptive system from Figure 11, the appropriate value of the β fractional differentiation
order has to be identified. The evolution in relation to time of the β parameter during the
running of the adaptive structure is presented in Figure 23.

Figure 23. Evolution in time of the β parameter during the running of the adaptive structure.

From Figure 23, it results that β varies from the value of 0.57 (the initialisation value)
to the value of 0.91 (obtained in the steady-state regime), which represents the final result of
the identification. It can be remarked that the identified value of the β parameter is the same
as in the case of the first experiment. This aspect is due to the fact that the same separation
plant is considered and also the same separation process (in both experiments). The usage
of the 2 M input monoethanolamine flow in the case of the second experiment does not
change physically the order (fractional-order in this case) of the process and, obviously, not
mathematically.
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The comparative graph between the experimental response associated with the second
experiment and the response of the identified mathematical model for this case is presented
in Figure 24.

Figure 24. The separation process experimental curve and the most probable approximating response
of the separation process (the case of the second experiment).

By analysing Figure 24, the high quality of the identification can be remarked. The
approximating response follows the process dynamics with accuracy, and the steady-state
value of the two curves from Figure 24 is equal. Consequently, the efficiency of the proposed
method based on neural networks is again proved. The use of neural networks allows
the simulation of the fractional-order systems when their fractional differentiation order
presents variations, and by having this possibility, the fractional-order systems can be
identified online (also the fractional differentiation order can be identified online). Both
these approaches are original ones.

6. Conclusions

The benefit of using the neural networks in order to learn the dynamics of the isotopic
separation process structure parameters in relation to the input value of the fractional
differentiation order is represented by the high accuracy of the proposed model; the pro-
posed solution for modelling the fractional-order systems is an original one and introduces
important advantages in the simulation of these types of systems.

Section 3 proves the feasibility of the implementation of the proposed mathematical
model of the separation process as a fractional-order one, whilst in Section 4 the approach
based on neural networks is presented.

In this paper, the mathematical modelling [50–53], the simulation [54–57] and the on-
line model adaptation of the 13C isotopic separation process are approached; the proposed
solution can be implemented and adapted to the case of the other separation processes, such
as the ones for obtaining the 15N, 18O, 10B isotopes [58]. The adaptation of the developed
methods is efficient for being implemented in the cases as follows:

• The separation processes are distributed parameter ones;
• The separation processes are strongly nonlinear;
• The concentration of the isotope to be separated depends on time and on the “length”

variable (the position in the separation column in relation to the columns height);
• The processes are very slow, and the time constants are varying depending on the

intensity of the operation of the separation system.
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There are some differences to be mentioned in the procedures applied to obtain other
isotope separations, which can imply complications in the model adaptation as follows:
other isotope production requires different chemical substances to be used, different equip-
ment or even different structures of the separation plants.

The isotopic separation process operation is improved by implementing an adaptive
mechanism in order to obtain the proposed model adaptation when the variation of the
fractional differentiation order of the real process presents variations.

The proposed mathematical model for the separation process uses neural networks
(which belong to the artificial intelligence domain) to generate at the output each value
of the coefficients of the Oustaloup approximation of the fractional-order system. The
efficiency of the neural networks is proven since the fractional differentiation order can
vary between any value from 0 to 2, resulting in 200 Oustaloup approximation functions,
each of them consisting of five coefficients for the nominator and five or six (in the case of
the pairs of complex conjugated polls) coefficients for the denominator.

The developed system is improved by the implementation of the adaptive mechanism,
which is able to adapt the proposed model during the evolution of the process (online)
when the separation process fractional differentiation order presents variations.

An important future development possibility is to apply the proposed solution for
approximating the dynamics of fractional-order systems in relation to the fractional dif-
ferentiation order in the case of fractional-order controllers and to implement, based on
this idea, fractional-order adaptive controllers. The implementation in practice of a future
fractional-order adaptive controller is feasible from the perspective of processing power vs.
accuracies due to two important aspects. Firstly, for a certain practical application, the train-
ing of the neural networks that are used for approximating the variation of the Oustaloup
filter coefficients in relation to the fractional differentiation order is made, for example, in
MATLAB, on a computer that is not integrated into the control loop. Consequently, the
implementation of the practical control system does not need much computation processing
power in order to train the neural solutions. Secondly, the fractional-order adaptive con-
troller implementation, for example on a micro-controller, consists of the implementation of
the recurrence relations associated with the neural solution’s operation. These recurrence
relations that describe the neural solution’s operation (previously obtained after applying
the training procedures) contain only basic mathematical operations, and they do not imply
an increase in the computation processing power. Consequently, the necessary accuracy can
be obtained by using acceptable computation processing power, and it can be improved by
increasing the number of decimals of the coefficients that occur in the recurrence relations
that describe the neural solution’s operation.
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Nomenclature

i the length constant
h the separation columns’ height
H1 fractional-order transfer function
K proportionality constant of the fractional-order transfer function
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T time constant
β the process fractional-order
yst steady-state value of the response of the process (13C isotope concentration)

Kp
proportionality constant responsible of the variation of the 13C isotope
concentration in relation to the input of the monoethanolamine solution flow

Fin input flow of the monoethanolamine solution
y(t) the output signal of the open loop process
F0T(t) an increasing exponential function

Eβ,β

(
− 1

T ·tβ
)

the Mittag-Leffer function in two parameters

u(t) Step-type signal depending on input flow of the monoethanolamine solution
s13C1(t) the initial value of the 13C concentration
s13C0(t) the steady-state value of the 13C concentration when Fin = 340 mL/h
HETP(t) the height equivalent to a theoretical plate
HETP0 the steady-state value of the HETP determined for Fin0
KH a proportionality constant determined experimentally
Fin0 a constant value of the input flow of the monoethanolamine solution
n(t) the number of theoretical plates
S(t) the separation

α
The elementary separation factor for the 13C isotope regarding the chemical
exchange procedure

y0 Natural abundance of the 13C isotope
u2 the equivalent input signal of the separation process
Ti0 process time constant when i = 0+

Ti f process time constant when i = if
DβFt(t) the fractional-order differential equation
Ft(t) the solution of the fractional-order differential equation
Fi1(i) the dynamics of the 13C isotope concentration in relation to i
C equivalent length constant for the separation column
K proportionality constant for the separation column
yan(t, i) the 13C isotope concentration at any point of height in the separation column
m an integer
RDα f (t) the Riemann–Liouville definition of the fractional-order derivative
Im−α fractional-order integral
CDα f (t) the Caputo definition of the fractional-order derivative
LDα f (t) the Grunwald–Letnikov definition of the fractional-order derivative
Γ() Gamma function
Y(s) fractional-order transfer function
fract_tf MATLAB function used in order to implement the Oustaloup approximation
num the numerator, being a cell, a scalar or an f rac_poly_exp object
den the denominator having the same arguments as the numerator

N
a scalar representing the order for the used Oustaloup approximation of
fractional differentiator

w
a 1 × 2 matrix containing the lower waveband and the upper frequency for the
Oustaloup approximation

va Laplace variable corresponding character
Ts the sampling time as a scalar
sim the string giving the method to simulate the fractional system

H(s)
Oustaloup approximation represented as a ratio between two polynomial
functions of “s” complex variable

ai The denominator coefficients for the H(s) function
bi The nominator coefficients for the H(s) function

Appendix A

In order to prove the high performances of the proposed neural networks regarding
their accuracy, the comparative simulations from Figure A1 are presented.
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Figure A1. Proof of the proposed neural networks accuracy: (a) The evolution of the transfer function
b3 coefficient in relation to β (β ε (0; 1.02]) and the response of the proposed neural network; (b) The
evolution of the transfer function b3 coefficient in relation to β (β ε (1.02, 1.99]) and the response
of the proposed neural network; (c) The evolution of the transfer function a3 coefficient in relation
to β (β ε (0; 1.02]) and the response of the proposed neural network; (d) The evolution of the
transfer function a3 coefficient in relation to β (β ε (1.02, 1.99]) and the response of the proposed
neural network.

In Figure A1, the variation of the same coefficients as in Figure 6 is presented, but
compared with the responses of the proposed neural networks that approximate them.
From Figure A1, the differences between the responses from each graph are superposed
with high accuracy; practically, they could not be distinguished without using consistent
zoom options. The high accuracy generated by the proposed neural solutions is proved
again considering the very small values of the quality indicator (MSE).

In Table A1, the following are centralized: the MSE values between the responses
from each graph from Figure A1; the coefficients average values (CAV) for each of the four
cases; the ratios between the MSE values and CAV values for each graph case. By analysing
the MSE values, these are insignificant compared to the corresponding CAV values. In
the cases of graphs (a) and (c), the MSE values are consistently higher than in the cases
of graphs (b) and (d). This aspect is due to the high variation of the coefficients a3 and b3
when the β fractional differentiation order takes value near the close neighbourhood of
value 1 (due to this high variation, the difference between the two signals of graphs (a) and
(c) is higher in the mentioned neighbourhood).
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Table A1. The centralizer of the errors.

Figure A1 (a) (b) (c) (d)

MSE 39.80 4.88 × 10−3 29.705 9.24 × 10−2

CAV 37987.68 41624.22 65840.79 33028.35

MSE/CAV 1.04 × 10−3 1.17 × 10−7 4.51 × 10−4 2.79 × 10−6

In order to prove that these variations do not influence consistently the approximation
accuracy, the ratio MSE/CAV is computed and presented also in Table A1. The obtained
values are insignificant (lower than 0.11%). Consequently, the approximations generated by
the proposed neural solutions are accurate on the entire domains of definition and they are
accurate enough for being usable in practice, even in the worst scenarios (in this case, when
the β fractional differentiation order takes value in the close neighbourhood of value 1).

These conclusions explain the high accuracy obtained in modelling the considered
fractional-order isotopic separation process by using neural networks.
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55. Abrudean, M.; Dulf, E.; Coloşi, T. Block schemes for analogical modelling and numerical simulation through local-iterative
linearization. In Proceedings of the IEEE-TTTC-International Conference on Automation, Quality and Testing, Robotics, Cluj-
Napoca, Romania, 13–15 May 2004; ISBN 973-713-046-4.
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Abstract: Oil spills on the ocean surface are a serious threat to the marine ecosystem. Automation of
oil spill detection through full/dual polarimetric Synthetic Aperture Radar (SAR) images is consid-
ered a good aid for oil spill disaster management. This paper uses the power of log transformation
to discern the scattering behavior more effectively from the coherency matrix (T3). The proposed
coherency matrix is tested on patches of the clean sea surface and four different classes of oil spills, viz.
heavy sedimented oil, thick oil, oil-water emulsion, fresh oil; by analyzing the entropy (H), anisotropy
(A), and mean scattering angle alpha (α), following the H/A/α decomposition. Experimental results
show that not only does the proposed T3 matrix differentiate between Bragg scattering of the clean
sea surface from a random scattering of thick oil spills but is also able to distinguish between different
emulsions of oil spills with water and sediments. Moreover, unlike classical T3, the proposed method
distinguishes concrete-like structures and heavy sedimented oil even though both exhibit similar
scattering behavior. The proposed algorithm is developed and validated on the data acquired by
the UAVSAR full polarimetric L band SAR sensor over the Gulf of Mexico (GOM) region during the
Deepwater Horizon (DWH) oil spill accident in June 2010.

Keywords: oil spill detection; UAVSAR; Deep Water Horizon; weathered oil; oil characterization;
SAR Polarimetry

MSC: 49M27; 54B15

1. Introduction

During the last few decades, oil spills on the ocean surface, either accidental or
deliberate discharges by ships, have grown with the increase in maritime transportation. It
has been estimated that 457,000 tonnes of oil are released by shipping or accidents into the
ocean every year [1]. Several oil spill accidents have been reported in the last few years,
from the Deepwater Horizon oil spill in the year 2010, with 134 million gallons of oil spilled
into the ocean, to the Mauritius oil spill in the year 2020, with 1200 tones of oil spilled into
the ocean, leaving huge and long-lasting damage on the marine life and coastal region.
Developing a cost-effective oil spill detection system has been the subject of research for
the past two decades [2–5] for contingency planning, mitigation, and remediation to save
the marine ecosystem from toxic oils.

Oil slicks can spread quickly on the sea surface through transportation both hori-
zontally on the surface and vertically within the water column. After the oil spill, the
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weathering effects such as evaporation, emulsification, submerged oil sinking, dispersion,
sedimentation, dissolution, oil-mineral aggregation, photolysis, etc. can cause a loss of
material through the evaporation or concentration of material into emulsions that can
persist for a long time in the environment [6,7]. The oil spill may drift on the sea surface for
many days, weeks, or even months, during which its chemical composition changes due to
weathering [8]. Hence, to reduce or clean the oil spill, one needs to know its source, the
spill extent, the estimate of the quantity, the range of probable transport paths, and current
and future meteorological and sea conditions.

State-of-the-art remote sensing technologies with various sensors such as optical, in-
frared, thermal, microwave, etc., have been successfully used for effective data acquisition
of oil spill [9]. Each sensor has proved its capabilities for efficient oil spill detection over
the ocean surface, but each has its limitations. For example, optical sensors are limited
to image acquisition during cloud coverage and daylight dependency. Microwave SAR
sensors provide a potential alternative due to their all-weather and day-night imaging
capability [10,11]. Oil spill detection using SAR data was carried out using single polarimet-
ric SAR data using dark spot detection. However, with the development of multi-polarized
SAR images, oil spill detection was much improved [12]. The multi-polarimetric SAR data
have phase information and amplitude and intensity, which helps in a detailed analysis
of the image resulting in better classification and discrimination of the type of oil spill.
Promising technologies without a rapid response capability were largely not useful during
the spill, although important data were collected for post-spill interpretation.

1.1. Motivation

An oil spill on the ocean surface not only pollutes the ocean water but also has adverse
effects on the marine ecosystem and coastal region; hence, the major objective of oil spill
detection and characterization is immediate dissipation of the oil spill information to
the rightful stack-holder for the mitigation process. In response to a spill, accurate and
rapid information on spill magnitude, location, and spread enables more effective and
efficient cleanup, reducing the impact of oil spills on the marine ecosystem and cleanup
cost. Most effective techniques for oil spill mitigation other than manual cleanup include
oil booms, skimmers, sorbents, dispersants, burning in-situ, bio-remediation, and chemical
stabilization. Here the type of sorbents, dispersants, and bio-remediation and chemical
stabilization techniques are dependent on the chemical composition of the identified oil
spill. Hence, the major issue with the existing offshore oil pollution treatment is the lack of
information about the type of oil spill, amount of oil spill, and spread area. The majority of
the research work has defined and successfully implemented various approaches for oil
spill detection on the ocean surface. Still, comparatively least efforts have been made for
the characterization of oil spill based on their physical and chemical properties that varies
based on the weathering effect. Here in our research work, we propose a log transformation
approach that can help estimate the physical-chemical properties of the oil spill based on
the thickness and weathering using remote sensing SAR data which can be further used for
effective cleanup and mitigation process by offshore pollution treatment authorities.

Various remote sensing technologies are analyzed together to address the rapid re-
sponse to oil spill detection, including the type of oil spill and weathering effect on the oil
spill. Oil spill detection using a single polarized SAR image aims toward identifying dark
spots in the image due to reduced back scattered area generated due to dampening of small
capillary and gravity waves over the oil-covered area. However, other than oil spills, vari-
ous other oceanic phenomena result in low backscatter area and thus generating look-alikes
of the oil spill in the image [8,13]. Various ancillary data from other sensors, geometric
and contextual features of low backscattered areas can help to categorize dark formations
into oil spills and look-alikes with high confidence [14,15]. Studies show that due to strong
reliance on the suitable threshold, number of training samples, and ancillary data, single
polarized SAR images are used in limited capacity. Further, the majority of research work is
focused on oil spill detection with minimal emphasis on characterization of oil spill based
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on weathering effect on oil spill resulting into change physical and chemical properties
of the oil. Moreover, differentiation between different emulsions of oil spills and their
physical-chemical characteristics is difficult using the optical and single polarimetric SAR
data. Hence, the use of multipolarmtric SAR data is much preferred for better classification
and characterization of various types of the oil spill. Rapid Response Products were key
to response utilization data needs are time-critical; thus, a high technological readiness
level is critical to the operational use of remote sensing products such as multipolarimetric
SAR data.

1.2. Novelty and Scientific Contribution

In this paper, the log transformation over the coherency matrix followed by eigenvalue-
eigenvector based H/A/α decomposition of SAR image for efficient oil spill detection
and characterization of various types of oil is used. Extensive research has already been
conducted for efficient oil spill detection using various remote sensing data [7,8,16,17]
but comparatively less research has been conducted on studying and discriminating the
type of weathered oil [18,19]. The majority of the research work on SAR images for oil
spill detection until now has been carried out on the coherency matrix T3 followed by the
decomposition algorithm. Here in our case, we propose to apply the log transformation on
the building pillars of polarimetric images, i.e., its Coherency Matrix T3. We have applied
the log transformation on each element of the T3 matrix which has shown a major impact
on the standard decomposition algorithm, which takes the T3 matrix as input for further
processing. Here we have used the well renowned H/A/α Decomposition algorithm for
oil spill detection [20,21], but the discriminating type of oil spill was difficult here. The
proposed log transformation over the coherency matrix obtained from the input UAVSAR
full polarimetric has shown extraordinary effect in the discrimination of weathered oil. The
H/A/α decomposition using the proposed log-transformed coherency matrix effectively
detects and discriminates the type of weathered oil spill and highlights the minor features
of the image with unique signatures as compared to traditional H/A/α decomposition.
Further, this log-transformed T3 can be used to derive other traditionally established
polarimetric parameters and another decomposition algorithm as per requirement.

Various chemical, physical and biological processes on the oil spill plays a significant
role in the spread and behavior of oil spill on the ocean surface. The DWH oil spill
continued from April 2010 to August 2010 with a time span of 84 days. During this period,
the oil spill has undergone various physical and chemical degradation(weathering) and
emulsification with water. To relate the DWH oil spill signature, researchers have collected
the samples of the various types of oil, including weathered oil, from different locations
(i.e., surface oil and oil collected at coastal regions) of DWH oil spill at a fixed interval of
time. In [22], the chemical composition of weathered oil of DWH oil spill incident was
analyzed where collected emulsified oil samples during the spill period (May 2010), and
they found it resolved n-alkanes ≥ C14 compared to our samples which had an average of
C13 n-alkanes. Moreover, in [23] analysis of n-alkane and PAH concentrations showed that
four of the post-capping samples were less weathered than the six pre-capping samples.
The trajectory map of oil spill spread can be generated using the physical and chemical
properties of the oil spill. In [24] researchers developed the model that predicted locations
and amounts of shoreline oiling were compared to the documentation of stranded oil by
shoreline assessment teams. The model-estimated daily average water surface area affected
by floating oil >1.0 g/m2 was 6720 km2, within the range of uncertainty for the 11,200 km2

estimate based on remote sensing for DWH oil spill. In [18], the researchers carried out Lab
Testing in the OHMSETT lab to evaluate the signatures of optical, thermal, and SAR sensors
concerning various thicknesses and chemical composition of the oil spill. They compared
the results with the DWH oil spill results for analyzing relativity with real-time events.
Hence extensive study on the physical and chemical composition of weathered oil and its
significant signature over SAR images has been performed in the literature. Hence, the
proposed approach for oil spill characterization based on weathering effect can be further
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evaluated and combined with the available ground truth information as a base for future
oil spill characterization for further research and prediction of physical-chemical properties
of oil spill.

1.3. Organization

In this research paper, an effort has been made to detect oil spills on the ocean surface
and distinguish the various types of weathered oil-based using the full polarimetric L-
band SAR data with high accuracy. The State-of-Art of the oil spill detection using SAR
Polarimetry which includes various approaches carried out by the renowned researcher has
been discussed in Section 2. Further, the proposed log transformation over the coherency
matrix has been discussed in detail in Section 3. The input L band full polarimetric
UAVSAR dataset is discussed in Section 3.1. The significance of Log transformation over
the coherency matrix of SAR image for oil spill detection is explained in Section 3.2. The
detailed experimentation of the proposed approach carried out has been discussed in
Section 4. The impact of the proposed log-transformed T3 for oil spill detection is tested
using the H/A/α decomposition, and its comparison with the conventional approach is
presented in Section 4.2. The statistical analysis and accuracy assessment of the proposed
approach using SVM classification is discussed in Section 4.3. Finally, the research work
has been concluded with future work in Section 5.

2. State-of-the-Art

Traditionally oil spill on the ocean surface was detected based on the dark spot sig-
nature using various remote sensing sensors such as optical, thermal, Single Polarimetric
SAR data [9]. Further, the ability of multi-polarized SAR technology to record multiple
polarization responses of the scatterer and thereby help in studying and understanding
their scattering behavior has led to an increase in usage of multi polarized images in
several application areas along with oil spill detection. Figure 1 shows the fundamental
steps involved in polarimetric SAR data processing for oil spill detection. Here, the input
Single Look Complex/Multi Look Complex image is transformed into the second-order
descriptors such as 3 × 3 Hermitian average coherency (T3) and covariance (C3) matrices,
which are further decomposed into independent scattering descriptors using the incoherent
decomposition algorithms such as the Freeman [25,26], the Huynen, and the Eigenvector-
eigenvalue decomposition [20,21], etc. for better physical interpretation. A broad number
of polarimetric features such as entropy, anisotropy, scattering angle, degree of polarization,
correlation coefficient, pedestal height, etc. [19,27,28] are then extracted from the decom-
posed components, which are feed into the supervised or unsupervised classifier for oil
spill detection and characterization resulting into discrimination of oil spill from water and
lookalikes.

Figure 1. Flow of Multi-Polarized SAR Image Processing.

Various research works have been reported in the literature, which talk about different
methodologies to detect oil spills using single and multi polarized SAR images [8,16,29].
A summary of a few recent research work relevant to the usage of optical and SAR data
for oil spill detection and classification is discussed in Table 1. The significance of the
polarimetric features such as Backscattered Intensity (span), Entropy (H), Anisotropy (A),
Conformity Coefficient (μ), Pedestal Height (P), mean scattering angle (α) for efficient
oil spill detection were demonstrated in various research articles [28,30]. It was further
observed that joint use of multiple fully polarimetric features as input to the classifier could
provide higher accuracy than single fully polarimetric features [31]. In our recent work [32],
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the selective polarimetric features of Pauli and H/A/α decomposition were combined for
efficient oil spill detection and discrimination of oil spill from lookalikes.. However, very
few papers have tested the sensitivity of SAR to discriminate between oil slicks of different
thicknesses and at different weathering/emulsification stages. For example, Jones, Holt,
and Minchew in [7,33,34] have shown the effectiveness of L-band Airborne UAVSAR radar
in detecting oil and differentiating mixed/weathered oil concentrated in the bay area from
freshly released oil. The author of [18] experimented at the OHMSETT Lab environment for
using optical as well as SAR sensors for the identification of various thicknesses of oil spill.
Then, Singha in [35] investigated the use of fully polarimetric space-born C (RADARSAT-2)
and X (TERASAR-X) band images to decaffeinate between look-alike, emulsion, crude oil,
and ocean water by developing ANN-based classifier; They have used 10 polarimetric
features reported in the literature [27] were used to study their capability in distinguishing
classes and showed that Scattering Diversity, Surface Scattering Fraction and Span features
are more suitable.

Table 1. Summary of recent research on oil spill detection using SAR Polarimetry.

Ref. Dataset Approach Objective and Outcome

[8]
Envisat ASAR,
ERS-1 ERS-2,

AVHRR

Oil spill Detection
and Lookalike
Discrimination

• Parameters used Normalized Radar Cross-Section, position and
texture of spill, Co-polarized Phase difference, radar backscatter,
image intensity, Dielectric constant.

• Supporting Ancillary data such as surface temperature, wind
speed, chlorophyll content used.

[30] RadarSat-2 Oil Spill Detection
and Classification

• Optimization of the Back-propagation Neural Network Classifier
to Optimized Wavelet Neural Network

• Polarimetric features used : (H), (A), (μ), (P), (α), Backscattered
Intensity(SPAN).

[7] Full Pol UAVSAR
Oil Spill

Thickness
discrimination

• Type of oil analysed-Weathered Oil, oil penetrated into the coastal
wetlands and inter-coastal waterways based on Variation in the
intensity of the radar backscatter

• Effect of Incidence angle on radar properties of oil and water
• Average Intensity and Anisotropy at incidence angle ∠45° to 50°

are better suited for discrimination of thickness of oil spill as
compared to Entropy.

[18]
UAVSAR,

RADARSAT-2,
Worldview-2

Oil Spill
Thickness

Classification

• OHMSETT Lab Experimental study on vivid signature of SAR
and Optical sensors for different thickness of oil

• Accuracy assessment using Maximum Likelihood classifier

[36] Dual-Pol
TerraSAR-X

Oil spill detection
and Lookalike
Discrimination

• Use of Combination of Traditional and Polarimetric Features for
oil spill detection and discrimination from lookalike

• Features used-H, A, α, μ, σ, min contrast, max contrast, Span etc.
• The feature combination Surface scattering diversity, surface

scattering fraction and Span was observed to have better accuracy
of 90% using SVM classifier

[37] C Band Sentinel-1

Oil Spill detection
and Segmentation

using Deep
Learning

• Analysis of oil spill detection using semantic segmentation using
various deep learning architectures such as UNet, LinkNet,
PSPNet, DeepLabv2, and DeepLabv3+.

• DeepLabv3+ was observed to have better performance for oil spill
detection and discrimination from lookalikes.

[28] Radarsat-2,
UAVSAR

Oil spill detection
and Lookalike
Discrimination

• Combination of proposed self similarity feature with 7
polarimetric features, i.e., p,DoP, A12, V, μ RCO, etc.

• Random Forest Classifier and Combination of DeepCNN with
Superpixel Classification (Accuracy achieved-92.99% and 82.25%
for each dataset)

• J-M Distance and F1 score for accuracy assessment

79



Mathematics 2022, 10, 1697

Table 1. Cont.

Ref. Dataset Approach Objective and Outcome

[19] RADARSAT 2

Oil Spill
Classification

based on
thickness

• Discrimination of oil based on thickness using various
combination of H,A and proposed A12 polarimetric parameters.

• Accuracy assessment using parameters such as Michelson
Contrast, J-M Distance and Random Forest Classification

[38] RADARSAT-2
Impact of seasons

on oil spill
detection

• 6 Machine Learning approaches such as ANN, RF, Decision Tree,
NavieBayes, LDA and Logistic Regression studied.

• Impact of seasons i.e. Winter, Fall, Summer, Spring for acquiring
oil spill image and prediction of source of oil spill (natural or
anthropic)

• Best case-winter season with Random Forest classifier

[39] Deep SAR Oil
Dataset

Oil Spill
Segmentation

using CBD-Net

• Approach to improve the feature representation of complex oil
spills in SAR images using proposed CBD-Net edge detection
algorithm.

• Proposed manually generated Deep SAR Oil dataset.

[40] ERS SAR, ENVISAT
2 SAR

Feature Selection
for efficient Oil
spill Detection

• Comparison of 5 feature selection method Correlation-based
feature selection (CFS), Consistency-based filter, Information Gain,
ReliefF and Recursive Feature Elimination for Support Vector
Machine (SVM-RFE).

• Selected Feature Evaluated using SVM Classification
• 5 features SVM-RFE showed best feature selection with 87.1%

classification accuracy

[41] RADARSAT-2,
SIR-C/X SAR Oil spill Detection

• Use of Polarimetric Decomposition, i.e., H/A/α, Yamaguchi-4
Component, Freeman-Durden

• Polarimetric Parameters-SERD, μ, Corelation Coefficient
• SLIC superpixel segmentation with CNN classification

The classification of remote sensing data is daunting as most of the supervised classifica-
tion methods require a sufficiently large number of training samples along with well-verified
test samples. Moreover, receiving the well-calibrated remote sensing data for oil spill incidents
and the verified ground truth or ancillary data are critical. Still, Researchers have tried to use
various supervised a and unsupervised classification algorithms such as K-means clustering,
maximum likelihood, Artificial Neural Network, Random forest, KNN, SVM, etc. for oil spill
detection and discrimination for look alikes [10,31,36,37]. The researcher in [38] evaluated the
impact of 6 machine learning approaches such as ANN, RF, Decision Tree, Navie Bayes, LDA,
Logistic Regression for effective oil spill detection and develops an algorithm for prediction
of the best season for image acquisition of oil spill for Gulf of Mexico region. Among all
traditional approaches, ANN and SVM have been majorly used by researchers for oil spill
detection and characterization. Along with providing high accuracy with smaller training
samples, SVM strikes the right balance between accuracy attained on a given finite amount
of training patterns and the ability to generalize to unseen data. Its reported accuracy of
SVM in oil spill studies ranges from 71% to 97% [10]. In [40], the authors have used five
feature selection techniques by discarding irrelevant features for oil spill detection. These
selected features are fed to the SVM classifier resulting in an accuracy of 87%. Hence, the
SVM classification algorithm is majorly considered while dealing with remote sensing data,
especially in the case of oil spill detection where there is a limitation of least availability
input training samples leading towards the higher performance of the oil spill detection
and classification for SAR Polarimetric data.

3. Proposed Approach

The flow of the proposed approach for identification and characterization of various
types of the weathered oil spill is shown in Figure 2. The full polarimetric L band UAVSAR
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data acquired near the Barataria Bay region of the Gulf of Mexico is used as input data. It
includes various stages of weathered oil with verified ground truth. The input data set is
first pre-processed to remove speckle noise using Refined Lee Filter. Further, the Hermitian
Coherency (T3) matrix is generated using Stokes parameters obtained from the radar
backscatter image. Additionally, the polarimetric decomposition is performed on the T3
matrix leading to the effective physical interpretation of the target object and classification.
In the first phase, the standard polarimetric decomposition algorithms, i.e., eigenvalue-
based decomposition algorithm, H/A/α decomposition, are applied to the T3 matrix to
study their efficiency in oil spill detection and discrimination of types of the oil spill. Here,
H stands for entropy that signifies the randomness of the backscattering from the ocean
surface, A, i.e., Anisotropy shows multiple backscattering behavior over the surface, and
the mean scattering angle (α) defines the dominance of the specific scattering behavior
over the surface. Finally, the same polarimetric decomposition algorithm is applied to the
proposed log-transformed coherency matrix for enhanced oil spill discrimination especially
discriminating the type of the weathered oil. The proposed approach is finally evaluated
and analyzed using the various performance parameters such as Michelson Contrast,
M-statistic, J-M distance and finally classification of weathered oil using SVM classification.

Figure 2. The proposed Log Transformation approach for efficient Oil Spill Detection using SAR Po-
larimetry.

3.1. Input Dataset

Following the Deepwater Horizon Oil spill disaster in the Gulf of Mexico (GoM) in
April 2010 [42], NASA deployed the full polarimetric Uninhabited Aerial Vehicle Synthetic
Aperture Radar (UAVSAR) L band radar to cover the oil affected areas of GoM and nearby
coastal wetlands mainly in Barataria Bay(BB), Louisiana [33,43]. Images/Photographs
captured by various space-borne and airborne sensors have shown large variations in slick
properties in terms of thickness and states of weathering/emulsification over the large
affected area [15]. The DWH oil spill continued from April 2010 to August 2010 with
heavy spread over the ocean surface, while in the meantime, Oil slick processes on a day
to week timescales, i.e., a typical oil spill response that includes horizontal and vertical
transportation and surface diffusion, sedimentation and dissolution into the water column,
emulsification, evaporation, and photochemical and biological degradation including
weathering [9]. Along with the aerial photography, remote sensing sensors such as MODIS,
LandSAT, AVRIS, Sentinel, RadarSat, UAVSAR, etc. were used to capture the spread of the
DWH oil spill [9,17,44] building a strong repository of the dataset with confirmed oil spill
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and supporting ground truth and ancillary data. The researchers Cathleen Jones, B. Holt
and team in [43] studied the signature of weathered oil transported to the coastal region of
Barataria Bay(BB) using L UAVSAR data and ground truth data. The polarimetric features
average intensity and entropy were used to analyze the impact of weathered oil over the BB
coastal region, confirming the presence of weathered oil in the UAVSAR image as shown in
Figure 3. Further, a detailed study on the characteristics of the weathered oil collected at BB
during the DWH oil spill incident has been carried out by various researchers in [7,18,45].

Figure 3. (left) Image with combination of Polarimetric features Average IntensityΛ(Red) and En-
tropy(Green) divided into 3 classes (A)-Thick Weathered oil, (B) Weathered oil mixed with Sediment
near BB coastline and (C) Weathered oil heavily mixed with sediment . (Right) Λ(top) and entropy
(bottom) plotted as a function of incidence angle for clean water in the GOM and in BB, oil in the
main slick near the DWH site (DWH oil), and oil classes A, B, and C. [43].

As the aim is to study variations in oil characteristics due to differences in oil emul-
sification, the study of 3 images labeled A, B and C showed in Figure 4 are considered.
Here, image A is the weathered oil image mentioned in Figure 3 is the includes an oil patch
at various stages of weathering effect such as emulsion, weathered oil, and sedimented
oil(mixed with sediment) as it was captured in June 2010 after 2 months of the oil spill.
Image A also includes the oil transported over the coastal region, which by the time has
undergone weathering effect and mixed with sediment after reaching coastline. Images B
and C in Figure 4 cover the DWH rig site spotting the fresh released oil due to the removal
of the containment cap. The presence of oil spill and its various stage of weathered oil were
confirmed by researchers in [7,8]. Further, authors have estimated that the upper layer of
the oil slick was a mixture of approximately 80% oil and 20% seawater, with a range in
the volumetric oil concentration from 65% to 90% across the slick near the DWH site [15].
Figure 5a shows the combination of cropped part of images B and C of Figure 4 consisting
of clean water and oil-contaminated water near the rig site labeled as fresh released oil.
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Figure 4. Study area: (B,C) UAVSAR L band multi-polarization images of main slick of DWH spill-
gulfco_14010 (23 June 2010 20:42 UTC) and gulfco_32010 (23 June 2010 21:08 UTC). (A) UAVSAR
multi-polarization images of Barataria Bay (BB), Lousiana and the barrier islands at the entrance to
BB; BB is in the upper part of the image – Lamrsh_04201 (23 June 2010 23:05 UTC).The colors are a
composite of the HH-polarization intensity image (red), the VV (black) and the HV (green).

(a) (b) (c)

Figure 5. Patches of UAVSAR images considered in study: (a) shows surface oil and clean water near
DWH rig site; (b) shows oil heavily mixed with sediment and other surfactants that has moved into
the interior bay labeled as Heavy Sedimented Oil. (c) shows weathered oil on the GOM side of the
barrier islands partially mixed with sediment labeled as oil [43].

Image A covers oil concentrated in coastal wetlands in BB and at barrier islands
at the entrance to BB, which is believed to be several days older than the capture time.
During this period, the oil’s chemical and physical properties may have changed due to
weathering/emulsification, and the oil have mixed with suspended sediment and other
surfactants near the shore, further altering its bulk physical properties [National Research
Council, 2003]. Hence, to characterize all these variants of oil, two patches of image A in
Figure 4 are taken as shown in Figures 5b,c representing different amount of emulsified oil,
further verified in papers [33,43]. The patch labeled as heavy sedimented oil in Figure 5b
is defined as weathered oil on the GOM side of the barrier islands, patch labeled as oil in
Figure 5a is oil on the immediate bay side of the barrier islands that has partially mixed
with sediment and other surfactants.
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3.2. Significance of Log Transformed T3 Matrix

Log transformation of data has shown its successful applicability in various domains
ranging from medical image processing in various linear regression models to satellite
image processing. Depending on the type of data and application area, researchers have
applied log transformation taking advantage of different facts such as: (i) it reduces skew-
ness of the data and makes data fit as input in regressions, (ii) reduces multiplicative
speckle noise into additive speckle in SAR image [46], (iii) compresses the dynamic range
of data by enhancing lower intensity pixels which ultimately helps to improve the quality
of satellite images to capture and analyze unseen features in the low-intensity region of the
image clearly [47]. Log transformation increases the processing speed as it compresses the
dynamic range of images with large variations in intensity values [48].

For fully polarimetric SAR data, the backscattering properties of the object are de-
scribed using the backscattering matrix as given in Equation (1)

S =

[
SHH SHV
SVH SVV

]
(1)

where SXY is the scattering component with x as transmit polarization and y as receive
polarization. Here H stands for horizontal polarization while V stands for vertical polarization.

Since the oil spill in the SAR image appears as dark signatures as shown in Figure 5,
the use of log transformation over the SAR image enhances and highlights the oil spill
signatures in the input SAR image. Hence, this paper proposes using log-transformation
on T3 matrix elements for oil spill characterization using SAR data. The conventional T3
matrix is shown in Equation (2), where the 3 diagonal elements represent the dominant
scattering behavior, i.e., surface scattering, double-bounce scattering, and volume scattering,
respectively. The log-transformed T3 is shown in Equation (3), where the log transformation
is applied to each element of the T3 matrix, forming a new log transformed T3 matrix.

〈[T]〉 =

⎡⎢⎢⎣
〈
|SHH + SVV |2

〉 〈
(SHH + SVV)(SHH − SVV)

∗〉 2
〈
(SHH + SVV)S∗

HV
〉〈

(SHH − SVV)(SHH + SVV)
∗〉 〈

|SHH − SVV |2
〉

2
〈
(SHH − SVV)S∗

HV
〉

2
〈
SHV(SHH + SVV)

∗〉 2
〈
SHV(SHH − SVV)

∗〉 4
〈|SHV |∗

〉
⎤⎥⎥⎦ (2)

〈[T∗]〉 =
[ 〈10log10 |SHH+SVV |2〉 〈10 log10((SHH+SVV )(SHH−SVV )∗)〉 2〈10log10((SHH+SVV )S∗

HV)〉
〈10log10((SHH−SVV )(SHH+SVV )∗)〉 〈10log10(|SHH−SVV |2)〉 2〈10 log10((SHH−SVV )S∗

HV)〉
2〈10 log10(SHV (SHH+SVV )∗)〉 2〈10 log10(SHV (SHH−SVV )∗)〉 4〈10 log10(|SHV |∗)〉

]
(3)

Initially, during the statistical analysis of the elements of the T3 matrix, it was observed
that the T3 element value range of each aspect, such as ocean water or oil, was very low.
Here the identification of oil spill was possible, but discrimination of type of oil spill was
difficult due to minor variation in pixel range value It is found that the application of log
transformation on each of 9 elements of the T3 matrix improvised the separability of the
element range value for the vivid object of the image. For more clarity to the proposed
idea, the histogram of diagonal elements (T11, T22, T33) of standard T3, as well as log-
transformed T3 for the patch of water region of the image, was generated as shown in
Figure 6. It is observed from Figure 6a,b The range of water for standard T3 elements, i.e.,
T11 (0.01 to 0.03), has improved from (−25 to −15) providing larger scope of separability
for each object to be identified or discriminated.

The three obtained eigenvalues (λ1, λ2, λ3) are related to strength of three different
scattering mechanisms namely surface scattering which is mainly observed in ocean sur-
face; double-bounce scattering majorly observed in urban area, mudflats and man-made
structures such as ships, buildings, etc.; volume scattering prominently seen in forests
respectively. Figure 7 shows images of three eigenvalues computed using both conventional
and log transformed T3 for a cropped input UAVSAR image A of Figure 4. The images i.e.,
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Figure 7a,c,e correspond to eigenvalues computed using conventional T3 while other
3 images, i.e., Figure 7b,d,f correspond to eigenvalues computed using log transformed T3.

(a) (b)

(c) (d)

(e) (f)

Figure 6. Histogram of elements of conventional T3 (a) T11, (c) T22, (e) T33 and Log transformed T3
(b,d,f) for a clean water patch.

The comparison and interpretation of images of respective eigenvalues are as follows:

(i) It is observed from the λ1 computed using conventional T3 in Figure 7a and using log-
transformed T3 in Figure 7b that oil slicks are clearly visible and easily distinguishable
from surrounding water in log-transformed version as compared to the conventional
version. In Figure 7a, all the features of the water and oil are suppressed in the dark
region due to low backscatter, and the area of water and oil are not discriminated due
to minor variation in their ranges. The log-transformed version gives superior results
due to the enhancement of lower pixel values which enhances the ranges of oil and
water in the image resulting in the proper visible distinction between oil and water in
the image as shown in Figure 7a.

(ii) Comparison of λ2 using conventional T3 and log-transformed T3 in Figure 7c,d has led
to a very interesting and important observation: Image of λ2 of log-transformed T3 also
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highlights slicks of oil along with mudflats and man-made houses present on along sides
of canal structure seen at the top of the image. As the oil slicks present in these patches
are mixed with sediments (refer Section 3.1) and thus exhibit double-bounce scattering
along with surface scattering. λ2 of conventional T3 fails to capture this signature.

(iii) Image of λ3 Figure 7f calculated using log-transformed T3 reveals no particular
structure as there may not be any object present that exhibits volume scattering
dominantly. Thus, a clear distinction of features is possible due to eigenvalues of log
scaled T3, resulting in better discrimination among different emulsified slicks based
on the calculated Entropy, Anisotropy, and Alpha angle.

(a) (b)

(c) (d)

(e) (f)

Figure 7. Comparative Analysis of Eigenvalues obtained form conventional T3, i.e., (a) T11, (c) T22,
(e) T33 and Log Scaled T3 (b) T11, (d) T22, (f)T33.
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3.3. H/A/α Decomposition

Further, to validate the effectiveness of log scaled T3 matrix, Eigen-value based H/A/α
decomposition algorithm was applied using both conventional and log-transformed T3.
The rotation invariant H/A/α parameters (Entropy, Anisotropy (A) and Scattering angle
(α) are calculated based on the eigenvalues as shown in Equations (4)–(6), respectively [20].

H = −
3

∑
i=1

Pilog3Pi with Pi = λi/(λ1 + λ2 + λ3) (4)

Entropy (4) value signifies the randomness in the backscattered radiation using pseudo
probability of the eigenvalues Pi. Further, the amount of multiple backscattering behaviour
of the target object is evaluated using anisotropy (A) which is calculated as (5)

A =
λ2 − λ3

λ2 + λ3
(5)

The mean scattering angle α shows the most dominant scattering behaviour of the tar-
get object signifying the presence of various type of objects in image, i.e., surface scattering
for water, double bounce or volume scattering for metallic object such as ships on the ocean
surface.

ᾱ =
3

∑
i=1

piαi (6)

The resultant image of H/A/α decomposition using conventional T3 matrix for Deep
Water Horizon oil spill incident image with various type of weathered oil confirmed
by various researcher is shown Figure 8. Here H/A/α is taken as RGB components
of the image where H stands for R component and similarly for A and α for G and B
component respectively.

Figure 8. H/A/α decomposition using Conventional T3.

4. Experiments and Results Analysis

In this section we describe the experimental settings and performance analysis of the re-
sults obtained for detecting and characterization of oil spill using the proposed methodology.

4.1. Experimental Setup and Parameters

The L band full polarimetric SAR images for DWH oil spill incident consisting of
various weathered oil and freshly released oil which is discussed in Section 3.1 has been
used as input data. This quad pol UAVSAR data are fed as input to the PolSAR pro tool for
speckle filtering (Refined Lee filter) for noise removal, followed by generation of Coherency
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matrix T3 from the scattering matrix. This (3 × 3) T3 matrix is generated for each image
pixel, resulting in m × n × 9 dimensions of the input data. A Matlab code is developed
for the calculation of Eigen value-based polarimetric parameters Entropy (H), Anisotropy
(A), and mean scattering angle (α) using this T3 matrix as input. In parallel to this, another
Matlab code is generated to deploy the proposed log transformation of the T3 matrix
followed by H/A/α polarimetric decomposition. The evaluation of the effectiveness of the
proposed log transformation approach has been performed using some well-established
statistical analysis methods such as Michelson Contrast for target separability evaluation,
M statistic for calculating the degree of discrimination and SVM classification for accuracy
assessment of the proposed approach.

The performance parameters used for evaluation and comparison of the proposed log
transformation methodology are described as follows

• Michelson Contrast (MC)
MC is one of the general criteria for evaluating target separability. It has thus been
used to quantitatively define and evaluate contrasts between oil slicks and seawater
under various polarimetric feature spaces [19]. MC is calculated as Equation (7).

MC =
Imax − Imin
Imax + Imin

(7)

Here Imin and Imax indicate the maximum and minimum mean polarimetric feature
values between the two target samples being tested, respectively, and the value range
of MC is [0, 1].

• M-Statistic (MS)
The MS assesses the degree of discrimination between the two-pixel groups. It op-
erates by evaluating the separation between the histograms produced by plotting
the frequency of all the pixel values within the two classes [49]. The M-statistic can
be calculated using the mean μ and standard deviation σ of two targets to be tested,
respectively, as shown in Equation (8)

M =
μa − μb
σa + σb

(8)

A value of M < 1 denotes that the histograms significantly overlap and the ability
to separate (or discriminate) the two regions is poor. A value of M > 1 denotes that
the histogram means are well separated and that the two regions are relatively easy
to discriminate.

4.2. H/A/α Decomposition Result Analysis

To assess the efficiency of log transformed coherency matrix in detecting and
differentiating oil slicks of varying characteristics, variations in H/A/α parameters have
been calculated and analyzed using both conventional T3 and log transformed T3.
Figures 9 and 10 shows the H/A/α decomposition results of the identified cropped image
consisting of fresh released surface oil and various types of weathered oil in Figure 5 of the
UAVSAR dataset, using both conventional T3 and log transformed T3. The top three im-
ages, i.e., Figure 9a–c correspond to H/A/α decomposition computed using conventional
T3 while the bottom three images, i.e., Figure 9d–f corresponds to H/A/α decomposition
computed using log transformed T3. The results of image acquired near rig site with fresh
released oil and clean water are shown in Figure 9a,b,d,e while the results of image acquired
near BB consisting of various stage of weathered oil labeled as oil water emulsion, thick oil
and heavy sedimented oil and land and mudflats are shown in Figures 9c,f and 10a,b.

It is observed from the Figure 9a,b that the signature of freshly released oil near the
rig site labeled as fresh released oil is almost similar to water in the case of a conven-
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tional approach while in the case of a log-transformed approach, the fresh released oil is
distinguished signature as compared to water in Figure 9c,f.

However, due to similar backscattering behavior, the signature of thick oil and mud-
flats (pinkish white) in Figure 9c is getting mixed. At the same time, the oil-water emulsion
(light-green) is quite distinguished from the conventional approach. However, in the case
of the log-transformed approach, the oil-water emulsion, thick oil (dark red), and mudflats
have clear, distinct signatures in Figure 9f. The H/A/α decomposition result of another
patch of image A in Section 3.1, consisting of weathered oil which is heavily mixed with
sediment labeled as heavy sedimented oil, is shown in Figure 10. It is observed that the
signatures of heavy sedimented oil (dark red) and land (light red) are different in the case
of the log-transformed approach, while these signatures are getting mixed in the case of
the conventional approach. Since the oil accumulated near the coast is heavily mixed with
the sediment, the physical properties of the oil are changed such that the backscattering
properties of heavy sedimented oil are similar to that of land in conventional H/A/α
decomposition. Hence, due to the enhancement of the dark features of oil using the log
transformation, every minor feature or variation in the oil spill is captured, resulting in
efficient oil spill detection and characterization. Other land features, such as mudflats,
buildings and ships show clear, distinct features in the proposed log-transformed approach.

(a) (b) (c)

(d) (e) (f)

Figure 9. Comparative analysis of image generated using combination of entropy (red), anisotropy
(green) and alpha (black) (H/A/α) using conventional T3 (a–c) and log transformed T3 (d–f) showing
their capability in detecting and differentiating different emulsions of oil.
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(a) (b)

Figure 10. Comparative analysis of images generated by combining entropy (red), anisotropy (green)
and alpha(black) (H/A/α) using conventional T3 (a) and log transformed T3 (b) showing their
capability in differentiating between highly sedimented oil and mudflat/building.

Figure 11 shows the plots of entropy, anisotropy, alpha parameters calculated for differ-
ent classes of oil emulsions (Oil-water Emulsion (red), thick Oil (Green), Heavy Sedimented
oil (pink), Land/Mudflat (black)) for statistical analysis of the proposed approach. The
observation from these plots are as follows.

• Entropy calculated using log-transformed T3 Figure 11d captures subtle contrast
changes in oil-contaminated patches resulting due to different stages of emulsification
which is not the case with entropy calculated using classical T3 Figure 11a. As shown
in the histogram in Figure 11d, the oil-water emulsion has a range of 0.74 to 0.76 in the
log-transformed approach. It can also differentiate between oil-water emulsion, thick
oil, and heavy sedimented oil with an extended upper bound of the range. Further,
the entropy values increase gradually from moderate weathering stage oil to high
emulsified oil. However, the entropy range calculated using classical T3 Figure 11a
for oil-water emulsion is 0.2 to 0.4, roughly which is the same as clean water and
surface oil1. This indicates that it does not differentiate between fresh and weakly
weathered oil. Further, it also fails to capture minor changes in physical and electrical
properties of thick oil and heavy sedimented oil as both have the same range. The blue
line in the histogram is for a sample taken of mudflat/shrub/building present near
Barataria Bay (BB), Louisiana. It can be clearly seen that the log-transformed T3 gives a
different entropy range for highly mixed sedimented oil and mudflat/building regions
even though both exhibit a similar scattering mechanism - moderate entropy double
bounce. The separation between values of entropy for highly mixed sedimented oil
and mudflat/building region is not that clear in the case of classical T3.

• Anisotropy values in Figure 11e calculated using log-transformed T3 show opposite be-
haviour than classical T3 in Figure 11b. Anisotropy calculated using log-transformed
T3 has higher values for clean water and surface oil, which reduce from weakly emul-
sified oil to highly emulsified oil. However, the anisotropy values calculated using
classical T3 cannot differentiate between clean water and any oil sample; it does not
show a separate range for building/mudflat samples. On the other hand, anisotropy
calculated using log-transformed T3 differentiates between clean water/surface water
(Bragg scattering) from different emulsified oils (non-Bragg scattering). However, it
fails to differentiate between building/mudflat and oil mixed with partial sediments.

• Alpha values Figure 11f calculated using log-transformed T3 do not show any fa-
vorable result in capturing differences between the type of scattering mechanism
exhibited by water and different emulsified oils. It shows that clean water and all
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kinds of oil samples were taken to follow the double bounce scattering. On the other
hand, though, Alpha values Figure 11c calculated using classical T3 show surface
scattering for clean water and surface oil; double-bounce scattering for oil mixed with
sediments. However, it fails to differentiate between thick oil from surface oil/clean
water and mudflat/building from oil mixed with sediments.

4.3. Statistical Analysis and Accuracy Assessment

It is observed from Figure 12 that the range of polarimetric features such as H, A,
and α derived using conventional T3 are low (range from 0 to 0.45) for the majority of the
cases while in the case of those derived using log-transformed T3 ranges from 0.2 to 0.8
on average. The important aspect observed here is the inseparability of some weathered
oil observed for a conventional T3 approach such as emulsion and thick oil, thick oil and
heavy sedimented oil, heavily sedimented oil and land shows a good separability in the
case of the proposed log-transformed approach, respectively.

It is observed from Figure 13 that the range of polarimetric features such as H, A,
and α derived using conventional T3 are low (range −0 to 3) for the majority of the cases
while in the case of those derived using log-transformed T3 ranges from 3 to 10 on average.
The important aspect observed here is the inseparability of some type of weathered oil
observed for conventional T3 approach such as emulsion and thick oil, thick oil and heavy
sedimented oil, heavily sedimented oil and land shows good discrimination in the case of
the proposed log-transformed approach, respectively.

(a) (b) (c)

(d) (e) (f)

Figure 11. Statistical analysis of results of H/A/α decomposition using conventional T3 and log
transformed T3, i.e., Histogram of Entropy H (a,d), Anisotropy A (b,e) and Scattering Angle α (c,f) for
different patches showing ranges for Oil water Emulsion (Red), thick Oil (Green), Heavy Sedimented
oil (Pink), Land/Mudflat (black).
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(a) (b)

(c) (d)

Figure 12. Michelson Contrast result analysis with respect to different types of polarimetric feature.
For Conventional T3 (a) Different types of oil slick versus seawater& (c) Comparison of Different
type Weathered Oil slick & look-alikes. For Proposed Log Transformed T3 (b) Different types of oil
slick versus seawater& (d) Comparison of Different type Weathered Oil slick & look-alikes.

(a) (b)

(c) (d)

Figure 13. M-Statistic result analysis with respect to different types of polarimetric feature. For
Conventional T3 (a) Different types of oil slick versus seawater& (c) Comparison of Different type
Weathered Oil slick and look-alikes. For Proposed Log Transformed T3 (b) Different types of oil slick
versus seawaterand (d) Comparison of Different type Weathered Oil slick and look-alikes.
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4.4. SVM Classification

SVM classification algorithm is majorly used for accuracy assessment and classification
of the remote sensing data due to its important features such as self-adaptability, swift
learning pace, and a limited requirement on training samples. Hence SVM is best suited
here for the classification of the oil spill. The SVM classification has been carried out with
6 class ROI (Region of Interest) that includes Water, thin oil, Oil-Water Emulsion, Thick
Oil, Heavy Sedimented Oil, and Land. The input features H, A, α have been used here.
We have optimized three hyper-parameters to achieve the best performance for oil spill
characterization. The three major parameters include kernel, regularization parameter (C),
and kernel coefficient parameter (Gamma). The kernel is a core function that transforms
the input space from a lower dimension to a higher dimension in a non-linear fashion. The
regularization parameter (C) is the penalty parameter that indicates the misclassification
boundary of different classes. The kernel coefficient parameter (Gamma) indicates the
distance impact on the line of different class separations. The best-case hyperparameters
are Kernel-Sigmoid, Regularization Parameter(C)-0.9 with pyramid level 3, and Gamma
value was set to 0.333. The SVM classification result for the H/A/alpha decomposition
algorithm using the proposed log-transformed T3 is shown in Figure 14. The researcher
in [40] achieved an accuracy of 87% using SVM classification for oil spill detection using
SAR images, while the researcher in [19] attained the kappa coefficient accuracy of 76% for
discrimination of various types of oil slick based on its thickness. The overall accuracy of
97% is achieved with kappa coefficient 0.9607 using SVM classification for the proposed
approach of log transformation of the coherency matrix for discrimination of various types
of weathered oil using the H/A/α decomposition algorithm, proving the significance of
proposed approach over other existing algorithms.

Figure 14. SVM Classification image for proposed log transformed approach.

5. Conclusions

The advantage of log transformation to enhance the dark features of oil in the SAR
image is used in this paper. Log transformation has been applied to each element of the
coherency matrix to generate the log-transformed coherency matrix (T3) of the full polari-
metric SAR image. The eigenvalue-eigenvector-based H/A/α decomposition algorithm
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analyzes the effect of the proposed log transformation. The proposed algorithm offers a
major accuracy improvement in detecting various types of weathered oil spills on the ocean
surface, significantly advancing the current state of the practice with an accuracy of 97%.
Further, compared to the conventional approach, the land features are also distinguished
with enhanced representation. The proposed algorithm can be further enhanced using the
deep learning approach to classify various types of weathered oil spills efficiently.
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Abstract: The instability of DC microgrids is the most prominent problem that limits the expansion
of their use, and one of the most important causes of instability is constant power load CPLs. In
this paper, a robust RST digital feedback controller is proposed to overcome the instability issues
caused by the negative-resistance effect of CPLs and to improve robustness against the perturbations
of power load and input voltage fluctuations, as well as to achieve a good tracking performance. To
develop the proposed controller, it is necessary to first identify the dynamic model of the DC/DC
buck converter with CPL. Second, based on the pole placement and sensitivity function shaping
technique, a controller is designed and applied to the buck converter system. Then, validation of the
proposed controller using Matlab/Simulink was achieved. Finally, the experimental validation of the
RST controller was performed on a DC/DC buck converter with CPL using a real-time Hardware-in-
the-loop (HIL). The OPAL-RT OP4510 RCP/HIL and dSPACE DS1104 controller board are used to
model the DC/DC buck converter and to implement the suggested RST controller, respectively. The
simulation and HIL experimental results indicate that the suggested RST controller has high efficiency.

Keywords: DC microgrids; robust RST digital controller; DC/DC buck converter; constant power
load (CPL); hardware-in-the-loop (HIL)

MSC: 93D09; 93D15; 93C10

1. Introduction

Microgrids are increasingly being used as a result of environmental concerns such
as CO2 emissions and global climate change [1]. A microgrid is a small power grid that
connects various sources and loads. A microgrid is composed of several components,
including renewable energy sources such as solar, wind, and fuel cells, as well as energy
storage technologies such as super capacitors, batteries, and power electronic converters [2].
The architecture of the microgrid can be classified into three types: AC, DC, and hybrid
microgrid. DC microgrids are preferred over AC microgrids due to higher reliability, no
reactive power losses, no harmonics, no requirement for synchronization, no frequency
challenges, good compatibility, high efficiency, and direct connection of DC loads [3,4].
In DC microgrids, the DC/DC converters is critical for connecting distributed renewable
sources and energy storage systems (ESSs) to loads [5]. The typical construction of a DC
microgrid is depicted in Figure 1. Despite the advantages of DC microgrids, stability is a
critical problem that might bring the entire system down. The main cause of stability issue
in DC microgrids is the constant power loads (CPLs). The CPL is a nonlinear load with
an incremental negative impedance (INI) characteristic, which implies the load current
decrease /increase with the increase/decrease in its terminal voltage. Various CPLs, such as
electric motors, actuators, and power electronic converters, should be regulated to maintain
a constant output power [6]. A CPL has the ability to reduce system damping and make
DC microgrids unstable [7,8].
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Figure 1. The structure of a DC microgrid with various loads and sources.

Numerous control strategies have been suggested for addressing the instability prob-
lem in DC microgrids with CPLs. In [8–10], the authors proposed passive-damping methods
to increase the damping factor by adding passive components such as resistors, capaci-
tors, or inductors, to the DC/DC converter. However, this approach diminishes system
efficiency by producing excessive power losses The authors in [11–13] developed active-
damping approaches by modifying control loops with virtual impedance to allow the
system poles to lie on the left side without changing the system hardware. This approach
is effective in ensuring system stability when CPL is prevalent. However, the original
control loop of the converter will be changed, affecting the dynamic responsiveness of the
entire system. For both passive and active damping approaches, small-signal analysis is
being used in the design and analysis process. When a broad range of operating conditions
and disturbances are present, poor performance is inevitable [14]. Due to the non-linear
nature of the DC/DC converters, several nonlinear controllers that are suggested to ensure
the stability of DC microgrids in the presence of CPL have been implemented [15]. The
authors of [16,17] presented model predictive control (MPC) to stabilize DC microgrids
with CPLs. In [18], a nonlinear fuzzy MPC with effective control performance for nonlinear
systems is formed by combining a Takagi-Sugeno (TS) fuzzy model with a linear model
predictive controller (MPC). However, the computational burden of such controllers, which
involve maximizing a predefined cost function, restricts their widespread application in
real time. The authors in [19–23] proposed a robust based PWM slide mode controller
(SMC) to stabilize a DC/DC boost converter system feeding CPLs, where the duty cycle of
the boost converter is estimated using a nonlinear polynomial sliding surface. However,
SMC has the disadvantage of driving the power converter at a variable switching frequency,
which degrades power quality. In [24], a fixed frequency SMC with a novel double integral
type sliding manifold is presented for voltage regulation of a DC microgrid. In [25], an
adaptive backstepping controller is designed for a DC microgrid feeding non-ideal CPLs
through a third-degree cubature kalman filter. The proposed controller is designed for large
signal stabilization through the recursive lyapunov design procedure. The authors of [26]
addressed the voltage regulation issue of the DC/DC converter with CPL by integrating a
composite nonlinear controller with a backstepping approach and a disturbance observer.
The most recent nonlinear control techniques for stabilizing DC microgrids and resolving
the tracking problem are passivity-based controllers (PBCs) [27]. Two primary categories
of PBC have been identified in the literature [28]. The traditional PBC selects the energy
function to be assigned and then builds a controller to minimize the energy function. In
the second category of PBC, an explicitly defined control structure, such as Euler-Lagrange
(EL) or Port-Controlled Hamiltonian (PCH), should be chosen first, and then all assignable
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energy and power functions should be characterized. In [29,30], an adaptive energy shap-
ing algorithm combining standard PBC and immersion and invariance (I&I) parameter
estimator was utilized to handle the difficult challenge of regulating the output voltage of
a DC/DC buck-boost converters feeding an unknown power CPL. The I&I estimator is
utilized to compute online the extracted load power, which is complicated to measure in
practical applications. In [31], a standard PBC is presented to reshape the system energy and
compensate for the negative impedance and a proportion-integration (PI) action is added
around the passive output to boost disturbance rejection performance. In [32], an H-infinity
robust controller based on the glover doyle optimization algorithm (GDOA) to prevent
system instability due to the CPLs is proposed. However, in some cases, GDOA provides
a robust controller with a higher order of the denominator, which may be challenging to
implement.

To the best of our knowledge, no study has employed the RST digital robust controller
to overcome instability problems in DC microgrid caused by CPL. As a result, this paper
presents a new robust controller for stabilizing DC/DC buck converter fed a DC microgrid
with CPLs. The main contributions to this article are the following:

1. An RST controller is proposed to stabilize the DC/DC buck converter with CPL;
2. All perturbations caused by changes in input voltage and current fluctuations are

rejected, resulting in very good tracking;
3. Use hardware-in-the-loop (HIL) to model the DC/DC buck converter with CPL

using OPAL-RT OP4510 RCP/HIL and to implement the proposed RST controller in
dSPACE 1104.

The remainder of this paper is organized as follows: in Section 2, the modeling of a
buck converter with CPL is presented. The RST robust controller is designed in Section 3.
In Sections 4 and 5, the simulation and real-time HIL results are presented, respectively.
Finally, the conclusion and some future work prospects are presented in Section 5.

2. Modeling of the DC/DC Buck Converter with CPL

The typical circuit for a DC/DC buck converter with a CPL is depicted in Figure 2,
where the CPLs (such as cascaded DC/AC or DC/DC converter) can be modelled as
controlled current source [33].

ICPL =
PCPL
Vout

(1)

where ICPL is current of CPL, PCPL is power, and Vout is the output voltage of DC/DC buck
converter. The state-space model of the converter with CPL is obtained by considering the
continuous conduction mode (CCM) and by using Kirchhoff’s current and voltage laws, as
follows [34]:

d
Vin
L

− Vout

L
=

diL
dt

(2)

iL
C

− Vout

RLC
− PCPL

VoutC
=

dVout

dt
(3)

where Vin, Vout, iL, and d ∈ [0, 1] are the input voltage, output voltage, inductor current,
and duty ratio, respectively.

The design of the output LC filter for the DC/DC buck converter is designed on the
basis of the following conditions: continuous-current conduction operation of the converter,
ripple on the output voltage that does not exceed a few percent [35].

L ≥ Vo(1 − d)
f ΔiL

(4)

C ≥ 1 − d
8L ΔVo

Vo
f 2

(5)
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Figure 2. The typical circuit for a DC/DC buck converter with CPL.

By using average switch modeling, the transfer function of duty cycle to the output
voltage of the buck converter in S domain is given as:

G(s) =
Vout

d
(6)

G(s) =
Vin
L C

s2 +
(

1
R C − PCPL

Vout2C

)
s + 1

L C

(7)

where d is the duty ratio and Vout is the output voltage.
Assuming that the system parameters are C = 220 μF, L = 2.7 mH, RCPL = −9.6 Ω,

P = 20.4 W, Vout = 14 V, Vin = 28 V, R = 470 Ω, and by substituting these values into the
transfer function of the system given of in (7), the result is as shown in (8).

G(s) =
4.714 × 107

s2 − 463.8 s + 1.684 × 106 (8)

The characteristic equation obtained from (7) demonstrates that the increment negative
impedance (INI) of the CPL pushes poles to the right-half plane (RHP) and makes the
system unstable, as indicated in (8). To improve the stability of the system and robustness
to disturbances when changes occur in CPL, as well as to achieve good reference tracking
performance, an RST digital robust controller is presented in the next section.

3. RST Robust Digital Controller Design

3.1. System Identification Workflow

Figure 3 illustrates the principle of discrete-time model identification. Using MATLAB
identification toolbox, a discrete-time model with adjustable parameters is implemented.
A parameter-adaptation technique uses the prediction error, the difference between the
system output at time t, y(t), and the output predicted by the model, ŷ(t), to adjust the
model parameters at each sampling time in order to reduce this error. The system is excited
via the discrete sequence u(t) t = 0, 1, 2, . . . n. This discrete signal is made continuous by
the Zero Order Hold (ZOH). After obtaining the model, statistical tests on the prediction
error e(t) and the predicted output yL could be used to do objective validation (t). The
validation test allows the optimum algorithm for parameter estimate to be determined.

The sampling frequency is set based on the bandwidth of the continuous-time plant
and, more specifically, the bandwidth required for the closed loop. The general rule is:

fs = (6 to 25) f Cl
B (9)

where fs is the sampling frequency and f Cl
B is the desired bandwidth of the closed loop.
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Figure 3. Parameter estimation of discrete-time models.

3.2. The R-S-T Digital Controller

To design the RST controller, a region of uncertainties must be defined based on
the interval parameter variation of the plant model. To choose the RST polynomials
that better fit the control system requirements can be a very difficult numerical problem,
especially in auto- and self-tuning control systems. Due to these limitations, general RST
controller design for industrial applications remains challenging [36]. In this section, the
RST robust digital feedback controller is designing by integrating pole placement with
sensitivity function shaping [37]. This design methodology is utilized here to improve the
performance of the closed-loop system and disturbance rejection at the same time. The RST
controller architecture is depicted in Figure 4.

Figure 4. Block diagram of RST robust digital feedback controller with plant.

In Figure 4, the parameters R, S, and T represent polynomials of the controller and G
represents the dynamic model of the buck converter. The discrete time plant model (G),
which is utilized in the design of digital controllers, is obtained by the discretization of the
model in (8) using the ZOH transformation as depicted in Figure 3. The discrete time plant
model is rewritten in this case as shown in (10).

G
(

z−1
)
=

B
(
z−1)

A(z−1)
=

0.239 + 0.2428z−1

1 − 2.03 z−1 + 1.047z−2 (10)

The R and S digital polynomials are designed to achieve the desired regulation per-
formance, and the T is designed to provide the required tracking performance. The three
polynomials of the proposed RST digital controller are as follows:

R
(

z−1
)
= r0 + r1 z−1 + r2 z−2 + · · ·+ rnR z−nR (11)
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S
(

z−1
)
= s0 + s1 z−1 + s2 z−2 + · · ·+ sns z−ns (12)

T
(

z−1
)
= t0 + t1 z−1 + t2 z−2 + · · · + tnt z−nt (13)

However, T
(
z−1) will be set equal to R(1), implying that the gain of the T

(
z−1) will

equal to the sum of R
(
z−1) coefficients in order to maintain a unit gain between the desired

and actual outputs in steady state.
The desired performance of the DC/DC buck converter system is to achieve precise

reference tracking while maintaining robustness and stability. These desired performances
can be achieved using constraints on the shape of closed-loop sensitivity functions [38,39].
The output sensitivity function (S0) between the load variation disturbance and plant
output is given by:

S0

(
z−1

)
=

A
(
z−1)S

(
z−1)

A(z−1)S(z−1) + B(z−1)R(z−1)
(14)

The complementary sensitivity function (T0) between the disturbance measurement
noise and plant output is given by:

T0

(
z−1

)
=

B
(
z−1)T

(
z−1)

A(z−1)S(z−1) + B(z−1)R(z−1)
(15)

The input sensitivity function (Si) between the disturbance of control signal and plant
input is given by:

Si

(
z−1

)
=

A
(
z−1)R

(
z−1)

A(z−1)S(z−1) + B(z−1)R(z−1)
(16)

Table 1 summarizes the limits on the shapes of closed-loop sensitivity functions that
have been addressed [37,39].

Table 1. Constraints on sensitivity function shapes.

Constraints Conditions Condition Description Purpose

Constraint 1 ‖S0
(
z−1)‖∞ < 6 dB, ∀ω

The maximum output sensitivity function
should be less than 6 dB.

For ensure adequate stability
margins and robustness margins.

Constraint 2 ‖T0
(
z−1)‖∞ < 3.5 dB, ∀ω

The maximum of the complementary
sensitivity function should be less than 3.5 dB.

For ensure adequate stability
margins, as this will also maintain
a good robustness margin.

Constraint 3 ‖Si
(
z−1)‖∞ ≤ 0 dB, ∀ω

The maximum of input sensitivity function
should be equal or less than 0 dB.

To ensure the output of controller
between zero and one.

The closed-loop sensitivity function is shaped by selecting desired closed loop poles
and introducing pre-specified polynomials into the controller. From the expressions of
sensitivity functions, it can be noted that the 3 sensitivity functions have the same denomi-
nator P(z−1) = A

(
z−1)S

(
z−1)+ B

(
z−1)R

(
z−1) which determines the closed-loop poles

and can be distinguished to the dominant and auxiliary closed-loop poles as given in (17).

P(z−1) = PA(z−1)PD(z−1) (17)

where PA(z−1) denotes the auxiliary poles and PD(z−1) denotes the desired dominant
poles of the closed loop system. The pre-specified polynomials of the R(z−1) and S(z−1) are
introduced as shown in (18) and (19):

R(z−1) = HR(z−1)R′(z−1) (18)

S(z−1) = HS(z−1)S′(z−1) (19)
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where HR(z−1) and HS(z−1) are polynomials that have been pre-specified. The anony-
mous polynomials of the controller R′(z−1) and S′(z−1) produced by solving the following
equations:

P(z−1) = A
(

z−1
)

S
(

z−1
)
+ B

(
z−1

)
R
(

z−1
)

(20)

PD(z−1)·PA(z−1) = A
(

z−1
)

HS(z−1)S′
(

z−1
)
+ B

(
z−1

)
HS(z−1)R′

(
z−1

)
(21)

Figure 5 displays the required steps that must be performed in order to build the RST
controller [36].

Figure 5. Block diagram of the controller design steps.

The polynomials for the RST controller derived by solving (20) are as follows:

R(z−1) = 0.2923 − 0.3061z−1 − 0.2624z−2 + 0.3076z−3 − 0.0284z−4 (22)

S(z−1) = 1 − 1.1640z−1 − 0.2094z−2 − 0.0520z−3 + 0.0066z−4 (23)

T(z−1) = 0.003 (24)

Figure 6 demonstrates all of the considered sensitivity functions with the RST digital
controller. It can be observed that the recommended RST digital controller completely fits
all three of the aforementioned restrictions in Table 1.

4. Simulation Results and Discussion

In this section, the simulation study was carried out to validate the efficacy of the
suggested controller for DC/DC buck converter with CPL using the Matlab/Simulink
(2016). The CPL is modeled as a current-controlled source, and the parameters of the
system have been described and mentioned in Section 2. The switching frequency is set at
20 kHz. The simulation results in Figure 7 demonstrate how CPL affects the DC/DC buck
converter, causing the system to become unstable in open loop. To mitigate this issue, the
system is equipped with an RST digital robust controller. The output voltage in Figure 8
demonstrates the ability of the proposed controller to maintain system stability and keep
the output voltage within the desired reference range. As shown in Figure 9, the tracking
error between the desired reference and the output voltage of the buck converter is very
small and negligible.
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Figure 6. (a) Output sensitivity (S0), (b) Complementary sensitivity (T0), (c) Input sensitivity (Si).

Figure 7. Dynamic response of the buck converter with CPL in an open loop mode.
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Figure 8. Dynamic response of the buck converter with CPL closed loop mode using RST controller.

 

Figure 9. Tracking error between reference voltage and measured voltage.

The effectiveness and robustness of the proposed controller is depicted in Figure 10,
where the desired voltage of the system is set at 14 V and the output voltage of the system
remains stable despite changes in power consumed. The sudden change in power CPL
causes a tiny transient variation in the output voltage, but after that, the output voltage
is able to track the reference voltage with reasonable accuracy. Furthermore, the control
signal (duty cycle) remains constant at 0.5 with a small fluctuation, but it is still within
the range of 0 and 1. Figure 11 shows the effectiveness and robustness of the proposed
controller in reducing the effects of a change in the source voltage on the output voltage
where the influence is negligible.

5. HIL Experimental Results and Discussion

This section describes the HIL experimental testbed that is used to validate the MAT-
LAB simulation findings achieved before. The OPAL-RT real-time simulator is used to
connect the MATLAB Simulink model to the digital signal processor (DSP). The experimen-
tal setup and the block diagram are shown in Figures 12 and 13, respectively. This platform
is consisting of OP4510 simulator, dSPACE DS1104 controller box, RT-LAB monitor console,
dSPACE control desk monitor, and digital oscilloscope. In the HIL design of experiments,
two cases are examined to validate the effectiveness of the proposed RST controller: one
with a change in CPL and the other with a change in input voltage.
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Figure 10. Changes in output voltage and duty cycle with an RST controller in response to CPL variation.

In this testbed, the RST controller is performed in the dSPACE DS1104 R&D controller
board, while the DC/DC Buck converter with a CPL under MATLAB/Simulink operates
in the OPAL-RT in real-time. The system output signal is sent from the analog port of the
OPAL-RT to the ADC module of dSPACE DS1104. In order to keep the system running
in the next cycle, the PWM signal is computed by the RST controller and supplied to the
OPAL-RT through the digital input port. The analoge signals used in the experiments are
scaled down since the output and input ranges of both the dSPACE and the OPAL-RT are
constrained to −10 V to +10 V, and −16 V to +16 V, respectively. To achieve this limitation,
the output and input voltages are divided by 4 V, and the CPL by 2 W. Meanwhile, due to
the computational power of the OPAL-RT, the switching frequency is set to 20 kHz and the
step size is set to 10−5 s.
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Figure 11. Changes in output voltage and duty cycle with an RST controller in response to input
voltage variation.

Figure 12. The experimental testbed. 1—OP4510 simulator; 2—dSPACE ds1104 Controller Box;
3—RT-LAB monitor console; 4—dSPACE control desk monitor; 5—Digital oscilloscope.

The suggested RST controller has been proved to be both robust and dynamically
efficient, using the HIL experimental findings presented in Figures 14 and 15. The impact
of varying the CPL on the output voltage is depicted in Figure 14, where we can see that
the suggested RST controller operates accurately throughout the CPL fluctuation, and the
output voltage remains stable and fast-tracked to the reference voltage of the system at
14 V. The duty cycle signal, as can be observed, is stable at 0.5 V. Figure 14 illustrates the
effect of input voltage fluctuation on the output voltage; it can be seen that the proposed
RST controller performs quite correctly when the input voltage changes, while the output
voltage remains stable and fast-tracked to the reference voltage of 14 V. When the input
voltage changes, the duty cycle signal changes from 0.5 V to 0.62 V, then to 0.44 V, and
finally back to 0.5.

107



Mathematics 2022, 10, 1782

Analog I/OsDigital I/Os

OPAL-RT
Simulator/Target

Analog I/OsDigital I/Os
Controller

I/Os

Ex
ten

sio
n B

ox

dSPACE BUS

dSPACE DS1104
Connector and LED panels

TCP/IP

dSPACE-DS1104

License key

L

C

ICPLVoIL

D

S

Vin d

CP
L

R

Figure 13. Block diagram of experimental HIL.
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Figure 14. HIL experimental results of system with CPL variation.
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Vin=23 V
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Duty cycle=0.62

Duty cycle=0.5
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Figure 15. HIL experimental results of system with input voltage variation.

6. Conclusions

This article discussed the instability issue that arises when a DC/DC buck power
converter is used to power a CPL in DC microgrid systems. The study proposed and
implemented an RST digital feedback controller to stabilize the system and minimize
steady-state error induced by system disturbances such as input voltage and load variations.
To begin, a model of the system was developed. Then, to regulate the system, a robust
digital RST controller was built by combining pole placement with a sensitivity function
shaping method. To evaluate the control performance, MATLAB/Simulink simulations
were used to compare the conventional closed loop PI linear controller to the proposed
RST. Additionally, the RST controller was validated on the and HIL real-time experimental
platforms to be both robust and dynamically efficient. According to the findings, the
proposed control strategy may demonstrate good performance in terms of recovery, settling
time, and overshoot when the load and input voltage are changed. The droop control
scheme for DC microgrids with multiple energy storage devices to assure both voltage
regulation and equal load sharing might be a useful study area for future work.
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Abstract: Force tracking control for hydraulic series elastic actuators (SEAs) is the demand in robots
interacting with the surrounding world. However, the inherent nonlinearities and uncertainties
of the hydraulic system, as well as the unknown environment, make it difficult to achieve precise
contact force control of hydraulic SEAs. Therefore, in this study, force tracking impedance control
of hydraulic SEAs is developed considering interaction with an unknown environment in which
the force tracking performance can be guaranteed in theory. Based on the typical force tracking
impedance frame, the force tracking performance is improved by introducing backstepping control
into the inner position controller to deal with the high-order nonlinear dynamics of the hydraulic
SEA. In addition, the environment parameters are also estimated online by the adaptive method.
Finally, comparative simulation is conducted with different interacting environments, which verifies
the advantages of the proposed method.

Keywords: force tracking; impedance control; electro-hydrostatic actuator; hydraulic series elastic
actuators

MSC: 70Q05; 70K20

1. Introduction

Force control has been the fundamental capacity and a hot topic research area for
actuators due to its wider applications in industry and robot systems. These research issues
may be broadly classified into two types: compliance and precision. For the case of com-
pliance force control, this is commonly used in the collaboration between humans and robots,
tele-robotic systems, and walking robots, which have been reported in the literature [1–3].
For the case of precise force control, this is usually applied in force loading simulation [4].
An important control method of compliance force control is impedance control presented
in [5,6], which adjusts the contract force by using the relationship between force and posi-
tion/velocity error. Impedance control avoids dangerousness when the actuators interact
with the external environment. However, the force tracking performance is not satisfactory,
especially in an unknown environment.

With the growing interest in providing force tracking capability for impedance control,
force tracking impedance control was proposed by Seraji and Colbaugh [7]. The main
contribution of this method presents accurate steady-state force tracking performance and
flexibility when the external environment changes rapidly. Therefore, it is widely employed
in hole operation, deburring, grinding, etc. A special device for precise force control
is hydraulic series elastic actuators (SEAs), which are equipped with a spring between
the power output shaft and the environment. The advantages of hydraulic SEAs can be
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summarized two aspects according to [8–11]. On the one hand, it provides high force
fidelity, shock tolerance, and force sensing for interaction control. On the other hand, it
enjoys the property of high power density compared with electric SEA. However, to our
knowledge, the studies on the precise force tracking for hydraulic SEAs have not yet been
established. In the existing literature, there is some research on modeling and controller
design. Shen et al. [12] established the hydraulic SEAs model based on flow equations [13]
and Newton’s second law. Then they applied the impedance method to the hydraulic
series elastic actuator using an outer loop feedback position and inner feedback force to
achieve force control. Mustalahti et al. [14] established a fifth-order state space model for
the hydraulic SEAs considering the non-linear dynamics of hydraulic systems, and the full
stated feedback position controller was designed. However, the environment was regarded
as known and rigid, which decreased the application of the proposed control. Furthermore,
the force tracking performance is not satisfactory in the above papers. In order to improve
force performance, force tracking impedance control is an available method. The main
difficulties applying this control method to the hydraulic SEAs are as follows. Firstly, a
position tracking error due to unknown dynamic uncertainties of hydraulic systems should
be minimized. Secondly, the controller must be robust enough to deal with unknown
environment stiffness.

These problems will also emerge when applying the force tracking impedance to
electronic SEAs. Many efforts have been made to solve these problems. For the of case
control frame, Zhao et al. [15] proposed a controller design criterion, which is composed of
outer impedance and inner torque feedback loops for SEAs. For the detail control methods,
based on disturbance observer control is applicable with overcoming the model uncer-
tainty. For instance, Oh and Kong [16] applied a disturbance observer and feedforward
controller to achieve the high-precision force control for the SEA system by utilizing the
two-mass dynamic model. Sun et al. [17] proposed nonlinear observer-based force control
for electro-hydraulic actuators, which does not require the cylinder position and velocity
information. In addition, adaptive control is another method to deal with the model uncer-
tainties. Liu et al. [18] proposed a Lyapunov-based parameter adaption control algorithm
to compensate for parameter uncertainties. Baigzadehnoe et al. [19] and Wang et al. [20]
used the adaptive fuzzy control method to achieve the force/position hybrid control for a
robot manipulator. However, these literature concentrate on the electrical drive machinery
system using the motor torque control close-ring. Unfortunately, the hydraulic SEAs system
generally does not have a force closed loop. This is because the hydraulic system behaves
with higher nonlinearity, stronger parameter uncertainties, and a higher dynamic model
compared with electronic SEAs. In spite of this, many control methods have been proposed
to achieve precise position control for hydraulic systems, for example, adaptive control,
robust control, adaptive robust control [21–24], disturbance control based on the extended
state observer [25,26], backstepping control [27], the sign of the error (RISE) control [28],
sliding mode control [29] and so on. These theories have not been integrated into force
tracking control to achieve perfect force tracking performance. Moreover, the adaptive
techniques using force tracking errors have been proposed to estimate environment param-
eters (stiffness and damping). Misra et al. [30,31] applied adaptive techniques to bilateral
manipulators for estimating environment parameters. Calanca et al. [32] developed an
environment-adaptive force controller by estimating the environment dynamics online
and continuously adjusting the control law accordingly. These theories provide a basis for
this paper.

The purpose of this paper is to propose a force tracking impedance control method
for the hydraulic series elastic actuators. It is robust with respect to uncertainties in both
hydraulic dynamic model and environment stiffness. The main idea is to minimize force
error by using an advanced position controller and a parameter adaptive method for an
unknown environment.

This paper is organized as follows. The dynamic model of the nonlinear hydraulic
SEAs is derived in Section 2. Section 3 demonstrates the design of the force tracking
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impedance controller. In Section 4, the simulation utilizing a hydraulic SEAs system
verifies the high performance of the proposed controller. The conclusion and further
research are presented in Section 5.

2. Modeling of the Hydraulic Series Elastic Actuators

2.1. Hydraulic SEAs Modeling

The structure of single-rod electro-hydrostatic series elastic actuators is shown in
Figure 1. The environment is represented by a linear spring and a damper. Thus, the
mathematical dynamics model of hydraulic SEAs is represented [8] as follows:

mcyl ẍcyl + Bcyl ẋcyl + Ks(xcyl − xload)− F1 = 0,

mloadẍload + Beẋload + (Ks + Ke)xload − Ksxcyl = 0,
(1)

where mcyl and mload are the mass of the piston and load in [kg], respectively. xcyl and xload
are the position of the piston and load in [m], respectively; Ks is the spring stiffness of SEA
in [N/mm]; Bcyl is the viscous damping coefficient of the piston in [Ns/m]; Ke is a linear
spring stiffness and Be a damping coefficient; and F1 is the hydraulic driven force in [N].

The hydraulic driven force F1 satisfies:

F1 = P1 A1 − P2 A2,

Ḟ1 = α(xcyl , t)wp + β(xcyl , t)ẋcyl + ϕ(xcyl , t)F1 + γ(xcyl , ẋcyl),
(2)

where P1, P2 are the pressures of both chambers for hydraulic cylinders in [N/m2]; A1, A2
are the areas of both chambers for hydraulic cylinders in [m2]; wP is the speed of the pump
in [rad/s]; and α(xcyl , t), β(xcyl , t), and ϕ(xcyl , t) are the parameters of the pump control
hydraulic cylinder satisfying [26]:

α(xcyl , t) = (
V1

A1
+

V2

A2
)βeDp, (3)

β(xcyl , t) = (
A2

1
V1

+
A2

2
V2

)βe, (4)

ϕ(xcyl , t) = (
1

V1
+

1
V2

)LPβe, (5)

where DP is the volumetric capacity of the pump in [m3/rad], LP is the total leakage
coefficient of the pump and cylinder in [m5/Ns], βe is the effective bulk modulus of the
systems in [N/m2], and V1(xcyl) = VA0 + A1xcyl and V2(xcyl) = VB0 − A2xcyl are the
volumes of chambers A and B in [m3], respectively. xcyl and xload are physically bound as:

−xlim1 ≤ xcyl ≤ xlim1,

−xlim2 ≤ xlaod ≤ xlim2,
(6)

where xlim1, xlim2 are positive constants. The ranges of V1(xcyl),V2(xcyl) are defined as:

VA0 − A1xlim1 = VAmin ≤ V1(xcyl) ≤ VAmax = VA0 + A1xlim1,

VB0 − A2xlim1 = VBmin ≤ V2(xcyl) ≤ VBmax = VB0 + A2xlim2.
(7)
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Figure 1. The structure of the single-rod electro-hydrostatic series elastic actuators. P1 and P2 are the
pressures of both chambers for hydraulic cylinders, Q1 and Q2 are the flow of the two chambers, Ks

is the spring stiffness of SEAs, and Ke and Be are the environment stiffness and damping coefficient,
respectively. xcyl and xload are the position of the piston and load, respectively; xr and xc are the
reference and commanded position trajectories, respectively, and xe is the location of the environment.

Remark 1. In Bcyl, Ks, A1, A2, V1, and V2 can be easily known because they are mechanically
fixed parameters. However, the βe varies with the temperature and working time. In addition,
considering the unmeasured states γ, the total model uncertainty can be defined as d1, including γ
and Δβe. The d1 is also bounded since VA0, VB0, and xcyl are bounded.

2.2. Problem Formulation

The new state variable x is defined as:

x =

⎡⎢⎢⎢⎢⎣
x1
x2
x3
x4
x5

⎤⎥⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎣
xload
xcyl
ẋload
ẋcyl
F1

⎤⎥⎥⎥⎥⎦.

Form the relationships (1) and (2), the hydraulic cylinder dynamics are obtained as:

ẋ1 = x3,

ẋ2 = x4,

ẋ3 =
−Bloadx3 − (Ks + Ke)x1 + Ksx2

mload
,

ẋ4 =
−Bcyl x4 − Ks(x2 − x1) + x5

mcyl
,

ẋ5 = α(x2, t)wp + β(x2, t)x4 + ϕ(x2, t)x5 + d1.

(8)

The main goal in the controller design is the force tracking impedance control based
on the advance position tracking control interacting with an unknown environment.
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3. Force Tracking Impedance Control of SEAs Based on Dynamic Models

In this section, the force tracking impedance control is designed, which includes an
inner position controller, environment estimation, and the desired impedance model. Its
frame is shown in Figure 2. In this picture, some notations are defined as follows: xr and xc
are the reference and commanded position trajectories, respectively. xP is the output of the
desired impedance model. wp is the controller output. Fr is the desired contact forces, Fs is
the hydraulic SEAs output torque computed by evaluating the spring displacement, and E
is the force tracking error. Fe is the actual contact force acting on the environment, which
can be measured with force senors. Fs and Fe drive the load dynamic system.

Figure 2. Frame of force tracking impedance control for hydraulic SEAs. Including designed
impedance model, inner position controller (DRC), and environment parameters estimation. Fr is the
desired contact forces, Fs is the hydraulic SEA output torque, Fe is the actual contact force acting on
the environment, E is the force tracking error, and xP is the output of the desired impedance model
based on the force tracking error.

3.1. Inner Position Controller Design

A precise position controller is fundamental for improving the force tracking per-
formance. According to the dynamic model, the direct robust position control (DRC) is
designed via the backstepping method to deal with the high-order dynamics and nonlin-
earities of the hydraulic system. Assuming the system all state can be obtained, the three
steps of the controller are as follows.

Step 1: The position tracking error is defined as z1 = x2 − xc(t). Then, it is defined
z2 as:

z2 = ż1 + k1z1 = x4 − x4eq, x4eq = ẋc − k1z1, (9)

where xc represents the command trajectory, which can be given later, and k1 is the a
positive stabilizing feedback gain.

Step 2: The error dynamic of z2 is written as:

ż2 =
−Bcyl x4 − Ks(x2 − x1) + x5

mcyl
− ẋ4eq. (10)

Here, x5eq is defined as the desired value of x5. For the virtual control input for Step 2,
the control law is:

x5eq = x5eqa + x5eqs1,

x5eqa = mcyl [(Bcyl x4) + Ks(x2 − x1)] + ẋ4eq,

x5eqs1 = −k2z2,

(11)

where x5eqa is a physical-model-based compensation term, and x5eqs1 is the stabilizing
feedback term. k2 is the positive stabilizing feedback gain.
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Step 3: We defined z3 = x5 − x5eq as the input discrepancy of Step 2. Let the pump
speed wp be the control input of Step 3 to make z3 converge to zero or a small value.
The error dynamics of z3 is written as:

ż3 = α(x2, t)wp + β(x2, t)xv + ϕ(x2, t)x5 + d1 − ẋ5eq. (12)

Considering the nonlinearities and uncertainties, the direct robust control law is
designed as:

wp =
wa + ws1 + ws2

α(x2, t)
,

wa = −β(x2, t)x4 − ϕ(x2, t)x5 + ẋ5eq,

ws1 = −k3z3,

ws2 = −k3s2z3,

(13)

where wa is a physical-model-based compensation term, ws1 is the stabilizing feedback
term, ws2 is the robust feedback term, k3 is the positive stabilizing feedback gain, and k3s2 is
the positive nonlinear robust feedback gain, which is chosen to satisfy the following robust
conditions:

(i) z3(k3s2 − d1) ≤ ε3, (ii) z3k3s2 ≤ 0, (14)

where ε3 is a small enough and positive number.

Proposition 1. The hydraulic SEA is equipped with an “almost perfect” inner position control
loop such that the commanded position xc is achieved, i.e., xcyl ≈ xc.

Proof. The positive definite function is:

V3 =
1
2

z2
1 +

1
2

z2
2 +

1
2

z2
3. (15)

Taking a derivative in both sides of (15), it follows from (9), (10), (12), and the back-
stepping control laws (11) and (13) that

V̇3 = −k1z2
1 − k2z2

2 − k3z2
3 + z3(k3s2 − d1)

≤ −k1z2
1 − k2z2

2 − k3z2
3 + ε3

≤ −2λV3 + ε3.

(16)

Consequently, the transient performance is quantified by:

V3 ≤ exp(−2λt)V3(0) +
ε3

2λ
[1 − exp(−2λt)], (17)

where λ = min{k1, k2, k3}.
The position tracking error of the inner position controller will converge to an arbitrar-

ily small domain when t → ∞, which completes the proof.

3.2. Environment Parameters Estimation

Accurate knowledge of the environment parameters is also necessary for precise force
tracking. The parameters’ adaptive control aims to compute the estimated environment
stiffness Ke and damping coefficient Me online, which will be used to compute the ref-
erence trajectory xr. Here, the desired trajectory is rewritten in terms of the estimated
environment parameters:

xr =
Fr

Kes
+ xe. (18)
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where Kes is a parameter relate to Ke and Ks. Considering the estimate force:

F̂e = K̂e(xload − xe) + B̂e(ẋload), (19)

the contact force estimation error is written as:

F̂e − Fe = (K̂e − Ke)(xload − xe) + (B̂e − Be)(ẋload). (20)

We define F̃e = F̂e − Fe; hence, the error can be written as:

F̃e = φT θ̃, (21)

where φ = [
xload − xe

ẋload
] and θ̃ = [

K̂e − Ke
B̂e − Be

].

Define the parameter adaptive law as follows:

˙̂θ = −Γ−1φF̃e, (22)

where Γ is a positive, definite, and symmetric gain matrix.

Proposition 2. If Fe satisfies the persistent exciting (PE) condition, the environment parameters
Ke and Be can converge to an actual value.

Proof. The Lyapunov function is denoted by:

V = θ̃TΓθ̃. (23)

Taking a derivative of (23) with respect to t, we conclude by parameter adaption
law (22) that

V̇ = 2θ̃TΓ ˙̃θ = −2θ̃TφφT θ̃ < 0. (24)

Therefore, the estimation parameter K̂e → Ke, B̂e → Be when t → +∞, which com-
pletes the proof.

Remark 2. The DRC controller deals with the dynamic uncertainty of the hydraulic SEAs system,
achieving the perfect position tracking, xcyl ≈ xc, and the adaptive control methods estimate the
unknown environment stiffness to produce the desired trajectory xr.

3.3. Force Tracking Impedance Controller Design

In this subsection, the impedance model is designed based on force tracking error.
Then, the force tracking impedance control is developed.

The force tracking error is defined by;

E = Fr − Fs. (25)

The defined impedance (or called admittance) model is a second-order linear system
with the transfer-function

Zt(s) = Mts2 + Bts + Kt.

where Mt, Bt, and Kt are the designed model parameters. The dynamical relationship
between the force tracking error E and the position perturbation xp mimics a mass–spring–
damper system shown as:

xp =
E

Zt(s)
=

E
Mts2 + Bts + Kt

. (26)
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In order to achieve a precise force tracking performance, we set xc and xr satisfying:

xc = xr + xp, (27)

xr = xe +
Fr

Kes
, (28)

where Kes satisfies:

Kes =
KeKs

Ke + Ks
. (29)

With the above preparation, the main result is provided based on Propositions 1 and 2.

Theorem 1. If the control input of inner position xc is designed as (27) and the reference input xr
satisfies (28), then the force tracking error ess converges to 0 as t → +∞.

Proof of Theorem 1. According to the system model, Fs and Fe can be written as:

Fs = Ks(xm − xload),

Fe = Ke(xload − xe),

Fs − Fe = mloadẍload + Beẋload.

(30)

Performing Laplace transform and Proposition 1, it is concluded by (30) that

Fs(s) =
Ze(s)Ks(s)
Ze(s) + Ks

Xc(s) +
KsKe

Ze(s) + Ks
Xe(s), (31)

where Ze = mloads2 + Bes + ke.
Using Laplace transform for (25), one has:

Es(s) = Fr(s)− Fs(s)

= Fr(s)− Ze(s)Ks(s)
Ze(s) + Ks

(Xr(s) + Xp(s))− KsKe

Ze(s) + Ks
Xe(s).

(32)

Submitting (26) and (28) to (32), we obtain:

Es(s) =
Zt(s)(Ze(s) + Ks)

Zt(s)Ze(s) + Ks(Zt(s) + Ze(s))
[Fr(s)− Ze(s)Ks

Ze(s) + Ks
Xr(s)− KsKe

Ze(s) + Ks
Xe(s)]. (33)

Thus, the steady-state force tracking error satisfies:

ess =
Kt

Kt + Kes
(Fr − Kesxr − Kesxe), (34)

Assuming the environment can be regarded as quasi-static, ẋe = 0. Then, it is con-
cluded that ess → 0 when the reference position trajectory is chosen as (28).

Remark 3. The force tracking performance can be guaranteed in theory considering the interaction
of hydraulic system uncertainties with an unknown environment.

4. Simulations Result

In this section, the performance of the proposed method is evaluated using simulations
by Simulink Toolbox of Matlab. Two different simulation cases were conducted. Case
1: the relation between the inner position controller and the force tracking performance
is evaluated considering hydraulic SEAs interacting with a rigid environment. Case 2:
the environment parameters estimation performance and force tracking performance are
evaluated by different pre-set values of environment stiffness.
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4.1. Configuration of Simulations

The configuration parameters of fundamental sample time are chosen as 0.001 s.
Using s-function established the mathematical model of the nonlinear dynamic system and
controller model.

4.1.1. Controller Set Up

Four different force tracking controller settings were implemented, such as Controller 1
(C1), Controller 2 (C2) , Controller 3 (C3) , Controller 4 (C4). Among them, the impedance
model parameters were designed as:

Zt(s) = 10s2 + 100s + 250. (35)

The control gains were tuned to obtain the best tracking performances in both methods.
The controller parameters were designed as follows:
C1: Inner position controller with DRC:

k1 = 100, k2 = 50,000, k3 = 600, k3s2 = − 1
4ε3

, ε3 = 0.001. (36)

C2: Inner position controller with PID:

u = kp2(xcyl − xr) + ki2

∫ t

0
(xcyl − xr) + kd2(ẋcyl − ẋr), (37)

where the control gains kp2 = 9200, ki2 = 5000 and kd2 = 100.
C3: Direct force feedback PID controller:

u = kp3(Fe − Fr) + ki3

∫ t

0
(Fe − Fr) + kd3(Ḟe − Ḟr), (38)

where the control gains kp3 = 100, ki3 = 10, and kd3 = 0.1.
C4: Inner PID position controller without impedance model. The PID controller has the
same parameters as the C2 controller, except without an impedance model.

4.1.2. Model Parameter

The hydraulic SEAs model parameters used are listed in Table 1, which include some
mechanical parameters and viscous damping. d1 used in the simulation was designed as:

d1 = (100 + 1000 exp(−0.1(t − 1)) sin(t). (39)

The βe used in controller is 7 × 108, which is different from the model. The desired
tracking trajectory is designed as implementing a linear ramp up profile, which has a
third-order derivative, as shown in Figure 3.

Table 1. The model parameters.

Parameter Value Parameter Value

mcyl 20 A1 2.3758 × 10−3

mload 100 A2 1.76 × 10−3

Bcyl 2000 VA0 1.924 × 10−4

βe 7 × 108 VB0 5.702 × 10−4

Ks 10,000 LP 2.4 × 10−11
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Figure 3. Reference force tracking trajectory including Fr, Ḟr, F̈r, and
...
Fr used in controller design.

4.2. HSEA in Contact with a Rigid Environment

If the environment stiffness is infinite or much greater than the stiffness of the HSEAs,
then Kes ≈ Ks, which is often used in some work situations. The tracking performances of
the controllers are shown in Figures 4 and 5. Comparing the C2 and C1 controllers, the C1
controller, which is equipped with the DRC position inner controller, behaves with a smaller
steady-state error and faster transient performance. This is because the advanced position
controller overcomes the hydraulic nonlinearity and uncertainty, which decreased the
position tracking errors. Therefore, the force tracking performance is improved. Moreover,
the C4 controller shows worse performance because the force feedback information is not
used by the impedance outer controller. Furthermore, the role of the impedance controller
is shown in Figure 6, and xp varies drastically for the C2 controller, which is due to the
slow convergence rate. However, xp only comes into play at the turning point for the
C1 controller, which is based on the perfect transient response. Therefore, the proposed
method with an advanced position controller and force impedance controller can achieve
precise force tracking control. The force tracking result is better compared with that in [8].

Figure 4. Force tracking performance in contact with the rigid environment. Fr is the reference
force tracking trajectory. C1 controller behaves with a smaller steady-state error and faster transient
performance compared with other controllers.
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Figure 5. Force tracking errors in contact with the rigid environment. C4 controller presents the
largest force tracking error. C1 controller has a fast speed of force tracking error coverage to zero.

Figure 6. Position perturbation. xpplays a role in the turning point to make the actuator present
compliance.

4.3. HSEA Adaptive Environment Parameter

If the environmental stiffness is similar to the HSEAs and the environmental param-
eters are unknown, adaptive technology is an effective method to achieve force tracking
control. The tracking performances based on environment parameter estimation are shown
in Figure 7. The parameter estimation performance is shown in Figure 8. The C2 controller
had a larger force-tracking error than the proposed C1 controller, especially at the outset
and the stabilization phase. The stiffness of the environment and damping coefficients are
estimated by the proposed adaptive technology. The adaptive gain was [1000, 0; 0, 66]. The
estimation parameters satisfactorily follow the actual parameters [104; 200].
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Figure 7. Force tracking performance considering unknown and invariant environment-adaptive
parameters. This picture shows that adaptive technology is an effective method to achieve force
tracking control.

Figure 8. Environment parameter estimation performance in case of invariant stiffness. Environment
parameter can be converged to actual value as the theory shows.

Furthermore, the variable stiffness case is analyzed as follows. The stiffness of the
environment changes from 1.0 × 104 to 1.2 × 104 in 5 s. The force tracking performances
are shown in Figure 9, and the estimated parameters are in Figure 10. Obviously, this
parameter estimation has good validity, and the force tracking performance is also verified.
The peaking phenomenon occurred because the environment stiffness suddenly changes,
which shows the role of impedance control, that is, to a certain degree of compliance.
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Figure 9. Force tracking performance for variable stiffness. The stiffness of the environment changes
from 1.0 × 104 to 1.2 × 104 in 5 s. C1 Controller presents faster transience and softer compliance
performance.

Figure 10. Environment parameter estimation performance for variable stiffness. The stiffness of
the environment changes from 1.0 × 104 to 1.2 × 104 in 5 s, in which the environment parameter
estimation performance is verified.

5. Conclusions

In this paper, a precise force tracking impedance control with an advanced position
inner controller and an adaptive environment parameter was developed for hydraulic
SEAs. In comparison with [8], the application is expanded due to the online environment
parameters estimation. Furthermore, steady-state performance can be guaranteed. In
addition, the force tracking precision has been improved due to the inner position control
being modified by integrating the direct robust control method based on the force tracking
impedance control frame. The direct robust control overcame the model uncertainty and the
nonlinear and higher-order dynamic property of the hydraulic system via a backstepping
procedure. The performance of the proposed method was validated using simulation. In
the future, we will conduct experiments in actual systems, and the frequency character-
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istics will be tested. In addition, on the basis of this study [33–35], the energy control,
coordinated/synchronized control and fault-Tolerant Control will be conducted.
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Abstract: This paper proposes an event-triggered model-free adaptive platoon control (MFAPC)
solution for non-linear vehicle systems under denial-of-service (DoS) attacks. First, the non-linear
vehicle system is transformed into an equivalent linear data model using the dynamic linearization
technique. Second, to save limited communication resources and reduce the influence of cyber attacks,
a novel event-triggered mechanism and attack compensation method are designed. Then, based on
the equivalent linear data model, a new resilient event-triggered MFAPC algorithm is developed
to achieve the vehicle platoon control objective under DoS attacks. Finally, the effectiveness of the
proposed control scheme is verified using an example.

Keywords: model-free adaptive platoon control; event-triggered; non-linear vehicle system; attack
compensation; DoS attacks
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1. Introduction

With the rapid development of human society and the economy, automobiles have
become increasingly widely used and important in our lives. However, the increased
number of cars inevitably brings with it a variety of problems, such as environmental
pollution, energy shortages, traffic congestion, traffic accidents and so on, which have a
serious impact on the development of society. In recent years, various intelligent traffic
control methods have been applied to vehicle systems aiming to solve these problems.
For example, longitudinal dynamics control for autonomous driving of intelligent vehicles
using a sliding mode controller based on a radial basis function neural network was
investigated in [1]. In [2], a new application framework for intelligent transportation
systems (ITS) based on 5G network slicing was proposed. In [3], an intelligent traffic
control scheme using cloud computing and big-data mining for ITS was developed.

Vehicle platoon control, as an intelligent control method, has been applied in vehicle
systems. In [4], the vehicle platoon control problem of linear heterogeneous vehicle systems
subject to disturbances was investigated and an H∞ control scheme was developed to
guarantee the string stability of the platoon. Under the condition of input saturation,
the vehicle platoon control problem was examined using a variable time headway strategy
in [5]. In [6], the vehicular platoon control problem was investigated, with an event-
triggered distributed adaptive observer used to ensure that the platoon achieved a stable
state asymptotically. The authors of [7] proposed a longitudinal platoon controller for
connected vehicles. In [8], a distributed consensus platooning problem affected by time-
varying, heterogeneous and wireless communication delays was discussed. It is worth
noting that the above studies are based on system models. However, many system models
cannot be accurately applied in real scenarios. Thus, data-based control methods have been
developed to address vehicle platoon control problems. A vehicle platoon control strategy
to reduce energy consumption based on a reinforcement learning algorithm was proposed
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in [9]. The cooperative adaptive cruise control (CACC) problem was examined in [10]. In
addition, the vehicle eco-adaptive cruise control problem was examined in [11] and an
optimal control scheme to ensure the safe distance of the vehicles was proposed using a
reinforcement learning method.

Model-free adaptive control (MFAC), as a kind of data-driven method, was first pro-
posed in 1994 and has been widely applied [12–20]. The main feature of the MFAC method
is that the plant can achieve its control objective based on measurement data for the system
inputs/outputs. In [13], a dynamic linearization technique for single-input and single-
output (SISO) non-linear discrete-time systems was proposed. In [14], a brief overview
of the MFAC was presented. The data-driven MFAC problem for multiple-input and
multiple-output (MIMO) non-linear discrete-time systems was discussed in [15]. In [17],
the MFAC problem was solved using a full-form dynamic linearization technique. The
MFAC problem for MIMO non-affine systems with unknown non-linear dynamics was
investigated, and verified experimentally, in [18]. In [20], a model-free adaptive integral
sliding mode controller was devised for non-linear discrete-time systems. In addition, in
recent years, MFAC methods have been applied to vehicle systems. In [21], the model-free
adaptive integral sliding-mode-constrained-control problem of autonomous vehicle park-
ing systems was investigated. A novel dual successive projection-based MFAC approach
was proposed and applied to autonomous cars in [22]. In [23,24], the heading control of
unmanned surface vehicles was investigated using the MFAC method.

It should be noted that network communication resources are limited. To save re-
sources, an event-triggered control scheme has been proposed for the controller design.
There has been some research on event-triggered model-free adaptive control. The design
problem of an event-triggered MFAC controller was studied in [25,26]. An event-triggered
disturbance observer was designed to estimate the disturbance using intermittent system
information in [27]. Additionally, the event-triggered model-free adaptive iterative learning
control problem was investigated in [28]. It should be pointed out, however, that the
event-triggered conditions under which results to date have been obtained [25–28] are
complexed, which leads to an increase in computational costs. Therefore, it is necessary to
design a simple event-triggered condition, which is a primary purpose of this paper.

With the development of networked communication technology, increasing atten-
tion has been paid to networked control systems [29–33]. In networked control systems,
the system states measured by sensors are transmitted to the controller via a wireless
network. Some network effects may occur during data transmission, such as time-delays,
packet dropouts and malicious attacks, etc., which will degrade, or even destroy, system
performance [34,35]. Consequently, some work has been carried out to solve these prob-
lems. In [36], the distributed consensus tracking problem under malicious denial-of-service
(DoS) attacks was investigated. In [37], a class of networked non-linear systems affected
by packet disorder and network-induced delay was discussed; [38] extended the result
to the two-channel packet dropout case. In addition, the MFAC problem of non-linear
systems suffering from fading measurements was studied in [39]. It is noted that cyber
attacks are inevitable, threatening system safety and performance. There have been some
investigations focusing on network attacks in relation to the MFAC problem. A resilient
control scheme for non-linear systems suffering from fading measurements was designed
in [40]. In [41], an MFAC scheme based on an attack predictor was devised against jam-
ming attacks for non-linear cyber-physical systems. In [42], the data-based MFAC problem
for non-linear cyber-physical systems with event-triggered communication scheduling
was investigated. However, in [41,42], the time-varying parameters used to estimate the
non-linear characteristics were assumed not to be attacked, which is a strong assumption.
Therefore, it is worth exploring how this assumption might be avoided.

Motivated by the above analyses, the event-triggered model-free adaptive platoon
control (MFAPC) problem of non-linear vehicle systems under DoS attacks was investigated
in this paper. First, the non-linear vehicle systems were transformed into a linear data
model via linearization. Then, a resilient event-triggered MFAPC scheme was designed
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to achieve the vehicle platoon control target under DoS attacks. The contributions of this
paper are as follows:

(1) In contrast to existing MFAC-based vehicle control methods [21–24], a novel MFAC
framework for vehicle platoon control under DoS attacks is established. To mitigate the
effects of DoS attacks, a new attack compensation mechanism is proposed using the latest
available data. Then, a resilient event-triggered MFAPC algorithm is designed to enable
simultaneous velocity and path tracking.

(2) Compared with existing event-triggered MFAC results reported in [26,28], where
the event-triggered condition requires an additional tracking error trigger condition, the pro-
posed event-triggered condition removes additional conditions, so that the event-triggered
design is less conservative.

The remainder of this paper is arranged as follows: The MFAPC framework and
formulation of the problem are described in Section 2. The security analysis undertaken
and the control algorithm design are described in Section 3. The simulation results and
conclusions are presented in Section 4 and Section 5, respectively.

2. MFAPC Framework and Problem Formulation

The system framework for a non-linear vehicle system under DoS attacks is illustrated
in Figure 1. The sensor measures the system output, i.e., the position and velocity of the
vehicle. The estimator is used to estimate the adaptive parameter. The system outputs y(p)
and estimated adaptive parameter ψ̂(p) are packaged and transmitted to the controller via
a wireless network that may be attacked.

Figure 1. System framework with DoS attacks.

2.1. Vehicle System Modeling

Considering the platoon control problem for vehicles moving along the road, the dy-
namic model of the ith vehicle is described by

ẋi(t) = vi(t),

v̇i(t) = ui(t) + fi(xi(t), vi(t)), i ∈ N, (1)

where xi(t) ∈ R, vi(t) ∈ R and ui(t) ∈ R represent the position, velocity and control input
of the ith vehicle, respectively. fi(·, ·) ∈ R2 �→ R is an unknown non-linear function.

Convert (1) to the following discrete-time system [23,43]:

xi(p + 1) = xi(p) + Tvi(p),

vi(p + 1) = vi(p) + Tui(p) + T fi(xi(p), vi(p)), (2)

where T denotes the sampling time.
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The leading vehicle is described as

x0(k + 1) = x0(k) + Tv0(k),

v0(k + 1) = v0(k) + T f0(x0(k), v0(k)).
(3)

Remark 1. The leading vehicle provides reference signals to the following vehicle. Therefore,
the control input of the leading vehicle is not considered in this paper. Moreover, it is assumed that
the information for the leading vehicle is not affected by network attacks.

The following assumptions and lemmas are used:

Assumption 1. The partial derivative of fi(·, ·) with respect to ui(p) is continuous [14].

Assumption 2. The non-linear systems satisfy the generalized Lipschitz condition that the output
changes |Δyi(p + 1)| ≤ ki|Δui(p)| with Δyi(p + 1) = yi(p + 1)− yi(p), Δui(p) = ui(p)−
ui(p − 1), and ki > 0 is a constant [14].

Lemma 1. For non-linear systems that satisfy Assumptions 1, 2 and |Δui(p)| �= 0 for all p, there
exists a time-varying pseudo-partial derivative (PPD) parameter ψi(p) such that the non-linear
systems can be converted to the following compact-form dynamic linearization data model [15]:

Δyi(p + 1) = ψi(p)Δui(p), (4)

where ψi(p) is bounded and satisfies |ψi(p)| ≤ ki, with ki being a constant. If Δui(p) = 0, then
define Δyi(p + 1) = 0.

Assumption 3. The sign of the PPD parameter ψi(p) remains unchanged for all p and satisfies
ψi(p) > σi > 0 or ψi(p) < −σi for all p, where σi is a constant.

For the purpose of studying the vehicle platoon control problem, redefine the output
of the vehicle platoon system (2) as yi(p + 1) = xi(p + 1) + Kivi(p + 1) with Ki > 0
being determined later, then the increment form Δyi(p + 1) is calculated as Δyi(p + 1) =
Δxi(p + 1) + KiΔvi(p + 1). According to (2), we can get Δxi(p + 1) = Δxi(p) + TΔvi(p)
and Δvi(p + 1) = Δvi(p) + TΔui(p) + TΔ fi(xi(p), vi(p)). Then, we have

Δyi(p + 1) = Δxi(p + 1) + KiΔvi(p + 1)

= Δxi(p) + TΔvi(p) + Ki[Δvi(p) + TΔui(p) + TΔ fi(xi(p), vi(p))]

=

[
Δxi(p) + TΔvi(p)

Δui(p)

]
Δui(p) + Ki

[
Δvi(p) + TΔ fi(xi(p), vi(p))

Δui(p)
+ T

]
Δui(p)

= ψi(p)Δui(p), (5)

with ψi(p) = Ki

[
Δvi(p)+TΔ fi(xi(p),vi(p))

Δui(p) + T
]
+

[
Δxi(p)+TΔvi(p)

Δui(p)

]
, Δxi(p + 1) = xi(p + 1)−

xi(p), Δvi(p + 1) = vi(p + 1)− vi(p). Similar to [23,24], and according to Lemma 1 and
Assumptions 2 and 3, one has ψi(p) > 0 and |ψi(p)| < ki.

2.2. MFAPC Algorithm Design

The actual value ψi(p) is generally difficult to obtain. Therefore, an estimator is
designed to estimate ψi(p) to solve this problem. Then, the performance function is defined
as follows:

J1[ψi(p)] = [Δyi(p)− ψi(p)Δui(p − 1)]2 + μ[ψi(p)− ψ̂i(p − 1)]2, (6)

where ψ̂i(p) is the estimated value of ψi(p) and μ is a weighting constant.
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Taking the derivative of J1[ψ̂i(p)] with respect to ψ̂i(p) and letting the result equal 0,
one gets

ψ̂i(p) = ψ̂i(p − 1) +
η[Δyi(p)− ψ̂i(p − 1)Δui(p − 1)]Δui(p − 1)

Δu2
i (p − 1) + μ

(7)

with the step factor η ∈ (0, 1] being introduced to make algorithm (7) more flexible
and general.

To accomplish the vehicle platoon control task, the performance function with respect
to ui(p) is defined as follows:

J2[ui(p)] = [y0(p + 1)− yi(p + 1) + di0]
2 + λ[ui(p)− ui(p − 1)]2, (8)

where y0(p + 1) = x0(p + 1) + v0(p + 1) is a given reference output according to (3). λ is
a weighting constant. di0 > 0 represents the safety distance between the ith vehicle and the
leading vehicle.

Minimizing the performance function (8) with respect to ui(p), one gets

ui(p) = ui(p − 1) +
ρψi(p)

ψ2
i (p) + λ

[y0(p + 1) + di0 − yi(p)], (9)

where the role of ρ is the same as η in (7).

Remark 2. In this controller, the distances di0 are assumed to be available, which can also be
obtained using between-vehicle sensing distances via di0 = di,i−1 + di−1,i−2 + · · ·+ d2,1 + d1,0.
Moreover, this controller is a theoretical formulation. In practice, the “future” data y0(k + 1) can
be obtained via estimation techniques, possibly with acceptable small errors.

2.3. Event-Triggered Mechanism Design

The MFAC scheme devised above communicates continuously, which wastes network
communication resources. To save network resources, event-triggered control is used.
Assuming that the set of the event-triggered instants is determined as {ki, i = 0, 1, . . .},
then, the event-triggered mechanism is designed as follows:{

Υi(p) = |mi(p)| − ζi|ei(p)|
Ψi(p) = |ni(p)| − ξi|Δyi(p)|

}
(10)

where ζi > 0 and ξi > 0 are the event-triggered thresholds. mi(p) = yi(p)− yi(pi) and
ni(p) = Δyi(p) − Δyi(pi) with Δyi(pi) = yi(pi) − yi(pi−1) are the measurement errors.
ei(p) = y∗i (p)− yi(p) is the tracking error.

The controller receives packets at the event-triggered instant {pi, i = 0, 1, . . .}, which
is generated by the following event-triggered condition:

pi+1 = inf{p ∈ N|p > pi, Υi(p) > 0 or Ψi(p) > 0}. (11)

Then, the control input ui(p) is updated as follows:

ui(p) = ui(p − 1) +
ρψi(pi)

ψ2
i (pi) + λ

[y0(p + 1) + di0 − yi(pi)]. (12)

2.4. MFAPC Modeling under DoS Attacks

For a system framework under DoS attacks, we know that the DoS attacks intend to
destroy system performance by blocking the data packets D(p) transmitted between the
controller and the sensor/estimator. If the wireless network is attacked, the controller will
not receive the data packets D(p), i.e., D(p) = 0. Otherwise, the data packets D(p) can
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be received by the controller. When DoS attacks occur, the redefined system yi(pi) will be
converted to the following form:

yai(pi) = θi(pi)yi(pi), (13)

where θi(pi) is an indicator function that represents the consequence of DoS attacks in the
communication network, with θi(pi) = 0 indicating that the DoS attacks to the communica-
tion are completely successful, and θi(pi) = 1 otherwise. Assume that θi(pi) conforms to
the Bernoulli distribution, with probabilities of the successful and the failing DoS attacks
being P{θi(pi) = 0} = θi and P{θi(pi) = 1} = 1 − θi, respectively.

An attack compensation mechanism is proposed as

yai(pi) = θi(pi)yi(pi) + [1 − θi(pi)]yi(pi−1). (14)

Remark 3. The compensation mechanism can reduce the impact of DoS attacks. When there are
DoS attacks in communication networks, the indicator function θi(pi) = 0 and yai(pi) = yi(pi−1);
that is, using the latest received system output yi(pi−1) stored in the buffer, the impacts of DoS
attacks will be compensated for. The sensor measures the vehicle output y(p) and the estimator
estimates the time-varying parameter based on y(p) to obtain ψ̂(p). Then, the system output y(p)
and estimated time-varying parameter ψ̂(p) are packaged and transmitted to the controller via
an event detector and the wireless network that may be attacked. The buffer is embedded into the
controller as an attack compensator to reduce the influence of network attacks. Once the packets
are transmitted to the buffer they will be stored and used to compensate for lost packets during
network attacks.

According to the above analysis, the designed MFAPC algorithm is given as follows:⎧⎨⎩ψ̂i(p) = ψ̂i(p − 1) + ηΔyi(p)Δui(p−1)
Δu2

i (p−1)+μ
− ηψ̂i(p−1)Δu2

i (p−1)
Δu2

i (p−1)+μ
; others

ψ̂i(p) = ψ̂i(0), if |ψ̂i(p)| ≤ σi or |Δui(p − 1)| ≤ σi or sign(ψ̂i(p)) �= sign(ψ̂i(0))
(15)

ui(p) = ui(p − 1) +
ρψ̂i(pi)

ψ̂2
i (pi) + λ

[y0(p + 1) + di0 − yai(pi)], (16)

where σi > 0 represents a small constant.

Remark 4. The designed algorithm includes two aspects: the estimation algorithm and the reset
algorithm (15), and the control algorithm (16). First, the estimation algorithm calculates the
estimated PPD parameter ψ̂i(p) and the reset algorithm (15) is used to reset ψ̂i(p) = ψ̂i(0) if the
reset condition is satisfied. Then, the control algorithm (16) calculates the control input based on the
estimated PPD parameter, system output and the reference output.

Remark 5. The proposed control strategy does not require a system model and only uses the
inputs/outputs data of the closed-loop system in the design of the controller. This represents a
necessary supplement to the model-based method when the dynamic model is difficult and inaccurate
to obtain.

Problem 1. For a non-linear vehicle system (2) under DoS attacks, the goal is to devise a resilient
MFAPC scheme to accomplish the vehicle platoon task in the mean square sense, i.e., ei(p) =
y0(p) + di0 − yi(p) converges into the following small bounded set:

{ei(p) | E{|ei(p)|} ≤ εi}, (17)

where εi is the upper bound of the tracking error.
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3. Security Analysis

An analysis is presented below of the stability of the vehicle platoon system and deter-
mination of the control algorithm parameters.

Theorem 1. If Assumptions 1–3 are satisfied, then Problem 1 can be solved using the MFAPC
scheme (15) and (16) for some parameters λ > λmin > 0, ρ ∈ (0, 1], η ∈ (0, 1], μ > 0, ζi > 0 and
ξi ∈ (0, M) with M ∈ (0, 1).

Proof. The proof consists of two parts. First, the estimation error of the PPD parameter
is uniformly bounded. Then, based on the boundedness of the estimated PPD parameter,
the tracking error is uniformly bounded in the mean square sense.

(1) Defining eψi (p) = ψ̂i(p)− ψi(p), and subtracting the PPD parameter ψi(p) from
both sides of Equation (15), we get

eψi (p) = eψi (p − 1)− ηeψi (p − 1)Δu2
i (p − 1)

Δu2
i (p − 1) + μ

+ ψi(p − 1)− ψi(p). (18)

Then, taking the absolute value of (18),

|eψi (p)| ≤
∣∣∣∣∣1 − ηΔu2

i (p − 1)
Δu2

i (p − 1) + μ

∣∣∣∣∣|eψi (p − 1)|+ |ψi(p − 1)− ψi(p)|. (19)

It is clear that ηΔu2
i (p−1)

Δu2
i (p−1)+μ

is monotonically increasing for Δu2
i (p − 1) and its minimum

value is ησ2
i

μ+σ2
i

according to (15). Then, the following inequality holds for 0 < η ≤ 1 and

μ > 0: ∣∣∣∣∣1 − ηΔu2
i (p − 1)

Δu2
i (p − 1) + μ

∣∣∣∣∣ ≤ 1 − ησ2
i

μ + σ2
i
� d1 < 1, (20)

where d1 is a constant. According to Lemma 1, one has |ψi(p)| ≤ ki. Thus, |ψi(p − 1)−
ψi(p)| ≤ 2ki. Then, according to (20), (19) is rewritten as

|eψi (p)| ≤ d1|eψi (p − 1)|+ 2ki

≤ d2
1|eψi (p − 2)|+ 2d1ki + 2ki

≤ . . .

≤ dp
1 |eψi (0)|+

2ki(1−dp
1 )

1−d1
.

Therefore, the estimation error eψi (p) is uniformly bounded. Since ψi(p) is bounded,
ψ̂i(p) is bounded.

(2) Substituting control input (16) into Δyi(p + 1) = ψi(p)Δui(p), obtained from (5),
leads to

yi(p + 1) = yi(p) +
ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

[y0(p + 1) + di0 − yai(pi)]. (21)

Then, the error system is obtained as

ei(p + 1) = y0(p + 1) + di0 − yi(p)− ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

[y0(p + 1) + di0 − yai(pi)]

= Δy0(p + 1) + ei(p)− ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

[Δy0(p + 1) + ei(p)

−(θi(pi)−1)ψi(p − 1)Δui(p − 1) + (θi(pi)−1)ni(p) + mi(p)], (22)
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where the following transformation is used:

y0(p+1)+di0−yai(pi) = Δy0(p + 1) + y0(p) + di0 − θi(pi)yi(pi)− [1 − θi(pi)]yi(pi−1)

= Δy0(p + 1) + y0(p) + di0 − [θi(pi)Δyi(pi)− Δyi(pi) + yi(pi)]

= Δy0(p + 1) + y0(p) + di0 − [(θi(pi)− 1)Δyi(pi) + yi(pi)]

= Δy0(p + 1)−(θi(pi)−1)Δyi(p)+(θi(pi)−1)ni(p)−yi(pi)+mi(p)

= Δy0(p + 1) + ei(p)− (θi(pi)−1)ψi(p − 1)Δui(p − 1)

+(θi(pi)−1)ni(p) + mi(p), (23)

with Δyi(p) = ψi(p − 1)Δui(p − 1) obtained from (5).
Then, taking the absolute value and expectation of (22), one has

E{|ei(p + 1)|} ≤
∣∣∣∣∣1 − ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣[E{|ei(p)|}+ |Δy0(p + 1)|
]

+

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ψi(p − 1)||Δui(p − 1)|

+

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ni(p)|+
∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|mi(p)|. (24)

According to the event-triggered condition, one gets

E{|ei(p + 1)|} ≤
∣∣∣∣∣1 − ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣[E{|ei(p)|}+ |Δy0(p + 1)|
]

+

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ψi(p − 1)||Δui(p − 1)|

+ξi

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi)+λ

∣∣∣∣∣|θi − 1||Δyi(p)|+ζi

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi)+λ

∣∣∣∣∣E{|ei(p)|} (25)

≤
∣∣∣∣∣1 − ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣[E{|ei(p)|}+ |Δy0(p + 1)|
]

+

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ψi(p − 1)||Δui(p − 1)|

+ξi

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ψi(p − 1)||Δui(p − 1)|

+ζi

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi)+λ

∣∣∣∣∣E{|ei(p)|}. (26)

Consequently, ψi(p) > 0 and |ψi(p)| ≤ ki. According to Lemma 1 and Assumption 3,
there exists a positive constant 0 < Mi < 1 such that

0 < Mi ≤ ψi(p)ψ̂i(pi)

λ + ψ̂2
i (pi)

≤ kiψ̂i(pi)

λ + ψ̂2
i (pi)

≤ kiψ̂i(pi)

2
√

λψ̂i(pi)
. (27)

Letting λmin =
k2

i
4 , the following inequality holds for all λ > λmin:

kiψ̂i(pi)

2
√

λψ̂i(pi)
<

ki

2
√

λmin
= 1. (28)
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Then, one can get∣∣∣∣∣1 − ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣ = 1 − ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

≤ 1 − ρMi � d2 < 1, (29)

where d2 is a constant. Since the control input cannot change too fast in the actual system,
the increment of the control input Δui(p) should be bounded, denoted as |Δui(p)| < εi for
all p with εi > 0 being a constant. Then, one gets

(1 + ξi)

∣∣∣∣∣ρψi(p)ψ̂i(pi)

ψ̂2
i (pi) + λ

∣∣∣∣∣|θi − 1||ψi(p − 1)||Δui(p − 1)| ≤ (1 + ξi)ρkiεi � d3, (30)

where d3 is a constant. Additionally, the increment of the desired output Δy0(p + 1) should
be bounded, denoted as |Δy0(p + 1)| < d4, where d4 is a constant. Then, (25) can be
converted to the following inequality:

E{|ei(p+1)|} ≤ (1 − M + ζi)E{|ei(p)|}+ d2d4 + d3. (31)

Additionally, the following inequality can be obtained if 0 < ζi < M:

1 − M + ζi = 1 − (M − ζi) � d5 < 1. (32)

Then, it follows from (31) that

E{|ei(p + 1)|} ≤ d5E{|ei(p)|}+ d2d4 + d3

≤ d2
5E{|ei(p − 1)|}+ d5(d2d4 + d3) + d2d4 + d3

≤ . . .

≤ dp+1
5 E{|ei(0)|}+

(d2d4 + d3)(1 − dp+1
5 )

1 − d5
. (33)

Therefore, the tracking error is uniformly bounded in the mean square sense, i.e., ei(p)
converges to the following set:{

ei(p) | E{|ei(p)|} ≤ d2d4 + d3

1 − d5

}
.

Remark 6. In contrast to the stability analysis of the data-driven platoon control scheme for
non-linear vehicles [44], in the error system (22), the introduction of the measurement errors
mi(p) and ni(p) caused by the event-triggered mechanism will make the stability analysis more
complicated. Specifically, compared with the traditional control scheme where ψi(p) and yi(p) are
used in the controller, the trigger instant values ψi(pi) and yi(pi) are used in the event-triggered
control scheme (16). Then, by introducing the measurement error mi(p) = yi(p)− yi(pi) and
ni(p) = Δyi(p) − Δyi(pi), ψi(pi) is replaced by ψi(p) and mi(p), and yi(pi) is replaced by

yi(p) and ni(p). This transformation will lead to additional terms
∣∣∣∣ ρψi(p)ψ̂i(pi)

ψ̂2
i (pi)+λ

∣∣∣∣|θi − 1||ni(p)|+∣∣∣∣ ρψi(p)ψ̂i(pi)

ψ̂2
i (pi)+λ

∣∣∣∣|mi(p)| appearing. To handle these two terms, the event-triggered condition (11) is

designed. Then, the main difficulty is how to design its trigger condition. If the event-triggered
condition with the additional term cannot be solved, this will affect the stability analysis.

4. Simulation and Experimental Results

An example is provided to test the effectiveness of the proposed control algorithm.
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Consider the following vehicle platoon system:

ẋi(t) = vi(t),

v̇i(t) = ui(t)− 3v3
i (t) + 0.1xi(t), i ∈ N.

The dynamic model of the leading vehicle is considered as

ẋ0(t) = v0(t),

v̇0(t) = −3v3
0(t) + 0.1x0(t).

The vehicle platoon control scheme is presented in Figure 2. The distances between
the ith vehicle and the leading vehicle are d10 = 1 metre, d20 = 3 metre and d30 = 5
metre, respectively, and the initial values are xi(0) = 0.1, vi(0) = 0, ui(0) = 0 and
ψ̂i(0) = [0.5, 0.5]T(i = 1, 2, 3). By Theorem 1, the control parameters are μ = 50, η = 1,
ρ = 0.35, λ = 5 and Ki = 1. The sampling period is T = 0.005 and the probability of
successful DoS attacks is θi = 0.6. The parameters of the event-triggered mechanism are
selected as ζi = 0.2 and ξi = 0.1.

Figure 2. The vehicle platoon control scheme.

Figure 3 shows a comparison of the control scheme proposed here and in [13]. The ve-
hicular platoon control objective is achieved using the proposed method under DoS attacks;
that is, there is a safety distance between the following vehicles and the leading vehicle,
and the velocity of the following vehicles can track the velocity of the leading vehicle at the
same time. However, the vehicular control objective cannot be achieved using the control
method designed in [13] under DoS attacks. The event-triggered instants of all vehicles
are illustrated in Figure 4; Figure 4a–c denote the event-triggered instants for vehicle 1, 2
and 3. By calculation, the number of communication packets of vehicles 1, 2 and 3 are 598,
433 and 393 (number of communication packets under time-triggered: 2000), respectively,
which implies that the packet transmission rate is reduced by 70.1%, 78.35% and 80.35%,
respectively. Therefore, the designed event-triggered mechanism can effectively reduce the
network communication.

Table 1. The 2-norms of the tracking errors of the position and velocity.

This Paper [13]

‖ex1(t)‖ 26.18 1.33 × 103

‖ex2(t)‖ 58.83 1.48 × 103

‖ex3(t)‖ 98.72 2 × 103

‖ev1(t)‖ 25.77 75.96

‖ev2(t)‖ 46.04 119.80

‖ev3(t)‖ 67.34 176.21
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Figure 3. The trajectories of the position and velocity of the vehicular platoon system between the
proposed method (up) and the method in [13] (down).
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Figure 4. The event-triggered instant. (a–c) denote the event-triggered instants for vehicle 1, 2 and 3.

In contrast to the existing vehicle platoon control result [44], the event-triggered mech-
anism is introduced into the vehicle platoon control scheme to save the limited network
communication resources. By simulation, the number of communication packets without
using the event-triggered mechanism [44] were 2000, 2000, 2000 (i.e., time-trigger) for vehi-
cles 1, 2 and 3, but the number of communication packets for vehicles 1, 2 and 3 using the
proposed event-triggered mechanism were 598, 433 and 393. Therefore, compared with the
vehicle platoon control scheme without considering the event-triggered mechanism [44],
the proposed event-triggered vehicle platoon control scheme can achieve the control task
with limited network communication resources.

The effectiveness of the proposed method is more clearly illustrated in Figure 5. The 2-
norms of the errors between the method proposed and [13] are shown in Table 1, where
‖evi (k)‖ and ‖exi (k)‖ are the 2-norms of the tracking errors of the velocity and position in
the ith vehicle, respectively.
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Figure 5. The errors of the position and velocity for the vehicular platoon system between the
proposed method (up) and the method in [13] (down).

5. Conclusions

The data-driven event-triggered platoon control problem was addressed for non-
linear vehicle systems under DoS attacks. The input-output equivalent linear data model
for a non-linear vehicle system was established using a dynamic linearization technique
and the event trigger mechanism was used to save communication resources. Then, a novel
resilient control scheme was developed to resist DoS attacks. In this scheme, a new attack
compensation mechanism was designed to reduce the impact of DoS attacks based on the
latest received system information. The simulation results show that the algorithm was
able to achieve the platoon control target under DoS attacks well and save communication
resources effectively. Future work will mainly focus on the dynamic event-triggered platoon
control problem under a class of aperiodic DoS attacks.
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Abstract: This paper studies a fault isolation method for an optical fiber vibration source detection
and early warning system. We regard the vibration sources in the system as faults and then detect and
isolate the faults of the system based on a two-step neural network. Firstly, the square root B-spline
expansion method is used to approximate the output probability density functions. Secondly, the
nonlinear weight dynamic model is established through a dynamic neural network. Thirdly, the
nonlinear filter and residual generator are constructed to estimate the weight, analyze the residual,
and estimate the threshold, so as to detect, diagnose, and isolate the faults. The feasibility criterion
of fault detection and isolation is given by using some linear matrix inequalities, and the stability
of the estimation error system is proven according to the Lyapunov theorem. Finally, simulation
experiments based on a optical fiber vibration source system are given to verify the effectiveness of
this method.

Keywords: fault detection; fault isolation; B-spline; filter; probability density functions
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1. Introduction

With the development of industrial automation, the scale and complexity of modern
control systems are increasing rapidly. During operation, the sensor, actuator, and some
components might fail due to aging, wearing, or other reasons [1–4]. If the faults of the
system cannot be detected and eliminated in time in the process of operation, this may lead
to system failure, paralysis, and even catastrophic consequences [5]. Therefore, in the past
few decades, the theory of fault detection and isolation (FDI) has developed rapidly [6–10].

The purpose of fault detection and isolation is that, when multiple faults occur in
the system, we can find and isolate these faults in time and estimate the size of each
fault [6]. At present, many research achievements have been made in fault detection and
fault isolation [11–17]. Classical fault detection and isolation methods include the T-S
fuzzy model [11], the independent component analysis fault isolation method [12], the
detection filter method [13], minimum variance fault estimation [14], etc.

In fact, actual industrial systems are stochastic systems [18–21]. Due to the nonlinearity
of the system, even if the input obeys a Gaussian distribution, the output of the system
will also obey a non-Gaussian distribution [18]. At present, there are many research results
that focus on fault diagnosis and isolation for stochastic distribution systems. For example,
in [8], an adaptive fault diagnosis observer was used to diagnose actuator faults and
accurately estimate the fault size. In [19], fault diagnosis schemes for stochastic distributed
systems were studied based on the minimum entropy principle. In [20], a fault isolation
method based on entropy optimization filtering was studied for nonlinear non-Gaussian
systems with unmeasurable outputs.
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As we know, in order to monitor the operation of oil or gas pipelines, a commonly used
method is to embed the oil or gas pipelines together with optical fibers in the same ditch.
The conditions of the oil or gas pipelines can be monitored by observing the optical fiber’s
output data in one end of the fiber if we input light at the other end [22–24]. However, In
the optical fiber vibration source detection and early warning system, the sensors are quite
sensitive due to inevitable non-stationary interferences from the environment, which often
brings false alarms. To reduce the false alarm rate, we regard the vibration sources, such as
pickaxe planing of mechanical excavation, as faults, and the objective is then transferred
into detecting and isolating the faults. Different from the literature in the optical fiber
vibration source detection field [22,23], we use a two-step neural network to model the
optic data collected from the end of the fiber. The false alarm rate is controlled below the
threshold, and the different vibration sources are estimated and isolated by using filter
designing, convex optimization, Lyapunov theorems, etc.

This paper is organized as follows: In Section 2, the static modeling is carried out with
the help of square root B-splines, and the nonlinear weighted dynamic model is established
through the neural network to describe the FDI problem. In Section 3, based on the adaptive
filter, the fault detection problem of the transformed nonlinear weighted dynamic model is
studied. In Section 4, according to the adaptive fault diagnosis method, the size of different
faults is estimated to achieve the purpose of fault isolation. The simulation is given in
Section 5 to illustrate the feasibility of the results.

2. Static Modeling and Weighted Dynamic Modeling

For the optical fiber vibration source detection system, although the output value
cannot be measured directly, the output PDFs can be estimated by the kernel density
method [23]. Next, the output PDF at each sampling time is approximated by B-splines,
and the weight of each B-splines is calculated.

2.1. Output PDFs’ Static Modeling

As in Figure 1, let u(t) ∈ Rm be the input of the nonlinear stochastic optical fiber
vibration detection system, y(t) ∈ [a, b] be the output light intensity, F1 and F2 be the fault
vectors (vibration sources) to be detected and diagnosed, and the probability distribution of
the output y(t) of the stochastic dynamic system in the interval [a, ξ] satisfy the condition
P(a ≤ y(t) ≤ ξ)=

∫ ξ
a γ(z, u(t), F1, F2)dz. We can use the square root B-spline model with

approximate error as shown in (1) to statically model the output PDFs [8]:√
γ(z, u(t), F1, F2) =

n

∑
i=1

vi(u(t), F1, F2)bi(z) + ω0(z, u(t), F1, F2) (1)

where vi(u(t), F1, F2)(i = 1, 2, · · · , n) are the corresponding weights of B-spline expansion
and bi(z)(i = 1, 2, · · · , n) are the pre-specified basis functions on interval [a, b]. For all
{z, u(t), F1, F2}, the term ω0(z, u(t), F1, F2) represents the model uncertainty or the error
term on the approximation of the PDFs, which is supposed to satisfy |ω0(z, u(t), F1,F2)| ≤ δ0,
where δ0 is assumed to be a known positive number. Denote

B(z) = [b1(z), b2(z), · · · , bn−1(z)]

V(t) = [v1(u(t), F1, F2), v2(u(t), F1, F2), · · · , vn−1(u(t), F1, F2)]

and

Λ1 =
∫ b

a
BT(z)B(z)dz (2)

Λ2 =
∫ b

a
BT(z)bn(z)dz (3)

Λ3 =
∫ b

a
(bn)

2(z)dz (4)
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where Λ1 ∈ R(n−1)×(n−1), Λ2 ∈ R(n−1)×1, and Λ3 ∈ R1×1 are known matrices or con-
stants. In the following, for simplicity, V(u(t), F1, F2) is written as V(t). According to
the properties of the probability density function, for any γ(z, u(t), F1, F2), the constraint
condition

∫ ξ
a γ(z, u(t), F1, F2)dz = 1 is always true, and only n − 1 weight vectors in the

weight {vi(u(t), F1, F2) : i = 1, 2, · · · , n} are independent. Let Λ0 = Λ1Λ3 − ΛT
2 Λ2, then

the following inequality holds [8]:

(1 − ω1(z, u(t), F1, F2))Λ3 − VT(t)V(t) ≥ 0 (5)

where

ω1(z, u(t), F1, F2) = 2ω2
0(z, u(t), F1, F2) ×

[(∫ b

a
B(z)dz

)
V(t)

+

(∫ b

a
bn(z)dz

)
vn(t)

]
+ ω2

0(z, u(t), F1, F2)(b − a)

From (5), we can obtain:

VT(t)Λ0V(t) ≤ (1 − ω1(z, u(t), F1, F2))Λ3 (6)

where
Λ0 > 0, 1 − ω1(z, u(t), F1, F2) > 0 (7)

According to (6), we can know V(t) is bounded and ‖V(t)‖2 ≤ δ̃ =
∥∥∥Λ−1

0

∥∥∥Λ3 holds.
Therefore, (1) can be rewritten as:√

γ(z, u(t), F1, F2) = B(z)V(t) + h0(V(t), ω1)Bn(z) (8)

where h0(V(t), ω1) is a function of V(t) and ω1(z, u(t), F1, F2), as shown in (9):

h0(V(t), ω1) =
1

Λ3

√
(1 − ω1)Λ3 − VT(t)Λ0V(t)− Λ2V(t)

Λ3
(9)

In order to simplify the B-spline model represented by (8), h0(V(t), ω1) can be further
approximated as:√

γ(z, u(t), F1, F2) = B(z)V(t) + h(V(t))bn(z) + ω(z, u(t), F1, F2) (10)

Equation (10) is a nonlinear output equation with uncertainty, and the term h(V(t)) satisfies

h(V(t)) =
1

Λ3
(−Λ2 ±

√
Λ3 − VT(t)Λ0V(t)) (11)

As V(t) is bounded and |ω0(z, u(t), F1, F2)| ≤ δ0, it can be concluded that |ω(z, u(t), F1, F2)| ≤
δ holds for all {z, u(t), F1, F2}. For h(V(t)) in (11), it is supposed that, for any V1(t) and
V2(t), there exists a known matrix U1, such that:

‖h(V1(t))− h(V2(t))‖ ≤ ‖U1(V1(t)− V2(t))‖ (12)

2.2. Nonlinear Dynamic Weight Model

After the B-spline expansion of the output PDFs, the next task is to find the dynamic
relationship between u(t) and γ. As V(t) is a nonlinear function of u(t), we perform the
modeling with the help of a neural network as in [25] and study the following weight
dynamic system: {

ẋ(t) = Ax(t) + Gg(x(t)) + Hu(t) + F1 + F2
V(t) = Dx(t)

(13)
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where x(t) ∈ Rm is the state vector, A, G, H, and D represent the known parameter
matrices, and g(x(t)) is a nonlinear function. Supposing g(0) = 0 and for any x1(t), x2(t),
the following inequality holds [8]:

‖g(x1(t))− g(x2(t))‖ ≤ ‖U2(x1(t)− x2(t))‖ (14)

where U2 is a known matrix. According to (13), (10) can be rewritten as:√
γ(z, u(t), F1, F2) = B(z)Dx(t) + h(Dx(t))bn(z) + ω(z, u(t), F1, F2) (15)

Because there exist nonlinear terms in the weighted dynamic system, the design of the
nonlinear filter is the key in the process of fault detection and isolation. In this paper, the
fault detection and fault diagnosis filters are designed, respectively, according to u(t), as
well as the output PDFs γ(z, u(t), F1, F2), so as to achieve the task of fault isolation.

Figure 1. Fiber vibration source detection system.

3. Fault Detection Filter Design

In order to detect the faults based on the changes of the output PDFs, we construct the
following nonlinear filter:⎧⎪⎨⎪⎩

˙̂x(t) = Ax̂(t) + Gg(x̂(t)) + Hu(t) + Lε(t)
ε(t) =

∫ b
a σ(z)[

√
γ(z, u(t), F1, F2)−

√
γ̂(z, u(t))]dz√

γ̂(z, u(t)) = B(z)Dx̂(t) + h(Dx̂(t))bn(z)
(16)

where x̂(t) is the estimated value of the state vector x(t), L ∈ Rm×p is the gain of the
detection observer to be determined, σ(z) ∈ Rp×1 is the pre-specified weighting vector
defined on [a, b], and the residual ε(t) represents the integral of the difference between
the measured PDFs γ(z, u(t), F1, F2) and the estimated PDFs γ̂(z, u(t)) [26]. Denote e(t) =
x(t)− x̂(t), then the first derivative of e(t) with respect to time t is:

ė(t) = ẋ(t)− ˙̂x(t) = (A − LΓ1)e(t) + [Gg(x(t))− Gg(x̂(t))]
−LΓ2[h(Dx(t))− h(Dx̂(t))] + F1 + F2 − LΔ(t)

(17)
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where ⎧⎪⎨⎪⎩
Γ1 =

∫ b
a σ(z)B(z)dz

Γ2 =
∫ b

a σ(z)bn(z)dz
Δ(t) =

∫ b
a σ(z)ω(z, u(t), F1, F2)dz

(18)

As shown in (10) and (16), it is clear that the residual ε(t) is a nonlinear function of e(t),
x(t), and x̂(t). According to (18), the residual ε(t) can be further expressed as

ε(t) =
∫ b

a
σ(z)B(z)De(t)dz +

∫ b

a
σ(z)[h(Dx(t))− h(Dx̂(t))]bn(z)dz

+
∫ b

a
σ(z)ω(z, u(t), F1, F2)dz (19)

= Γ1e(t) + Γ2[h(Dx(t))− h(Dx̂(t))] + Δ(t)

Recall |ω(z, u(t), F1, F2)| < δ, and combine it with (18); we can obtain that

|Δ(t)| < δ̃ (20)

where δ̃ = δ
∥∥∥∫ b

a σ(z)dz
∥∥∥. In (16), σ(z) can be any constant vector, and it is required that

(A, Γ1) is observable. In the fault detection stage, according to Theorem 1 in [8], if there
exist parameters λi(i = 1, 2), matrices P > 0, R, and constant η > 0, then if F1 = F2 = 0,
the system (17) with gain L = P−1R is stable, and the error satisfies:

‖e(t)‖ ≤ α0 = max
{
‖e(0)‖, 2η−1δ̃‖R‖

}
(21)

In order to detect the faults, we select ε(t) as the residual signal. According to [8], the faults
can be detected as follows:

ε(t) > α = α0(‖Γ1‖+ ‖Γ2‖‖U1‖) + δ̃ (22)

4. Fault Isolation Filter Design

Once the faults are detected according to the method in Section 2, it is necessary to
carry out fault diagnosis and estimate the size of different faults, respectively, so as to
achieve fault isolation. For this purpose, we construct the following adaptive filter as
shown in (23):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂x(t) = Ax̂(t) + Gg(x̂(t)) + Hu(t) +
[

1 1
][ F̂1

F̂2

]
+ Lε(t)[

˙̂F1
˙̂F2

]
=

[ −Λ5 0
0 −Λ7

][
F̂1
F̂2

]
+

[
Λ6
Λ8

]
ε(t)

ε(t) =
∫ b

a σ(z)[
√

γ(z, u(t), F1, F2)−
√

γ̂(z, u(t))]dz√
γ̂(z, u(t)) = B(z)Dx̂(t) + h(Dx̂(t))bn(z)

(23)

where F̂1 and F̂2 are the estimates of faults F1 and F2. In (23), Λi(i = 5, 6, 7, 8) is the learning
operator with respect to F̂1, F̂2, and the fault estimation errors.

Let e(t) = x(t)− x̂(t), and define the fault estimation errors as F̃1 = F1 − F̂1, F̃2 = F2 − F̂2,
then the estimation errors can be shown as in (24):⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ė(t) = (A − LΓ1)e(t) + [Gg(x(t))− Gg(x̂(t))]
−LΓ2[h(Dx(t))− h(Dx̂(t))] + F̃1 + F̃2 − LΔ(t)
˙̃F1 = −Λ5 F̃1 + Λ5F1 − Λ6ε(t)
˙̃F2 = −Λ7 F̃2 + Λ7F2 − Λ8ε(t)
ε(t) = Γ1e(t) + Γ2[h(Dx(t))− h(Dx̂(t))] + Δ(t)

(24)
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Supposing ‖F1‖ ≤ M1/2, ‖F2‖ ≤ M2/2, the following theorem will show that, by selecting
the appropriate filter gains Λ5, Λ6, Λ7, and Λ8, the fault estimation errors can be controlled
in a small range.

Theorem 1. If there exist λi > 0(i = 1, 2), matrices P > 0, R, and Λi(i = 5, 6, 7, 8), and
constants κ > 0, θ1 > 0, θ2 > 0, and θ3 satisfying:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Π0 + κI P − ΓT
1 ΛT

6 P − ΓT
1 ΛT

8 Π2 0 0 DTUT
1

P − Λ6Γ1 −2ΛT
5 0 0 Π3 0 0

P − Λ8Γ1 0 −2ΛT
7 0 0 Π4 0

ΠT
2 0 0 −I 0 0 0

0 ΠT
3 0 0 −I 0 0

0 0 ΠT
4 0 0 −I 0

U1D 0 0 0 0 0 − 1
2 θ2

3 I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0 (25)

where
Π2 = [ λ1RΓ2 λ2PG θ1 R]

Π3 = [ θ2Λ6 θ3Λ6Γ2 ]
Π4 = [ θ2Λ8 θ3Λ8Γ2 ]

Π0 = (PA − RΓ1) + (PA − RΓ1)
T + 1

λ2
1

DTUT
1 U1D + 1

λ2
2
UT

2 U2

then, with gain L = P−1R, the error system (24) is stable in the presence of F1, F2, and the
estimation error satisfies

‖e(t)‖2 ≤ min{‖e(0)‖2, κ−1((θ−2
1 + 2θ−2

2 )δ̃2 + ‖Λ5‖M1
2 + ‖Λ7‖M2

2)} (26)

for all t ∈ [0,+∞).

Proof. Consider the following Lyapunov function:

Π
(
e(t), x(t), x̂(t), F̃1, F̃2, t

)
= Φ(e(t), x(t), x̂(t), t) + F̃T

1 F̃1 + F̃T
2 F̃2 (27)

where

Φ(e(t), x(t), x̂(t), t) = eT(t)Pe(t) +
1

λ2
2

∫ t

0
[‖U2e(τ‖2 − ‖gx(τ)− g(x̂(τ)‖]dτ (28)

+
1

λ2

∫ t

0
[‖U1De(τ)‖2 − ‖h(Dx(τ))− h(Dx̂(τ)‖2]dτ

To simplify the proof, we abbreviate Φ(e(t), x(t), x̂(t), t) to Φ. Let R = PL; we obtain:

Φ̇ ≤ eT(t)Ψ0e(t)− 2eT(t)PLΔ(t) + 2eT(t)PF̃1 + 2eT(t)PF̃2
≤ eT(t)Ψ1e(t) + θ−2

1 ΔT(t)Δ(t) + 2eT(t)PF̃1 + 2eT(t)PF̃2
(29)

where
Ψ1 = Ψ0 + θ2

1 RRT

Ψ0 = P(A − LΓ1) + (A − LΓ1)
T P + λ2

2PGGT P
+λ2

1PLΓ2Γ2LP + 1
λ2

1
DTUT

1 U1D + 1
λ2

2
UT

2 U2

From (24) and (29), the first derivative of Π is:
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Π̇ = eT(t)Ψ1e(t) + θ−2
1 ΔT(t)Δ(t) + 2eT(t)PF̃1 + 2eT(t)PF̃2 + 2F̃T

1
˙̃F1 + 2F̃T

2
˙̃F2

≤ eT(t)[Ψ1 + 2θ−2
3 DTUT

1 U1D]e(t) + 2eT(t)PF̃1 + 2eT(t)PF̃2 − 2F̃T
1 ΛT

5 F̃1

+ θ2
2 F̃T

1 Λ6ΛT
6 F̃1 + θ2

2 F̃T
2 Λ8ΛT

8 F̃2 − 2F̃2ΛT
7 F̃2 + (θ−2

1 + 2θ−2
2 )ΔT(t)Δ(t)

− 2F̃T
1 Λ6Γ1e(t)− 2F̃T

2 Λ8Γ1e(t) + θ2
3 F̃T

1 Λ6Γ2ΓT
2 ΛT

6 F̃1 + θ2
3 F̃T

2 Λ8Γ2ΓT
2 ΛT

8 F̃2

+ 2FT
1 ΛT

5 F̃1 + 2FT
2 ΛT

7 F̃2

=
[
eT(t) F̃T

1 F̃T
2
]
Ψ̄

⎡⎣e(t)
F̃1
F̃2

⎤⎦+ (θ−2
1 + 2θ−2

2 )ΔT(t)Δ(t) + 2FT
1 ΛT

5 F̃1 + 2FT
2 ΛT

7 F̃2

where
Ψ̄22 = −2ΛT

5 + θ2
2Λ6ΛT

6 + θ2
3Λ6Γ2ΓT

2 ΛT
6

Ψ̄33 = −2ΛT
7 + θ2

2Λ8ΛT
8 + θ2

3Λ8Γ2ΓT
2 ΛT

8

Ψ̄ =

⎡⎣ Ψ1 + 2θ−2
3 DTUT

1 U1D P − ΓT
1 ΛT

6 P − ΓT
1 ΛT

8
P − Λ6Γ1 Ψ̄22 0
P − Λ8Γ1 0 Ψ̄33

⎤⎦
Using the Schur complement lemma, we can obtain that (25) is equivalent to Ψ̄ ≤ diag{−κ I, 0},
from which we can obtain:

Π̇ < −κ‖e(t)‖2 +
(

θ−2
1 + 2θ−2

2

)
δ̃2 + 2FT

1 ΛT
5 F̃1 + 2FT

2 ΛT
7 F̃

≤ −κ‖e(t)‖2 +
(

θ−2
1 + 2θ−2

2

)
δ̃2 + ‖Λ5‖M2

1 + ‖Λ7‖M2
2

When κ‖e(t)‖2 >
(

θ−2
1 + 2θ−2

2

)
δ̃2 + ‖Λ5‖M2

1 + ‖Λ7‖M2
2, Π > 0, Π̇ < 0, so (22) holds.

5. Simulation

In the optical fiber vibration source detection system [22] shown in Figure 1, the
optical fiber is buried underground in the same ditch with oil or gas pipelines. The PDFs
of the output light intensity are affected by the input light intensity u(t), false alarms
(environmental interferences, such as a vehicle passing), as well as various destructive
vibration sources (theft, geological disasters, etc.). Our goal is to detect whether these
vibration sources are false alarms or real alarms. It is supposed that the PDFs of the output
light intensity can be approximately expressed by the square root B-spline basis function
described by

√
γ(z, u(t), F1, F2) = ∑3

1 vi(z, u(t), F1, F2)bi(z), where F1 represents pickaxe
digging and F2 represents machine excavation. Suppose

bi(z) =
{ |sin 2πz|, z ∈ [0.5(i − 1), 0.5i]

0,z ∈ [0.5(j − 1), 0.5j]
i �= j (30)

for i = 1, 2, 3. Recalling (2)–(4), it can be calculated that

Λ1 =

[
0.25 0

0 0.25

]
, Λ2 = [ 0 0 ], Λ3 = 0.25.

In this simulation, the parameters were selected as follows:

A =

[ −0.5 0
0 −1.3

]
, G =

[
0 0
0 0.1

]
, H =

[
0.2 0
0 −0.3

]
G(V(t)) =

[
0

0.25
√

v2
1(t) + v2

2(t)

]
, D =

[
1 0
0 1

]
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Consequently, it can be calculated that U1 =
[

1 1
]

and U2 =

[
0 0
0 0.5

]
. According

to (16), a nonlinear detection filter can be constructed. Select σ = 1; it can be verified that
(A, Γ1) is observable and

Γ1 =
[ 1

π
1
π

]
, Γ1 =

1
π

, Δ(t) ≤ 0.15.

The initial values are supposed to be x(0) =
[

0.5 0.25
]
, x̂(0) =

[
0 0

]
. For λ1 = λ2 = 1,

θ1 = θ2 = 2, θ3 = −2, η = 2, and κ = 0.1. From (22), the thresholds are α0 = 0.4719 and
α = 0.5751. By solving (25) with the LMI toolbox, we obtain:

P =

[
3.9269 −4.5402
−4.5402 6.4692

]
R =

[
0.1106
0.1104

]
L =

[
0.0527
0.0212

]
Λ5 =

[
7.1833 −8.5760
−4.3862 9.5318

]
Λ6 =

[
0.4681
−0.2479

]
Λ7 = 106 ×

[
30.330 −0.1912
−0.1912 3.7291

]
Λ8 =

[
6.6378
−2.0262

]
Figure 2 shows the PDFs of the output light intensity when there is no destructive

vibration source (i.e., F1 = F2 = 0), and Figure 3 shows the PDFs of the output light intensity
when some destructive vibration source occurs (i.e., F1 �= 0 and F2 �= 0). Comparing
Figures 2 and 3, it can be seen that the PDFs of the output light intensity have changed
significantly. In the simulation, it was assumed that the first destructive vibration source
(pickaxe digging) starts from the 10th second and the second destructive vibration source
(machine excavation) starts from the 30th second. Based on the fault detection filter (16)
in this paper, the response of the residual ε(t) is shown in Figure 4. It can be seen from
Figure 4 that, when these faults occur, the value of the residual ε(t) will change, but it
always satisfies ε(t) > 0.5751. When ε(t) > 0.5751, an alarm should be sounded in the
optical fiber vibration source detection system.
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Figure 2. The 3D mesh of output PDFs when F1 = F2 = 0.

Figure 3. The 3D measure of output PDFs with faults.
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Figure 4. Response of residual vector ε(t).

After the fault diagnosis filter is designed based on Theorem 1, we can obtain Figures 5–7.
Figure 5 is the estimation of F1 when pickaxe digging occurs. It can be seen from Figure 5
that the fault diagnosis filter can quickly track the change of the fault 10 s after the first
destructive vibration source F1 appears. Figure 6 is the response of the fault diagnosis
observer when machine excavation F2 exists. It can be seen from Figure 6 that, after the
second vibration source appears, the fault diagnosis filter can quickly track fault F2. Figure 7
is the response of the fault diagnosis observer with multiple faults F1 (pickaxe digging)
and F2 (machine excavation), which can be detected, respectively, based on the methods in
this paper. It can be seen from Figure 7 that, when faults F1 and F2 exist at the same time,
the diagnostic filter can clearly diagnose F1 and F2. The corresponding vibration source
strength can thus be estimated and helps to identify which type of damage.
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Figure 5. Comparison of fault F1 and its estimation F̂1.
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Figure 6. Comparison of fault F2 and its estimation F̂2.
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Figure 7. Composite graph of F1, F2, and their estimations F̂1, F̂2.

In the man–machine interface designed for the optical fiber vibration source detection
and early warning system, we carried out a comparative experiment. We used the same
set of data to compare the PDF thresholds. The experiment showed that, before adjusting
the threshold value, the detection effect of the optical fiber signal under the influence of
vibration is as shown in Figure 8. The platform detects that three columns have vibration
alarm signals, and this section flashes to remind the user. The effect after using the method
in this paper is shown in Figure 9, which proves that the method of fault isolation can
reduce the false alarm rate and make the detection effect of the optical fiber vibration source
more stable and accurate.

Figure 8. Vibration source alarm before using the isolation method.

Figure 9. Vibration source alarm after using the isolation method.

6. Conclusions

In this paper, in order to reduce the false alarm rate in oil or gas pipeline monitoring,
we regarded the different vibrations in the system as faults and considered faults’ isolation

152



Mathematics 2022, 10, 4261

to identify different types of vibrations for a non-Gaussian stochastic distribution control
model because of inevitable non-stationary interferences from the environment. The fault
isolation started by using square root B-spline expansion and a nonlinear weighted dynamic
model. The faults in the system were estimated separately to achieve the purpose of fault
isolation. The output value of the system in this paper is not measurable, but the output
PDFs can be measured by optical instruments. Firstly, the PDFs of the output signal were
approximated by square root B-spline expansion. Secondly, the nonlinear dynamic model
between the control input and the weights of PDFs was established by a dynamic neural
network. Thirdly, based on the measured output PDFs and the input of the system, a
filter-based residual generator was constructed to detect and diagnose the faults. Through
LMIs, the feasibility criterion for the detection and isolation system faults was given, as
well as the steady error ranges. Finally, the effectiveness of this method was verified for the
optical fiber vibration source detection system.

7. Future Work

In the optical fiber vibration source detection system, there will be more types of
faults, such as time-varying faults, multiplicative faults, etc. This paper only focused on
the detection and isolation of constant faults in optical systems. In the future work, we
will continue to study the detection and isolation of multiplicative faults and time-varying
faults in stochastic distributed systems.
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Nomenclature
γ(z, u(t), F1, F2) output PDFs
γ̂(z, u(t)) estimated output PDFs
x(t) state vector
x̂(t) estimated value of the state vector
F1 Fault 1
F̂1 estimates of fault F1
F2 Fault 2
F̂2 estimates of fault F2
vi(u(t), F1, F2) the corresponding weights of B-spline expansion
ω0(z, u(t), F1, F2) model error term
bi(z) the pre-specified basis functions
y(t) system output
e(t) state error vector
u(t) input of nonlinear stochastic optical fiber vibration detection system
ε(t) fault detection residual vector
P positive definite matrix to be solved
L gain of fault diagnosis filter
g(x(t)) nonlinear function
PDFs probability density functions
LMIs linear matrix inequalities
FDI fault detection and isolation
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Abstract: Grid faults are found to be one of the major issues in renewable energy systems, particularly
in wind energy conversion systems (WECS) connected to the grid via back-to-back (BTB) converters.
Under such faulty grid conditions, the system requires an effective regulation of the active (P) and
reactive (Q) power to accomplish low voltage ride through (LVRT) operation in accordance with the
grid codes. In this paper, an improved finite-control-set model predictive control (FCS-MPC) scheme
is proposed for a PMSG based WECS to achieve LVRT ability under symmetrical and asymmetrical
grid faults, including mitigation of DC-link voltage fluctuation. With proposed predictive control,
optimized switching states for cost function minimization with weighing factor (WF) selection
guidelines are established for robust BTB converter control and reduced cross-coupling amid P
and Q during transient conditions. Besides, grid voltage support is provided by grid side inverter
control to inject reactive power during voltage dips. The effectiveness of the FCS-MPC method is
compared with the conventional proportional-integral (PI) controller in case of symmetrical and
asymmetrical grid faults. The simulation and experimental results endorse the superiority of the
developed FCS-MPC scheme to diminish the fault effect quickly with lower overshoot and better
damping performance than the traditional controller.

Keywords: model predictive control; PI control; wind energy; PMSG; reactive power; LVRT capability;
grid faults

MSC: 93-08; 93B17; 93B35; 93B45; 93B51; 93B52; 93B70

1. Introduction

Recently, renewable energy sources like wind power farms are witnessing rapid in-
corporation into the electric power market, primarily because of reduced carbon footprint
with less dependence on fossil fuels [1]. On the flip side, these sources are attributed to
a weak dynamic system performance that yields power quality and stability issues [2,3].
Fast-paced research has been conducted to mitigate issues related to power control and
grid faults by modifying the integration strategies in grid-connected wind turbines (GCWT)
systems [4]. LVRT standards obligate a wind generation system to be linked to the power
system during uncertain grid conditions and faults [5,6]. According to E.ON-Netz, Ger-
many, LVRT condition requires an RES to retain grid connection and inject reactive power
during grid irregularities [7]. Moreover, these issues motivate network authorities to revise
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the grid codes to enforce LVRT as a key capability for stable and robust GCWT systems
operation [8,9],

Control problems in GCWT systems are usually dealt with using vector control [10].
In such schemes, active and reactive power components are generated by decoupling the
system current into rotating reference frame (dq-frame) currents. Conventionally, PI-based
controllers regulate rotor current vectors through the machine side converter (MSC) as
well as grid current vectors through the grid side converter (GSC) [11,12]. Due to intrinsic
restrictions of the PI controllers, particularly with nonlinear systems and for better grid
fault mitigation, various advanced control techniques as well as hardware solutions are
presented in the literature [13–22].

A compound method having repetitive control and fuzzy based PI control is proposed
in [13] for power smoothening in a PMSG based GCWT system. Likewise, better THD with
enhanced LVRT ability is achieved in a grid connected WECS using adaptive parameter
for a neural-fuzzy hybrid control [15]. Using a feedback linearizing scheme, a sliding
mode control is exploited in [16] to mitigate the sub synchronous oscillations under various
grid disturbances in the connected wind energy system. In [17], authors applied virtual
synchronous machine (VSM) on a PMSG-based WT network to analyze the small signal
stability of the proposed controllers. Nevertheless, most of these control schemes fall short
when it comes to requirements such as abundant memory, model accuracy, computation
time, and big data for an effective learning process.

Some hardware modifications approaches are used to enhance LVRT functionality
in GCWT systems. To protect the BTB converter of GCWT against high rotor current in
case of grid faults, a crowbar circuit is generally applied [17,18]. Likewise, more viable
hardware option for enhanced LVRT capability is to link the energy storage systems (ESSs)
with GSC of the GCWT system [20]. The ESS based system helps to store energy, while in
the crowbar option, power dissipation is the only way out. An alternative method used
for reactive power compensation and grid support at the PCC is to install flexible AC
transmission systems (FACTS) devices, such as a dynamic voltage restorer (DVR) [21], the
static synchronous compensator (STATCOM) [22], and static var compensator (SVC) [14].
Although these devices help to maintain constant voltage levels, nevertheless, the majority
of such devices are not cost-effective and make the system more expensive and multifarious.

Underlying research on enhancing the LVRT capability of PMSG-based GCWT sys-
tems is subject to achieving objectives such as regulating the rotor overcurrent and DC-link
overvoltage as well as controlling the active and reactive power under and during grid
faults/voltage dips [23]. In such constrained problems, MPC proved to be a prime frame-
work due to its recurrent optimization of control objectives over a receding horizon [24].
The prediction procedure occurs at each sample time to achieve cost function minimization.
Error is generated by comparing the reference value with the measured output from the
system, which acts as future information for the subsequent sample period for every vari-
able. There are two broad categories of MPC discussed in the literature, namely continuous
control set [25] and finite control set (FCS) [26]. When compared to continuous MPC,
FSC-MPC has the advantage of processing the switching signals directly as control inputs,
thus avoiding the need for a modulation stage. FCS-MPC is more appropriate for the
applications relating to the control of power inverters [27].

On the other hand, there are some obstacles while using FCS-MPC for the GCWT
systems. One major issue is the time-consuming computations while searching for the
optimal or minimal values from all the possible switching state vectors. This exhaustive
search limits controller computation ability as well as decreases the step length of the
prediction horizon [28]. Another challenge is selecting the right weighting factors (WFs) for
the cost function. Generally, high WF is assigned to the cost function term with higher error
values. Typically, algorithms related to evolutionary search are used for WF determination.
Several other schemes make use of dynamic WF gain as the error function to tune WF
online [29,30]. Nonetheless, unsuitable WF selection may complicate the cost function,
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worsening the overall control effort. Consequently, there is a trade-off amid accuracy
and simplicity.

Keeping in mind the shortcomings mentioned in the literature above, this study
proposes an improved FSC-MPC scheme to boost the de-coupled control of the injected
real and reactive power into the power grid. With the suggested FCS-MPC scheme, both
the machine side converter (MSC) and GSC of the GCWT system are controlled to suppress
dc-link overvoltage and to meet LVRT demand using cost function minimization during
transient conditions. The proposed scheme helps adjust the WFs only during transient
or fault conditions while keeping a uniform value under steady-state condition for each
coefficient of the cost function. Besides, Lyapunove’s stability criteria as well as parameter
sensitivity analysis are carried out to inspect the stability and robustness of the proposed
control scheme. To summarize, the key aspects and contributions of this study are:

• An FCS-MPC scheme is utilized to enhance the LVRT operation of a PMSG-based grid
connected wind generation system.

• Optimized switching states are selected by proposed predictive model to achieve
reduced cross-coupling errors of active and reactive power predictions.

• Priority-based weighting factors are tuned for faster performance of the controller for
P and Q power injection under various grid scenarios.

• DC-link overvoltage oscillation mitigation with better reference tracking.
• Lyapunove’s stability criterion and parameter robustness analysis have been performed.
• Improved implementation of proposed scheme under both symmetrical and asymmet-

rical grid faults in accordance with recommended grid codes.
• Dynamic performance analysis and comparison of the proposed FCS-MPC method

with classical PI controller.
• Experimental verification of the simulated results.

The remaining parts of the article are organized as follows. In Section 2, detailed time
domain modelling of GCWT system is provided. The proposed FCS-MPC approach and its
application on MSC and GSC is described in Section 3. Finally, Sections 4 and 5 present
simulation as well as experimental results and conclusions, respectively.

2. Grid Connected Wind Turbine System

The design and modelling of PMSG based GCWT system is established in this section.
Firstly, the mechanical specifics of the wind turbine are discussed, followed by the modeling
of the B2B converter system, which entails MSC, GSC, DC-link, and the converter output
filter, as shown in Figure 1.

Figure 1. PMSG based GCWT System.

2.1. Wind-Turbine Modeling

The energy harnessed by the wind turbine is related to the wind speed and the turbine
characteristics that can be expressed as [31]:

PM = 0.5
[
ρACp(λ,β)v

3
]

(1)
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where ρ is the density of the air, A is the swept area by the turbine blades, v is the speed of
the wind, and Cp denotes the power coefficient, which is contingent upon tip speed ratio λ
as well as pitch angle β. The value of λ is equated as

λ =
ωrtϑwb

v
(2)

where ωrt is the rotational speed of the turbine and ϑwb is the blade length of the wind turbine.
Through the adjustment of λ, the maximum power can be extracted in case of varying the
wind velocities with a maximum Cp(λ,β) of 0.48 (Betz limit) at zero pitch angle as [31]:

Cp(λ,β) = 0.5175
(
−0.4β +

116
λa

)
e(

21
λa ) +

(
6.8e−3

)
λa (3)

where λa represents the constructional constraint constant.

2.2. Multiphase PMSG Modeling

The mathematical modeling of PMSG is mostly performed in space vector form by
using park transformation. This transformation makes use of dq-frame or synchronous
reference frame (SRF) to represent machine side variables such as voltages, power, and
torque of the PMSG, as presented in Equations (4)–(8) [32]:

Vds = −ωrLs Iqs + RIds + Ls
dIds
dt

(4)

Vqs = ωrLs Ids + ωrΨr + RIqs + Ls
dIqs

dt
(5)

Te.m =
3
2

P
[
IqsΨr

]
(6)

Pstator =
3
2
(
Vds Ids + Vqs Iqs

)
(7)

Qstator =
3
2
(
Vqs Ids − Vds Iqs

)
(8)

where Vds, Vqs are the stator voltages, Ids, Iqs are the stator currents, Ls is the inductance
of the stator, R is stator resistance, ωr is the speed of the electric field, Ψr is the rotor flux
linkage, Te.m is the electromagnetic torque, and P is the number of poles.

The mechanical and electrical torques can be related as follows:

Pm = ωrTm;
dωr

dt
=

1
D
(Te − Tm)− B

D
ωr (9)

where Pm is the mechanical power of the wind turbine, D is the inertia of the system and
B is the friction-coefficient. Similarly, the mathematical model of GSC in dq-frame can be
represented as follows [33]:

Edg = Vgd − ωgLg Iqg + Rg Idg + Lg
dIdg

dt
(10)

Eqg = Vgq + ωgLg Iqg + Rg Iqg + Lg
dIqg

dt
(11)

where Edg, Eqg are the output inverter voltages, Vgd, Vgq are the grid voltages, Idg, Iqg are
the grid currents, Ls is the inductance of the filter, Rg is the filter resistance, and ωg denotes
the grid angular frequency.
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3. FCS-MPC Scheme in Grid Connected Inverters

The FCS-MPC has become increasingly popular for the control and optimization of the
grid-tied inverters [34]. The FCS-MPC is inherently a recurrent process at every sampling
instant in order to determine the optimum future voltage vector of the inverter, which is
close to the reference signal. In this way, those switching states, which minimize the cost
function, are selected to be applied to the converter for the next sampling instant. The
schematic of a grid-tied inverter is shown in Figure 2.

Figure 2. PMSG-based Grid-connected Inverter with FCS-MPC.

The switching states (Sx, Sy, Sz, Sa, Sb, Sc) have the following conditions:

S =

{
0, switch in upper leg open, lower one closed
1, switch in upper leg close, lower one open

(12)

The system dynamics at both sides of the DC-link capacitor can be written as follows:

d
dt

vdc =
1
C
(

Is − Ig
)

(13)

Is =
(

is
xyz

)T
Sxyz; is

xyz =
(

is
x is

y is
z

)T
(14)

Ig =
(

ig
xyz

)T
Sabc; ig

xyz =
(

ig
x ig

y ig
z

)T
(15)

where vdc is the DC-link voltage, Is is stator current attained by the product of measured
MSC currents (is

x, is
y, is

z) and switching states Sabc. Similarly, Ig is the grid current obtained
by the product of measured GSC currents (ig

x, ig
y , ig

z ) and switching states Sxyz. Here, eight
sequences of the switching state vectors are possible, either for MSC (Sxyz) or GSC (Sabc)
sides. The finite switching states and corresponding voltage vector outputs on GSC are
listed in Table 1.

Conventionally, the selection of switching states for the voltage vectors in a given cost
function is subject to the lowest value by that particular state. However, this method is
time-consuming, as all eight switching states need to be assessed through the cost function.
In this study, we deal with the PMSG-based grid with faults, where control scheme is
required to make quick decisions to comply with LVRT conditions. Therefore, to avoid
the evaluation of each switching state in every cycle, evaluation is done when one of
the switches changes its state as compared to the previous state. Hence, four out of eight
possible states are checked in this case to reduce calculation complexity, as shown in Table 2.
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Table 1. Operating and switching states.

State Sa Sb Sc Vector

0 0 0 0 0
1 1 0 0 VDC
2 1 1 0 VDC
3 0 1 0 VDC
4 0 1 1 VDC
5 0 1 1 VDC
6 1 0 1 VDC
7 1 1 1 0

Table 2. Subsequent probable states for the proposed controller scheme.

States Existing States
Subsequent States

(Sx Sy Sz)

0 (000) (000) (001) (100) (010)
1 (100) (000) (100) (101) (110)
2 (110) (100) (010) (110) (111)
3 (010) (000) (010) (011) (110)
4 (011) (001) (010) (011) (111)
5 (001) (000) (001) (011) (101)
6 (101) (001) (100) (101) (111)
7 (111) (101) (011) (110) (111)

For a non-zero voltage vector from the previous cycle, it will either maintain its state
or switch to an adjacent vector. On the other hand, if the switching voltage vector from
the previous cycle has a zero state, the resultant switching could be any nonzero vector.
Figure 3 displays the switching sequence of the optimized voltage vectors.

 
Figure 3. Selection of optimum switching vectors.

Under grid fault conditions, grid voltage drops instantly. As a result, the grid current
rises to maintain the active power. When the grid voltage drops significantly, the current
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injection will reach a maximum allowed value, which may eventually decrease active
power transfer to the load. This imbalance between input and output power causes an
upsurge in the DC-link voltage magnitude. To keep the magnitude of DC-link voltage
stable and to achieve better LVRT ability, the proposed FCS-MPC scheme suggests the
use of controlling dq-frame currents on both sides of the DC link capacitor. Note that an
increased rotor speed happens as grid power demand reduces during fault. Thus, the
increase in speed will be compensated with rotor inertia by retaining a constant DC link
voltage. Eventually, to meet LVRT requirements, reactive power is provided to the grid,
and the active power is reduced under faulty conditions.

3.1. Machine Side Converter (MSC) Control

The FCS-MPC control scheme for MSC is a discrete-time technique applied in sampled
time intervals. There are eight possible switching states for inverter voltage vectors. As
stated, out of the total eight voltage vectors, two are null vectors. Using Euler approxi-
mation, Equations (4) and (5) can be transformed into equivalent discrete-time predicted
forms as follows:

Ids(k+1) =

(
1 − tintR

Ls

)
Ids(k) +

tint
Ls

Vds(k) + ωr Iqs(k)tint (16)

Iqs(k+1) =

(
1 − tintR

Ls

)
Iqs(k) +

tint
Ls

Vqs(k) − ωr Ids(k)tint − tint
Ls

Es(k) (17)

where k is the sampling interval. Equations (16) and (17) represent future values of the
stator current Is(k+1) in dq-frame while taking into consideration all possible voltage vectors
Vs(k) generated by MCS, the measured stator current Is(k), and the stator voltage, i.e., Es.

In this work, the Euclidean norm is selected for cost function due to its better trace-
ability property. The cost function takes into account the stator currents all in dq-frame
as follows:

Ca = (Ids(k+1) − I∗ds(k+1))
2 + (Iqs(k+1) − I∗qs(k+1))

2 + FMSC (18)

The first two terms in (18) are devoted to tracking the references, i.e., calculating the
error between the reference and forecasted stator currents in the dq-frame, and FMSC is
a bounded non-linear function for stator current magnitude, which can be represented
as follows:

FMSC =

{
0 f or id < is,M and iq < is,M
∞ f or id > is,M or iq > is,M

(19)

Equation (19) shows that the maximum allowed value of the stator current i.e., is,M,
that corresponds to the voltage vector, chosen for cost function minimization. Conversely,
the cost function Ca will become infinity for any voltage vector, which corresponds to a
value of stator current greater than is,M. Using (6), the value of the q-axis stator current
reference is expressed as (20), where the optimum torque is obtained from the MPPT speed
control. Figure 4 illustrates the proposed FCS-MPC approach with an internal PI loop and
external current feedback loop.

I∗qs =
2Te.re f

3PΨr
(20)
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Figure 4. MSC with proposed FCS-MPC scheme.

3.2. Grid Side Converter (GSC) Control with FCS-MPC

Usually, GSC serves the purpose of stabilizing the DC-link voltage vdc in case of faults
or load variations on the grid side. The FCS-MPC controller in this study regulates the
active and reactive power as well as DC link voltage by controlling d-axis and q-axis grid
currents. Using (10) and (11), the discrete-time conversion of the dq-frame grid current is
specified as follows [35].[

Idg(k+1)
Iqg(k+1)

]
= Φ

[
Idg(k)
Iqg(k)

]
+ Γi

[
Edg(k+1)
Eqg(k+1)

]
+ Γg

[
Vgd(k)
Vgq(k)

]
(21)

where Φ, Γi, and Γg are the state matrices parameters in discrete time.
Using Langrage’s extrapolation approach, kth to (k + 1)th instant generation of refer-

ence grid current is equated as follows:{
I∗dg(k+1) = 4I∗dg(k) − 6I∗dg(k−1) + 4I∗dg(k−2) − 4I∗dg(k−3)
I∗qg(k+1) = 4I∗qg(k) − 6I∗qg(k−1) + 4I∗qg(k−2) − 4I∗qg(k−3)

(22)

From the GSC predictive controller, the future values of the grid currents Ig(k+1) are
predicted for the given switching states using (23). Finally, from the cost function in (24),
the error between the predicted and reference values of the grid currents becomes:

Cb = γd(I∗dg(k+1) − Idg(k+1))
2 + γq(I∗qg(k+1) − Iqg(k+1))

2 (23)

where γd and γq are dq-frame weighting elements of grid currents for frequency regulation.
Active power minimization is achieved through the first term of (24), while reactive power
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transfer to the grid is tracked by the second term. Active and reactive power to the grid is
equated as follows: ⎧⎨⎩ Pg(k+1) = 1.5

(
vdg(k+1) Idg(k+1)

)
Qg(k+1) = −1.5

(
vqg(k+1) Iqg(k+1)

) (24)

As depicted in Figure 5, through the internal DC-link voltage control loop, the d-axis
reference grid current I∗dg(k+1) is generated, which controls the active power transfer to the
grid, while the reactive power is regulated by the q-axis grid current Iqg(k+1), for which the
reference can be obtained as:

I∗qg(k+1) =
Qg.re f (k)

−1.5Vgd(k+1)
(25)

Figure 5. GSC with proposed FCS-MPC scheme.

3.3. Dynamic Weight Factors (γd, γq) Modification

The WFs in the cost function adjust the control objective to achieve an optimal output
value. During steady state condition, a unity value is assigned to both the weights, as
there is no change being detected. It is during the transient state when lower priority is
granted to the term by dropping its weight factor, which is negatively affecting the cost
function. This is further described in the flowchart in Figure 6, where a cross-coupling term
is diminished by weight factor reduction.

Weight factors in the cost function are adjusted experimentally by iterative analysis
and within the specified ranges in Table 3. For a sudden change in the active current
with the constant reactive current (Sp < Sq), Yd is reduced to rectify the disturbance in the
active power control, while Yq remains constant. Similarly, for an abrupt reactive power
change (Sp > Sq), the penalty is now applied on Yq to reduce the cross-coupling effect and
smoother operation.
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Figure 6. Flowchart of FCS-MPC with weight factor adjustment.

Table 3. WFs assortment criteria.

Parameter Abrupt Active Power Change Sp < Sq Steady-State Sp = Sq Abrupt Reactive Power Change Sp > Sq

γd (0.4–1) 1 1
γq 1 1 (0.2–0.8)

3.4. LVRT Requirements

One of the objectives of this study is to design the control scheme, which makes the
GCWT system robust under symmetrical and asymmetrical voltage sags. To achieve this,
the system needs to regulate the delivered active and reactive current injected into/absorbed
from the power grid in accordance with grid integration standards and regulations [36].
The E.ON proposes that RES should supply 100% rated reactive current if a drop of 50% or
more occurs in grid voltage for a predefined time duration [7].

With the occurrence of voltage sags, reactive power consumption/absorption by the
grid is defined according to LVRT conditions as mentioned in grid codes [37]. In most cases,
for a 50–90% drop in grid voltage magnitude, 2% reactive current of the total rated current
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is needed for every 1% drop of the grid voltage. The overall reactive support in case of
voltage dip on the grid is equated using Equation (26) as under [38]:⎧⎪⎨⎪⎩

Qg.re f = 0 ∀ vgrid > 0.9vn

Qg.re f = (
vn−vgrid

vn
)k ∀ 0.9vn > vgrid > 0.5vn

Qg.re f = 1 ∀ vgrid < 0.5vn

(26)

where vn is nominal grid voltage, vgrid shows grid voltage in case of voltage dip, and k is
the droop constant with its value not more than 2 [39]. The flow chart for the LVRT process
is presented in Figure 7.

 
Figure 7. Flowchart of LVRT Scheme.

3.5. Stability Analysis

Lyapunav stability criterion is used to inspect the stability of the GCWT system in this
study. Using (18), the error in the stator current can be collectively written as:

Is,err = IS(k+1) − I∗S(k+1) (27)

Using (16) and (17)

Is,err =

(
1 − tintR

Ls

)
Is(k) +

tint
Ls

Vs(k) − ωr Is(k)tint − tint
Ls

Es(k) − I∗S(k+1) (28)

Here the control objective is to asymptotically minimize error Is,err. The Lyapunove
error function is written as

L(Is,err) =
1
2
(Is,err)

2 (29)

For a stable system, the derivative of Lyapunove function i.e., ΔL(Is,err), should be
negative while Is,err converges to zero. Therefore, Is,err will lead to zero only if ΔL(Is,err) < 0.
From (27), the time derivative of the Lyapunove function becomes:

ΔL(Is,err) =
1
2

[(
1 − tintR

Ls

)
Is(k) +

tint
Ls

Vs(k) − ωr Is(k)tint − tint
Ls

Es(k)

]2
− 1

2

(
Is,err(k)

)2
(30)
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To ensure negative derivative of ΔL(Is,err), (4) in discrete form will be the future value
of the voltage vector and can be written as:

Vs = −ωr
Ls

tint
Is(k+1) + Es(k) +

Ls

tint
Ls(k) (31)

The criteria to be met by the system for Lyapunove stability is:

L
(

Is,err(k)

)
≥ D1

∣∣∣Is,err(k)

∣∣∣� , ∀Is,err(k) ∈ Y

L
(

Is,err(k)

)
≥ D2

∣∣∣Is,err(k)

∣∣∣δ, ∀Is,err(k) ∈ Γ

L
(

Is,err(k+1)

)
− L

(
Is,err(k)

)
< −D3

∣∣∣Is,err(k)

∣∣∣δ + D4

D1, D2, D3, D4 ∈ R
+ , δ ≥ 1, Y ∈ R

+, Γ ⊂ Y (32)

Substituting (31) into (30), we get

1
2

(
tint
Ls

)2
l2 − 1

2

(
Is(k)

)2 ≥ ΔL(k) (33)

where l ∈ R+ is the quantization error. Using (32),

D1 = D2 = 1, D3 = 0.5, D4 =
1
2

(
tint
Ls

)2
l2

Consequently, controlled parameters are limited within the bounded region, which is
in accordance with Lyapunove stability criteria.

4. Simulation Results and Discussions

To monitor and evaluate the performance of the suggested FCS-MPC strategy, the
following two scenarios are considered and performed in MATLAB/Simulink environment.

(a) P and Q transient performance with fixed and variable WFs.
(b) LVRT performance under symmetrical and asymmetrical faults on the grid.

In addition, comparisons are drawn between the proposed controller strategy and
the PI controller to assess the operational performance during LVRT operations for the
WECS [40]. The aforementioned control scheme is implemented by decoupling the d- and
q-axes currents by using two PI controllers with feed-forward paths. In both loops, the PI
controllers are tuned by plotting Bode plots of the open-loop transfer functions. To achieve
critical damping behavior, the proportional gain has been set to get the frequency crossover
in safe a margin, while integral gain has been set to get the highest gain without overshoots.
The specification of the GCWT system is given in Table 4.

Table 4. Parameters of the GCWT system.

Parameter Value

Rated Power 1.50 MW
Grid Voltage 576 V

DC link voltage 1150 V
Stator Resistor 3.2 mΩ
Stator Resistor 3.05 mH

Switching Frequency 20 KHz
DC-Link Capacitor 0.025 F

Filter Resistor 3.154 mΩ
Filter Inductor 0.44 mH
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4.1. Analysis of Step-Change in Power (Active/Reactive)

The transient response of the FCS-MPC scheme is explored for different WFs
operating conditions.

(a) Step-change in Active Power (Pre f )

In this scenario, the decoupling ability is investigated with WFs fixed at unity, with
a step change of 0 to 1 MW in reference active power Pre f , whereas the reactive power
reference Qre f is fixed at zero. During the transient period, the Q component experienced
an unwanted cross-coupling in the case of fixed WFs. The cross-coupling on Q sustains for
around 2.3 s, as shown in Figure 8a.

Figure 8. Step-response of FCS-MPC during fixed WFs. (a) Active power and Reactive power (b)
Dynamics of WFs.

With variable WFs applied, the proposed FCS-MPC scheme successfully eliminates
cross-couplings and reduces disturbances to insignificant values throughout the transient
phase, as depicted in Figure 9a. Figure 8b illustrates the case of fixed WFs with unity value,
while in the case of variable WFs, the Yd (as shown in Figure 9b) is adjusted, agreeing with
the adjustment rule described in Table 3.

(b) Step-change in Reactive Power (Qre f )

In this section, the FCS-MPC transient performance is examined in an alternative
operating scenario, where Qre f is suddenly changed from 0–1 MVAr, while keeping Pre f
at zero. Transient responses were examined with fixed and variable WFs, and the results
are presented in Figures 10 and 11, respectively. FCS-MPC systems with variable WFs
experienced a settling time of around 0.4 s, which is less than the case of fixed WFs systems,
where it is around 0.9 s.
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Figure 9. Step-response of FCS-MPC during Variable WFs. (a) Active power and Reactive power
(b) Dynamics of WFs.

Figure 10. Step-response of FCS-MPC during fixed WFs. (a) Active power and Reactive power
(b) Dynamics of WFs.
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Figure 11. Step response of FCS-MPC during variable WFs. (a) Active and Reactive power
(b) Dynamics of WFs.

In the findings illustrated in Figure 11a, the proposed FCS-MPC scheme with variable
WFs, the cross-coupling is alleviated to a negligible level, and the disturbance is effectively
mitigated during the transient phase. In this case, the value of Yq is regulated at 0.8.

4.2. Fault Analysis on the Grid Side

(a) Symmetrical Fault Analysis

Symmetrical voltage fault of 30% (0.3 p.u.) of grid voltage is introduced for 0.5 seconds
i.e., from t = 2.5 s to t = 3 s, as presented in Figure 12. The three-phase grid voltage and
resulting grid current waveforms during grid voltage sag are depicted in Figure 12a. During
nominal grid conditions before the 3-phase fault, the active power is generated at 1 p.u.,
while no reactive power injection is done from the PMSG by keeping iqg,re f at zero. As the
voltage dip occurs at the PCC, Figure 12b shows that the DC-link voltage is regulated at
the reference value of 1150 V by virtue of the proposed MPC scheme. During the voltage
dip on the grid, the active power reduces in relation to the voltage drop, as a mismatch of
mechanical generated power and electrical supplied power happens. Figure 12d depicts
the reactive power injection to support the grid in accordance with (27), as active power
decreases during fault. Execution of this limitation scheme provides the supplementary
capacity to GSC for reactive power injection for grid code compliance. The proposed MSC
controller in this case regulates the generator speed so that it keeps the value of DC-link
voltage near the reference value. Moreover, the system inertia takes care of the power
mismatch with increased mechanical speed as shown in Figure 13.
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Figure 12. LVRT Performance of proposed scheme during symmetrical grid fault. (a) Grid voltage (b)
Inverter current (c) DC-link voltage (d) Active and Reactive power.

Figure 13. Increased rotor speed during fault.

In comparison to FCS-MPC, the conventional PI control method does not exhibit a
satisfactory transient response, with the DC-link voltage ripple reaching 1490 V, as depicted
in Figure 14b. Moreover, the PI controller fails to ensure optimum reactive compensation,
with added delay to reach the steady-state value after the fault clears (Figure 14d).

(b) Asymmetrical Fault Analysis

The time and severity of the asymmetrical fault remained similar to the previous case.
In the case of asymmetrical faults on the grid, a performance comparison of the proposed
MPC controller is examined, as shown in Figure 15. Note that DC-link voltage remained
stable with reduced fluctuations as shown in Figure 15b. The proposed controller is faster
than the PI scheme in providing reactive power compensation is supplied to the grid as
active power decreases with increased grid current due to the faulty condition.

With the PI methodology, in addition to DC-link voltage overshoot, the active power
fluctuation with almost double the grid frequency is apparent in Figure 16d. Although GSC
regulates the active and reactive power, the second-order DC-link oscillations adversely
affect the converter operation. The settling time of the PI regulator is inferior, as it takes
more time to achieve steady state as compared to the proposed predictive control scheme.
This shows that the PI controller cannot deliver reasonable performance, indicating that
the proposed MPC approach offers better LVRT performance.

170



Mathematics 2022, 10, 4266

Figure 14. LVRT Performance of PI controller during symmetrical grid fault. (a) Grid voltage
(b) Inverter current (c) DC-link voltage (d) Active and Reactive power.

Figure 15. Enhanced LVRT capability of the proposed MPC scheme during asymmetrical grid faults.
(a) Grid voltage (b) Inverter current (c) DC-link voltage (d) Active and Reactive power.
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Figure 16. LVRT Performance of PI controller during asymmetrical grid fault. (a) Grid voltage
(b) Inverter current (c) DC-link voltage (d) Active and Reactive power.

4.3. Experimental Results

In order to validate the performance of the proposed controller, an experimental setup
is used as shown in Figure 17. The experimental verification is realized by OPAL-RT
(OP5700) platform. The parameters of experimental tests are similar to those of simulation
results. The sampling frequency of the FCS-MPC algorithm is 20 kHz, while the data
sampling frequency is either 16 or 20 kHz, contingent upon the data logging duration as
well as memory constraints.

Figure 17. Experimental Steup.

Similar to simulation results, a symmetrical voltage sag of 30% is introduced at the
grid side. As a result, dip in the grid voltage is evident, along with rise in inverter current
in Figure 18. Furthermore, net DC-link voltage is upheld within at the reference value with
very low ripple oscillations under sag conditions, as depicted in Figure 19.

The active and the reactive power are being regulated, corresponding to LVRT op-
eration conditions. The dynamic response of the proposed predictive control is efficient
in providing grid support by increasing in the reactive power injection along with active
power reduction as the grid fault occurs. Thus, the results of the experimental setup pre-
sented here approve that the enhanced LVRT compliance can be achieved robustly by using
the proposed FSC-MPC scheme.

172



Mathematics 2022, 10, 4266

 
Figure 18. Grid Voltages and Inverter current under Symmetrical grid fault.

 
Figure 19. DC-link voLtage and Power regulation.

4.4. Parameter Robustness Analysis

With FCS-MPC being a model-based method, adequate system parameter values are
pivotal for an overall robust control. Thus, the variation in the values of PMSG’s resistance
and inductance (Ls) do have a direct or indirect effect on the system performance, as can
be seen from (16) and (17). The detuned PMSG model is used to examine the parameter
robustness and sensitivity by variation in the values of Ls. The sensitivity of the proposed
strategy is investigated by changing the Ls from 50% to 150% of its measured value. From
Figure 20, it can be seen that dq-frame stator currents have higher oscillations in case of
detuned parameter conditions as compared to real values. Nevertheless, the proposed FCS-
MPC applied on the MSC side still manages to track the reference value under varying Ls
conditions. The value of the stator current THDs in case of generator inductance variations
of 50% and 150% are 7.35% and 8.81% respectively. Finally, a comparison of the proposed
FCS-MPC and PI control with respect to parameter tuning, complexity, response, and
computation cost/burden is summarized in Table 5. The computation burden here is the
measure of execution time for the two control schemes. The execution time for the proposed
scheme is longer than the simulation time, as FCS-MPC is required to execute at least three
cycles to compute the predicted voltage vector values.

Table 5. Comparison of FCS-MPC and classical PI controller.

Features PI Controller FCS MPC

Parameter Decoupling External Internal
Tuning Retuning required Easy, no retuning needed

Secondary axis current control Additional PI regulators required Single cost function for error
mitigation

Dynamic response Slow Fast
Computation burden Medium High
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Figure 20. Parameter robustness analysis under inductance variation (a) d-axis stator current
(b) q-axis stator current.

5. Conclusions

In this paper, time domain modeling and analysis of a direct-drive PMSG-based
wind turbine along with FCS-MPC scheme with improved LVRT performances have been
presented. In GCWT systems, the issues of cross-coupling of the active and reactive power
during transient states have been addressed by efficiently incorporating variable WFs
with the FCS-MPC scheme. The performance of the proposed controller is analyzed by
fast selection and application of switching states on the MSC and GSC inverters during
symmetrical and asymmetrical grid faults. Moreover, the abrupt increase in DC-link voltage
in case of voltage dips is regulated using excess active power in rotor inertia of PMSG-based
wind turbine during the faulty condition. The suggested FCS-MPC scheme shows better
LVRT capability in comparison with the conventional PI control approach with enhanced
DC-link voltage stability and reactive power compensation during various fault conditions.
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Abstract: The suspension system needs both an active mode and passive mode when the emergency
rescue vehicle is running on a complex road. Therefore, an active–passive composite suspension
actuator (APCSA) is designed in this paper. Firstly, combined with computational fluid dynamics
theory and dynamic mesh technology, the complete fluid domain of the original passive suspension
actuator (PSA) is simulated. Secondly, in accordance with the simulation results and in consideration
of the working conditions of the active suspension of the emergency rescue vehicle, the APCSA is
designed, and its flow field characteristics are studied. Finally, test results show that the maximum
recovery damping force/compression damping force of the APCSA is 2428.98 N/−1470.29 N, which
is 53.5%/50.4% lower than that of the original PSA. Hence, the dynamic response capability of
the actuator is effectively improved, which lays a foundation for improving the ride comfort and
handling stability of emergency rescue vehicles on complex roads.

Keywords: emergency rescue vehicle; active–passive composite suspension; actuator; compound
working mode; computational fluid dynamics; dynamic mesh

MSC: 76-04

1. Introduction

Emergency rescue vehicles are mainly used for rescues on land, which has a large load
capacity and complex road conditions [1–4]. The suspension system can cushion the impact
transmitted from the road to the vehicle body and ensure the driving smoothness and han-
dling stability of the vehicle [5–7]. The commonly used suspension types include passive
suspension, semiactive suspension and active suspension [8,9]. Compared with passive
suspension and semiactive suspension, active suspension can actively adjust the suspen-
sion stiffness and damping parameters in accordance with the driving road conditions to
improve the driving smoothness and stability of the vehicle [10–12]. In the case of ensuring
the vibration suppression effect when driving on different roads, a single suspension mode
cannot maintain low power consumption. Therefore, the suspension adopts an active
mode under off-road conditions and a passive mode under good road conditions. This
can effectively improve the environmental adaptability of the emergency rescue vehicle,
reduce the power consumption and improve the operational life. A schematic of active
and passive mode switching is shown in Figure 1. When the suspension is in the passive
mode, the rod and rodless cavities of the actuator are connected with the accumulators
to form a hydro-pneumatic spring. When the suspension is in the active mode, the rod
and rodless cavities of the actuator are connected with a servo valve, and the servo valve
controls the actuator to realize various control algorithms. The accumulator in front of the
servo valve is used to stabilize the pressure pulsation, and the pump is driven by the engine.
Furthermore, an overflow valve is set at the pump port to regulate the system pressure.
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Figure 1. Schematic diagram of mode switching. 1. Body connecting plate. 2. Actuator. 3. Tyre.
4. Servo valve. 5. Mode switching valve block. 6. Accumulator of rodless cavity. 7. Accumulator of
rod cavity.

Mode switching is realized by a mode switching valve block.
A suspension actuator is a key component of active suspension. The performance of

the actuator directly affects the performance of the active suspension, further affecting the
ride comfort and handling stability of the whole vehicle [13–15]. The suspension actuator
of existing emergency rescue vehicles is designed for passive suspension, which cannot
satisfy the requirements of active mode and passive mode at the same time. Therefore, it is
necessary to design an active–passive composite suspension actuator (APCSA) to meet the
needs of switching between active mode and passive mode. The channel parameters of the
rod and rodless cavities in the suspension actuator will affect the actuator movement. If a
channel’s diameter is too small, it will increase the accumulation of pressure loss, reduce
the circuit efficiency and cause noise and vibration [16,17]. Therefore, the design of the
channels is particularly important.

Computational fluid dynamics (CFD) combines numerical calculation methods with
data visualization to simulate the flow of liquid. It is a new technical method to solve the
flow problem, in addition to theoretical analysis and experimental measurement [18–20].
Dynamic mesh technology can be used to simulate the problem wherein the flow field
shape changes with time [21–25].

Abdalla et al. [26] used the Fluent software to study the influence of the actuator outlet
size on flow and piston speed, and the simulation results showed that increasing the outlet
area can increase the actuator flow and piston speed. Behrens et al. [27] used dynamic mesh
technology to simulate the dynamic characteristics of a high-frequency actuator under the
influences of inertia and oil compressibility. Lai et al. [28] used the CFD model to study the
pressure characteristics of a hydraulic cylinder and found that the CFD model showed a
better pattern of cushion processing compared with other models. Li et al. [29] analyzed
the interior flow field in different clearance conditions and at different rotation rates in
a rotary hydraulic cylinder with Fluent. The existing literature has simplified the fluid
domain of an actuator, neglected the structure of the flow channel and reduced the accuracy
of the simulation.

In this study, in consideration of the complex road conditions of emergency rescue
vehicles, two suspension working modes are designed. Combined with CFD theory and
dynamic mesh technology, the complete fluid domain of a passive suspension actuator
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(PSA) is simulated. Then, the actuator structure is redesigned to improve the motion
characteristics of the actuator, making it an APCSA that considers the needs of active and
passive modes. Lastly, the performance of the APCSA is tested by experiments.

2. Numerical Simulation of Flow Field

2.1. Actuator Structure and Geometric Modelling

The PSA of an emergency rescue vehicle is taken as the research object. The structural
model is shown in Figure 2. The diameter of the rodless cavity is 80 mm, the diameter of
the rodless cavity channel is 10 mm, the diameter of the piston rod is 70 mm, the diameter
of the rod cavity channel is 8 mm, and the stroke is 200 mm. The fluid domain is composed
of four parts: the rod cavity, the rodless cavity, the rod cavity channel and the rodless cavity
channel. The dynamic mesh technology is used to simulate the movement process of the
piston rod, which lays the foundation for the structural design of the APCSA.

 

Figure 2. Actuator structure model. 1. Rod cavity. 2. Rodless cavity. 3. Rodless cavity channel. 4. Rod
cavity channel.

The diameter of the hoses connecting the actuator and other components is 20 mm,
which is much larger than the diameter of the internal flow channel of the actuator. There-
fore, the flow resistance of the hoses can be ignored.

2.2. Flow Field Simulation
2.2.1. Meshing

To improve the mesh quality, the fluid domain model is imported into ICEM CFD for
mesh generation. Since the shape of the piston motion area is regular, it is divided into
hexahedral meshes. Furthermore, since the shapes of the channels are irregular, they are
divided into tetrahedral meshes. Given the small size of the channel, a boundary layer
effect exists in the flow, so the boundary layer grid is denser to ensure the effectiveness
of the simulation results. Before the final determination of the mesh model, the mesh
independence is verified to ensure that the final calculation results are the least sensitive
to the change in mesh density. Taking the mass flow at the outlet as an indicator, the
calculation result is as shown in Figure 3.
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Figure 3. Mesh sensitivity check.

It can be seen from Figure 3 that when the number of elements exceeds 2.7 million, the
mass flow at the outlet tends to be stable. In order to reduce the amount of computation
and obtain reliable results, the total number of grids is determined to be approximately
2.7 million.

The fluid domain mesh model is shown in Figure 4. This study completely retains the
real model of the actuator fluid domain and does not simplify it, such as via the intersection
of flow channels, to ensure the correctness of the simulation results.

Figure 4. Fluid domain mesh model.

2.2.2. Fluid Mechanical Governing Equation

The following equations are applied.
The continuity equation is

∂ρ

∂t
+ div(

→
u ) =

∂ρ

∂t
+

∂(ρu1)

∂x
+

∂(ρu2)

∂y
+

∂(ρu3)

∂z
= 0. (1)

The momentum equation is⎧⎪⎪⎨⎪⎪⎩
∂(ρu1)

∂t + div(ρ
→
u u1) = div(μgradu1)− ∂p

∂x + S1
∂(ρu2)

∂t + div(ρ
→
u u2) = div(μgradu2)− ∂p

∂y + S2
∂(ρu3)

∂t + div(ρ
→
u u3) = div(μgradu3)− ∂p

∂z + S3

(2)
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The energy conservation equation is
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The transport equations of turbulent kinetic energy k and dissipation rate ε are

∂(ρk)
∂t

+
∂(ρkui)

∂xi
=

∂

∂xj

[(
μ +

μt

σk

)
∂k
∂xj

]
+ Gk − ρε + Sk, (4)

∂(ρε)

∂t
+

∂(ρεui)

∂xi
=

∂

∂xj

[(
μ +

μt

σk

)
∂ε

∂xj

]
+ C1ε

ε

k
Gk − C2ερ

ε2

k
+ Sε. (5)

where ρ is the density of fluid. ui and uj are the velocity components of fluid in three
directions (i = 1, 2, 3; j = 1, 2, 3); that is, u1, u2 and u3 are the velocity components of fluid in
the x, y and z directions, respectively. Si is the generalized source term, (I = 1, 2, 3). p is the
pressure on the fluid element. kp is the heat transfer coefficient of the fluid. cp is the specific
heat capacity. T is the temperature. ST is the part of the fluid mechanical energy converted
into heat energy. μ is the dynamic viscosity. μt is the turbulent viscosity. k is the turbulence
kinetic energy. Gk is the turbulent kinetic energy generation term caused by the average
velocity gradient. σk and σε are the Prandtl numbers corresponding to k and ε, respectively.
Sk and Sε are user-defined source terms. C1ε and C2ε are empirical constants; that is, C1ε =
1.44, C2ε = 1.92, σk = 1.0, and σε = 1.3.

2.2.3. Parameter Setting

ANSYS Fluent is used for the numerical simulation of the model. The turbulence
model is set as standard k–ε. The hydraulic oil is ISO-L-HM46 with a density of 889 kg /m3

and a dynamic viscosity of 0.04048 Pa·s. The inlet of the rodless cavity is set as the ‘Pressure
Inlet’, and the pressure is 1.5 MPa. The outlet of the rod cavity is set as the ‘Pressure Outlet’,
and the pressure is 0.05 MPa. The solver is set as ‘Pressure-Based’, and the calculation
method is ‘SIMPLE’.

The strategy of dynamic mesh updating adopts the ‘Layering’ updating method. The
movement of the piston in the dynamic domain is defined by ‘DEFINE_ CG_ MOTION’,
and the piston movement speed is set to 0.3 m/s. As the stroke of the actuator is relatively
short, which is ±0.1 m, when the speed is 0.3 m/s, it only takes 0.33 s for the actuator to
reach the maximum stroke. Therefore, the speed is reasonable for the practical operation of
suspension in off-road conditions.

3. Simulation Results and Analysis

The flow speed and pressure loss of oil can be determined by analyzing the flow
field inside the suspension actuator, which can provide a theoretical reference for the
structural design of the actuator. Given that the motion speed of the actuator is 0.3 m/s,
four simulation time points within 0.67 s are selected to analyze the dynamic flow field
characteristics of the suspension actuator during its extension movement.

3.1. Actuator Flow Field Pressure Contour

The pressure contour of the actuator flow field is shown in Figure 5.
Figure 5 illustrates that during the extension movement of the actuator, a large pressure

drop occurs from point A to point B in the rod cavity channel. When t = 0.67 s, the pressure
from point A to point B at 10 positions is taken. The pressure curve is shown in Figure 6.
The pressure of point A is 0.938 MPa and that of point B is 0.366 MPa, and the pressure loss
is 0.572 MPa. Because the small diameter of the rod cavity channel causes a large pressure
loss, the rod cavity channel needs to be redesigned.
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(a) 

 
(b) 

 
(c) 

(d) 

Figure 5. Pressure contour: (a) t = 0 s; (b) t = 0.2 s; (c) t = 0.4 s; (d) t = 0.67 s.
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Figure 6. Pressure curve of the rod cavity channel.

3.2. Actuator Flow Field Velocity Contour

The velocity contour of the actuator flow field is shown in Figure 7.

(a) 

(b) 

Figure 7. Cont.
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(c) 

(d) 

Figure 7. Velocity contour: (a) t = 0 s; (b) t = 0.2 s; (c) t = 0.4 s; (d) t = 0.67 s.

As seen in Figure 7, during the extension movement of the actuator, the flow speed of
the oil increases after it enters the rod cavity channel from the rod cavity, whilst the speed
of other parts, such as the rodless cavity, does not change significantly. The flow speed
from point A to point B at 10 positions at t = 0.67 s is determined. The velocity curve is
shown in Figure 8. The maximum flow speed from point A to point B is 18.63 m/s, and the
flow speed at most locations is stable near this velocity. Therefore, during the extension
movement of the actuator, the flow speed of the rod cavity channel is too fast to be achieved
in the experiment, so the rod cavity channel should be redesigned to reduce the flow speed.

Figure 8. Velocity curve of rod cavity channel.
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4. Structure Design and Flow Field Simulation of the APCSA

4.1. Structural Design of the APCSA

Given that the installation position of the suspension actuator on an emergency rescue
vehicle is difficult to change, the external dimensions of the APCSA should be the same as
before. To improve the motion characteristics and responsiveness of the actuator in active
mode, a rod cavity channel 4-2 (Figure 9) is added, which enlarges the equivalent flow
area of the rod cavity channel. During the movement of the actuator, the two rod cavity
channels work together to improve the flow capacity of the rod cavity. On the premise of
guaranteeing the structural strength and not changing the installation size, the diameter
d of flow channel 4-2 is set to 5 mm, 6 mm, 7 mm and 8 mm. The smaller flow passage
diameter can allow the actuator to obtain better structural strength. Therefore, if the smaller
channel diameter can meet the requirements of flow speed and pressure drop, the smaller
diameter will be selected. Therefore, the selection of the channel diameter is the result of
considering the structural strength, pressure drop and flow rate.

(a) 

(b) 

Figure 9. Structural model and fluid domain mesh model: (a) structure model; (b) mesh model.
1. Rod cavity. 2. Rodless cavity. 3. Rodless cavity channel. 4-1. Rod cavity channel. 4-2. Rod cavity
channel (d = 5, 6, 7, 8 mm).

The simulation parameters are consistent with those presented in Section 2.2.3. Dy-
namic mesh simulation is carried out in Fluent.

When t = 0.67 s, the pressure and flow velocity at 10 positions from point A to
point B in rod cavity channel 4-1 are taken, and the comparison curves are as shown in
Figures 10 and 11.
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d 

d 
d 
d 

Figure 10. Pressure curve at different diameters.

d 
d 
d 

d 

Figure 11. Velocity curve at different diameters.

As seen in Figures 10 and 11, the larger the diameter of rod cavity channel 4-2, the
smaller the pressure and pressure drop from point A to point B, and the lower the steady
flow speed between points A and B. A comparison of the pressure drops from point A to
point B with different diameters is shown in Figure 12, and a comparison of the steady flow
speeds is displayed in Figure 13.
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d d d d

Figure 12. Comparison of pressure drop at different diameters.

d d d d

Figure 13. Comparison of flow speed at different diameters.

Figures 12 and 13 demonstrate that when the diameter d of rod cavity 4-2 is 5 mm,
6 mm, 7 mm and 8 mm, respectively, the pressure drop from point A to point B decreases by
29.7%, 43.2%, 62.1% and 75.7%, respectively, compared with PSA, and the steady flow speed
between points A and B decreases by 31.0%, 41.6%, 47.8% and 56.0%, respectively. Therefore,
on the premise of ensuring the structural strength and not changing the installation size,
the diameter d of rod cavity channel 4-2 should preferably be 8 mm.

4.2. Simulation Results (d = 8 mm)

The flow field pressure contour of the APCSA when the diameter of rod cavity channel
4-2 is 8 mm is shown in Figure 14. Given the symmetrical structure of the two rod cavity
channels, taking rod cavity channel 4-1 as an example, the flow field velocity contour
diagram of its profile is as shown in Figure 15.
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(a) 

(b) 

(c) 

Figure 14. Cont.
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(d) 

Figure 14. Pressure contour: (a) t = 0 s; (b) t = 0.2 s; (c) t = 0.4 s; (d) t = 0.67 s.

 
(a) 

(b) 

Figure 15. Cont.
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(c) 

(d) 

Figure 15. Velocity contour: (a) t = 0 s; (b) t = 0.2 s; (c) t = 0.4 s; (d) t = 0.67 s.

Figure 14 demonstrates that during the extension movement of the actuator—that
is, when t = 0.2 s, t = 0.4 s and t = 0.67 s—the pressure drop from point A to point B in
the rod cavity channel is small. As seen in Figure 10, when t = 0.67 s, the pressure at
point A is 0.387 MPa, and the pressure at point B is 0.248 MPa, so the pressure drop is
0.139 MPa. Compared with PSA, the APCSA effectively reduces the pressure loss in the
rod cavity channel.

As seen in Figure 15, during the extension movement of the actuator, the flow speed
of the oil increases after it enters the rod cavity channel from the rod cavity, whilst the
speed of other parts, such as the rodless cavity, does not change significantly. Figure 11
illustrates that the maximum flow velocity from point A to point B is 8.19 m/s, and the flow
velocity at most positions is stable around this velocity. Compared with PSA, the APCSA
effectively reduces the flow velocity in the rod cavity channel and meets the requirements
of the actuator movement speed.

5. Experiment

To further compare the performance of the PSA and APCSA, a suspension actuator
test bench is established, as shown in Figure 16. The APCSA test bench is divided into an
actuating bench and a pumping station. The actuating bench includes a counterweight,
a force sensor, a suspension actuator and a frame, etc. The pumping station includes an
electro-hydraulic servo valve, an oil pressure sensor, a hydraulic pump, a hydraulic oil
tank and an accumulator, etc. The PSA is shown in Figure 17a, and the APCSA is shown in
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Figure 17b. In the experiment, the diameter of rod cavity channel 4-2 is 8 mm, and the mass
of the counterweight is 1000 kg. In addition, the pressure at the pump outlet is 9 MPa.

  
(a)  (b)

Figure 16. Suspension actuator test bench: (a) actuating bench; (b) pump station.

  
(a)  (b) 

Figure 17. Actuator structure comparison diagram: (a) PSA; (b) APCSA.

A displacement step and square wave response tests are carried out for the PSA and
APCSA, respectively. The actuator structure is the only variable, and other conditions,
such as system pressure and counterweight weight, remain the same. The experimental
response curves are shown in Figures 18 and 19.
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(a)  (b) 

t

Figure 18. Displacement step response: (a) response comparison curve; (b) rise time comparison chart.

t  
(a)  (b) 

Figure 19. Displacement square wave response: (a) response comparison curve; (b) rise time com
parison chart.

Figure 18 shows that under the step signal, the time required for the PSA to rise
to 0.06 m is 0.284 s, and the time required for the APCSA is 0.193 s, which is 32% less
than the rising time of the PSA; in other words, the response speed of the APCSA is
significantly improved.

As seen in Figure 19, under the square wave signal, the response time of the APCSA
during rising and falling decreases. A comparison diagram of the mean values for rising
to 0.06 m three times is shown in Figure 19b. The mean time of the PSA rising to 0.06 m
is 0.262 s, and the mean time of the APCSA rising is 0.182 s, which is 30.5% lower than
that of the PSA. Therefore, the response speed of the APCSA is proven to be significantly
improved once again.

Sinusoidal signals with an amplitude of 0.06 m and frequencies of 0.5 and 1 Hz are
used to test the following effect of the two actuators. The displacement curves of the
experimental results are shown in Figures 20 and 21.

The time delay and amplitude attenuation ratio are used as performance indexes, and
a comparison is shown in Table 1. Figure 20 and Table 1 indicate that under the sinusoidal
signal with a frequency of 0.5 Hz, the time delay of the displacement curve of the PSA
is 0.10 s, and the amplitude attenuation ratio is 5.5%. The time delay of the APCSA is
0.04 s, and the amplitude attenuation ratio is 0.3%, which improves the displacement
following effect.
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t

Figure 20. The 0.5 Hz sinusoidal response.

Figure 21. The 1 Hz sinusoidal response.

Table 1. Performance index comparison.

Comparison
Time Delay (s) Amplitude Attenuation Ratio (%)

0.5 Hz 1 Hz 0.5 Hz 1 Hz

PSA 0.10 0.13 5.5 10.8
APCSA 0.04 0.05 0.3 0.5

Performance improvement 60.0% 61.5% 94.5% 95.4%

Figure 21 and Table 1 show that under the sinusoidal signal with a frequency of 1 Hz,
the displacement curve of the PSA lags behind obviously, the time delay is 0.13 s, and
the amplitude attenuation ratio is obvious, with a rate of 10.8%. The APCSA has a good
displacement following effect, with a time delay of 0.05 s and an amplitude attenuation ratio
of 0.5%. To summarize, the higher the target frequency, the more obvious the performance
improvement achieved.

In the sinusoidal test with a frequency of 1 Hz, the theoretical output force F of the
actuator was calculated as follows:

F = P1 A1 − P2 A2 (6)

where P1 is the rodless cavity pressure, P2 is the rod cavity pressure, A1 is the force area of
the rodless cavity, and A2 is the force area of the rod cavity. P1 and P2 are obtained using
oil pressure sensors. The pressure sensors are installed on the pipelines connected with
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the rod cavity and the rodless cavity of the actuator to detect the pressures at the inlet and
outlet of the flow channel.

The actual output force N of the actuator can be obtained using the force sensor. The
theoretical output force of the PSA is F1, and the actual output force is N1. The theoretical
output force of the APCSA is F2, and the actual output force is N2. The output force curves
are shown in Figure 22.

t

F
F

N
N

Figure 22. Different output force curves: F1 is the theoretical output force of the PSA; N1 is the actual
output force; F2 is the theoretical output force of the APCSA; N2 is the actual output force.

According to the force analysis of the piston rod,

F = N + C + G, (7)

where C is the equivalent damping force of the hydraulic cylinder and G is the inertia
force. Taking one cycle as an example, the equivalent damping force C can be obtained
by removing the inertia force G, as shown in Figure 23. The equivalent damping force–
displacement curve is shown in Figure 24, and the equivalent damping force–velocity curve
is shown in Figure 25.

t  
Figure 23. Equivalent damping force.
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Figure 24. Equivalent damping force–displacement curve.

Figure 25. Equivalent damping force–velocity curve.

The maximum restoring damping force/compression damping force can be obtained
from Figures 24 and 25. As shown in Table 2, the maximum restoring damping force/
compression damping force of the PSA reaches 2608.16 N/−1472.51 N, indicating that sub-
stantial energy is consumed in the actuator, which presents a disadvantage for the control of
electro-hydraulic active suspension. The maximum restoring damping force/compression
damping force of the APCSA is 1209.88 N/−735.35 N, which is 53.6%/50.1% lower than
that of the PSA, thus improving the dynamic response capability of the actuator. The
driving road surface of emergency rescue vehicles is complex and diverse, and when the
suspension is in active mode, the suspension actuator should have a fast response rate
and high control accuracy. The maximum resilience damping force/compression damping
force of the actuator is reduced by the redesign, so that it satisfies the requirements of active
suspension for the actuator. Such a redesign lays the foundation for improving the driving
smoothness and handling stability of emergency rescue vehicles on complex road surfaces.

Table 2. Comparison of damping force.

Maximum Damping Force PSA APCSA Reduction

Restoring 2608.16 N 1209.88 N 53.6%
Compression −1472.51 N −735.35 N 50.1%
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6. Conclusions

(1) Combined with CFD theory and the dynamic mesh technique, a simulation study
on a typical PSA is carried out to redesign the actuator structure and overcome the
structural barriers between passive and active suspension actuators. Hence, a type
of APCSA can be obtained to meet the needs of switching between active mode and
passive mode.

(2) The flow field simulation results indicate that after diameter selection, the pressure
loss of the rod cavity channel of the PSA is 0.572 MPa, and the maximum flow speed
is 18.63 m/s. Meanwhile, the pressure loss of the rod cavity channel of the APCSA
is 0.139 MPa, and the maximum flow speed is 8.19 m/s. Thus, the pressure loss is
reduced by 75.7%, and the maximum flow speed is reduced by 56.0%. The effect of
the structural redesign is obvious.

(3) In the step and sinusoidal response experiments, the response velocity and displace-
ment following performance of the APCSA are significantly improved compared
with the PSA. The maximum restoring damping force/compression damping force
of the APCSA is 2428.98 N/−1470.29 N, which is 53.5%/50.4% lower than that of
the PSA. The dynamic response ability of the actuator is improved. The APCSA will
assist the active suspension system of the whole vehicle to realize various advanced
control algorithms.
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Abstract: This paper presents an adaptive control to stabilize the output voltage of a DC–DC boost
converter that feeds an unknown constant power load (CPL). The proposed controller employs
passivity-based control (PBC), which assigns a desired system energy to compensate for the negative
impedance that may be generated by a CPL. A proportional-integral (PI) action that maintains a
passive output is added to the PBC to impose the desired damping and enhance disturbance rejection
behavior, thus forming a PI+PBC control. In addition, the proposed controller includes two estimators,
i.e., immersion and invariance (I&I), and disturbance observer (DO), in order to estimate CPL and
supply voltage for the converter, respectively. These observers become the proposed controller for an
adaptive, sensorless PI+PBC control. Phase portrait analysis and experimental results have validated
the robustness and effectiveness of the adaptive proposed control approach. These results show that
the proposed controller adequately regulates the output voltage of the DC–DC boost converter under
variations of the input voltage and CPL simultaneously.

Keywords: passivity-based control; Hamiltonian function; asymptotic stability convergence; sensor-
less control design; adaptive control design; unknown constant power load

MSC: 93-02

1. Introduction

1.1. General Context

Recent advances in electrical distribution networks with DC technologies for medium
and low-voltage applications have boosted the massive integration of multiple distributed
energy resources, such as renewable generation [1], energy storage systems [2], and control-
lable loads [3], among others. The main characteristic of integrating these devices in DC
networks is the need to use power electronic converters to manage their behavior and take
each one of them to an optimal operating point [4]. Figure 1 presents most of the typical
DC–DC converters used to interface distributed energy resources and controllable loads to
a DC bus.

Note that the technology of the converter will depend exclusively on the distributed
energy resource it interfaces. In the case of solar and wind sources, the converter is
unidirectional, and it may be a buck or boost converter [5]. Battery energy storage systems
must be bidirectional in nature, as the battery behaves as a load in some periods and as
a power supply in others [6]. For this reason, bidirectional boost converters constitute an
alternative to manage energy behavior in batteries. In the case of controllable loads (linear
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or nonlinear), the energy flow goes from the DC bus to the load, which implies that a buck
or boost converter can be used to integrate them into the DC network.

Bus dc

Load dc

CPL

R

AC-Grid
VSC

Boost converter

Buck converter

Boost converter

Bidirectional
converter

Solar

Wind turbine

Battery

VSC: Voltage Source Converter

Figure 1. Some classical converters employed to interface distributed energy resources and loads in
DC networks.

In Figure 1, it is evident that power electronic converters play the most important role
in the massive integration of distributed energy resources and loads into DC networks.
This implies that advanced control techniques are required to manage energy requirements
effectively.

1.2. Motivation

The power electronic converters presented in Figure 1 pose important challenges to
the operation of entire DC grids, given that efficient methodologies are needed to control
the DC system at primary, secondary, and tertiary levels. The primary control design is the
first layer that associates the system’s behavior with its physical devices, i.e., this control
stage is entrusted with operating each converter. It is necessary to consider the system’s
physical requirements regarding its response speed while ensuring a stable behavior under
normal operating conditions [7]. The secondary control is also known as restorative control,
which aims to stabilize the operation of the DC network under abnormal conditions, i.e.,
temporary short-circuit or load disconnections, with the main purpose of preserving all
the state variables within a secure range of operation [8]. On the other hand, the tertiary
control stage, also known as the optimization stage, is entrusted with defining the operative
conditions of the network (signal references) in order to minimize or maximize some
performance indicators [9].

The main interest of this research corresponds to the primary control design for a
converter that interfaces the DC network with an energy user. Specifically, it focuses on de-
signing a controller for a boost converter to support the voltage profile of a constant power
load at the terminals while assuming that the voltage of the DC network and the value
of the constant power consumption are unknown. This is a critical problem in microgrid
energy management systems, as it is necessary to design an efficient controller that ensures
the stable operation of the load and grid under normal operating conditions [10]. However,
this is a challenging control task, given the nonlinearities introduced by the load (negative
impedance) and that the boost converter has a nonlinear model [11,12]. Due to the above,
it is important to study nonlinear controls that include estimators for the external inputs to
the system, guaranteeing its stability [13–15].
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1.3. Literature Review

Multiple studies on control methods implemented in boost converters have been
presented in the specialized literature. Stability analysis for a boost converter supplied a
constant power load (CPL) was proposed by [16]. A robust sliding mode control based
on pulse-width modulation was described in [17] in order to remove possible instabilities
provided by the CPL in DC microgrids. An adaptive backstepping sliding mode control to
regulate the output voltage of a boost converter connected to a CPL was proposed in [18]. A
sliding mode control to manage the output voltage of a boost converter feeding a CPL was
presented in [19], where the authors employed a switching surface that relieves the inrush
current in the boost converter and external disturbances by maintaining its output voltage
at the desired value. Incremental passivity-based control (PBC) was presented in [20,21]
to stabilize the output voltage of a DC–DC converter under time-varying disturbances,
which were addressed by implementing a proportional-integral (PI) observer. In [22], a
robust type-II fuzzy technique based on pulse-width modulation was presented to control
a DC–DC boost converter with a CPL. The authors of [23] designed a controller to regulate
the output voltage of a DC–DC boost converter feeding a CPL. This controller was based on
a sliding mode control method and included a finite-time parameter observer. An adaptive
output feedback control to maintain the output voltage of a DC–DC boost converter was
shown in [24]. This control added an estimate for the converter’s inductor current and
load conductance based on a reduced-order state observer. The study by [25] designed a
PI-PBC method to ensure that the output voltage of a DC–DC boost converter remained at
the desired value. This method included a parameter estimation-based observer for the
converter inductor current. Finally, the authors of [26] presented a nonlinear control based
on the interconnection and damping assignment (IDA) PBC strategy to regulate the output
voltage of a boost-type DC–DC converter.

1.4. Contribution and Scope

Considering the aforementioned literature review, this research article makes the
following contributions:

i. The formulation of a general nonlinear control design based on PBC theory, which
regulates the voltage at the terminals of an unknown constant power load fed by a
boost converter.

ii. The addition of a PI design that maintains passive output to improve the convergence
of the proposed control and remove the oscillations generated by the disturbance.

iii. The combination of the immersion and invariance (I&I) and disturbance observer
techniques to estimate the CPL and input voltage of the converter with the proposed
controller, thus making it an adaptive, sensorless PI+PBC control, as verified by the
simulation and experiment results.

The main advantage of the proposed PBC design, which includes PI action, is that it
ensures the asymptotic stable operation of the boost converter, taking into account that
its input voltage, as well as the CPL values, are estimated in real-time (online). This is
particularly important because the control law in closed-loop operation is independent of
physical measures, namely the voltage input and load current. This approach reduces the
number of sensors required.

1.5. Document Organization

The remainder of this document is structured as follows: the mathematical modeling
of the DC–DC boost converter using averaging modeling theory and control problem
formulations is presented in Section 2. The design of the proposed adaptive controller
with the inclusion of the estimator is described in Section 3. Section 4 presents the phase
portrait analysis and experimental results used to validate the proposed controller. Finally,
Section 5 lists the main conclusions of this research.
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2. Mathematical Modeling and Problem Formulation

This section uses averaging modeling theory to describe the general mathematical
modeling of the boost converter feeding a constant power load. It also presents the
equilibrium point for this system, which is essential in designing any control approach. In
addition, the control problem formulation and the requirements for the voltage regulation
of the studied converter are defined.

2.1. DC–DC Boost Converter Modeling

A boost converter is a DC–DC converter whose voltage output has a higher DC value
than its input voltage, which makes it a step-up converter. A boost converter is composed
of two semiconductor switches (diode and IGBT) and two elements for energy storage,
namely the capacitor and the inductor [27]. Figure 2 illustrates a boost converter supplying
a CPL. Its dynamic model is achieved using two of Kirchhoff’s laws. The second law is
applied at node, which connects the capacitor, inductor, and IGBT. In contrast, Kirchhoff’s
first law is applied to the closed-loop trajectory that contains the inductor, thus generating
its dynamic model:

Li̇ =− (1 − u)v + E,

Cv̇ =(1 − u)i − P
v

,
(1)

where i, v, E ∈ R>0 are the inductor current, output voltage, and input voltage, respectively.
P ∈ R>0 is the CPL, u ∈ [0, 1] is the control input, and L, C ∈ R>0 are inductance and
capacitance values, respectively.

−

+

D1

C

−

+

v

i L

Pu
Q1E

Figure 2. Scheme of a DC–DC boost converter supplying a CPL.

The determination of the equilibrium point for the boost converter (1) is straightfor-
ward:

ε :=
{
(i, v) ∈ R2

>0 | iE − P = 0
}

. (2)

2.2. Control Problem Formulation

The control challenges for the dynamic model (1) lie in the extracted power load P
and input voltage E, which are assumed to be unknown. Hence, the aims of the proposed
controller are:

i. To design a control law in order to regulate the output voltage v at the desired
equilibrium point v�;

ii. To develop an observer to estimate the value of the CPL which achieves an adaptive
control;

iii. To propose an estimator for the input voltage E in order to obtain a sensorless control
scheme.

For the sake of simplicity, defining x1 := i, x2 := v yields the following:

Lẋ1 =− (1 − u)x2 + E,

Cẋ2 =(1 − u)x1 − P
x2

.
(3)
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The assignable equilibrium set for the dynamic model (3) can be expressed as

εx :=
{
(x1, x2) ∈ R2

>0 | x1E − P = 0
}

. (4)

Hence, for a given x2� in (4), the desired equilibrium point for x1� is

x1� =
P
E

. (5)

Remark 1. The main challenges in designing a controller to regulate the voltage output for a boost
converter feeding a constant power terminal are the nonlinearities caused by the product between
control inputs and state variables—which generates a bilinear system—and the presence of the CPL.
This generates a negative impedance in the normal operation of the converter, which may lead to
instabilities if it is not considered in the control design [28].

3. Adaptive PI+PBC Design

PBC is a well-founded theory that is supported by Lyapunov analysis and exploits the
advantages of the port-Hamiltonian modeling of physical systems to design closed-loop
controllers that maintain the pH structure of the system by modifying their internal energy
behavior [29]. There are multiple approaches based on PBC theory, such as standard PBC
design [30], interconnection and damping assignment (IDA-PBC) [26], the energy shaping
PBC approach [31], and PBC with PI gains for purely bilinear systems [27]. The nature of
the open-loop pH model determines the selection of a particular PBC theory to design a
controller for a physical system.

In this research, the proposed controller is designed under the following considerations:

i. The design of a PI-PBC control that guarantees locally asymptotically stability at
desired equilibrium point (x1�, x2�) is described while assuming P and E as known
parameters;

ii. The immersion and invariance (I&I) technique is implemented to estimate the un-
known CPL;

iii. The proposed controller includes a nonlinear disturbance observer (DO) to observe
the input voltage E;

iv. By incorporating the I&I and DO techniques into the proposed controller, an adaptive
sensorless PI+PBC control scheme is reached.

The dynamic system (3) can be presented as an Euler–Lagrange (EL) structure [29]:

Mẋ + (J(1 − u) + R(x))x = ζ, (6)

where x = [x1, x2]
� is the state variable; and M > 0 ∈ R2×2, R ≥ 0 ∈ R2×2, and

J = −J� ∈ R2×2 are the generalized inertia (matrix associated with the energy storage
devices in the converter), damping, and interconnection matrices, respectively. These
matrices are represented as

M =

[
L 0
0 C

]
, R =

[
0 0
0 P

x2
2

]
, J =

[
0 1 − u

−(1 − u) 0

]
, ζ =

[
E
0

]
.

The energy function H(x) of the dynamic system (6) is

H(x) =
1
2

x�Mx, (7)

which is a positive definite function.
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Remark 2. Note that the differentiation with respect to time in (7) accomplishes the following
power balance equation:

Ḣ(x) = Ex1︸︷︷︸
Input power

− P︸︷︷︸
Output power

, (8)

which shows that the difference regarding the change in stored energy is equal to the difference
between the input and output power.

3.1. PI+PBC Design

This subsection presents the general passivity-based control design for the converter
model using a general Hamiltonian function that moves the equilibrium point to the desired
operating point by ensuring asymptotic stability in closed-loop operation. The addition of
the integral action of the PBC feedback control law is also described in detail.

3.1.1. PBC Design

The proposed controller is based on a PBC methodology [29] that stabilizes the dy-
namic model (6).

Theorem 1. Let us assume that the dynamic model (6) is controlled with the control input

uPBC =

x1

(
x1� − P

x2
+ P

x2 − x2�

x2
2

)
− x2(E − x2�)

x2
1 + x2

2
. (9)

Therefore, the dynamic model (6) is locally stable in closed-loop.

Proof. First, the error is defined as e : x − x�, and the dynamic model (6) is proposed as
follows in closed loop:

Mė + (J + R(x))e = 0, (10)

where x� is constant, so ė = ẋ.
By proposing the desired stored energy function in closed loop, the dynamic model

(6) is expressed as

H(e) =
1
2

e�Me. (11)

Taking its derivative with respect to the time along the trajectory (10) yields (6) as

Ḣ(e) = −e�(J + R(x))e,

= −e� Je − e�R(x)e

= −e�R(x)e,

≤ 0

(12)

which implies that the system is passive.
Now, by subtracting (10) in (6), the following equation is achieved:

(J(1 − u) + R(x))x − (J + R(x))e = ζ. (13)

Alternatively, Equation (13) can be expressed as

G(x)u + (J + R(x))x − (J + R(x))e = ζ, (14)
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with G(x) = [−x2, x1]
�, and its full-rank left annihilator G(x)⊥ = [x1, x2], which meets

G(x)⊥G(x) = 0. Multiplying G(x)⊥ in (14) yields

x1� =
Px2� + x1x2(x2� − E)

x2
2

. (15)

The proposed PBC is obtained by solving (14) as

uPBC = [G(x)�G(x)]−1G(x)�(J + R(x))e − (J + R(x))x + ζ)

=

x1

(
x1� − P

x2
+ P

x2 − x2�

x2
2

)
− x2(E − x2�)

x2
1 + x2

2
,

(16)

which completes the proof.

3.1.2. PI Design

A PI controller was added to the proposed control law (16) in order to ensure that the
closed-loop system is locally asymptotically stable.

Theorem 2. A PI controller is introduced into the dynamic system (6) as

uPI = −KpG(x)�e − KiG(x)�z

ż = e,
(17)

where Kp, Ki ∈ R2×2 > 0 are proportional and integral diagonal matrices, respectively.

Now, the closed-loop system takes the following form:

Mė + (J + R(x))e = uPI . (18)

Analyzing the derivative with respect to the time of the desired stored energy function
(11) along the trajectory (18) yields

Ḣ(e) = −e�(J + R(x))e + e�uPI

= −e� J(u)e − e�R(x)e + e�uPI

= e�R(x)e + e�uPI

< e�uPI ,

(19)

which implies that the map uPI → e is passive according to H(e) (for more details, see [32]).
Therefore, the closed-loop system (18) is locally asymptotically stable with the Lyapunov
function

W(e, z) = H(e) +
1
2

Kiz�z. (20)

Proof. By defining χ = [x, z]�, the closed-loop system (18), represented as an EU structure,
can be expressed as[

M 0
0 Ki

]
χ̇ +

[
J + R(x) + G(x)KpG(x)� G(x)KiG(x)�

−G(x)KiG(x)� 0

]
χ = 0. (21)
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By using the candidate Lyapunov function (20) and taking its deviate with respect to
time along the trajectory (21), the following is obtained:

Ẇ(e, z) = Ḣ(e) + kiχ̇χ

< e�uPI + kiχ̇χ

= −Kpe�e − Kie�χ + Kie�χ

= −Kpe�e < 0.

(22)

Invoking the LaSalle–Yoshizawa theorem [33], the closed-loop system (21) is locally
asymptotically stable as long as

lim
t→∞

χ(t) = 0. (23)

e → 0 is fixed, hence e = 0 in (21), which implies that z → 0.

3.2. CPL Estimator

The proposed PI+PBC control requires knowing the CPL to compute the control law,
and the CPL is usually unknown. This study employs an immersion and invariance (I&I)
technique for estimating said load.

Theorem 3. The load P in the dynamic system (3) is estimated with

P̂ = α + γβ(x2)

α̇ = −γβ′(x2)

(
1 − u

C
x1 − P̂

Cx2

)
,

(24)

where γ > 0 is the gain of the I&I technique.
By denoting the estimation error as

P̃ = P̂ − P, (25)

where P̃ is the estimation error of CPL and P̂ is its estimation, the following is obtained:

lim
t→∞

P̃(t) = 0. (26)

Proof. Taking the derivative of the estimation error (25) with respect to time yields the
following result:

˙̃P = ˙̂P = α̇ + γβ′(x2)ẋ2

= α̇ + γβ′(x2)

(
1 − u

C
x1 − P

Cx2

)
= α̇ + γβ′(x2)

(
1 − u

C
x1 − P̂ − P̃

Cx2

)
.

(27)

Now, by substituting α̇ in (28), the following result is achieved

˙̃P = γβ′(x2)
P̃

Cx2
. (28)

Now, it is necessary to define β(x2) in order to ensure that the convergence of P̂ will
be exponential, which is defined as

β(x2) = −1
2

Cx2
2, (29)
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and its time derivative is

β′(x2) = −Cx2. (30)

By replacing (30) in (28), the following expression is obtained:

˙̃P = −γP̃ ⇒ P̃(t) = P̃(0)e−γt. (31)

In (31), it can be noted that P̃(t) will exponentially tend to zero for all initial condi-
tions.

3.3. Input Voltage Estimator

Theorem 4. For the system (3), a DO technique to estimate input voltage is designed as follows:

Ê = ζ + ρx1

ζ̇ = − ρ

L
(ζ + ρx1 − (1 − u)x2),

(32)

where ρ > 0 is the gain of the DO technique. Defining the estimate error as Ẽ = Ê − E yields

lim
t→∞

Ẽ(t) = 0. (33)

Proof. By taking the derivative Ẽ concerning time along the trajectories (3) and (32), the
following is obtained:

˙̃E = ˙̂E = ζ̇ + ρẋ1

= − ρ

L
Ẽ ⇒ Ẽ(t) = Ẽ(0)e−

ρ
L t,

(34)

which satisfies the convergence property in (33).

3.4. Adaptive Sensorless Control Design

By replacing the estimates P̂ of (24) and Ê of (32) into (16), (15), and (17), the proposed
adaptive sensorless control takes the following form:

u = ûPBC + ûPI =

x1

(
x̂1� − P̂

x2
+ P̂

x2 − x2�

x2
2

)
− x2(Ê − x2�)

x2
1 + x2

2
+ ûPI ,

ûPI = −KpG(x)� ê − KiG(x)� ẑ,

ê = [x1 − x̂1�, x2 − x2�]
�,

˙̂z = ê,

x̂1� =
P̂x2� + x1x2(x2� − Ê)

x2
2

.

(35)

4. Results

This section presents the performance of the controller described in Section 3. The
adaptive sensorless PI+PBC has been designed to stabilize the output voltage in a boost
converter supplying an unknown CPL. Phase portrait analysis and experimental results are
employed to evaluate the dynamic behavior of the proposed controller. The boost converter
prototype’s list of components and values is presented in Table 1.
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Table 1. Description of the boost converter’s components.

Component Description Type/Value

Q1 Power MOSFET IRFB4110
D1 Schottky Power Diode RURG8060
L Inductor Wurth Elektronik 74435584700, 47 μH
C Multilayer Ceramic Capacitor TDK C5750X7S2A106M230KB, 10 × 10 μF

The RT-Box of Plexim was used to implement the proposed controller with a time
sample of 10 μS. Figure 3 depicts the implemented prototype system. The gains of the adap-
tive controller were tuned online via of the RT-box of Plexim. These gains are: kp1 = 0.2,
kp2 = 0.05, ki1 = 0.4, ki2 = 5, γ = 0.1 and ρ = 2.

a
b

cd
e

f

h i
g

Figure 3. Experimental setup: (a) oscilloscope, (b) DC electronic device in CPL mode, (c) RT-Box with
analog and digital breakout boards, (d) current probe power supply, (e) MOSFET driver power supply,
(f) DC–DC boost converter, (g) current probes, (h) input voltage power supply, and (i) differential
voltage probe.

The phase portrait for the boost converter implemented with the proposed controller
is shown in Figure 4. The desired equilibrium point ( ) for the boost converter is calculated
with E = 10 V, P = 20 W, x1� = 2 A, and x2� = 15 V. Figure 4 also shows five trajectories
for different initial points. It can be observed that the state variables move in ranges
1.5 A ≤ x1(0) ≤ 4 A and 6.5 V ≤ x2(0) ≤ 17 V. According to the figure, if x2(0) < x2�, x1
initially increases above its equilibrium point, while x2(0) goes near the desired equilibrium
point; meanwhile, if x2(0) > x�2 , x1 and x2 converge directly to their equilibrium points.

Figure 5 illustrates the estimation of the input voltage when the CPL has a constant
value (P = 20 W). Figure 5a presents the dynamic response of the estimate Ê (blue line)
when the input voltage (yellow line) increases from 10 to 8 V. In contrast, Figure 5b reveals
the estimate Ê (blue line) when the input voltage (yellow line) decreases from 10 to 12 V.
These figures show that the estimation of the input voltage Ê can be validated and that its
convergence rate is very fast.
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Figure 4. Phase portrait for the PI+PBC method implemented in the boost converter.

(a)

(b)

Figure 5. Dynamic response of the estimate Ê: (a) input voltage changes between 10 to 8 V; and (b)
input voltage changes between 10 to 12 V. CH1: (1 V/div), CH3: (1 V/div).

Figure 6 depicts the experimental response of the boost converter while considering
that the CPL varies between 20 and 40 W like a 100 Hz square waveform. In this case, it
is also considered that the desired output voltage is x2� = 15 V, and the input voltage for
the boost converter varies from 10 and 8 V at the same time. Figure 6a shows the output
voltage x2 (yellow line), the inductor current x1 (green line), the control signal u (blue line),
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and the estimate P̂ (purple line). Figure 6b depicts the input voltage E (yellow line) and the
estimate Ê (blue line).

(a)

(b)

Figure 6. Dynamic response of the proposed controller: (a) Experimental results for the boost
converter when the CPL is a 100 Hz square waveform between 20 and 40 W, with a duty cycle of 0.5.
CH1: x2 (3 V/div), CH2: x1 (2 A/div), CH3: u (1/div), CH4: P̂ (20 W/div), and time base of 5 ms.
(b) Input voltage changes from 10 V to 8 V. CH1: (1 V/div), CH2: (1 V/div), and time base of 10 ms.

In Figure 6a, it can be observed that the adaptive sensorless PI+PBC control can
instantly stabilize the output voltage of the boost converter. The settling time for the output
voltage is 1.53 ms, and its average overshoot is 5.1%, while the inductor current has a settling
time of around 0.171 ms and no overshoot. This demonstrates the adequate performance of
the proposed controller under simultaneous CPL and input voltage variations. Additionally,
it is observed that the inductor current x1 (green line in Figure 7a) increases when the input
voltage E decreases. This behavior is expected, given that the balance point for the inductor
current depends inversely on the input voltage, as presented in (5) (hyperbolic relation
between voltage and current in the presence of a CPL).

Figure 7 presents the experimental response of the boost converter when its input
voltage changes from 10 V to 12 V, and the CPL varies between 20 and 40 W like a 100 Hz
square waveform simultaneously. The desired output voltage remains the same x2� = 15 V.
Figure 7a illustrates the output voltage x2 (yellow line), the inductor current x1 (green line),
the control signal u (blue line), and the estimate P̂ (purple line). Figure 7b shows the input
voltage E (yellow line) and its estimation Ê (blue line).
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(a)

(b)

Figure 7. Dynamic response of the estimate Ê: (a) input voltage changes from 10 to 8 V. CH1: x2

(3 V/div), CH2: x1 (2 A/div), CH3: u (1/div), CH4: P̂ (20 W/div), and time base of 5 ms; (b) input
voltage changes from 10 to 12 V. CH1: (1 V/div), CH2: (1 V/div), and time base of 10 ms.

It can be seen in Figure 7a that the adaptive sensorless PI+PBC control instantly con-
tinues to regulate the output voltage of the boost converter under the changes considered.
This is supported by the fact that the settling time for the proposed controller is 1.53 ms,
and its average overshoot is 5.1%. It is worth mentioning that, as expected, when the
voltage input increases, the total current flowing through the inductor decreases since its
movement is required to ensure constant power transference from the source to the load.

General Remarks

From the experimental validation presented for a boost converter feeding an unknown
CPL while using the proposed controller, it is possible to observe that:

i. The presented estimator to determine the behavior of the voltage input has an expo-
nential convergence to the exact value when the behavior of the constant power load
remains constant (see Figure 5), regardless of whether the voltage input increases or
decreases from an initial value. Notwithstanding, when the load varies with a square
form and the voltage input also increases or decreases, the behavior of the voltage
input estimator follows the average behavior of the input, albeit with square-form
oscillations (see Figures 6b and 7b), which is expected because the DO estimator
presented in Section 3.3 is dependent on the current measured at the inductor, which
is also a function of the current provided to the load.
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ii. The load estimator presented in Figures 6a and 7a converges exponentially to the exact
value, as predicted by the I&I method presented in Section 3.2. This is also expected
since the estimator depends only on the voltage measured at terminals of the load,
which is the control variable that remains constant, with small variations each time
the load changes.

iii. In general, the proposed PI+PBC approach demonstrated easy tuning characteristics
(two control gains), and fast asymptotic convergence to the desired voltage reference,
regardless of whether the load current and the voltage input are measured or estimated.
These characteristics make the proposed PI+PBC structure a robust control approach
that deals with voltage control in the face of unknown CPLs, thus reducing the number
of sensors required in the physical implementation layer.

5. Conclusions

This paper presented the design of an adaptive control to regulate the output voltage
of a DC–DC boost converter supplying an unknown CPL. The proposed controller used
PBC theory to stabilize the output voltage at its desired value, and a PI action was added
to accelerate its convergence. The PI action maintained a passive output, essential for PBC
theory, and injected the desired damping, thus enhancing disturbance rejection. Addi-
tionally, the proposed controller added two observers, which allowed it not to depend on
some parameters that, in general, can be difficult to measure. The I&I and DO techniques
turned the controller into an adaptive sensorless PI+PBC control, whose robustness and
effectiveness were evaluated by employing phase portrait analysis and experimental results.
The whole set of these tests showed its ability to regulate and maintain the output voltage
of the DC–DC boost converter at its desired values.

Some possible future works derived from this research may include: (i) extending the
proposed control design and observers to classical second-order DC–DC converters (buck,
buck-boost, and non-inverting buck-boost topologies) feeding CPLs, (ii) implementing
inverse optimal control with integral action for controlling DC–DC converters in microgrid
applications, Developing a sliding mode control with the I&I and DO techniques makes it
more robust and allows the system to have a faster convergence.
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Abstract: The use of computers in architecture and construction engineering simplifies and autom-
atize many manual operations, especially in the case of curved surfaces such as shell structures.
Moreover, it allows fast screening and characterization of many technical solutions through computer-
solving equations and the verification of buildings and metallic structures stabilities in different
weather and seismic conditions. In parallel, significant efforts have been made to characterize and
explore carbon-based nanosystems. Important mathematical concepts and methods were developed
for the description of such structures in the frame of mathematical chemistry. Because the lattice
topology of shell structures in architecture and nanosystems in chemistry are similar, it is possible to
transfer well-established theoretical concepts and knowledge of using nanosystems to the design of
shell structures. The topologies of the nanosystems are characterized by lower densities of edges per
node offering better solutions for curved surfaces than the typical grids used in architecture. As far
as we know, no such connections between the topologies of nanosystems and shell structures have
been established before. This transfer would be helpful for increased accuracy and speed in finding
the best technical solutions for the building’s design. In this paper, we identify and propose for the
design of the shell structures several mathematical approaches developed for atomistic systems.

Keywords: computer-aid design 1; shell structures 2; grids 3; nanocarbons 4; finite element Method 5
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1. Introduction

Modern architecture uses more and more polyhedral platonic geometric forms and
curved surfaces together with traditional orthogonal shapes. The curved surfaces, char-
acterized by bended, curled and twisted curves, can be designed as more interesting and
pleasantly shapes, with a high degree of continuity. The most representative curved surface
is the geodesic dome, which is a hemispherical shell structure based on supported and
self-supported triangular, quadrilateral, or hexagonal lattices. In 1919, Walther Wilhelm
Johannes Bauersfeld designed the first building with an icosahedron shape, a planetarium
for the company Carl Zeiss, in Berlin, Germany (see Figure 1). Richard Buckminster Fuller,
a prolific architect and engineer, continued to popularize this technology as a building
design. He introduced the term of the geodesic dome.
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Figure 1. The Zeiss planetarium observatory, Berlin, Germany [1]. A hexagonal grid was used in
order to create the spherical structure, called geodesic dome.

The three-dimensional curved surfaces, called shell structures, have one dimension
much smaller than the other two and are constructed from panels of various shapes. Some
beams along the edges of the panels give resistance to the structure against the external
loads. The panel shapes and the size of the beams are designed in such a way as to reduce
the bending moments and structure compression. The connected beams that form a shell
structure define a grid or mesh. The beams are arranged along the edges of the grids. The
alternative way to describe a grid is to define the connection points of beams, called nodes
of the grid.

The 3D curved surface is discretized on a 3D grid with simple predefined mesh topolo-
gies, such as triangular, quadrahedral, pentagonal and hexagonal lattices [2]. The structured
meshes with implicit connectivity are the most familiar and simple. In the most general
form, the triangular grids are unstructured. The triangular grids can be easily automated
and have important benefits for numerical treatments. However, they encompass a high
density of edges and high connectivity of the grid nodes (of the order of six edges connected
to a node). The implementations of non-triangular grids are numerically more efficient
and provide less density, superior transparency and greater design freedom. They can be
obtained by merging of few triangular rings of the grids. The exterior edges of the triangles
that share a node (called the central node) can be considered as a larger ring of a new grid.
The size of the new ring is equal to the connectivity of the corresponding central node.
Thus, for planar grids four- and six-member rings are formed, but for non-planar grids,
other ring sizes are also determined.

The quadrilateral mesh has four coordinating nodes. Quadrilateral grids are compatible
with planar or regular shapes (cylinders, cones). The hexagonal grids involve less coordination
of the node to 3. However, it is more appropriate for the planar or cylindrical meshes and
requires to be deformed for the spheroidal or ellipsoid shapes. Pentagonal grids give the
sphericity and concave shapes, and the heptagonal and octagonal grids generate objects
with a convex shape.

For the mechanical (structural stability and deformation) characterization of the shell
structure under external forces, a further discretization (or meshing) of the beams and nodes
is required for the Finite Elements Model (FEM) simulations, which make calculations for a
limited number of points and interpolate the results for the entire surface or volume.

Several mathematical tools were developed in the field of architecture. Geometry
computing is the field of mathematics that has been developed and applied to freeform
architecture, by computer design, surface discretization on grids with the help of the Bezier
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curves, and calculation at points extra grid nodes by Non-uniform rational basis spline
(NURBS). Building Information Modelling (BIM) is the digital integrated technique that
integrates and simplifies the collaboration and data management of the architecture, en-
gineering and construction industries. BIM identifies the technical solutions that have to
balance the constraints of the engineering (material properties, technological solutions)
and financial (cost, sustainability, maintenance) aspects. Several computer graphics and
computer-aided design applications—CAD software (ArchiCAD [3], Blender [4], Grasshop-
per [5], Rhino 3D [6] and SketchUp [7], just to enumerate a few of them) are available for the
design of free-form surfaces and the characterization of the shell structures for architectural
and interior modeling and industrial design. FEM can further use the designed shell struc-
tures by meshing free-form surfaces and characterize the stability of the shell structures
under various external factors (wind, rain, snow, ice, shocks and vibrations) based on the
static and dynamic linear-elastic stress analysis (Ansys [8], Autodesck [9], AutoFEM [10],
Catia [11], Dlubal [12], FreeCAD [13], KiCAD [14], OpenFOAM [15], PyCAD [16] and Solid-
WORKS [17]). Thus, the overuse of construction materials and disasters can be avoided by
predicting the minimal size of the beams and nodes in order to control the stress below the
values of the breaking thresholds, in order to avoid construction collapse.

Mathematical chemistry is a subfield of mathematics, which provides the theoretical
framework and methodology for the various fields of chemistry [18–21]. In particular,
different fields of mathematical chemistry (chemistry graph theory, algorithms of structure
enumeration and generation, molecular static and dynamic methods) were developed,
parameterized and applied to the investigation of various structures formed by carbons
atoms. At the nanoscale the carbon atoms form two-dimensional lattices, which are charac-
terized by five- and six-member rings, where carbon atoms are connected to another three
neighbor carbons atoms by strong covalent bonds. The topologies of these nanosystems
are very similar to those of the macroscopic shell structures but have fewer edges per node
and implicitly more reduced self-weight.

In the present paper, we transfer some knowledge to architecture and construction
engineering and mathematical tools developed by materials science researchers in their
approaches to the nanostructures formed by atoms. Section 2 is dedicated to the description
of the problematics of the nanostructures, especially those formed by the carbon atoms
(tube-like, cones, junctions and fullerenes) and to some mathematical tools developed for
their characterization (graphs, topologies, Schlegel diagram, Hamilton and spiral paths,
enumeration and building algorithms). Various carbon-based nanosystems are presented
and their topology is discussed from the perspective of building algorithms. In Section 3
we suggest the transfer of some mathematical tools developed for nanosystems to the
shell structures based on five- and six-member rings. The design of five- and six-ring shell
structures to an imposed ground contour is presented. A calculation scheme is suggested.
A modified Elastic Network Model is proposed as a particle-based dynamic simulation
method. The possibilities of using various software for the transferring of the nanosystem
models to the macroscale and discretization for the Finite Element Method simulations
are suggested.

2. Carbon Nanoscale Structures

Carbon presents many allotropes, with the most known natural structures as crys-
tals, diamond (the carbon atoms form a three-dimensional 3D crystalline lattice) and
graphite (the carbon atoms are stacked on hexagonal lattices on two-dimensional sheets), or
amorphous materials (the carbon atoms fill the three-dimensional, without regular arrange-
ments) [22–24]. These systems are compact and extended and are built by carbon atoms
that are mostly connected in a hybridization sp3, sp2 or mixed, respectively. Many other 3D
compact carbon structures are predicted to be stable by molecular simulations [25,26].

The carbon atoms might also form limited-size allotropes, where each atom is ar-
ranged in a two-dimensional hexagonal-type lattice, similar to the graphite layer, called

217



Mathematics 2022, 10, 4415

graphene [27,28]. The graphene sheets can be folded in such a way to form differently
shaped nano-objects [29] as tubes [30], tori and foams.

A single-wall carbon nanotube can be built by rolling up a hexagonal lattice (graphene
or a layer of graphite) [31], along the chiral vector

→
Ch = n

→
e 1 + m

→
e 2 ≡ (n, m), n, m ∈ Z (1)

where
→
e 1 = a

2

(√
3, 1

)
, and

→
e 2 = a

2

(√
3,−1

)
(see Figure 2a) are the vectors that describe

the hexagonal lattice, of length a =
∣∣∣→e 1

∣∣∣ = ∣∣∣→e 2

∣∣∣ = l
√

3, with l as the internode distance. n

and m are any integer numbers. A nanotube of diameter d = a
π

√
n2 + nm + m2 is obtained

by rolling the planar hexagonal sheet along the vector

→
T = h

→
a 1 + k

→
a 2 ≡ (h, k), h, k ∈ Z (2)

where h = (2m + n)/δ and k = −(2n + m)/δ are integer numbers determined by n

and m in such a way that
→
T is orthogonal to

→
Ch. δ is the greatest common integer divi-

sor of integers 2n + m and n + 2m. The number of hexagonal rings in the nanotube is
N = 2(n2 + nm + m2)/δ.

Figure 2. The definition of the parameters of a nanotube-based on the hexagonal lattice (a), the zigzag
→
Ch||[100]) (b), the chiral

→
Ch|| [530] (c) and the armchair

→
Ch|| [110] (d) nanotubes are built for the

chiral parameters (5,0), (5,3) and (5,5), respectively.

The hexagonal lattice is a 2D planar lattice of hexagonal rings, sharing a common edge
with their neighboring rings. The existence of five and/or seven-member rings such as in
some carbon flakes makes the system nonplanar (see Figure 3a–d).

Figure 3. The effects of five- and seven-rings on a six-ring flake. The first three flakes consist of two
layers of hexagonal rings around a central ring, which is a pentagon (a), hexagon (b) or heptagon (c).
The fourth flake (d) has combined defects and consists of a central pentagonal ring, five neighbor
heptagonal rings and hexagonal rings. The pentagonal and heptagonal rings are colored yellow and
blue, respectively. The index n of the carbon structure Cn indicates the number of carbon atoms, and
5h6k7l indicates the number of pentagons—h, hexagons—k and heptagons—I in the structure Cn.
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Nanocones are formed when one or a few pentagonal rings are inserted in the middle
of a graphene piece [32,33]. Topologically, such cones can be derived from a hexagonal
lattice (see Figure 4a), where a sixth region is removed and the non-three-coordinated atoms
are bond-connected (dash lines in Figure 4a) [34]. The central ring becomes a five-member
ring (see Figure 4b).

Figure 4. The topology of the hexagonal lattice used for the nanocone construction (a) and the cone
structure after the connection of the numbered nodes (b). The pentagonal ring is yellow colored.

The nanotubes obtained from rolled graphite sheets (see, for example, Figure 5a) are
monodimensional systems, but they can be transformed into three-dimensional systems
by introducing several non-hexagonal rings. Thus, two nanotubes of different chirality
types can be joined by introducing pentagonal and hexagonal rings. In Figure 5b, a hetero-
junction between two nanotubes (9,0) and (9,9) is shown; there is a heptagonal ring at the
boundary between the (9,0) nanotube and the heterojunction, and a pentagonal ring at the
boundary between (9,9) and the heterojunction. When several successive pentagonal rings
are inserted into a nanotube, it transforms into a nano-spiral system (see Figure 5c), or into
a closed torus (see Figure 5d), when several heptagonal rings are also considered.

Figure 5. The (9,0) nanotube (a), a hetero-junction between two nanotubes (9,0) (the left end) and
(9,9) (the right end) (b) [35], a (9,0)-based spiral [36] (c) and a closed torus (d). The pentagonal and
heptagonal rings are colored yellow and blue, respectively; the other rings are hexagonal.

When the carbon atoms form 12 pentagons that share their edges with none or ad-
ditional hexagonal rings cage-type structures Cn, named fullerenes, are formed. The first
discovered fullerene is C60 [37], formed by n = 60 carbon atoms arranged on a sphere and
called Buckminsterfullerene after the name of Richard Buckminster Fuller. Except for n = 22, a
fullerene can be formed by any number of carbon atoms n ≥ 20. The C22 contains four-member
rings or even seven-member rings depending on how the pentagons are arranged [38]. The
fullerenes with only five- and six-member rings are called classical fullerenes, or just fullerenes.
The fullerenes that also contain other types of rings are called extended or non-classical
fullerenes. In Figure 6, two spherical fullerenes C20 and C60, are shown.
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Figure 6. The structures with icosahedron symmetry Ih of the C20 (a) and C60 (b) fullerenes, and their
corresponding 2D Schlegel diagrams (c,d).

The topology of the polyhedrons is analyzed by graph theory (a subfield of discrete
mathematics) that analyses the pairwise connectivity of the connected structures. Thus, a
graph is a set G = (V, E), where V are the vertices (occupied by atoms or molecules) and E
are the edges (pairs of atoms or molecules) [39]. A fullerene is a three-regular graph (each
node is connected to the other three nodes) with faces that are five or six in size. From
each vertex (the carbon atoms) three edges start (the bond between two carbon atoms),
and each edge is shared by two rings. Therefore, a fullerene Cn made by n carbon atoms
has nE = 3/2n edges. Since every edge is determined by the intersection of two faces, the
number of edges is nE = (5nP + 6nH)/2, where nP and nH are the number of pentagonal
and hexagonal rings, respectively. Based on the Euler theorem for the convex polyhedrons
nF + n = nE + 2, where nF = nP + nH is the total number of faces. Thus, the number of
pentagonal and hexagonal faces can be determined as nP = 12 and nH = n/2− 10. There is
a huge number of possible arrangements for the pentagonal and hexagonal rings, estimated
at n9, each case corresponding to an isomer of Cn [40].

The connectivity of the nodes in the graph is described by a matrix called the connec-
tion matrix. The elements have a value of 1 when the rows and columns correspond to
connected nodes, and a value of 0 when the respective nodes are not connected. The dual
graph, defined by the central points of the rings, is a triangular graph. The number of vertices,
edges, and faces of the dual graph is equal to the number of rings, edges, and vertices of the
initial graph, respectively [41].

The distinction between two isomers of Cn can be made by their symmetry or by the
determinant of the connectivity matrix that describes the topology of the fullerenes [42].
Another tool provided by graph theory is the Schlegel diagrams [43], a method for reducing
the representation of fullerene to a two-dimensional graph that describes the connectivity
of the nodes on the graph and the arrangement of the rings (see Figure 6c,d).

The smallest fullerene, C20, has a spherical shape and consists only of 12 pentagons, no
hexagons, and has 30 edges (see Figure 5a). The arrangement of the nP = 12 pentagonal
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and nH = 20 hexagonal rings of C60 is the same as in the case of the standard soccer-
ball polyhedron and has 90 edges (see Figure 5b). The pentagonal and hexagonal rings
can also be arranged in various orders, yielding a variety of 1812 isomers but being less
stable than buckminsterfullerene. The most stable fullerene satisfies the so-called isolated
pentagonal rule (IPR), which states that two pentagonal rings must not share an edge [44].
The explanation of IPR is that a pentagonal ring is surrounded by five hexagonal rings,
reducing the strain energy. Any other isomer of C60 has at least a pair of pentagonal
rings that share one edge. It is shown that the complementary units (CU), which are the
pieces of the carbon network remaining after the removal of the pentagonal rings from the
structure [45], stabilize the isomers of C84. The CUs lead the planar area and the adjacent
pentagons induce the sphericity of the fullerenes and increase the strain energy.

Considering the centers of the pentagonal rings and connecting them, we obtain the
dual graph of the dodecahedron, which is the icosahedron, a polyhedron with 20 triangle
faces (see Figure 7a) [46]. The vertices of the icosahedron have a degree of 5. After coloring
each of the three neighboring faces of an icosahedron with the same color (Figure 7b), the
unfolded icosahedron looks like Figure 7c.

Figure 7. The icosahedron dual polyhedron of the dodecahedron (a,b) and the neighborhood of its
faces, unfolded to a plan (c). The gray lines indicate the edges of the dodecahedron and blue lines
specify the edges of the triangular faces of the icosahedron.

By decorating the equilateral triangle faces with an equilateral triangle cut from the
carbon hexagonal lattice (see Figure 8), we can produce the Schlegel diagrams for the
fullerenes of different sizes with the highest symmetry, the icosahedral one. These isomers
are among the most stable fullerenes, as the pentagons are at the largest distances.

The pentagons are formed at the sites of the 12 sets of crossing tree triangles, and the
other rings are hexagons, with a number of fullerene vertices of (m2 + mn + n2), where m
and n are integer numbers that determine the orientation of the equilateral triangle.

→
f 1 = m

→
e 1 + n

→
e 2,

→
f 2 = −n

→
e 1 + (m + n)

→
e 2, n, m ∈ Z (3)

and
→
e 1 and

→
e 2 are the vectors of the hexagonal lattice (see Figure 8).

Depending on how the five- and six-membered rings are arranged, different isomers
can be constructed for a given order n. In Figure 9, three isomers of C90 are presented as
examples. The first two isomers (see Figure 9a,b), with an oblong shape and a symmetry of
C5h, are actually capped nanotubes of type (5,0) and (5,5) with two halves of C20 and C60 at
the ends, respectively. A round-shaped fullerene with the symmetry C2v is presented in
Figure 9c. Any nanotube can be capped with half of a fullerene. Therefore, such nanotubes
are also called cylindrical fullerenes. The capped nanotubes are less stable because of the
high curvature at the ends of the nanotubes. A nanotube decorated by dispersed pentagons
may have a spiral shape, depending on the distribution of the pentagonal rings.
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Figure 8. The equilateral cuts of a carbon hexagonal lattice, which can be used for decoration of the
equilateral triangle faces of the icosahedron in a Goldberg–Coxeter construction of the icosahedral
fullerenes. The vertices of the triangles are the points where the pentagons are formed. The details
of the triangle decoration for C20, C60, C80 and C380 with 1, 3, 4 and 19 carbon atoms per triangle,

respectively are presented. The
(→

e 1,
→
e 2

)
and

(→
f 1,

→
f 2

)
are the vectors for the unit cell and for a

supercell of the hexagonal lattice, respectively. For example, the equilateral triangle defined for m = 3

and n = 2 by the vectors
→
f 1 = 3

→
e 1 + 2

→
e 2,

→
f 2 = −2

→
e 1 + 5

→
e 2 contains m2 + mn + n2 = 19 carbon

atoms per triangular face; 20 such triangles can be used for the construction of the fullerene C380.

Figure 9. Depending on the pentagonal ring arrangement, different C90 fullerene isomers are formed:
a closed nanotube with half of the buckyball C20 (a) and half of the buckyball C60 (b), respectively, at
each end, and a complete buckyball (c).

How can the arrangement of the rings be described? The solution is provided by
graph theory, which defines the Hamilton path as a path that begins at one face (usually
a pentagonal one) and proceeds in a spiral order through each face that is visited exactly
once [47,48]. A similar path can be determined by using the vertices as references instead
of the faces. When the path ends at the same initial face or vertex, the Hamiltonian path is
called the Hamiltonian cycle. In the first row of Figure 10 are presented the Hamiltonian
paths for C20 and C60 fullerenes, the smallest fullerenes with the icosahedral symmetry
Ih. The numbering of the nodes is along the Hamilton path. Thus, based on the ordering
of the types of rings, the different isomers can be distinguished and the unique isomers
are identified.
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Figure 10. The Hamilton path (a,b) and the spiral path (c,d), constructed by successively crossing the
vertices and faces, respectively for C20 (a,c) and C60 (b,d) are marked by the thick blue curves.

The spiral path can be used for the generation of all the isomers of Cn in the so-called
spiral algorithm [49], which specifies the positions of the pentagons along the spiral path.
For fullerenes larger than n = 380, there are a few cases of isomers that cannot be generated
by this algorithm [50]. Software can generate the 3D isomers of fullerenes: Buckygen [51],
AME [52], CaGe [53], Fullgen [54], Fui-GUI [55] and Fullerene [56]. These codes differ by
implementation, performance and completeness of the sets of isomers, and some of them
generate both the 3D structure and the Schlegel diagram.

The isomers can be transformed from one to another by the Stone–Wales rearrange-
ments [57], which consist of the rotation of a common edge of two pentagonal rings by 90◦
(see Figure 11a). Some rings different from five and six-member rings, which are considered
defects, are produced for other situations. Larger fullerenes can be constructed from a
given fullerene by insertion of a dimer C2 into a hexagonal ring connected to two pentago-
nal rings (the Endo–Kroto procedure [58], see Figure 11b) or insertion of pentagonal and
hexagonal rings (see Figure 11c,d). Thus, the connectivity of the respective rings with the
environmental atoms is preserved. Fullerene coalescence [59] is another growth mechanism
that can be described at the atomic scale [60].
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Figure 11. The Stone-Wale transformation of the isomers (a) and the growth of the fullerenes by
insertion of a C2 dimer (b), of pentagonal (c) or hexagonal (d) rings.

For a given Schlegel diagram or connectivity matrix, with specified internode distances,
the coordinates of the nodes can be determined by the distance geometry algorithms [61–63].
The procedure is capable to give the Cartesian coordinates of the fourth vertex (denoted
by the index 0 in Figure 12) with desired distances from the other three neighbor vertices
1–3 which for the Cartesian coordinates are already determined. In order to satisfy all the
internode demanded distances the algorithm can be iteratively applied for all the nodes.
An alternative procedure for a known Schlegel diagram consists of successive assembling
of the rings, which have edges of lengths corresponding to the desired internode distances.
The procedure starts with three assembled rings that share one node and continue by
adding rings of appropriate size along the spiral path.

Figure 12. The definition of the interatomic distances doi, between a three-coordinated node (index,
I = 0) and its neighboring nodes (I = 1–3).

3. Applications to Architecture and Construction Engineering

The concepts and mathematical methods presented in the previous section are very
useful for the design of shell structures with topologies characterized by three-coordinated
nodes, as in the case of the carbon nanosystems. The linear, spiral, and junction tube-like
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substructures can be used as connection elements and supporting poles for shell structures.
The fullerene and cone curved-type structures can be used as components of the shell
structures. The transformation procedures presented in Figure 11 can be used for the
redesign of shell structures in order to control the shape of the shell and the uniform
distribution of the mechanical tension along the shell, for structure stabilization.

For a fixed contour of the grid shell on the ground, a patch of compatible fullerene can
be chosen. A procedure for the completion of the fullerene piece with the given contour, as
for the filling curve, can be applied by inserting new vertices and flipping edges to obtain a
triangulation [64]. Depending on the density of these triangles near the contour and their
topology, the triangular patches are merged into a coarse-grained grid of pentagons and
hexagons, and occasionally other types of cycles. To control stress within the grid vertices
network, nodes are displaced in space to ensure specific inter-vertices distances. The beams
that are oriented along the edges of the fullerene-type structure form the shell structure.

The fullerene-type shell structures can be treated in terms of a very simple particle-
based model such as the Elastic Network Model (ENM), where the nodes of the structure
are represented by particles that interact through elastic forces [65,66] along the grid edges
(see Figure 13). ENM was developed as a simulation tool for the study of protein flexibility
by coarse-graining the vibrational normal modes. It reduces the computational effort by
replacing the interatomic force calculation with a simple elastic interaction [67,68]. Thus,
the elastic energy of the shell structure is

Eelast =
N

∑
i<j=1

γij

(∣∣∣→r ij

∣∣∣− dij

)2

(4)

where N is the total number of nodes, γij and dij are the elastic constants and the length

of the beam that connect the nodes i and j,
∣∣∣→r ij

∣∣∣ is the current distance between the nodes

i and j. The parameter
∣∣∣→r ij

∣∣∣− dij represents the deviation from the length of the beam.

The deformation strain or longitudinal strain of the edge i–j is defined as εij =

∣∣∣→r ij

∣∣∣−dij

dij

and it has negative and positive values indicating the beam contraction and elongation,
respectively. In our model, we consider only the elastic deformation of the beams. For the
case of plastic deformation, the Finite Element Method has to be applied.

Figure 13. The equivalence of a shell structure to an elastic network of springs with the same
connectivity matrix as the original structure.

The ENM has to be modified by applying some external forces (gravitation, mass of
the deposited ice or dust on the shell, waves induced by wind, rain or earthquakes) on
nodes. The ground-supported particles are considered solidly fixed to the support and
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follow its motion due to the waves generated by earthquakes or soil motion such as sliding
by the interaction energy

E(
∣∣∣→r i −→

r i⊥
∣∣∣) =

⎧⎪⎨⎪⎩
∞,

∣∣∣→r i −→
r i⊥

∣∣∣ ≥ 2di0
N
∑

i<j=1
γi0

(∣∣∣→r i0

∣∣∣− di0

)2
,
∣∣∣→r i −→

r i⊥
∣∣∣ < 2di0

(5)

where γi0 is the elastic constant of the beam connected to the ground and di0 is the maximum
allowed distance between the ground-supported nodes and the support.

The static gravitational forces are considered through the mass of the beams and their
connection nodes and the additional mass of the deposited materials on the shell. It is

expressed as
→
F

g

i = mi
→
g , where mi is the mass of node i and

→
g = g

→
k is the gravitational

acceleration, with g—the gravitational constant and
→
k = (0 0 1)T—the direction of the

gravity, which is chosen to be vertical. The corresponding gravitation energy of the node
at the high hi is Eg

i = mighi. The mass of a node is given by its own mass m0i, plus half
of the mass mij of the beams that are connected by the nodes i and j, and the eventual
mass of the deposited material as ice on the i–j beam. The mass mij is equally distributed

to the two nodes i and j. Thus, the mass of each node i is mi = m0i +
1
2

i−neighb
∑
j

mij, where

the summation is over the nodes j that are neighbor nodes of i. The nodes are treated as
virtual particles.

The temperature effects, due to the external environment or sunlight, can be considered
through the thermal linear expansion coefficient α, with an additional contribution to the
deformation of each beam Δεij =

∣∣∣→r ij

∣∣∣αT, where T is the temperature. In this simplified
model, the effects of the beam’s profile are ignored, and the beams are subjected only
to axial load. The effects of the beam’s bending can be considered by discretizing the
beam into additional particles that interact through the elastic forces. In order to also treat
the bending and twisting of the beams, the model can be improved by considering the
contributions to the potential energy of the bonding and dihedral angles formed by the
neighboring nodes, respectively:

Ebend =
N

∑
j=1

i−neighb

∑
j<k

γijk

(
θijk − θo

ijk

)2

(6)

Etorsion =
neighbours

∑
j<k

j−neighb

∑
i

k−neighb

∑
l

γijkl

(
φijkl − φo

ijkl

)2

(7)

The bending and torsion angles θo
ijk and φo

ijkl correspond to the equilibrium configura-
tion of the beams, and the parameters γijk and γijkl characterize the elastic contribution of
the bending and torsional distortions.

Usually, the beams are made from the same material, and the elastic, bending and
torsion constants are related to Young’s modulus E and shear modulus G as γij =

EA
L ,

γijk =
EI
L and γijkl =

GJ
L [69], where L and A are the length and cross-section of the beam,

and I and J are the cross-section and polar moment of inertia, respectively. If the beams
have very similar geometries, then L, A, I and J can be considered the same for any beam.
Therefore, the elastic, bending and torsion energies of the shell structure are directly related
to the connectivity matrix, which reflects the shell topology.
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The potential energy of the shell structure is given by the summation of all the compo-
nents that act on each virtual particle E(

{→
r j

}
j=1.N

). The force that acts on the nodes i = 1,

N is: →
F i = − d

d
→
r i

E(
{→

r j

}
j=1.N

) (8)

The virial stress of particle i with the Cartesian components α, β = x, y, z is defined
as [70,71]

σ
αβ
i = −

〈
1
Vi

(
mivα

i vβ
i + ∑

j<i
f α
ij r

β
ij

)〉
(9)

where Vi and mi are the characteristic volume and the mass of the particle i, vα
i , f α

ij and rα
ij are

the components along the direction α = x, y, z of the velocity of i, of the force and distance
vector between the i and j particles, respectively. Due to the local nature of the interactions,
the considered particles j are the neighbor particles of i. The α, β = x, y, z components of the

total virial stress are σαβ = 1
V

N
∑

i=1
Viσ

αβ
i , where V =

N
∑

i=1
Vi is the total volume of the particles.

The stiffness tensor Cαβ
γδ describes the stress tensor in terms of the strain tensor

σαβ = Cαβ
γδ εγδ (10)

which is the generalized Hooke’s law.
On each node of the beam mesh the local macroscopic normal and tangential com-

ponents, PN
i and PT

i can be calculated as the projections along the normal and in-plane
components of the plane determined by the three neighbor particles of the considered
particle located on node i [72]

γi = hi⊥
[

PN
i − PT

i

]
(11)

where hi⊥ is the distance from the particle located on node i to the plane determined by the
three neighbor nodes.

The static calculations are essential for the design of the equilibrium configurations
through the determination of the node positions [73], in the absence of the external forces
exerted by wind, rain and earthquakes. The internode distances are the lengths of beams
that assure tension in the structure with a value below the breaking value specified in
material properties databases [74]. Thus, the length of each individual beam element
is determined in order to uniformly distribute the tension over the shell structure. The
equilibrium configurations can be used to determine the stresses and strains in the shell
structures when external forces are applied to the structures.

For the equilibrium configuration
{→

r
o
i

}
i=1.N

of the shell system, determined by the

geometry equilibration, the forces on each node of the system are negligible
→
F i = 0, i = 1, N.

Considering some small displacements about the equilibrium positions
{→

r
o
i

}
i=1.N

, the
potential energy of the system can be expanded in a Taylor series

E(
{→

r i

}
i=1.N

) = E(
{→

r
o
i

}
i=1.N

) +
1
2∑

i<j

→
r

T
i Hij

→
r j (12)

where Hij =
∂2E

∂
→
r i∂

→
r j

is the second-derivative or Hessian matrix of the potential energy. The

full spectra of vibration frequencies of the shell structures can be determined by applying
the lattice vibrations harmonic theory. The low-frequency vibration motions describe the
shell structure deformation as a hole and it can be used for identification of the areas
with a high amplitude deformation. The high vibration modes are localized vibrations
on some nodes and are related to the high deformation of the beams that connect those
nodes. The vibration spectra depend on the topology of the shell structure. Thus, some
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dangerous vibration modes that are responsible for the large structural deformation can
be attenuated or even annihilated by modification of the shell topology. The investigation
of the propagation of waves caused by wind, rain and earthquakes can be regarded as
perturbations of vibration modes specific to the investigated shell structure.

The numeric dynamic simulations of the particles under the influence of the external
forces can be performed by time integration of Newton’s second law using similar algo-
rithms as in Molecular Dynamics methods. The time propagation of the particles can be
conducted by time discretization with the timestep Δt of Newton’s equation of motion,
using the Verlet algorithm [75]

→
r i(t + Δt) = 2

→
r i(t)−→

r i(t − Δt) +
→
a i(t)Δt2 (13)

or using a derived algorithm that allows the velocities calculation at the next time step,
called the velocity Verlet algorithm

→
r i(t + Δt) =

→
r i(t) +

→
v i(t)Δt +

→
a i(t)Δt2 (14)

→
v i(t + Δt) =

→
v ii(t) +

1
2
(
→
a i(t) +

→
a i(t + Δt))Δt (15)

where
→
r i(t),

→
v i(t) and

→
a i(t) =

→
F i(t)/mi are the vectors of positions, velocities and ac-

celerations at time t. The timestep Δt is chosen large enough in order to simulate longer
evolution of the system, but not too large, in order to conserve the total energy of the
system. The initial structure must be obtained by a static equilibration, and the initial
velocities are obtained under the influence of external forces.

Knowing the coordinates of the nodes or the node’s connectivity in the fullerene-
type shell structure, the length and thickness of the beams that form the shell, the elastic
parameters of the beams, and the applied forces on the shell, the simulation based on the
Finite Strip Method allows the cross-section elastic buckling analysis [76]. The software
CUFSM [77] has an interface to generate the input files with cross-sectional imperfections
based on CUFSM buckling modes for the code ABAQUS [78].

Various computational chemistry software can be used to produce the nanostructures
and save the atoms’ coordinates in files of type pdb (Protein Date Base) or xyz (Cartesian
coordinates). Such files can be imported into CAD codes as Blender [4] allows, together
with the add-ons molblend [79] or atomic [80], the conversion of the nanostructures to a
macroscopic object by size rescaling and automatic meshing of the edges of the fullerene-
or tube-like objects (see Figure 14). Blender is a free program, oriented towards 3D design,
rendering, meshing, sculpting and artistic modeling. It is able to perform some simulations
and animations, considering various forces.

In FEM, the deformation of each finite element of the discretized beams determines
stress within the grid [81,82]. By its scripting capabilities, Blender can be involved in FEM,
but for more advanced simulations, the Blender data can be exported to more specialized
software. Thus, the code Blender can be used to create 3D objects and meshes and then
export them as .iges or .stp files to Salome-Mecha [83], which is a platform for numerical
simulation and has more advanced FEM capabilities. Blender meshes can be exported
to Rhino 3D [6] in a variety of formats, as .ply (stanford), .stl, .fbx or .obj (wavefront).
Alternatively, an add-on [84] developed for Blender can be used for such conversions. The
meshes can be exported to slicer applications such as Cura [85], which can prepare the 3D
models for printing with a 3D printer. The UV Blender function can be used for mapping
the 3D coordinates into 2D coordinates and unwrapping the 3D objects into planar objects.
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Figure 14. The meshing produced by the Blender program for the nodes and edges of a torus that are
imported from a pdb-format file.

4. Conclusions

In the present paper, we attempt to connect two distinct human activity fields, nanochem-
istry and architecture, which have different aims and address different space and time
scales, but they approach similar lattice systems with 2D topologies. The topologies of the
carbon-based nanosystems are characterized by nodes that are three-coordinated and lower
compared with those of the shell structures. Thus, the nanostructures are characterized by
a lower density of edges per node, which means fewer complex grids to cover the same
curved surface.

The various mathematical tools developed in the framework of the graph theory
and the computing geometry for the description of carbon-type nanosystems and their
stability characterization are presented, which might be of use for the design of free-shaped
structures in architecture and construction engineering. The enumeration and building
methods for the various nanostructures and their use for the design of the shell structures
are presented. A particle-based simulation method is proposed for the investigation of the
shell systems by the modification of the Elastic Network Model. The simulation method
can be applied for the determination of the equilibrium configuration and the dynamics of
the shell structures under the influence of external factors such as wind, rain or earthquakes.
Thus, the possible scenarios for the shell structures collapsing can be investigated.

Various software products used in computing chemistry, computer graphics, and
computer-aided design as well as the conversion data between such software are discussed.
Thus, a framework for software from the fields of nanochemistry, architecture, and con-
struction is established, which opens up the opportunity for knowledge transfer from
nanochemistry to architecture and construction.
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