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The measurement of any physical property as a function of temperature brings the
method used into the realm of thermal analysis. This makes “Thermal Analysis of Materials”
a broad interdisciplinary subject. This Special Issue combines contributions solicited by
editors that reflect their scientific interests and networks, with general related submissions
received over two years. It contains 16 articles and 1 short review submitted by authors
from 10 countries.

In several papers, well-established techniques of differential thermal analysis, thermo-
gravimetry, and gas adsorption calorimetry are applied to research related to environmental
problems, such as capturing CO2 from industrial processes by calcium looping [1]; the
utilization of copper tailing wastes as an addition to Portland cement [2]; the reuse of soda
lime CO2 absorbent in spacecrafts, submarines, anesthetics, and diving apparatuses [3];
and the passive fire protection offered by inorganic material-based insulation [4].

Another set of papers deals with the development of new or application-specific
approaches, namely laser interferometry techniques for high precision measurements
on non-standard samples, such as composite truss structures [5]; measurements of high
temperature compressive creep in spark plasma sintering apparatuses [6]; measurements
of the density of liquid oxides with aero-acoustic levitators [7]; and the simultaneous
estimation of thermal conductivity and heat capacity in metal alloys [8].The range of
materials covered includes polymers [9,10]; natural complex inorganic materials, such
as natural sorbents [1] and industrial-grade thermal insulation [4]; single phase ceramic
materials, such as spinel MgAl2O4 [11], rare earth sesquioxides [12], and double perovskite
cobaltites [13]; metals, alloys, and intermetallic compounds [8,14–16].

The use of thermal analysis techniques to elucidate phase transformation kinetics
can be found in papers on the hydration of cement [2] and in the study of microstruc-
tural evolutions in high-carbon and chromium-bearing steel [15]. A review by Plota and
Masek [10] is devoted to the extrapolation of kinetic data on polymers’ degradation for
lifetime predictions. A paper by Frock et al. [16] provides a new method to study kinetics
at heating rates between 5 and 1000 K per second. These heating rates are relevant to
welding and laser melting processing but too fast for conventional differential scanning
calorimeters and too slow for fast-scanning chip calorimetry. Examples of the applications
of thermal analysis and calorimetry techniques to obtain thermodynamic data vary from
measurements of enthalpies of water adsorption on defect spinel surfaces [11] to phase
transformation enthalpies and entropies above 2000 ◦C in rare earth oxides [12].

Thermal analysis contributes to the calculation of phase diagrams (CALPHAD), both
through experimental phase diagrams and by providing thermodynamic data for opti-
mizations. Krishon et al. [17] extend the CALPHAD approach by calculating pressure
dependence of several binary metal phase diagrams based on the temperature dependence
of sound velocity and density data in liquid alloys. Thus, this Special Issue provides
a sampling of the current use, diversity, and ongoing developments of techniques and
approaches in the thermal analysis of materials.

Materials 2021, 14, 4923. https://doi.org/10.3390/ma14174923 https://www.mdpi.com/journal/materials1
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Abstract: To fill the shortages in the knowledge of the pyrolysis and combustion properties of new and
aged polyvinyl chloride (PVC) sheaths, several experiments were performed by thermogravimetric
analysis (TG), Fourier transform infrared (FTIR), microscale combustion calorimetry (MCC), and cone
calorimetry. The results show that the onset temperature of pyrolysis for an aged sheath shifts to
higher temperatures. The value of the main derivative thermogravimetric analysis (DTG) peak of an
aged sheath is greater than that of a new one. The mass of the final remaining residue for an aged
sheath is also greater than that of a new one. The gas that is released by an aged sheath is later but
faster than that of a new one. The results also show that, when compared with a new sheath, the heat
release rate (HRR) is lower for an aged one. The total heat release (THR) of aged sheath is reduced by
16.9–18.5% compared to a new one. In addition, the cone calorimetry experiments illustrate that the
ignition occurrence of an aged sheath is later than that of a new one under different incident heat
fluxes. This work indicates that an aged sheath generally pyrolyzes and it combusts more weakly
and incompletely.

Keywords: aged cable; pyrolysis; TG-FTIR; combustion; calorimeter

1. Introduction

Due to the outstanding electric insulation, prominent mechanical properties, high chemical
resistance, natural flame retardant effect, ease of processing, efficient recyclability, etc., Polyvinyl
chloride (PVC), one of the most extensively used plastics, has been widely applied in the wire and
cable industry as the main constituent of insulation and sheathing [1–3]. However, PVC plastic that is
commercially applied in cable sheathing is considerably flammable, even when treated by stabilizer,
lubricant, plasticizer, and flame retardant [1]. The fire statistics illustrate that cable faults are among
the most common causes of electrical fires, which involves the new and aged cables [4]. The aging
degradation will lead to changes in initial properties as a result of simultaneous chemical and physical
processes, causing changes in chemical composition and structure of materials [5]. There must be
some differences of fire protection properties between the new and aged cables [2,4]. The outer PVC
sheath is recognized as the main combustible part of a cable, and the investigation of its pyrolysis and
combustion behavior is key to the study of fire properties of cables [4,6]. It will be aged firstly and
fiercely by used for a long time. Limited systematic work has focused on comparing the pyrolysis and
combustion properties between new and aged cable sheaths. Besides, as cables of the type used in this
study are mostly used indoors, the temperature is considered as the most important factor to make

Materials 2018, 11, 1997; doi:10.3390/ma11101997 www.mdpi.com/journal/materials
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them aged during the long-term service [2,5]. Thus, the thermal aging is supposed to simulate the
natural indoors aging process.

Many studies have been conducted on the thermal degradation characteristics and combustion
properties of typical PVC cable [7–15]. Benes et al. [16] used the thermogravimetric analysis (TG)
coupled to mass spectrometry and Fourier transform infrared (FTIR) spectroscopy to study the thermal
degradation of PVC cable under different atmospheres. It was proposed that the pyrolysis of PVC
backbone is accompanied by the release of HCl, H2O, CO2 and benzene. Gao [17] explored the
pyrolysis characteristics of insulative PVC materials applied for fire retardant cable. Wang et al. [10]
performed several TG experiments coupled with FTIR analysis to determine the pyrolysis behavior
of PVC sheath of flame-retarded cables. They proposed that the pyrolysis process for PVC sheath
could be divided into two regions and the amount of six components were detected. Courty et al. [18]
employed two tests method for the characterization of PVC/PVC cable pyrolysis and flammability.
Fernandez-Pello et al. [19] studied the fire performance of seven types of complex cables, including
PVC cable that is commonly used in electrical installations and focused on the ignition and flame
spread. Andersson et al. [20] carried out both small and large scale fire experiments with PVC sheathed
cable with PVC insulation around the individual wires under well-ventilated and vitiated conditions.
McGrattan et al. [21,22] investigated the cable heat release, ignition, and spread in tray installations
during a fire, corresponding to the PVC cable. Grayson et al. [23] studied the fire performance of
several types of electric cables containing PVC cable to design improved standard testing methods
to determine the fire property of cables. Matala et al. [1] investigated the effects of the modelling
decisions and parameter estimation methods on the pyrolysis modelling of two PVC cables. It should
be noted that all above works focus on the fresh PVC cables. Certainly, there are some studied on the
aged PVC cable [2–5,24–27]. Quennehen et al. [24] analyzed the two sets of single core cables with PVC
insulation to determine the aging mechanism that is responsible for this decrease of electrical properties.
Jakubowicz et al. [5] studied the effects of accelerated and natural ageing on plasticized PVC cable and
concluded that the accelerated ageing did not significantly affect the tensile properties of the insulation
materials. Yu et al. [12] summarized thermal degradation of PVC waste. Emanuelsson et al. [2] studied
the effect of accelerated aging on the fire performance of building wires involving one PVC-based
cable and one flame-retarded polyolefin-based cable using cone calorimetry and FTIR. Wang et al. [28]
performed experiments to estimate the fire characteristics of new and aged building wires using a
cone calorimeter. Xie et al. [4] employed TG, FTIR, and microscale combustion calorimetry (MCC)
to investigate the fire protection properties of PVC sheaths for new and old cables: the old one was
taken from an old building’s electric power system, which had been in use for more than ten years;
the new one represented a typical PVC cable manufactured at present. The new and old cables have
significant differences in the compositions and structures due to the different commercial companies
made at different time. Whereas, the current work is an integral study to compare the pyrolysis and
combustion behaviors of the same cable sheath at different thermal aging degrees.

In this study, one flame-retardant PVC cable with different thermal aging degrees was adopted.
The PVC sheath part removed from the cable was prepared to the follow-up tests. TG experiments
were carried out to study the pyrolysis properties of PVC sheaths of new and aged cables with different
heating rates (5, 10, 20, 30 and 40 K min−1) in nitrogen atmosphere. The onset temperatures of pyrolysis,
mass loss, mass loss rate, and residue mass were recorded. Meanwhile, the gaseous release during the
thermal degradation process was analyzed by TG coupled with FTIR spectroscopy. The combustion
characteristics including heat release rate and total heat release were experimentally analyzed by MCC.
In addition, a cone calorimeter was applied to investigate the time to ignition of new and aged cable
sheaths. Finally, a comparison of the pyrolysis and combustion properties between new and aged
cable sheaths was made and discussed.
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2. Experimental

2.1. Sample Preparation

The sheath sample used in the present study was obtained from a flame-retardant PVC cable
(ZR-RVV) that was provided by Jiangsu Xinchangfeng Cable Co., Ltd. in Wuxi, China. The main
components of the sheath were PVC, antimony trioxide (Sb2O3), plasticizers, etc. Flame retardant
accounts for about 7 wt %. The flame-retardant PVC cable was subjected to different degrees of thermal
aging treatment to obtain the aged sheath sample. A rough elemental analysis of the sample was
conducted, and the measured results can be observed in Table 1. It can be found that the contents of
carbon and chlorine are decreased while the content of oxygen is increased with thermal aging degree.
That could be ascribed to the dehydrochlorination and oxidation of the material during the thermal
aging [24,29]. Varied sample preparation methods were applied to the tests. For the microscale TG and
MCC experiment, the samples were milled to less than 0.5 mm. For the bench-scale cone calorimetry
experiment, the cable was cut into pieces 10 cm long with 10 mm thickness. Prior to testing, all of the
samples underwent a drying procedure at 80 ◦C for approximately 1 h to remove moisture.

Table 1. Elemental analysis of new and aged cable sheaths.

Sample C (%) H (%) O (%) N (%) Cl (%) Pb Sb Ca

New 33.17 4.16 19.66 0.07 40.67 0.32 1.7 0.25
30 days 30.61 3.63 20.43 0.08 37.38 3.91 1.62 2.34
60 days 28.21 3.24 22.24 0.06 34.61 5.39 1.56 4.69

2.2. Thermal Aging

Thermal aging of PVC sheaths was performed in a convection oven (GHX-100L, Hefei Anke
Environmental Test Equipment Co., Ltd. in Hefei, China) in air at 100 ± 0.1 ◦C for 30 days and 60 days,
respectively. After thermal aging, the samples presented a more pronounced brown color, as shown
in Figure 1. Severe discoloration that occurred is due to the formation of chromophore groups [5].
The mass loss of PVC sheaths was monitored in the aging process using a precise balance, and the
mass loss ratios were 10.2% for 30 days and 11.8% for 60 days when compared with the new sheath.
Besides, the PVC sheath was also rigidized with prolonging the aging time. However, it is beyond the
scope of the current study.

 
Figure 1. Digital photographs of polyvinyl chloride (PVC) sheaths before and after thermal aging.

2.3. TG-FTIR Measurements

The tests were conducted by a TA Instruments SDT Q600 thermal analyzer (TA Instruments in
New Castle, PA, USA) coupled with FTIR spectroscopy (PerkinElmer in Waltham, MA, USA). The TG
test ranged from 303 to 1073 K with a gas flowrate of 50 mL min−1 in pure nitrogen atmosphere.
Five typical heating rates 5, 10, 20, 30 and 40 K min−1 were applied. The sample particles were
placed into an alumina crucible with a mass of approximately 5 ± 0.2 mg in each test. A flow cell
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with a recommended temperature of 280 ◦C was applied to the connection between the TG and FTIR
spectrometer to prevent the condensation of gaseous products of the cable sheath. The spectral range
was set as 4000–450 cm−1 with a scan frequency of eight times.

2.4. Calorimeter Measurements

The MCC tests of the samples were carried out using a microscale combustion calorimeter (MCC-2,
Govmark in New York, NY, USA) based on ASTM D7309 [30] (Method A). A linear heating rate of
60 K min−1 was applied in all tests. The temperature of the combustor was set at 1173 K. The heat
release of the PVC sheaths of the new and aged cables was measured using the oxygen consumption
principle. The heat release rate (HRR) as a function of time and sample temperature was experimentally
analyzed and compared.

In general, the ignition of a cable essentially depends on the properties of the polymeric sheath.
To obtain detailed information of the ignition risk of PVC sheathing, the time to ignition (TTI) of new
and aged cables was measured based on a bench-scale cone calorimeter by Fire Testing Technology.
Typical incident heat fluxes of 25, 35, 50, and 75 kW m−2 were selected for the ignition tests.

3. Results and Discussion

3.1. Thermogravimetric Analysis

Figures 2 and 3 describe the curves of TG and derivative thermogravimetric analysis (DTG)
for PVC sheaths of new and aged cables under heating rates of 5, 10, 20, 30 and 40 K min−1 in
nitrogen atmosphere. It is noted that all TG curves for any sample show similar trends when
ignoring the heating rates; the same result is obtained for the DTG curves. The thermal degradation
process of the PVC sheath is generally defined as a two-step process, which has been reported and
discussed by Zhu et al. [31] and Xie et al. [4]. In the first step, the dehydrochlorination of PVC polymer
occurs accompanied by the formation of conjugated double bonds; the second step includes the
continuous degradation of PVC polymer with cracking and pyrolysis, resulting in the formation of
low hydrocarbons with linear or cyclic structures. Essentially, some weak points, including C–H, C–C,
and C–Cl in PVC chains relate to the degradation of PVC polymer [32]. The pyrolysis residue has
a conjugated polyene structure with cis- and trans-arrangements [10]. In the present TG and DTG
profiles, three significant pyrolysis stages involving two strong peaks and one weak peak can be seen,
as shown in Figures 2 and 3, whether in the new or aged cable sheath. The first DTG peak relates
to the rapid volatilization and removal of HCl. The cleavage of the conjugated polyene chain and
chain structural reconstruction in PVC and additives contribute to the second peak. The third peak
may be attributed to the sluggish degradation of remaining residues. In addition, a displacement of
TG curves and an increase of DTG peaks with heating rates are observed, as described by previous
researchers [32–35].

The TG and DTG curves corresponding to new and aged PVC sheaths at different heating rates
(5, 10, 20, 30 and 40 K min−1) in nitrogen atmosphere are depicted in Figures 4 and 5, respectively.
Figure 4 illustrates that there is no difference in the TG curves of new and aged PVC sheaths in the
initial pyrolysis stage. However, the TG curve of the new cable sheath decreases faster than that of the
aged one with increasing sample temperature. The mass of lost residue from the new cable sheath is
significantly less than that of the aged one. Namely, the new cable sheath experienced a more sufficient
pyrolysis process than the aged one. In addition, the lower the heating rate, the less the residue mass.
Overall, the pyrolysis difference between new and aged cable sheaths is clearly visible, regardless of
the heating rates. Figure 5 shows that the onset temperature, which is related to the ignition time of
polymer in fire, shifts slightly upward for the aged cable sheath at all heating rates. This indicates
that the aged cable sheath pyrolyzes later than the new one. The values of DTG peaks for the aged
cable sheath are higher than those of the new one. Table 2 lists the typical pyrolysis parameters of
PVC sheaths of new and aged cables in nitrogen atmosphere with different heating rates. Note that
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the changes of chemical composition, structure, and additives in polymer after long-term thermal
aging are the main reason for the pyrolysis difference of PVC sheaths between aged and new cables.
However, it can be noted that the Tonset and DTGpeak for the aged sheath of 60 days is lower than
that of 30 days, which may be attributed to the complex factors, including the dehydrochlorination,
consumption of stabilizers and the aggravated chain scission and cross-linking.

Figure 2. Mass loss (thermogravimetric analysis (TG)) curves of PVC sheaths at different heating rates
in nitrogen atmosphere: (a) new; (b) aged 30 days and (c) aged 60 days.
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Figure 3. Mass loss rate (derivative thermogravimetric analysis (DTG)) curves of PVC sheath at
different heating rates in nitrogen atmosphere: (a) new; (b) aged 30 days and (c) aged 60 days.
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In addition, the effect of the flame-retardant on the thermal degradation of PVC sheath was
also analyzed. As shown in Figures 4 and 5, the Tonset of new PVC sheath is lower than that of the
pure PVC raw material when the flame retardant is added to the feedstock. However, the new PVC
sheath exhibits a lower mass loss rate of while gives a more final residue, as compared with the pure
PVC raw material. The whole pyrolysis process has been prolonged after the flame retardant added.
Meanwhile, there is an obvious decrease of the main DTGpeak for pure PVC raw material. The results
are primarily attributed to the formation of volatile SbCl3 and SbOCl between the antimony trioxide
and PVC during the thermal degradation. Besides, it should be noted the losses of both chlorine and
antimony content are clearly seen after thermal aging from the element analysis, which is agreement
with the previous works [15,36]. They also proposed that SbCl3 production was possible by reaction of
HCl with Sb2O3 without involving the high-temperature disproportionation reactions of intermediate
SbOCl. Namely, the higher Tonset, larger DTGpeak and less HCl gas emission may be explained by this
point, to some extent. The detailed study of this point is beyond the scope of the current work, taking
the experimental design, thermal aging period, etc. into account. However, the relevant research will
be conducted in the next plan.

 
Figure 4. Comparison of TG of PVC sheaths for new and aged cables at different heating rates in
nitrogen atmosphere. (a) 5 K min−1; (b) 10 K min−1; (c) 20 K min−1; (d) 30 K min−1; (e) 40 K min−1

and (f) 30 K min−1 involving raw materials.
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Figure 5. Comparison of DTG of PVC sheaths for new and aged cables at different heating rates in
nitrogen atmosphere. (a) 5 K min−1; (b) 10 K min−1; (c) 20 K min−1; (d) 30 K min−1; (e) 40 K min−1

and (f) 30 K min−1 involving raw materials.
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Table 2. Pyrolysis parameters of PVC sheaths for new and aged cables in nitrogen atmosphere with
different heating rates.

Sample Heating Rate (K min−1) Tonset (K) DTGpeak (% min−1) Residuemass (%)

New

5 510.41 4.88 33.72
10 522.36 9.91 30.17
20 543.28 16.46 34.47
30 552.96 25.18 34.47
40 559.12 33.22 39.07

30 days

5 545.84 6.69 39.63
10 561.77 13.58 38.70
20 572.44 20.70 39.42
30 580.89 32.68 41.50
40 584.08 35.97 44.36

60 days

5 540.75 6.29 36.91
10 552.54 10.78 42.87
20 566.09 20.44 41.50
30 576.14 28.77 41.11
40 580.24 32.75 43.42

3.2. FTIR Analysis

FTIR spectroscopy is an effective method to analyze the evolved gas products of materials in
the pyrolysis process. Figure 6 gives the three-dimensional (3D) surface for the FTIR spectra of gases
that are released by new and aged cable sheaths. It is clearly shown that the temperature range of
gases released is well consistent with the evolution of DTG, regardless of the third relatively weak
peak. In addition, gases are produced from the new cable sheath much earlier than the aged one.
However, the kinds and concentrations of gases released in pyrolysis between new and aged cable
sheaths have little difference. Table 3 presents typical gases released from PVC sheaths in nitrogen
atmosphere at a heating rate of 30 K min−1 at different times. It suggests that the main products
including HCl, CO2, and H2O during the whole pyrolysis process are similar for new and aged cable
sheaths. However, more dangerous products, such as alkene, benzene, styrene, etc., are not involved
in current work. The spectrum band of 2400–2260 cm−1 is associated with CO2. HCl can be observed
in the band range of 3100–2600 cm−1, and the absorption band of H2O corresponds to 1800–1300 cm−1

and 4000–3500 cm−1. The spectrum band in the range of 700–550 cm−1 is attributed to the stretching
vibrations of C–Cl. The results show that the gases from the aged cable sheath are released later,
but more quickly, than those by the new one, especially HCl gas.

Table 3. Gases released from PVC sheaths in nitrogen atmosphere at a heating rate of 30 K min−1 with
different times.

Sample Gas
Absorbance

8.64 min 10.83 min 16.80 min 30.14 min

New
HCl 7.26 × 10−3 1.00 × 10−2 4.33 × 10−3 1.40 × 10−3

CO2 1.07 × 10−2 6.49 × 10−2 3.59 × 10−2 1.81 × 10−2

H2O 2.95 × 10−3 5.50 × 10−3 6.57 × 10−4 5.47 × 10−4

30 days
HCl 7.17 × 10−4 1.70 × 10−3 3.59 × 10−3 2.96 × 10−4

CO2 1.29 × 10−2 5.24 × 10−2 2.79 × 10−2 1.27 × 10−2

H2O 1.31 × 10−5 1.25 × 10−3 7.66 × 10−5 1.54 × 10−5

60 days
HCl 3.99 × 10−4 1.79 × 10−3 5.20 × 10−3 1.18 × 10−3

CO2 1.42 × 10−2 5.23 × 10−2 2.26 × 10−2 7.08 × 10−3

H2O 4.71 × 10−3 6.35 × 10−3 3.74 × 10−3 9.39 × 10−4
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Figure 6. Typical three-dimensional thermogravimetric analysis-Fourier transform infrared (3D
TG-FTIR) spectrogram of PVC sheath at a heating rate of 30 K min−1: (a) new; (b) aged 30 days;
and, (c) aged 60 days.

3.3. MCC Analysis

The HRR curves of PVC sheaths for both new and aged cables are shown in Figure 7. Two peaks
of heat release rate (PHRRs) can be observed for new and aged sheaths. The value of the first HRR
peak for the new cable sheath is greater than that of the aged one, and the value of the second HRR
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peak has a slight difference. The first HRR peak is produced by the combustion of pyrolysis gases,
and the second one is formed by the char oxidation. The result indicates that the faster and more
combustible gases were released for aged cable sheath during MCC tests, which can be supported
by the measurements of FTIR. The temperature corresponding to two HRR peaks (TPHRRs) laterally
shifts upward, and the duration from onset decomposition to PHRR of the aged cable sheath is longer
than that of the new one. That means that the decomposition and combustion of aged cable sheath
would be slightly weak due to the change of composition and structure. Figure 8 gives the integral
HRR (total heat release (THR)) of PVC sheaths for new and aged cables. THR is related not only to the
HRR peak, but also to the detailed pyrolysis process. Compared with the aged cable sheath, the THR
value of the new cable sheath is relatively high. Table 4 presents the MCC data of PVC sheaths of new
and aged cables. Where HRC is the capacity of heat release, PHRR is the maximum value of two peaks,
TPHRR is the temperature corresponding to the first peak of HRR, and THR is defined as the value
at the final temperature. It implies that the new cable sheath would burn more fiercely and amply,
accompanied by more heat release, which is in good agreement with the above TG analysis.

 

Figure 7. Heat release rate of PVC sheaths for new and aged cables: (a) heat release rate (HRR) vs. time
and (b) HRR vs. temperature.

13



Materials 2018, 11, 1997

Figure 8. Integral HRR (total heat release (THR)) of PVC sheaths for new and aged cables.

Table 4. MCC data of new and aged cable sheaths.

Sample HRC (J g−1 K−1) PHRR (W g−1) TPHRR (◦C) THR (kJ g−1)

New 100 100.1 324.2 19.5
30 days 104 98.0 471.4 16.2
60 days 97 93.1 476.8 15.9

3.4. Cone Calorimetry Analysis

Figure 9 shows the time to ignition (TTI) of new and aged cable sheaths under the varied incident
heat fluxes ranging from 25 kW m−2 to 75 kW m−2. The TTI value of the new cable sheath is greater
than that of the aged one at different incident heat fluxes. The TTI difference between new and aged
cable sheaths decreases with the increasing incident heat flux. The aged cable sheath has a maximal
ignition time 93% greater than that of the new cable sheath at 25 kW m−2. This result is consistent
with the onset temperature and thermal degradation process analysis of pyrolysis. It suggests again
that the new cable sheath has a higher ignition risk.

Figure 9. Time to ignition (TTI) of PVC sheaths for new and aged cables with different incident
heat fluxes.

4. Conclusions

In the current study, several experiments using TG-FTIR, MCC, and cone calorimetry were
employed for PVC sheaths of new and aged cables. The results show that the pyrolysis behavior
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between aged cable sheaths and new cable sheaths with varied heating rates is markedly different in
nitrogen atmosphere. The onset temperature of mass loss for the aged cable sheath is greater than
that of the new one, regardless of the heating rates. In addition, the mass of the pyrolysis residue of
the aged cable sheath is slightly greater than that of the new cable sheath. This indicates that the new
cable sheath starts to pyrolyze more easily and completely than the aged one. It is also concluded
that there is a main DTG peak for new and aged cable sheaths under all conditions. The value of the
main DTG peak of the aged cable sheath is clearer than that of the new one. The evolved gas that
was measured by FTIR spectra illustrates that the aged cable sheath releases pyrolysis gases slightly
later but more quickly than the new cable sheath. The results also show that the values of PHRR and
THR for the aged cable sheath are clearly less than those of the new one. However, the duration from
onset decomposition to PHRR and time to ignition for the aged cable sheath are significantly greater
than those of the new cable sheath. It must be noted that the difference of pyrolysis and combustion
between the aged sheath with 30 days and aged sheath with 60 days is slight, which may indicate
that there is a critical stage during the thermal aging. The pyrolysis and combustion properties of
materials change slightly when the materials is aged in a long enough period. Generally, the pyrolysis
and combustion properties depend on the material itself under the same condition. In consequence,
the modification of chemical composition, chain structure, and additives might be deduced to be the
reason for different pyrolysis and combustion properties of the new and aged cable sheaths, eventually
resulting in the change of flammability characteristics. Whereas, the currently available evidence is
insufficient for this deduction and more research is needed. This work adds to the understanding of
the difference in pyrolysis and combustion performances between new and aged cable sheaths. Finally,
pyrolysis and combustion of waste plastic allow the obtainment of valuable chemicals, hydrocarbon
compounds, combustible, gases, and energy. Knowledge of the pyrolysis mechanisms and combustion
properties of typical aged cable sheath will benefit the recycling of plastic waste and energy conversion,
which deserves further examination in future study.
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Abstract: In this work, the non-isothermal process of GCr15 bearing steel after quenching and
tempering (QT) under different tensile stress (0, 20, 40 MPa) was investigated by kinetic analysis and
microstructural observation. The Kissinger method and differential isoconversional method were
employed to assess the kinetic parameters of the microstructural evolution during the non-isothermal
process with and without applied stress. It is found that the activation energy of retained austenite
decomposition slightly increases from 109.4 kJ/mol to 121.5 kJ/mol with the increase of tensile stress.
However, the activation energy of cementite precipitation decreases from 179.4 kJ/mol to 94.7 kJ/mol,
proving that tensile stress could reduce the energy barrier of cementite precipitation. In addition, the
microstructural observation based on scanning and transmission electron microscopy (SEM and TEM)
shows that more cementite has formed for the specimens with the applied tensile stress, whereas
there is still a large number of ε carbides existing in the specimens without stress. The results of
X-ray diffraction (XRD) also verify that carbon in martensite diffuses more and participates in the
formation of cementite under the applied tensile stress, which thus are in good agreement with the
kinetic analysis. The mechanisms for the differences in cementite precipitation behaviors may lie in
the acceleration of carbon atoms migration and the reduction of the nucleation barrier by applying
tensile stress.

Keywords: GCr15 bearing steel; cementite precipitation; stress filed; kinetic analysis

1. Introduction

GCr15 bearing steel, with high carbon and chromium concentrations, is widely used for the
rolling elements in bearing. It is routinely treated by spheroidising, quenching and tempering (QT)
to obtain a microstructure comprised of spherical cementite, small amount of retained austenite and
tempered martensite. Generally, bearing needs to be served under high speed and high load conditions.
It has been reported [1,2] that the service temperature of ordinary bearing may reach 200 ◦C, while
the aerospace bearing can be serviced up to 300 ◦C. Moreover, deterioration of bearing performance
may occur during the cyclic contact loading. Microstructural development under the temperature
and stress field is the crucial factor influencing the service life of the bearing steel [2,3]. Therefore,
clarifying the microstructural evolution caused by the temperature and stress field to understand the
mechanism of performance degradation is always an attractive topic.

Many researchers have used transmission electron microscope [4], resistivity [5], thermal
analysis [6,7] and other methods to study the microstructural evolution of bearing steel during
tempering or aging. There are also some studies focusing on the effect of stress on the transformation
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of retained austenite [8,9] and carbide precipitation [10] without an applied temperature field.
Nevertheless, these studies do not consider the coupling effect of the stress field and temperature field
on the microstructural transformation behaviors. Therefore, it is necessary to study the effect of stress
on microstructures development during the non-isothermal process. Until now, some studies have
been concentrated on the effect of stress on phase transformation behaviors, such as isothermal ferrite
and pearlite transformations [11], austenite decomposition [12], martensitic phase transformations [13],
bainitic phase transformation [14] and so on. However, to our best knowledge, there is still no research
concerning on the microstructural transformation, and especially the cementite precipitation behaviors
of GCr15 bearing steel during the non-isothermal process under applied stress.

As the non-isothermal process is close to the high-temperature tempering process for GCr15
bearing steel, the microstructure evolution during tempering should be clarified first. According to the
theory of tempering, the process of tempering can be divided into several stages with the increase of
temperature [15]: (1) Stage 0, 0~80 ◦C, the migration of carbon atoms to dislocation and defects [16];
(2) Stage I, 100~200 ◦C, the precipitation of ε/η transition carbides [17]; (3) Stage II, 250~350 ◦C, the
decomposition of retained austenite [18]; (4) Stage III, 300~400 ◦C, the conversion of the transition
carbide into cementite [19].

It is well known that the finished bearing products have gone through Stage 0 and Stage I after the
traditional QT treatment, so the aim of the present work is mainly to investigate the microstructural
evolution (Stage II and Stage III) during the higher tempering temperature under different tensile
stresses. The kinetics parameters of microstructural development were compared and analyzed
considering the effect of applied tensile stress. At the same time, the impact of applied stress on
microstructural evolution during the non-isothermal process was analyzed based on microstructural
analysis. In particular, the mechanism of tensile stress on cementite precipitation was discussed.

2. Experimental and Theory

The material used in the current study was GCr15 bearing steel, with the nominal composition
as presented in Table 1. The experimental materials were austenitized at 860 ◦C for 15 min and
followed by quenching in oil at 60 ◦C for 5 min. Then they were tempered at 160 ◦C for 2 h. After
the QT heat treatment, the steel was designed to be treated under the couple action of the stress and
temperature field.

Table 1. The chemical composition of GCr15 bearing steel (wt %).

C Cr Mn Si P S Fe

0.960 1.430 0.350 0.270 0.012 0.002 Bal.

In order to observe the microstructural evolution during the non-isothermal process under
different tensile stresses, the specimens with a size of φ 10 mm × 105 mm were subjected to a
continuous tensile stress (0, 20 and 40 MPa) and heated from room temperature to 300 ◦C (considering
the limit service temperature of bearing and the temperature range of stage II and stage III) at the
heating rate of 10 ◦C/min by means of a Gleeble 3500 thermo-mechanical simulator. The microstructure
of these specimens was examined by a field-emission scanning electron microscope (FESEM, FEI
Quanta 450, Hillsboro, OR, USA) and transmission electron microscopy (TEM, JEOL-2100F, Akishima,
Japan). The specimens for FESEM were etched in an alcohol solution containing 4% nitric acid
(volume fraction) for 10 s. The specimens for TEM were prepared by mechanically polishing and then
electro-polishing in a twin-jet polisher (Struers, TenuPol-5, Ballerup, Denmark) using a solution of
10% perchloric acid and 90% acetic acid. Moreover, X-ray diffraction (XRD) data were recorded on a
D/MAX-RB diffraction analyser (Rigaku, Tokyo, Japan) at 12 kW.

Activation energy, as an important kinetic parameter, can be used to evaluate the difficulty of
phase transformation. The Kissinger method [20,21] and isoconversional method [22,23] are the most
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widely used methods to calculate activation energy, and they are usually combined with thermal
analysis. In this study, for analysing the influence of tensile stress on the kinetic of microstructural
evolution during the non-isothermal process, a group of specimens was heated to 500 ◦C under a
40 MPa tensile stress at different heating rate of 10, 15 and 20 ◦C/min with the aim of calculating the
activation energy. It was noted that the thermal expansion curves were recorded by measuring the
variation in diameter during the non-isothermal process. Considering the activation energy determined
from the thermal expansion curves and heat flow curves (both as functions of the heating rate) is
really close [7,24], the kinetic parameters of microstructural evolution without stress was obtained by
differential scanning calorimetry (DSC) experiments using a STA449F3 thermal analyzer (Netzsch,
Selb, Germany) as a comparison. The specimens for DSC were cut into φ 4 mm × 0.6 mm and then
heated from ambient temperature to 500 ◦C at different heating rates of 5, 10, 15 ◦C/min, respectively.
Here, pure aluminum disks were used as the reference material, and the baseline was determined by
performing a rerun at the same heating rate.

The effective activation energies of different stages during the non-isothermal process were
calculated by using the Kissinger equation based on the fact that the peak temperature depends on the
heating rate:

In
(

T2
P/∅

)
= Q/RTP + const (1)

where TP is the peak temperature, ∅ is the heating rate, and R is the gas constant (R = 8.314 kJ/mol).
By plotting In

(
T2

P/∅
)

as a function of 1/TP, the activation energy can be obtained.
The differential isoconversional method was also employed to obtain the kinetic parameters of

microstructural evolution during the non-isothermal process under different tensile stress. In this
method, the reaction rate can be assumed to be a function of temperature (k(T)) and converted fraction
( f (α)), which is expressed as:

dα/dt = k(T) f (α) (2)

where α and T is the converted fraction and temperature, respectively. k(T) can be obtained by the
Arrhenius equation as:

k(T) = A· exp(−Q/RT) (3)

where A is the pre-exponential factor and Q is the activation energy. By combining Equations (2)
and (3) and taking the equation to a logarithm, then the differential isoconversional method can be
proposed, as follows:

ln(dα/dt) = ln[A· f (α)]− Q/RT (4)

For the non-isothermal process with a constant heating rate ∅, Equation (4) can be expressed as:

ln[∅·(dα/dt)] = ln[A· f (α)]− Q/RT (5)

By plotting ln[∅·(dα/dt)] as a function of 1/T, the slope indicates a value of Q/R. Then the curve
of the activation energy varying with the converted fraction can be further obtained.

3. Results

The thermal expansion curves of continuous heating up to 500 ◦C at the heating rate of 10 ◦C/min
under different tensile stress is shown in Figure 1. It can be found that the relative dimensional change
first increases with increasing temperature linearly. When the temperature exceeds 200 ◦C, the slopes
between temperature and relative dimensional change begins to increase and then decline. With
the temperature further increasing to 400 ◦C, the slopes no longer change. According to the theory
of tempering, the specimens may have gone through Stage 0 and Stage I, thus the slopes remained
unchanged when temperature was below 200 ◦C. However, it is known that Stage II leads to expansion
and Stage III decreases the dimension. Therefore, the variation of slopes during 200~400 ◦C is closely
related to the microstructural evolution in Stage II and Stage III.
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Figure 1. The thermal expansion curves during the non-isothermal process under different tensile stress.

Based on the above thermal expansion curves (Figure 1), the starting and ending temperatures
of slope change was obtained by the tangents method [25] as shown in Table 2. In fact, according to
the theory of tempering, the starting temperatures of slope change can represent the beginning of
retained austenite decomposition (Stage II), while the ending temperature of slope change can reflect
the complete formation of cementite (Stage III). The results listed in Table 2 clearly show that the
starting temperature of retained austenite decomposition increases from 238 ◦C to 276 ◦C when the
applied tensile stress increases from 0 MPa to 40 MPa. This may be due to the increase of stability
of retained austenite induced by applied mechanical stress. However, it can be further found that
the ending temperature of cementite formation obviously decreases from 474 ◦C to 418 ◦C with the
increase of tensile stress, which may indicate a premature formation of cementite.

Table 2. The starting and ending temperatures of slope change under different tensile stress.

Tensile Stress 0 MPa 20 MPa 40 MPa

Starting temperature (Stage II) 238 ◦C 257 ◦C 276 ◦C
Ending temperature (Stage III) 474 ◦C 421 ◦C 418 ◦C

Furthermore, the activation energy of microstructural evolution without stress and with 40 MPa
tensile stress were obtained by DSC testing and thermo-mechanical simulator experiments, respectively.
Figure 2a illustrates the representative DSC curves at heating rate of 5 ◦C/min, where it can be seen
that the first run curve (solid line) contains a significant heat flow peak in the range of 200~400 ◦C.
Meanwhile, the rerun curve (dash line) had no visible peaks, which was quite necessary to act as a
baseline to remove the influence of experimental instruments and environment.

By subtracting the baseline and dividing by the mass of the specimens, the revised DSC curve
was obtained as shown in Figure 2b. It is obvious that no heat flow peak can be observed when the
temperature is less than 200 ◦C, indicating that QT-treated specimens have gone through Stage 0
and Stage I. In the subsequent non-isothermal process, two heat flow peaks appeared in the range of
200~260 ◦C and 300~400 ◦C, which corresponds to Stage II and Stage III, respectively. Furthermore, by
fitting the revised DSC curve, the curves of retained austenite decomposition (Stage II) and carbide
transformation (Stage III) were both obtained, as shown in Figure 2b.
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Figure 2. (a) The differential scanning calorimetry (DSC) curves at heating rate of 5 ◦C/min; (b) revised
DSC curves after subtracting baseline.

Accordingly, the peak temperatures of Stage II and Stage III at different heating rates were listed
in Table 3. As the heating rate increases, their peak temperatures gradually shift higher, indicating that
higher heating rate will delay the transformation of Stage II and Stage III. According to the Kissinger
method, the Kissinger straight lines of two stages can be obtained respectively, as shown in Figure 3. As
a result, the activation energy of retained austenite decomposition was calculated to be 109.4 kJ/mol,
and the activation energy of cementite precipitation was 179.4 kJ/mol, which is consistent with the
report in literature [7].

Table 3. The peak temperatures of Stage II and Stage III without applied stress at different heating rates.

Heating Rates
Peak Temperatures

Stage II Stage III

5 ◦C/min 278 ◦C 344 ◦C
10 ◦C/min 291 ◦C 353 ◦C
15 ◦C/min 309 ◦C 368 ◦C

Figure 3. Kissinger analysis (ln
(
T2

P/∅
)

versus 1/TP × 10−3 ) for the determination of the individual
activation energy of Stage II (a) and Stage III (b) without applied stress.

Figure 4a indicates the thermal expansion curves under 40 MPa tensile stress at different heating
rate. As the most common method for analyzing the thermal expansion curves, the leverage theorem
was used in this study and the transformed fraction curves were shown in Figure 4b. It can be observed
that higher heating rate will result in an increase of the temperature of phase transformation, which
is well consistent with the previous DSC results. In addition, the median temperatures (transformed
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fraction = 0.5) were listed in Table 4 as well, which was selected to calculate the activation energy by
means of the Kissinger method. Consequently, the activation energy obtained by leverage law was
102.1 kJ/mol. However, considering that the transformed fraction curves calculated by the leverage
law could not distinguish Stage II and Stage III, a follow-up calculation was thus performed using the
isoconversional method.

Figure 4. The thermal expansion curves (a) and transformed fraction curves (b) under 40 MPa tensile
stress at a heating rate of 10, 15, 20 ◦C/min.

Table 4. The median temperature under 40 MPa at different heating rates.

Heat Rate 10 ◦C/min 15 ◦C/min 20 ◦C/min

Median temperature 327 ◦C 337 ◦C 346 ◦C

The isoconversional method can effectively reflect the change of activation energy during the
whole process, which can be considered as a more accurate supplement for the Kissinger method. A
detailed activation energy and modified pre-exponential factor (ln[A· f (α)]) with respect to different
transformed fraction were estimated using differential isoconversional method, as illustrated in
Figure 5. It can be found that the activation energy first increases to 121.5 kJ/mol and then decreases
to 72.8 kJ/mol with the increasing transformed fraction. During the early stage (0.2 ≤ α ≤ 0.4) and
later stage (0.6 ≤ α ≤ 0.7), there are two platforms whose average activation energy are 121.5 kJ/mol
and 94.7 kJ/mol, respectively. In fact, the platforms can be interpreted as different stages as reported
by Wang et al. [26]. In the present work, according to the reaction sequence of Stage II and Stage III
and kinetics analysis by the Kissinger method, the two platforms can be interpreted as the two stages
(retained austenite decomposition and cementite precipitation). Meanwhile, the average value of these
two stages was 108.1 kJ/mol, which was close to the activation energy obtained by Kissinger method
(102.1 kJ/mol) as before. Compared with the activation energy without stress, it was found that the
activation energies of Stage II and Stage III changed significantly. Under the applied tensile stress,
the activation energy of the decomposition of retained austenite slightly increase to 121.5 kJ/mol,
while the cementite precipitation was significantly accelerated due to the decreased activation energy
of cementite precipitation (from 179.4 kJ/mol to 94.7 kJ/mol). Moreover, the results show that the
variation of modified pre-exponential factor (ln[A· f (α)]) presented similar trends to those of the
activation energies.
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Figure 5. The activation energy and modified pre-exponential factor with respect to the
transformed fraction.

To observe the microstructural evolution during the non-isothermal process, the QT treated
specimens were heated to 300 ◦C and then air cooled to ambient temperature for microstructural
analysis. Figure 6a shows the FESEM microstructure of the QT treated specimens which comprises
undissolved spherical cementite, retained austenite and tempered martensite. Figure 6b–d illustrates
the microstructure of the specimens after heating to 300 ◦C with different tensile stress, where it can
be seen the matrix is mainly consisted of undissolved spherical carbides and precipitated needle-like
cementite. In addition, the region highlighted by the yellow oval is poor of the precipitated cementite,
indicating that there is still a large amount of cementite not formed for the specimens without tensile
stress. However, more cementite has formed for the specimens with increasing tensile stress, which
thus proves that the applied tensile stress can accelerate the formation of cementite efficiently.

 

Figure 6. Typical field-emission scanning electron microscope (FESEM) microstructure of the (a)
quenching and tempering (QT) treated specimens, and the QT treated specimens after heating to 300
◦C under tensile stress of (b) 0 MPa, (c) 20 MPa and (d) 40 MPa.
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Figure 7 illustrates the TEM micrographs and corresponding dark field of the microstructure of
the specimen with and without 40 MPa stress, in which typical morphologies of carbides are observed.
As shown in Figure 7a, some nano-size particles were found for the specimens without stress. These
particles were identified using selected-area electron diffraction (SAED) to be ε-carbides. For the
specimens with 40 MPa stress (Figure 7b), the needle-like precipitates presented in the matrix were
identified to be θ-carbides (cementite), which is consistent with the SEM results. It can be inferred
that a large number of ε-carbides still exist in the specimens without applied stress, and they have not
been transformed into stable cementite at 300 ◦C. However, numerous stable θ-carbides (cementite)
have formed for the specimens with 40 MPa stress, demonstrating again that the applied stress can
accelerate the formation of cementite during the non-isothermal process.

Figure 7. The presence of ε-carbides and θ-carbides for the specimens (a) without stress and (c) with 40
MPa, respectively. Where (b,d) are the corresponding dark field of (a,c), respectively.

The results of the XRD diffraction pattern (Figure 8) clearly show that the retained austenite
has been completely decomposed after heating to 300 ◦C, regardless of the applied tensile stress. In
addition, according to the observation of the (110)α diffraction peak (as seen in the insert), it can be
seen that the martensite diffraction peak shifts to a higher angle with the increase of applied tensile
stress. It has been reported that the diffraction peak information of martensite is closely related to the
carbon content in martensite [27]. In the present work, the higher diffraction angle of (110) martensite
indicates the lower carbon content of tempered martensite for the specimens subjected to tensile
stress [28]. Therefore, it can be inferred that interstitial carbon atoms in martensite diffuse more and
participate in the formation of cementite under the applied tensile stress.
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Figure 8. The X-ray diffraction (XRD) pattern of the specimens after being heated to 300 ◦C under
different tensile stress.

4. Discussion

The mechanism of cementite formation was mainly determined by the diffusion of carbon atoms
in the long range or short range. Chen [23] and Li [29] have studied the diffusion behavior of interstitial
atoms in α-Fe under the strain field and they find that with the increase of tensile stress, the diffusion
barrier decreases and atom diffusion gradually becomes easier. In this study, when external tensile
stress is applied, the cubic crystal produces a weak elastic deformation along the tensile direction, then
the diffusion barrier and atomic transition distance changes, which affects the diffusion rate of the
carbon atoms. As a consequence, the applied tensile stress will exert a significant influence on the
migration of carbon atoms and the formation of cementite.

It is reported by Kim [30] that the extra lattice energy arose from the presence of defect (including
dislocations, grain boundaries, twins, etc.) in the matrix could lead to a reduction of nucleation energy
barrier of cementite. In the present work, according to the first law of thermodynamics, the change of
internal energy of the lattice can be expressed as follows:

dU = dQ − dW (6)

where dQ and dW is the heat absorption and energy dissipation of the lattice, respectively. Assuming
that the elastic strain of lattice (Δl) occurs along the tensile direction when tensile stress (f ) is applied, the
heat absorption and energy dissipation are obtained based on the second law of thermodynamics [31]:

dQ = TdS (7)

dW = PdV − f Δl (8)

where T and S is the temperature and surface area of the lattice, respectively; P and dV is the pressure
and the volume change, respectively. By substituting Equations (7) and (8) into Equation (6), the
modified internal energy change in the lattice (Equation (6)) can be expressed as:

dU = TdS − PdV + f Δl (9)

For crystals, PdV = 0, So Equation (9) can be simplified as:

dU = TdS + f Δl (10)

It should be noted that for the non-isothermal process, the lattice must be in the endothermic
state, so the value of heat absorption will be positive (TdS > 0). Moreover, since the value of tensile
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stress is positive ( f > 0), the change of internal energy in the lattice (dU) will increase compared with
those without applied tensile stress under the same temperature. Therefore, it can be inferred that the
applied tensile stress favors the increase of internal energy in the lattice, thereby leading to a reduction
of the nucleation of the energy barrier for the crystal core with a same size. This is also the reason for
the obvious decrease in activation energy of cementite formation when the tensile stress is applied.

5. Conclusions

The kinetic parameters of the microstructural evolution during the non-isothermal process
with and without tensile stress were investigated using Kissinger and isoconversional methods.
The observation of microstructure was conducted by means of scanning and transmission electron
microscopy and X-ray diffraction after heating to 300 ◦C. The corresponding conclusions drawn are
as follows:

(1) The activation energy of retained austenite decomposition slightly increases from 109.4 kJ/mol to
121.5 kJ/mol with the increase of tensile stress, which indicates the applied tensile stress is in
favor of the stabilization of retained austenite. Additionally, the applied tensile stress not only
lowers the end temperature of cementite formation, but also leads to a decrease of the activation
energy of cementite precipitation from 179.4 kJ/mol to 94.7 kJ/mol, thereby proving that tensile
stress can reduce the energy barrier of cementite precipitation.

(2) The microstructural observation shows that more cementite has formed for the specimens with
the applied tensile stress, whereas there is still a large number of ε carbides existing in the
specimens without stress. The results of XRD also verified that carbon in martensite diffuses more
and participates in the formation of cementite under the applied tensile stress. Therefore, these
results are in good agreement with the kinetic analysis, which together proves that the applied
tensile stress can accelerate the precipitation of cementite during the non-isothermal process.
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Abstract: The hydration heat evolution curves of composite cementitious materials containing copper
tailing powder (CT) and graphene oxide (GO) with different contents are measured and analyzed
in this paper. The hydration rate and total hydration heat of the composite cementitious materials
decrease with the increase of CT dosage, but improve with the increase of CT fineness and GO dosage.
The hydration process of the cementitious systems undergoes three periods, namely nucleation and
crystal growth (NG), phase boundary reaction (I), and diffusion (D), which can be simulated well
using the Krstulovic–Dabic model. The hydration rates of the three controlling processes of the
composite cementitious system decrease with the increase of CT content, but improve slightly with
the increase of CT fineness. GO enhances the controlling effect of the NG process of the cementitious
systems with or without CT, thus promotes the early hydration as a whole.

Keywords: composite cementitious materials; copper tailing powder; graphene oxide; hydration kinetics

1. Introduction

Copper tailings are waste materials generated during the purification of precious copper from
the copper ores, and 128 t copper tailings will be left over per 1 t refined copper [1,2]. According
to the United States Geological Survey Bureau, two trillion tons of copper tailings were produced
worldwide in 2011 [3]. The cumulative copper tailings in China exceeded 3 trillion tons by 2014;
however, only about 8.2% are recycled [3–5]. The rest are mainly disposed of in the tailing pond,
which results in a lot of adverse effects. For example, the heavy metal elements in copper tailings
poison the surrounding soil and water. Furthermore, as copper tailings are definitely solid gravel,
the tailing pond is prone to destabilize and collapse in the case of earthquakes and flooding [6].
In addition, the construction cost and operation expense of a tailings depot are very high. As a result,
the utilization of copper tailings in concrete as either fine aggregate or supplementary cementitious
material is not only conducive to the resources recovery and utilization but also greatly reduces the
environmental pollution, geological disasters, and other problems caused by copper tailings.

Some studies regarding the use of copper tailings as cement substitution have been conducted,
and the results show that the pozzolanic activity of copper tailing powder is fairly low and its optimal
replacement ratio is 5% without strength and durability reduction; however, the replacement ratio can
reach up to 30–50% in mass concrete with consideration of the temperature control [2,7,8]. Moreover,
it has been reported that graphene oxide (GO) has reinforcing and toughening effects on the cement
paste [9–13]. The improvement of the mechanism of GO can be concluded using the following
reasons. The first is called the template effect, in which GO can regulate the morphology of the
hydration products of cement to form flower-shaped microcrystals with uniform shape and uniform
distribution [9–11]. The second is the nucleation effect that GO lamellae can provide nucleation sites for
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nucleation and crystallization of calcium silicate hydrates (C-S-H), which promotes the crystallization,
nucleation, and growth of C-S-H, thereby accelerating the early hydration [12]. In addition, the interface
enhancement effect between GO and C-S-H is proven to be fairly high, which may also contribute to
the strength and toughness of the paste [13].

As a result, copper tailing powder (CT) shows some adverse effects on early hydration and
strength of the cement-based materials, but GO can improve their microstructure and properties.
What will happen when the positive and the negative elements interact? How does GO promote the
hydration mechanism of a cement-CT composite system? We suppose that GO also has reinforcing
and toughening effects on the composite cementitious materials containing CT. In order to investigate
the effect of CT on the early hydration mechanism of cement, as well as the enhancing effect of GO
on the hydration of cement and cement-CT binder, the hydration heat evolution rate and cumulative
hydration heat of composite cementitious materials containing CT and GO at different contents are
measured at 25 ◦C by an isothermal calorimeter. Based on the thermodynamic data, the hydration
kinetics of the composite cementitious materials containing CT and GO are investigated in detail using
the Krstulovic–Dabic model to reveal the effects of CT and GO on the early hydration.

2. Materials and Methods

2.1. Raw Materials

Ordinary Portland cement (P.O 42.5) and CT supplied by China Construction Mining Corporation
are used in the experiment. Their chemical compositions, determined by the X-ray fluorescence
(XRF Axios FAST, Malvern Panalytical Ltd., Royston, UK), are listed in Table 1. CT contains a great
deal of CaO, SiO2, and Al2O3. While the total content of SiO2, Al2O3, and Fe2O3 is 53.03%, which is
less than 70% of that put forward by ASTM C618-15 Standard Specification for Coal Fly Ash and Raw
or Calcined Pozzolan for use in concrete [14]. Its XRD pattern is displayed in Figure 1; the XRD patters
shows that SiO2 exists mainly in the form of andradite instead of active SiO2. In general, the CT used
in this study has a low pozzolanic activity. GO dispersion is produced by Shanxi Institute of Coal
Chemistry, Chinese Academy of Sciences, Taiyuan, China. It has a GO content of 4 mg/mL and its
morphology, size (about 1 μm) and thickness (about 1 nm) are characterized by the Atomic Force
Microscope (AFM Tosca™ 400, Anton Paar Shanghai Trading Co. Ltd., Shanghai, China) as shown in
Figure 2.

Table 1. The main chemical compositions of cement and copper tailing powder (CT)/Mass, %.

Compositions SiO2 Al2O3 CaO Fe2O3 MgO SO3 TiO2 K2O Na2O P2O5 CuO

Cement 21.25 2.91 63.09 3.24 0.68 3.36 0.31 1.12 0.31 0.17 -
CT 39.15 5.49 31.76 8.39 5.37 1.21 0.21 0.64 1.32 0.11 0.08

Figure 1. XRD pattern of CT.
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Figure 2. AFM image of graphene oxide (GO).

2.2. Testing Methods

The copper tailings were dried, first, at 60 ◦C and filtered through a 1 mm-square-hole sieve in
order. Then, they were ground for 30 min and 60 min, respectively, in a small insulative ball mill
(SM 500, Daoxu Machinery Factory, Shangyu, China). The ball mill has a speed of 48 r/min, with a
loading capacity of 5 kg of sample. The powder morphology was investigated using scanning electron
microscopy (JSM-5610LV, JSM Ltd., Tokyo, Japan). As shown in Figure 3, CT particles ground for
30 min and 60 min show irregular blocky, granular, and clastic shape. The particle size distribution of
cement and CT, as shown in Figure 4, was measured by a laser particle size analyzer (Master size 2000,
Malvern Instruments Ltd., Worcestershire, UK), ranging from 0.1 to 1000 μm. The specific surface area
was calculated by software included in the laser particle size analyzer. The specific surface area of CT
ground for 30 min and 60 min is 380 m2/kg and 690 m2/kg, respectively. The specific surface area of
cement is 440 m2/kg. The average size of CT ground for 30 min and 60 min is 6.79 μm and 3.47μm,
respectively, and the average size of cement is 5.67 μm, which is similar to their specific surface area.

  
(a) (b) 

Figure 3. Particle morphology of CT after being ground for (a) 30 min; and (b) 60 min.

Two paste systems, I and II, prepared for hydration heat determination are listed in Tables 2 and 3,
respectively. The hydration heat evolution rate and total hydration heat emission of the samples were
measured by an isothermal calorimeter (TAM Air, TA Instruments Inc., New Castle, DE, USA) at 25 ◦C
within 72 h, with a temperature fluctuation of less than ±0.02 ◦C.
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Figure 4. Particle size distribution curves of cement and CT.

Table 2. Mixture proportions I (samples cement-CT system (CTs))/Mass, %.

Sample Grinding Time CT W/C

CT3-15 30 min 15% 0.4
CT3-30 30 min 30% 0.4
CT3-45 30 min 45% 0.4
CT6-15 60 min 15% 0.4
CT6-30 60 min 30% 0.4
CT6-45 60 min 45% 0.4

C / 0% 0.4

Table 3. Mixture proportions II (samples cement-GO system (CGs) and samples cement-GO-CT system
(GCTs))/Mass, %.

Sample GO Content Cement CT W/C

CGs

C-0 0 100% 0 0.4
C-1 0.01% 100% 0 0.4
C-2 0.02% 100% 0 0.4
C-3 0.03% 100% 0 0.4

GCTs

CT*-0 0 70% 30% 0.4
CT*-1 0.01% 70% 30% 0.4
CT*-2 0.02% 70% 30% 0.4
CT*-3 0.03% 70% 30% 0.4

Note: Taking CT6-30 in mixture proportions I for example, 6 indicates that the grinding time of CT is 60 min,
30 represents that the mixing content of CT is 30%; For CT*-2 in mixture proportions II, CT* is the simplified name
of CT6-30, 2 stands for 0.02% dosage of graphene oxide (GO).

3. Results and Discussion

3.1. Characteristics of Hydration Heat Evolution

Figure 5 shows the hydration heat evolution rate and total hydration heat of a cement-CT
composite system (CTs) within 72 h. The acceleration period and the time at which the induction
period of CTs ended are shown in Figure 6. The rate of the second exothermic peak and the total
hydration heat evolution at different hydration times determined from heat evolution curves are listed
in Table 4.
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Table 4. Characteristic values of hydration heat evolution curves of samples at 25 ◦C.

Sample Rate of the Second Heat
Emission Peak qmax (J/g·h)

Total Heat Release (J/g) Heat Release Per g of Cement (J)

12 h 48 h 60 h 72 h 12 h 48 h 60 h 72 h

CT3-15 8.341 44.7 193.2 210.0 222.7 52.6 227.3 247.1 262.0
CT3-30 7.044 41.0 160.2 171.6 179.9 58.6 228.9 245.1 257.0
CT3-45 5.529 34.9 130.0 139.0 145.4 63.5 236.4 252.7 264.4
CT6-15 8.541 48.2 200.6 217.5 229.8 56.7 236.0 255.9 270.4
CT6-30 7.203 43.7 166.2 179.4 189.3 62.4 237.4 256.3 270.4
CT6-45 5.768 37.6 132.0 141.4 148.3 68.4 240.0 257.1 269.6

C 9.479 51.6 217.3 235.3 249.7 51.6 217.3 235.3 249.7

 
(a) 

 
(b) 

Figure 5. (a) Hydration heat evolution rate and (b) total hydration heat release of sample CTs.

As shown in Figure 5a, during the first few minutes after mixing the binder with water, a sharp
exothermic peak corresponding to the first peak occurs in the curves and is attributed to the quick
dissolution of cement and the quick formation of ettringite [15]. Then, the first peak declines
dramatically and goes into the induction period. Figure 6 indicates that there is little difference
among all the samples during the induction period. The duration of the induction of cement lasts for
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1.94 h and ends at about 3.43 h. With the increase in CT content, the duration of the induction period is
prolonged from 2.21 to 3.1 h. It may be caused because the cement content of the cementitious system
decreases with the increase of CT content. Therefore, the dissolved Ca2+ concentration reduces and
the time when Ca2+ reaches supersaturation extends, which leads to the ending time of the induction
period being slightly prolonged [16–18].

 
Figure 6. The acceleration period and end time of induction period.

After the acceleration period, comes the strong hydration reaction of C3S and fast formation
of C-S-H and Ca(OH)2 [19]. Owing to the sufficient reactant and water supply, the reaction during
the acceleration period proceeds very quickly to form hydration products around the unreacted
particles, which in turn postpones the hydration reaction. When the accelerating effect is equal to the
delaying effect, the maximum value of the second exothermic peak is achieved. As a whole, the peak
value improves and the duration time of the induction period is prolonged with the increase of CT
content. In addition, the time at which the second exothermic peak is observed for all samples is
slightly different and the hydration release curves tend to narrow with the increase in CT content,
which corresponds to a low total hydration heat evolution. The low hydration activity and hydration
degree of CT in the early stage, which mainly plays the filling role, is negligible and leads to the
decrease in the overall quantity of reactants. Then, the reaction goes into the deceleration period and
stable period, and the hydration reactions are much more steady and controlled by diffusion.

Moreover, it is interesting that the heat release per g of cement of the cement-CT binder clearly
improves with the increase of CT content and strengthens slightly with the increase of CT fineness,
as shown in Table 4. The actual water–cement ratio increases with the increase of the CT content,
thus there is more water involved in the cement hydration, and the hydration rate of the cement at an
early stage is accelerated even though the total hydration rate is delayed. CT particles, especially for
the fine particles, can act as nucleation sites for cement hydration and accelerate its hydration. Similar
results have been found for other mineral admixtures in our previous studies [20,21] time taken to
observe the second exothermic peak decreases with the increase of the specific surface area. It indicates
that the high CT fineness can accelerate the early hydration of composite cementitious materials.

Figure 5b shows that the total hydration heat evolution of a composite system containing CT is
evidently lower than that of pure cement. Moreover, the total hydration heat evolution reduces with
the increase of CT content but improves with the increase of CT fineness. As shown in Table 4, the heat
emission at 72 h decreases by at least 8%, from 249.72 to 229.75 J/g, after incorporating 15% CT and
decreases no less than 33%, from 222.73 to 148.30 J/g, when the CT content increases from 15 to 45%.

Figure 7 displays the hydration heat evolution rate and total hydration heat release of a
cement-GO-CT composite system (GCTs). The second exothermic peak is slightly quickened as

36



Materials 2018, 11, 2499

well as the value increases slightly with the GO content increasing from 0.01 to 0.03% in both pure
cement and cement-CT composite system containing 30% CT. GO lamellar can serve as nucleation
sites for C-S-H to nucleate and crystalize, which promotes the hydration of the cementitious system.
As shown in Figure 7b, the total hydration heat also increases slightly with the increase of GO content.

 
(a) 

 
(b) 

Figure 7. (a) Hydration heat evolution rate and (b) total hydration heat release of samples CGs
and GCTs.

3.2. Hydration Process Simulation

3.2.1. Hydration Kinetic Model

A hydration kinetic model is often used to analyze the influence of various factors on the reaction
rate and reaction direction during the hydration process, in order to reveal its control mechanism [22].
The Krstulovic–Dabic model assumes that three basic processes take place during the early hydration
of the cement-based materials, namely nucleation and crystal growth (NG), phase boundary reaction
(I), and diffusion (D) [23]. The three control processes may occur simultaneously, and can also occur
alone or in pairs, but the hydration rate of the overall process depends on the one which reacts
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slowest. That is, the slowest reaction controls the reaction rate and mechanism at an early stage [24].
The Krstulovic–Dabic model also gives the basic kinetic equations to describe the three dominating
processes of these three control processes as follows:

NG : [− ln (1 − α)]1/n = K1(t − t0) = K′
1(t − t0) (1)

I : [1 − (1 − α)1/3]
1
= K2R−1(t − t0) = K′

2(t − t0) (2)

D : [1 − (1 − α)1/3]
2
= K3R−1(t − t0) = K′

3(t − t0) (3)

where α is hydration degree; K1(K′
1), K2(K′

2), K3(K′
3) is the reaction rate constant corresponding to the

hydration processes NG, I, and D; t is hydration time; t0 is the time when the induction period ends;
R is the ideal gas constant; n is the crystal growth index that reflects the geometrical crystal growth,
1 ≤ n ≤ 2 [25].

When α is differentiated with respect to t in the equations above, the hydration rate of each
process is obtained as follows:

NG : dα/dt = F1(α) = K′
1(1 − α)[− ln (1 − α)]

n−1
n (4)

I : dα/dt = F2(α) = 3K′
2(1 − α)2/3 (5)

D : dα/dt = F3(α) = 3[K′
3(1 − α)

2
3 ]/2[1 − (1 − α)

1
3 ] (6)

where F1(α), F2(α), and F3(α) represent the hydration processes NG, I, and D, respectively.
Based on the total hydration emission Q(t) and the rate of hydration evolution dQ/dt obtained

by isothermal conduction calorimetry, the hydration degree α and hydration rate dα/dt required for
the kinetic simulation of hydration process are determined by the following equations [26]:

α(t) =
Q(t)
Qmax

(7)

dα

dt
=

dQ
dt

· 1
Qmax

(8)

1
Q

=
1

Qmax
+

t50

Qmax·t (9)

where this newly defined Q(t) is the heat released from the end of the induction period. Due to the fact
that the dissolution progress is so fast that it is not always possible to be detected. Meanwhile,
the induction period is also thought to make a small contribution to the total heat. Therefore,
this simulation is conducted from the beginning of the second peak, namely the ending of the induction
period [27]; Qmax is the total hydration heat when the reaction has completely finished and is obtained
by using the Knudsen extrapolation Equation (9) to linearly fit the hydration heat evolution curves [28]:
where t50 is the time required for half of Qmax.

3.2.2. Hydration Process Simulation of CTs

In order to obtain the hydration kinetic equations of CTs, the Qmax and hydration degree α(t)
is determined by Equations (7) and (9), respectively and successively at first, as shown in Figure 8.
Then, the kinetic parameters K′

1 and n during the nucleation and crystal growth (NG) process could
be calculated by substituting α(t) into Equation (1) and linearly fitting the double logarithmic curve
of ln [− ln (1 − α)] vs. ln (t − t0), as shown in Figure 9. K′

2 for I process and K′
3 for the D process

can also be derived by plugging α(t) into Equations (2) and (3) and fitting the double logarithmic
curve ln [1 − (1 − α)]1/3 vs. ln(t − t0) linearly. Finally, the hydration kinetic expressions, F1(α), F2(α),
and F3(α), characterizing the hydration rate of the NG, I, and D processes as a function of the hydration
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degree α, are acquired. The relationships of F1(α), F2(α), F3(α) and dα/dt with α are also shown in
Figure 10. The intersection point α1 is the turning point from NG to I, and α2 is the turning points from
I to D.

From Figure 10, it can be seen that the practical hydration curves of dα/dt can be segmentally
simulated by the theoretical curves, i.e., F1(α), F2(α), and F3(α). It means that the hydration kinetic
model could basically simulate the hydration process of all samples and the hydration undergoes
three processes, namely NG, I, and D, in order. The hydration of the composite system is controlled by
multiple reaction mechanisms instead of a single one.

Cement reacts with water primarily, and Ca(OH)2 becomes supersaturated in a few minutes and
then the hydrates grow from a fixed number of nuclei [29]. For the cement–CT binder, CT particles
can also serve as nucleation sites for hydrates in addition to cement grains. After that, the hydration
products grow rapidly on the limited number of nuclei [30,31]. As a result, the NG process dominates
the hydration process. Owing to the continued replenishment of Ca2+ dissolved from unhydrated
particles to supply the hydration reaction, the supersaturation state of Ca2+ remains constant.
The reaction mainly occurs at the boundary between the solid hydrates and the liquids. At that
time, the phase-boundary-controlled I process plays the leading role [32]. As the hydration process
continues, the hydration products increase. In the meantime, a large amount of water is consumed.
The ability of water and ions to reach the surface of the unhydrated particles through the hydrated
layer also becomes difficult. Therefore, the diffusion process, D, becomes the dominant process.

 

Figure 8. Determination of maximum hydration emission heat Qmax from linear regression.

 

Figure 9. Determination of kinetic factors (n and K′
1) of nucleation and crystal growth (NG) progress

from linear regression.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
(g) 

Figure 10. Hydration rate curves for samples CTs: (a) CT3-15; (b) CT6-15; (c) CT3-30; (d) CT6-30;
(e) CT3-45; (f) CT6-45; (g) Cement.
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The kinetic parameters of the hydration process of sample CTs are listed in Table 5. The value
of reaction order n reduces with the increase of CT dosage while improving with the increase of
CT fineness, which indicates that high fineness may affect the crystal growth geometry. The rate of
chemical reaction during the NG process is very fast. The rate of the NG process is about 4–5 times
the rate of the I process, and about 20 times the rate of the D process. The hydration reaction during
the NG process is an autocatalytic reaction. The continuous growth of the crystal nucleus leads to
the increase of their boundaries, which in turn accelerates the hydration reaction of the NG process.
Therefore, the hydration reaction during the NG process is fairly fast. However, the hydration reaction
during the I process is mainly controlled by the ion concentration, crystal area, and growth space
for hydrates. In comparison with the NG process, a lot of reactants and water are consumed and a
large amount of hydration products are formed during the I process, leading to the ion concentration
to decline and the growth space for hydration products to narrow. Thus, the hydration rate of the I
process is much lower than that of the NG process. With the development of hydration, the hydration
reaction proceeds to the D process. During this process, massive dense C-S-H is formed due to the
hydration of cement and the pozzolanic reaction of CT, which wraps on the surface of unreacted
particles and makes the ion immobility difficult. As a result, the hydration rate during the D process is
even lower than that during the I process.

Table 5. Kinetic parameters of the hydration process of sample CTs.

Sample N k
′
1 k

′
2 k

′
3 α1 α2 α2−α1 Q

′
max

Cement 1.8843 0.04425 0.01053 0.00226 0.1456 0.2860 0.1404 305.983
CT3-15 1.8521 0.04414 0.01088 0.00208 0.1412 0.2601 0.1189 290.475
CT3-30 1.8188 0.04260 0.01016 0.00169 0.1312 0.2340 0.1028 261.525
CT3-45 1.7522 0.04080 0.00966 0.00155 0.1280 0.2208 0.0928 215.114
CT6-15 1.8788 0.04488 0.01097 0.00206 0.1404 0.2558 0.1154 295.598
CT6-30 1.8401 0.04236 0.01014 0.00220 0.1318 0.2204 0.0886 265.947
CT6-45 1.7988 0.04136 0.00982 0.00145 0.1280 0.2055 0.0775 220.486

As shown in Table 5, k′1 decreases with the increase of CT dosage, implying that CT affects the
nucleation and growth of hydrates. During the NG process, the reaction amount of CT is usually
considered negligible because of its low pozzolanic activity [32]. With the increase of CT content,
the cement dosage decreases, leading to the decrease of the pH value and the solubility of amorphous
silicon as well as the growth rate of the crystal nucleus. Therefore, the growth rate during the NG
process reduces with the increase of CT content. For the I process, the trend of the hydration rate, k′2,
is consistent with that of k′1. The reaction rate of CT is much lower than that of cement. The amount of
CT accounts for a large proportion of the increase in CT content, which leads to the reduction of the k′2
value. For the D process, a similar trend of k′3 is observed. A large amount of hydration products have
been formed and the reaction becomes stable at this stage. On the one hand, the higher the content of
cement is, the more intense the preceding hydration reaction and the denser the hydration products
will be; therefore, the more difficult the ion mobility will be. Thus, the hydration reaction of the D
process is weakened. On the other hand, a higher content of cement will greatly strengthen the overall
hydration reaction of the cementitious system. When the positive effect leading to the improvement of
the cement dosage and decrease of the CT content outweighs the negative, the whole reaction rate
during the D process will decrease with the incorporation of CT.

It is also noted that the hydration duration for both the NG process and I process is shortened with
the increase of CT content, indicating that the hydration reaction of the composite binder containing
CT transforms from the NG to I process and from the I to D process at a lower hydration degree
with the increase of CT content. The replacement of cement by CT increases the effective water
to cement ratio and provides more space for hydration products during the early hydration stage.
Meanwhile, CT with high fineness can also act as nucleation sites for hydration products during the
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NG process [19]. Therefore, the controlling effect of the NG and I process is strengthened, which leads
to a sharp exothermic rate and narrow hydration duration.

3.2.3. Hydration Process Simulation of Composite Cementitious System Containing GO

Figure 11 shows the simulated and practical hydration exothermic curves of composite
cementitious materials containing GO and CT. It is observed that curves, F1(1), F2(2), and F3(3),
simulate the experimental hydration curves well, which validates that the hydration of both the
cement-GO system (CGs) and cement-GO-CT system (GCTs) has a complicated process with a multiple
reaction mechanism. In particular, the hydration process of CGs and GCTs after the induction period
are the NG, I, and D processes in turn. Moreover, the hydration mechanism of the composite systems
with GO is similar to that without it (C-0, CT*-0).

The kinetic parameters of the hydration process of composite cementitious materials are given
in Table 6. The duration of the NG process is shortened while the I process is prolonged. For the CG
system, the value of α1 decreases from 0.1483 to 0.1377 while α2 − α1. increases from 0.2702 to 0.2833
while GO content increases from 0 to 0.03%. With regard to the GCTs system, the value of α1 decreases
from 0.1375 to 0.1306, while α2 − α1 increases from 0.2262 to 0.2413 along with the increase in the GO
content from 0 to 0.03%. It illustrates that GO promotes the nucleation and crystal growth process by
acting as nucleation sites, and leads to a higher reaction rate but a shorter duration of the NG process.
This also be confirmed by the fact that k′1 increases with the GO content. However, the hydration
process during the I process is prolonged with the increase of GO dosage. It may be because GO
improves the overall quantity of nucleation sites for crystal growth. In this case, the boundaries
between the growing crystals and the solutions may also increase, leading to a longer duration to
finish the I process. It also can be observed that the values of α1 and α2 − α1 of GCTs are even less than
those of CGs. It is also confirmed that the replacement of CT leads to a short hydration duration.

Overall, based on the data in Tables 5 and 6, the hydration rates, k′1, k′2, and k′3 of the three
controlling processes of the composite cementitious system decrease with the increase of CT content,
but improve slightly with the increase of CT fineness. Although CT exerts an adverse effect on the early
hydration, this can be slightly compensated for by the increase of CT fineness and can be overturned by
the incorporation of GO. GO evidently accelerates the hydration of composite materials with the fact
that k′1, k′2, and k′3 gradually increase with GO dosage. Additionally, with the increase of CT dosage as
well as its fineness, the NG and I process are gradually shortened. GO enhances the controlling effect
of the NG process of the cementitious systems with or without CT, thus promoting the early hydration.

Table 6. Kinetic parameters of hydration process of sample CGs and CTGs.

Sample N k
′
1 k

′
2 k

′
3 α1 α2 α2−α1 Q

′
max

CGs

C-0 1.806 0.04520 0.01137 0.00228 0.1483 0.2702 0.1219 306.112
C-1 1.878 0.04599 0.01149 0.00233 0.1456 0.2742 0.1286 309.310
C-2 1.881 0.04600 0.01151 0.00236 0.1404 0.2794 0.1390 312.495
C-3 1.894 0.04705 0.01158 0.00241 0.1377 0.2833 0.1456 314.794

GCTs

CT*-0 1.621 0.04060 0.01005 0.00165 0.1375 0.2262 0.0887 251.889
CT*-1 1.700 0.04182 0.01017 0.00172 0.1341 0.2333 0.0992 256.410
CT*-2 1.717 0.04235 0.01023 0.00179 0.1318 0.2401 0.1083 263.850
CT*-3 1.725 0.04251 0.01025 0.00181 0.1306 0.2413 0.1107 267.380
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 11. Hydration rate curves for samples of CGs and GCTs: (a) C-0; (b)C-1; (c)C-2; (d) C-3; (e) CT*-0;
(f) CT*-1; (g) CT*-2; (h) CT*-3.
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4. Conclusions

(1) Copper tailing powder, as a replacement for cement, reduces the early heat release rate and heat
discharge of the cementitious system. The hydration rate and the total heat release improve with
the decease of the content of copper tailing powder and the increase of the fineness of copper
tailing powder. At the same time, graphene oxide can further improve the hydration rate and
hydration heat of the cementitious system.

(2) The Krstulovic–Dabic kinetic model can be used to characterize the controlling process during
the hydration. The hydration process of the composite cementitious materials containing copper
tailing powder and graphene oxide is controlled by a multiple reaction mechanism, namely
nucleation and crystal growth (NG), phase boundary reaction (I), and diffusion (D), in that order.

(3) The hydration rates, k′1, k′2, and k′3 of the three controlling processes reduce with the increase of
the content of copper tailing powder, and improve with the increase of the fineness of copper
tailing powder and the dosage of graphene oxide. Graphene oxide enhances the controlling effect
on the nucleation and crystal growth process of the cementitious systems with or without copper
tailing powder, thus promoting the early hydration.
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Abstract: In this work, a method is presented which allows the determination of calorimetric
information, and thus, information about the precipitation and dissolution behavior of aluminum
alloys during heating rates that could not be previously measured. Differential scanning calorimetry
(DSC) is an established method for in-situ recording of dissolution and precipitation reactions in
various aluminum alloys. Diverse types of DSC devices are suitable for different ranges of scanning
rates. A combination of the various available commercial devices enables heating and cooling rates
from 10−4 to 5 Ks−1 to be covered. However, in some manufacturing steps of aluminum alloys,
heating rates up to several 100 Ks−1 are important. Currently, conventional DSC cannot achieve these
high heating rates and they are still too slow for the chip-sensor based fast scanning calorimetry.
In order to fill the gap, an indirect measurement method has been developed, which allows the
determination of qualitative information, regarding the precipitation state, at various points of any
heat treatment. Different rapid heat treatments were carried out on samples of an alloy EN AW-6082
in a quenching dilatometer and terminated at defined temperatures. Subsequent reheating of the
samples in the DSC enables analysis of the precipitation state of the heat-treated samples. This
method allows for previously un-measurable heat treatments to get information about the occurring
precipitation and dissolution reactions during short-term heat treatments.

Keywords: EN AW-6082; AlMgSi alloy; differential scanning calorimetry; fast scanning; scanning rate
extension; indirect measurements; dissolution; precipitation; time-temperature-dissolution diagram

1. Introduction

Differential scanning calorimetry is an established technique used to record precipitation and
dissolution reactions of various aluminum alloys in-situ, during heating [1,2] as well as cooling [3–6].
From this data, continuous time-temperature-dissolution or precipitation diagrams can be created,
showing the dissolution or precipitation behaviour of the investigated alloy. Conventional DSC devices
cover a large range of both heating and cooling rates, from 10−4 up to 5 Ks−1, as shown in Figure 1. In
contrast, chip-based fast scanning calorimeters require a minimum heating rate of 103 Ks−1 [7]. Thus,
it turns out that, there is a gap in measurable scanning rates between about 5 and 1000 Ks−1. These
scanning rates, though, are in an industrially relevant range. In different manufacturing steps, such as
laser heat treatment [8] or welding [9], the material passes through a short-term heat treatment with
heating rates up to several 100 Ks−1. During this short-term heat treatment, the precipitation state,
and thus the mechanical properties of the material, potentially changes. Furthermore, conventional
calorimeters are mainly suitable for the measurement of precipitation or dissolution reactions during
linear scanning steps. However, most real heat treatments show a non-linear time temperature course.

Materials 2019, 12, 1085; doi:10.3390/ma12071085 www.mdpi.com/journal/materials

47



Materials 2019, 12, 1085

The possibilities of recording non-linear cooling processes in a DSC has been shown, but these are also
limited by the device-specific maximum cooling rates [10].

Figure 1. Scanning rate range of different conventional differential scanning calorimetry (DSC) devices
and non-conventional fast scanning calorimeters.

It is known from the literature that information about the precipitation behaviour, during a heat
treatment, can be obtained from a subsequent reheating in a calorimeter. Zohrabyan et al. [11] described
an approach to obtain information from previously unmeasurable cooling rates. This approach has
been used to determine the critical cooling rate of a high alloyed 7XXX aluminum alloy using the fast
scanning chip calorimetry (FSC). Schumacher et al. [12] took up this approach and used the reheating
to determine the enthalpy change following the cooling of samples, with extremely slow rates, down
to 3 × 10−5 Ks−1. By this method, it is only possible to measure the enthalpy change during the whole
cooling step. The information at which temperatures a reaction takes place, during cooling, cannot
be determined. Another development of the reheating approach was done by Yang et al. [13], who
carried out the reheating after multiple interrupted quenching operations, which allowed them to
obtain temperature dependent data by applying the FSC technique.

This paper aims to introduce a calorimetric method by which the dissolution and precipitation
reactions, during any time-temperature curves, can be recorded in conventional DSCs. For this
purpose, samples received multiple and defined previous heat treatment and subsequent reheating in
a DSC. The initial heat treatments are carried out in a separate device which can realise very flexible
temperature-time courses, including high heating and cooling rates, e.g., a quenching dilatometer.
This produces various defined initial conditions for subsequent reheating in the DSC. The final DSC
reheating curves can be used to conclude on the precipitation and dissolution reactions during the
preceding heat treatments.

2. Materials and Methods

2.1. DSC Curve Reconstruction for (Fast) Linear Heating

For the direct heating experiments in a conventional DSC, the heating rates were varied from
0.01 to 5 Ks−1. In order to investigate higher heating rates, a new and indirect reheating measuring
methodology was developed. For this purpose, samples with the heating rate to be examined are
heated to various temperatures and immediately quenched. These samples were subsequently reheated
using a heating rate ideal for DSC and taking up the reheating curve. The reheating raw DSC data
is treated as explained in Section 2.5. By comparing the reheating curves, which were recorded after
different maximum temperatures during the previous heat treatment, conclusions about the reactions
occurring during the initial heat treatment can be drawn. From the large number of investigated
maximum temperatures, a virtual DSC heating curve can be reconstructed qualitatively.

To ensure the suitability of this method, some constraints must be met, as follows:

• The precipitation state of the material may not change during the cooling step. Overcritical
quenching is necessary to suppress precipitation reactions during cooling.

• The precipitation state of the material may not change during the intermediate time between
initial heat treatment and reheating. Store the samples in a freezer at a low temperature.
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To fulfill the above requirements, samples were heated in a quenching dilatometer BÄHR 805
A/D (BÄHR Thermoanalyse GmbH, Hüllhorst, Germany), at a constant heating rate, to different
maximum temperatures. After reaching the maximum temperature, without soaking, the samples
were quenched using the maximum possible gas flow. The achieved cooling rates are higher than
100 Ks−1. Considering the actual composition of the batch of 6082, it can be assumed that 100 Ks−1 is
above the upper critical cooling rate [6,14]. The maximum temperatures during heating were increased
in discrete steps of 25 K, within a range of 150 to 575 ◦C. For each maximum temperature, four fresh
samples in initial state T4 were used. After the initial heat treatment, the samples were placed in a
freezer at −80 ◦C, to prevent natural ageing. These samples were finally reheated in a DSC at a heating
rate of 1 Ks−1. The schematic time-temperature course applied for the indirect DSC measurements is
shown in Figure 2.

Figure 2. Schematic time-temperature profile of the heat treatments for the indirect measurements.

The reheating method is used to reconstruct DSC curves. It was validated by comparing a
reconstructed DSC curve with one measured by in-situ heating DSC. For this purpose, samples
were heated in the dilatometer at 1 Ks−1 to the different maximum temperatures and quenched.
The examined heating rate of 1 Ks−1 can be investigated by direct measurements in the DSC. This
comparison can be used to establish, and justify, how a reheating curve changes when reactions take
place during a previous heat treatment.

Subsequently, higher heating rates of 20 and 100 Ks−1 were examined by the method of indirect
measurements. As a result, the heating curves of 20 and 100 Ks−1 were reconstructed. Those rates
were not directly assessable. Table 1 shows the heat treatment parameters used for the indirect DSC
measurements. In this work the results of more than 700 single DSC measurements are reported.

Table 1. Heat treatment parameters for indirect measurements.

Previous Heating in Quenching Dilatometer Reheating in DSC

Heating-Rate
Investigated

Temperature Range
Temperature

Step Size
Quenching

Rate
Reheating-Rate

Max. Reheating
Temperature

1 Ks−1

150–575 ◦C 25 K >100 Ks−1 1 Ks−1 600 ◦C20 Ks−1

100 Ks−1

2.2. Assessment of a Non-Linear Heat Treatment by DSC on the Example of a Laser Heating and a
Welding Process

In addition to the investigation of linear heating processes, the presented method is also suitable
for the investigation of non-linear heat treatments. This is shown by the example of a laser short-term
heat treatment, as well as for the heat affected zone (HAZ) during a welding process.

Figure 3 shows the time temperature profile recorded during a laser short-term heat treatment
of an aluminium extrusion profile (EN AW-6060) with a wall thickness of 2 mm. The laser heat
treatment, as well as the recording of the time-temperature-profile, was carried out at the Institute
of Manufacturing Technology of the University of Erlangen-Nürnberg [15]. The laser heat treatment
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is characterized by a high heating rate up to several 100 Ks−1, with no soaking at the maximum
temperature and a relatively slow, non-linear, cooling with a few 10 Ks−1.
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Figure 3. Time-temperature profile of a laser heat treatment at an aluminum extrusion profile with a
wall thickness of 2 mm.

Another example of a heat treatment that cannot be measured directly by calorimetry is welding.
In the weld, as well as in the heat affected zone, high heating rates occur. Additionally, there is
no soaking at the maximum temperature and rapid cooling follows directly. In these areas, the
precipitation state, and therewith, the mechanical properties, of aluminum alloy potentially change
drastically during welding. It is therefore of interest to be able to characterize the dissolution
and precipitation behaviour during welding. The presented indirect method is also suitable for
this problem.

SARMAST et al. [16] show some characteristic simulated time-temperature curves in the
heat-affected zone during arc welding of thick aluminum sheets. These non-linear temperature profiles
were imitated again in the quenching dilatometer, interrupted at selected points by an overcritical
quenching, and then frozen at −80 ◦C. Subsequently, the samples obtained were reheated in the DSC.

2.3. Investigated Aluminium Alloy

The investigated material was a hollow and quadratic aluminum extrusion profile (40 × 40 ×
3) mm3 made from an alloy EN AW-6082. As the initial state, the naturally aged T4 state was examined.
The aluminum alloy EN AW-6082 was chosen as a typical extrusion alloy, which finds application in
various technical fields. The chemical composition was analysed by optical emission spectroscopy
(OES) and is shown in Table 2. Samples were machined from the profile under coolant supply.
Preliminary tests have shown that the temperature during machining, thereby, is kept below 30 ◦C,
such that the naturally aged initial-state remains. The method described below is later transferred to
other alloys. The compositions of the other investigated alloys are also given in Table 2. The starting
material of alloy EN AW-6060 was also a hollow quadratic aluminum extrusion profile (20 × 20 ×
2) mm3 in the natural-aged state T4, whereas, for welding, the alloy EN AW-6082 was a plate with a
thickness of 10 mm in the artificial aged state T651.

Table 2. Mass fraction of the alloying elements in the investigated alloys in %.

Alloy
Mass Fraction in %

Si Fe Cu Mn Mg Cr Zn Al

OES EN AW-6082 T4 0.94 0.19 0.05 0.58 0.76 0.08 0.20 balance
OES EN AW-6082 T651 0.83 0.38 0.06 0.48 0.92 0.03 0.01 balance

DIN EN 573-3 (6082) 0.7–1.3 ≤0.5 ≤0.1 0.4–1.0 0.6–1.2 ≤0.25 ≤0.2 balance
OES EN AW-6060 T4 0.40 0.22 0.07 0.14 0.56 0.02 0.02 Balance
DIN EN 573-3 (6060) 0.5–0.9 ≤0.35 ≤0.3 ≤0.5 0.4–0.7 ≤0.3 ≤0.2 balance
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2.4. Differential Scanning Calorimetry (DSC)

Differential scanning calorimetry has been used for two purposes, direct in-situ heating
experiments for comparison with the new reheating method as well as reheating of previously
heat-treated samples. Two different DSC device types were used to cover a wide range of heating
rates. The slow measurements from 0.01 to 0.1 Ks−1 were performed in the Calvet-Type heat flow
DSC Setaram S 121 (Setaram, Caluire-et-Cuire, France). For this device, typically, cylindrical samples
with a diameter of 6.0 mm and a length of 21.65 mm are used. Due to the small wall thickness of the
hollow profiles, such samples could not be machined. For this reason, seven samples with a diameter
of 6.0 mm and a height of 3 mm were stacked into two pure aluminum crucibles. This method of
stacked samples has been proven to give the same results as bulk samples [1]. The samples have a total
mass of around 1580 mg. The references were also made of stacked samples of similar dimensions
from high purity Al5N5 (99.9995%) aluminum.

The faster heating tests of 0.3 to 5 Ks−1 were performed in two power-compensated PerkinElmer
DSCs, a Pyris Diamond DSC and a PerkinElmer DSC 8500 (PerkinElmer, Waltham, MA, USA). The
samples for these instruments have a cylindrical shape with a diameter of 6.4 mm and a height of
1 mm. This results in a sample mass of about 80 mg. In order to keep the radiation properties of
the sample as constant as possible over the whole measurement, the samples were packed in a pure
aluminum crucible and covered with a pure aluminum lid. A detailed description of the different
types of calorimeters used can be found in Reference [17]. All reheating experiments, for the indirect
DSC measurements, were performed in the power-compensated DSC at a constant heating rate of
1 Ks−1.

It should be mentioned that, for a proper evaluation, the used DSC devices must be precisely
calibrated regarding heat flow [18] and temperature [19]. The latter is especially true for the direct
heating measurements with device-specific high heating rates, e.g., 3 and 5 Ks−1 in the power
compensated PerkinElmer DSC, as thermal lag correction is required here.

2.5. Data Processing of Raw Measured Heat Flow Curves

Despite all care to maintain the symmetry between sample and the reference during the
measurement, the results show a device-specific basic curvature. This base curvature can be removed
by subtracting the heat flow of a baseline measurement (reference sample versus reference sample,

.
QBl)

from the sample measurement of heat flow (alloyed sample versus reference sample,
.

QS). The basic
curvature of the different DSC-devices changes slightly with time, especially in the power-compensated
DSCs. In order to have a close in time baseline for each sample measurement, the measurement scheme
sample-baseline-sample was used.

In order to be able to compare the results of different masses and scan rates, it is necessary to
normalize the recorded curves. For this purpose, the differential heat flow is normalised by the sample
mass (mS) and the scan rate (β) according to Equation (1) [17]. Further evaluations are carried out on
the resulting excess specific heat capacity curves (Cpexcess ).

Cpexcess =

.
QS −

.
QBl

mS·β in (J g−1K−1) (1)

The raw data treatment is illustrated in Figure 4. The basis is the high-quality raw DSC data, as
shown in Figure 4A. The baseline is subtracted from the raw heat flow data of the sample measurement,
eliminating the device specific curvature, as seen in Figure 4B. When switching between isothermal
soaking to heating and again to isothermal soaking at high temperatures, overshoot artefacts appear
in the curves. These overshoot artefacts must be removed from the measurement data to avoid
misinterpretations. In the next step, the data is normalised, according to Equation (1), to the unit of
specific excess heat capacity. Despite due diligence when conducting the measurements, there may
be small deviations between the individual measurements. This is, for example, caused by slight
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variations of the sample or furnace lid positions. These deviations cannot be avoided and lead to a
further slight curvature of the measured data, particularly its zero level [1]. By fitting and subtracting
a 3rd order polynomial, the measured data can be corrected for this zero level curvature, as shown
in Figure 4C [1]. Figure 4D shows the average curve from the four processed single measurements
and the scattering of the measurements. The data scattering is illustrated by plotting the DSC curves
with minimum, as well as maximum, values and shading the area in-between. In the further results,
only the mean value curves are shown, because the deviations between the individual measurements
are small.

 
Figure 4. Raw data treatment of DSC heating experiments. (A) Raw heat flow measurement data;
(B) subtraction of baseline measurement from the sample measurement; (C) normalization of the data;
(D) processed data ready for discussion.

It should be noted that the polynomial fit can only be performed if there is a reaction-free zone
at the beginning, as well as at the end, of the graph. In order to achieve this, it is necessary to carry
out the heating experiments up to the highest possible temperatures, particularly above the heating
rate specific solvus temperature. This allows the completion of all the precipitation and dissolution
reactions. However, melting of the sample could, potentially, damage the calorimeter. Therefore,
DSC melt tests were carried out before, using ceramic crucibles. These preliminary tests show a
solidus temperature of 607 ◦C at a heating rate of 1 Ks−1 for the batch 6082 T4. Thus, for the heating
experiments, a maximum temperature of 600 ◦C has been used.

In the illustrations, the associated zero-level for each individual DSC heating curve is indicated by
a dashed line. A deviation of the measurement curve above this zero-level represents the predominance
of endothermic reactions, i.e. the dissolution of precipitates. A deviation below the zero-level represents
the predominance of exothermic reactions, and thus the formation of precipitates.

During heating of an age hardening Al alloy in a certain metastable initial condition, typically, a
sequence of alternating precipitation and dissolution reactions is seen [1,20–23]. This report intends to
create continuous time-temperature dissolution diagrams. For this purpose, the single precipitation
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and dissolution reactions need to be separated in a certain way. This evaluation was carried out as
illustrated in Figure 5 and initially described by Osten et al. [1]. For this, zero crossings of the DSC
curves are evaluated. However, due to the severe superposition of the individual microstructural
reactions, the applied peak separation is physically meaningless. A more meaningful separation of the
distinct reactions would require kinetic modelling of the superimposed reactions, which is beyond
the scope of the present paper. Therefore, at present, the applied peak separation is the method of
best practice.

Figure 5. Separation and designation of the individual peaks using the example of a heating rate of
0.3 Ks−1.

As a further complication, due to the severe superposition of exothermic precipitation and
endothermic dissolution, some peaks do not reach the zero line. However, over the whole range of
heating rates studied, it becomes clear that these reactions are occurring. In such cases, the peak
temperature of the reaction is evaluated. From the characteristic temperatures determined, the
associated time is calculated by means of the heating rate. These values are then plotted into the
continuous time-temperature dissolution diagram for each heating rate [1].

2.6. Precipitation and Dissolution Reactions

In order to interpret the reheating curves, it is necessary to understand the occurring precipitation
and dissolution reactions. It cannot be deduced from the DSC data which phases are precipitated or
dissolved in a certain temperature range. For this purpose, further investigations, such as electron
microscopy, are necessary. However, the AlMgSi alloy system has been investigated to a wide extent
and the occurring peaks can be assigned to occurring reactions, based on literature data.

In the initial naturally aged state, there might be solved alloying elements in solid solution. With
a slight increase in temperature, these can form clusters. The weak exothermic peak (a) is therefore
generally interpreted as the precipitation of clusters resulting from the residual potential of solved
alloying elements [24]. This is followed by the endothermic peak (B), which probably consists of two
separate reactions. It represents the dissolution of clusters and Guinier Preston (GP)-zones that have
formed during previous natural aging [25]. The dissolution reactions underlying this peak have an
enormous influence on the mechanical properties. In this temperature range, the strength-increasing
nano-particles of natural ageing are dissolved, causing a significant softening of the material [2].
At higher temperatures, the exothermic peaks (c) and (d) appear. These two peaks are commonly
interpreted as the precipitation of the metastable phases β” and β’ [26]. Precipitates of the β” phase
can provide the highest strength, while the precipitation of the phase β’ corresponds to the overaged
state. The endothermic peak (E) is considered to be the dissolution of the previously formed metastable
phases β” and β’ [27]. Following, the exothermic peak (f) represents the precipitation of the equilibrium
phase β-Mg2Si [28]. At high temperatures, the endothermic peak (G) appears. This is considered
to be the dissolution of the equilibrium phase β-Mg2Si and other remained phases [29]. With the
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finish of the peak (G), the DSC signal drops to zero, which indicates the scanning rate specific solvus
temperature. Thus, the evaluated finish temperature of peak (G) at least has a physical meaning.

2.7. Previous Heat Treatment in a Quenching Dilatometer

In order to realize very flexible initial heat treatments, a highly dynamic measuring setup is
necessary. Conventional DSCs cannot meet these requirements. For this reason, the initial heat
treatment, before reheating, is carried out in a Bähr 805A quenching dilatometer. In this device, the
samples are placed in the centre of an induction coil. Defined heating rates of several 100 Ks−1 can
be achieved. The sample temperature is continuously controlled via a spot-welded thermocouple
on the surface of the sample. The samples are clamped between two quartz glass rods and held in
position. The induction coil is double-walled. Gas can be passed through the inner perforated wall.
Thus, cooling can take place via gas quenching and cooling rates of a few 100 Ks−1 can be achieved.
The schematic heat treatment setup in the dilatometer is shown in Figure 6.

Figure 6. Schematic of the Bähr 805A dilatometer.

During heat treatment in the dilatometer, three individual DSC samples are stacked, with the
thermocouple being connected to the centre sample. During the resistance spot-welding process, the
sample already undergoes a certain heat treatment, with locally high temperatures changing its initial
state. Thus, further investigation of this sample is not reasonable. For this reason, the centre sample,
equipped with a thermocouple, is used as a temperature control dummy and is not considered for
further evaluation.

In order to evaluate the temperature distribution between the three individual samples, all three
samples were provided with thermocouples in preliminary tests. Figure 7 shows the maximum
deviation from the target temperature (ΔT), during a heating experiment, towards distinct maximum
temperatures, using a heating rate of 20 Ks−1. It can be seen that the maximum temperature deviates
from the target temperature by, at most, 5 K. However, most samples deviate by less than 2 K. This
error is considered to be low.

 
Figure 7. Deviation of the maximum temperature of the unregulated samples from the target temperature.
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3. Results and Discussion

3.1. Direct DSC-Measurements

Figure 8 shows the directly measured DSC heating curves of the alloy EN AW-6082, initially in
the naturally aged T4 state. A heating rate range of 0.01 to 5 Ks−1 is considered. It can be seen that
the peak (B) is shifted to higher temperatures with an increasing heating rate. It also appears as if
the peak (B) becomes stronger with an increasing heating rate. Peak (B) represents the dissolution
of clusters and GP-zones from the initial state. The content of these phases is constant before each
measurement. Assuming that all these phases are dissolved during heating, this dissolution peak
should also be constant in intensity over all the heating rates. Though, it is to be expected that any
diffusion-controlled dissolution or precipitation reaction is suppressed kinetically. The behaviour
of peak (B) is therefore explained by the overlap with the opposite exothermic peak (c). Peak (c) is
also shifted to higher temperatures with an increasing heating rate. The intensity of peak (c) is also
increasing, up to the heating rate of 0.5 Ks−1. At low heating rates, the peak temperatures of both
reactions are very close to each other. For this reason, it can be considered that peaks (B) and (c) overlap
very strongly at low heating rates and partly compensate each other in the sum of their heat flows. By
increasing the heating rate, the peak temperatures drift apart. As a result, the overlap of the two peaks
decreases and both seem to gain in intensity. With a further increase of the heating rate above 0.5 Ks−1,
it becomes clear that peak (c) becomes blurred with peak (d) and becomes weaker overall. This is due
to the increasing suppression of precipitation reactions with increasing heating rate, associated with
less time for diffusion. It also becomes clear that the precipitation reaction (c + d) is suppressed earlier
than the dissolution reaction (B), as already described in the literature [1].

Figure 8. Direct DSC heating curves of EN AW-6082 T4 with the conventional DSC. Peak assignments
are stated for the heating rate of 0.01 Ks−1.

The endothermic peak (E) is also strongly influenced by the superposition with the exothermic
peaks (c), (d), and (f). The precipitation peak (f) of the equilibrium phase Mg2Si, at low heating rates,
remains completely in the endothermic area. At this point, the strong overlap with other peaks is
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evident. Peak (E) appears to have a low intensity, even at low cooling rates. During this peak, the
precipitates, formed in peaks (c + d), are dissolved. Peak (E) should, therefore, have a similar intensity
as peaks (c + d). At low heating rates, the intensity of peak (E) is much lower than peak (c + d). It
can be considered, therefore, that the dissolution of phases β”and β’ is not yet complete when the
precipitation of β already begins. The endothermic dissolution reactions, as well as the exothermic
precipitation reaction, overlap. Nevertheless, peak (f) shifts to higher temperatures with an increasing
heating rate and is only very weak at high heating rates. It can be seen that the precipitation reaction is
increasingly suppressed at higher heating rates.

The final dissolution reaction (G) also appears to lose intensity with an increasing heating rate.
During this dissolution reaction, it is mainly the precipitates that have been formed during previous
heating which are dissolved. This peak should become weaker if the previous precipitation reactions
are suppressed with an increasing heating rate. During slow heating, coarse precipitates are formed,
which must be dissolved afterwards. Increasing the heating rate should result in finer precipitates,
which dissolve faster. For this reason, final dissolution of precipitates seems to be completed even at
higher heating rates.

3.2. Validation of Indirect Rehaeting Method Versus the Known Heating Curve of 1 Ks−1

The results of the newly developed indirect measurement methodology are presented in Figure 9
for previous heating with 1 Ks−1. On the left side, the reheating DSC curves after certain previous heat
treatments up to different maximum temperatures, are shown. The reheating curves, after the lowest
maximum temperature, during the initial heat treatment are shown at the bottom and, with increasing
maximum temperature, the curves are arranged in ascending order. The maximum temperature during
the initial heat treatment is given beneath each reheating curve, In order to analyze the reheating
curves different sections are defined, which are separated by grey lines. The sections are labelled with
Roman numerals I–V. On the right side, the directly measured DSC heating curve for 1 Ks−1 is shown.
This curve is rotated by 90◦ compared to the reheating curves so that its temperature scale coincides
with the maximum temperatures of the initial heat treatment and a direct comparison is possible.

In section I, up to 175 ◦C, no change in the DSC reheating curves can be seen compared to the
initial state. It can be concluded that no reactions took place during the initial heat treatment. This is
confirmed by the direct DSC heating curve.

In section II, up to 250 ◦C, it can be seen that the peak (B) becomes continuously weaker as the
maximum temperature rises during the initial heat treatment. It can be concluded that during the
initial heat treatment, some clusters and GP-zones were already dissolved. The proportion of dissolved
phases rises, in section II, with increasing maximum temperature. During the subsequent reheating,
less or none of these phases must be dissolved and peak (B) weakens steadily. This can also be proved
by the direct measured DSC.

In the reheating curves in section III, up to 325 ◦C, peak (B) does not appear. All precipitates of
the initial state were dissolved in the temperature range of section II. It becomes clear that peak (c + d)
in the reheating curves becomes smaller in section III as the maximum temperature, during the initial
heat treatment, rises. The precursor precipitates β”and β’ are formed during this peak and with a
rising maximum temperature, their fraction increases. If these precipitates are already formed during
the initial heat treatment, the potential for their precipitation during reheating decreases. It can be
concluded that in the temperature range of section III, during the initial heat treatment, the phases β”
and β’ are formed. This is again confirmed by the directly measured DSC heating curve.
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Figure 9. DSC reheating curves, after an initial heat treatment with a heating rate of 1 Ks−1, up to
different maximum temperatures and the direct measured DSC heating curve at 1 Ks−1 in comparison.

In section IV, up to 475 ◦C, the intensity of peak (c + d) increases, again with increasing maximum
temperature during the initial heat treatment. This behavior can be explained by the dissolution of the
phases β” and β’. When these are dissolved during the initial heat treatment, the concentration of the
aluminum solid solution, before the reheating step, increases. Thus, during reheating, the precipitates
of peak (c + d) may form again. The more phases are dissolved during the initial heat treatment, the
more alloying elements are solved, and the more precipitates can form during reheating. Therefore, it
can be concluded, from the reheating curves, that mainly the phases β” and β’ dissolve in section IV
during the initial heat treatment. This is indicated by the directly measured reheating curve.

In the reheating curves of section V, a new peak (a) occurs at about 100–150 ◦C, peak (B) appears
weak, peak (c + d) divides into two single peaks, and peak (G) becomes progressively smaller with an
increasing maximum temperature of the initial heat treatment. Due to high maximum temperatures,
of at least 500 ◦C during the initial heat treatment in section V, a large part of the phases has already
been dissolved and a high content of solved alloying elements is present in the solid solution before
reheating. Already, at about 100 ◦C during reheating, some clusters can form, which is reflected in peak
(a). It can be concluded that, during the initial heat treatment, phases with high solvus temperatures
dissolve. This is supported by the directly measured heating curve in which the final dissolution peak
(G) occurs.

This series of measurements has shown the feasibility of the proposed indirect DSC method. From
reheating, the temperature ranges can be identified at which precipitation and dissolution reactions
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take place during the initial heat treatment. Therefore, by applying this procedure, unknown or
unavailable DSC heating curves can be reconstructed qualitatively.

3.3. Reconstruction of DSC Heating Curve for 20 Ks−1 and 100 Ks−1

Figure 10 shows the DSC reheating curves after an initial heat treatment, with a heating rate of
20 Ks−1, up to different maximum temperatures (left) and the resulting, reconstructed, direct DSC
heating curve at 20 Ks−1 (right). In section I, up to a maximum temperature of 200 ◦C, the reheating
curves do not change in their course. It can be concluded that during heating of the alloy, with a
rate of 20 Ks−1 up to the temperature of 200 ◦C, no reactions occur. This finding was adopted in the
reconstructed heating curve, as seen on the right side of the diagram.

Figure 10. Reheating curves after a heat treatment with a heating rate of 20 Ks−1 up to different
maximum temperatures and the resulting reconstructed heating curve at 20 Ks−1.

In section II, from 225 ◦C to 275 ◦C, the heating curves show that the dissolution peak (B) becomes
continuously smaller with increasing maximum temperature of the initial heat treatment. It can be
concluded that, during the initial heat treatment with 20 Ks−1, in this temperature range, the clusters
and GP zones of the initial state are dissolved. For this reason, the endothermic dissolution peak (B) is
plotted in the reconstructed DSC heating curve in this temperature range.

In section III, with reheating curves after an initial heat treatment with the maximum temperatures
of 300 ◦C up to 375 ◦C, peak (c + d) continuously gets smaller with an increasing maximum temperature
during the initial heat treatment. It can be concluded that in this temperature range, during the initial
heat treatment, β” and β’ precipitates were formed. For this reason, in the temperature range of 300 ◦C

58



Materials 2019, 12, 1085

up to 375 ◦C in the reconstructed DSC heating curve, an exothermic precipitation reaction of phases β”
and β’ is assumed.

Sections IV and V are considered together. In the reheating curves after a maximum temperature
above 375 ◦C during the initial heat treatment, peak (c + d), on the one hand, regains its intensity with
increasing maximum temperature and, on the other hand, splits into two individual peaks (c) and (d).
Furthermore, a weak precipitation reaction, peak (a), occurs during reheating at low temperatures.
Peak (G) also loses some of its intensity in the reheating curves after the high maximum temperatures
of the initial heat treatment. From these observations, it can be concluded that during the initial heat
treatment, a dissolution of phases β” and β’ as well as phases with a higher solvus temperature has
taken place. An area in which the precipitation of equilibrium phase β-Mg2Si dominates could not be
identified. Probably, this precipitation reaction is greatly suppressed at heating with 20 Ks−1. Thus,
from the findings, a broad dissolution reaction in the reconstructed heating curve was assumed.

The analysis of the DSC reheating curves allowed a direct DSC heating curve to be reconstructed
at the previously immeasurable heating rate of 20 Ks−1, as seen in Figure 10 on the right. It is important
to mention, that the temperature sections for different reactions can be reconstructed quantitatively,
whereas reaction intensities can only be estimated qualitatively. Therefore, the reconstructed curve
is plotted as a dashed line. Due to the discrete reconstruction of the heating curve, the start or end
temperatures of a reconstructed peak are determined with uncertainties. The temperature uncertainty
is at least as great as the examined temperature step size. Figure 11 shows the DSC curve reconstruction
for a heating rate of 100 Ks−1. The procedure to reconstruct the heating curve at 100 Ks−1 is equivalent
to the reconstruction of the heating curve at 20 Ks−1. The resulting dissolution and precipitation
sections I–V are just shifted to slightly higher temperatures.

 
Figure 11. Reheating curves after a heat treatment with a heating rate of 100 Ks−1 up to different
maximum temperatures and the resulting reconstructed heating curve at 100 Ks−1.
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3.4. The Continuous Heating Dissolution Diagram of EN AW-6082 T4

Figure 12 shows the direct DSC heating curves of the investigated alloy EN AW-6082, in the
naturally aged initial state T4, up to 5 Ks−1, as well as the reconstructed DSC heating curves at 20 and
100 Ks−1. It turns out that the reconstructed heating curves are a good fit with the directly measured
heating curves. Remember that the intensities of the reconstructed DSC heating curves are only
estimated qualitatively. However, it is seen that the derived temperature ranges of the individual
peaks agree with those of the directly measured DSC heating curves of higher heating rates.

Figure 12. Heating curves of EN AW-6082 T4 with the conventional DSC and the reconstructed heating
curves at 20 and 100 Ks−1.

Figure 13 shows the continuous heating dissolution diagram of the investigated alloy 6082 T4
obtained from the results given in Figure 12. This diagram is suitable for the selection of reasonable heat
treatment parameters during production, as well as a necessary input for heat treatment simulations.
The continuous heating dissolution diagrams are valid only for continuous heating steps and, therefore,
are to be read at a selected heating rate (grey line) from low to high temperatures only. During heating,
different reaction areas are run through. Finally, the heating rate specific solvus temperature is reached.
Above this temperature for the specific heating rate, it is considered that all major alloying elements are
in solid solution. Due to the proposed indirect DSC method, the heating rate range could be enlarged
significantly towards higher rates.

60



Materials 2019, 12, 1085

 
Figure 13. Continuous heating dissolution diagram of EN AW-6082 T4, including the findings of the
indirect measurements.

4. Transfer of This Measurement Methodology

4.1. Transfer to Other Alloys

The method described was transferred to other alloys as well as non-linear heat treatments.
Figure 14 shows heating DSC curve reconstruction for the alloy EN AW-6060 T4 with a heating rate of
20 Ks−1. In comparison to the alloy EN AW-6082 T4, this alloy has a lower content of alloying elements.
For this reason, the individual reactions are weaker, compared to EN AW-6082 T4. However, the main
alloying elements of both alloys are the same and the initial heat treatment state is comparable. For
this reason, the recorded reheating curves have a very similar course. The sequence of exothermic and
endothermic peaks during heating from the initial state is identical and the individual peaks can also
be assumed to refer to the same reactions. Unlike the alloy EN AW-6082, the peak (a) does not show
up in this alloy during reheating, even at high peak temperatures, due to the low content of alloying
elements. The procedure to reconstruct the heating curve, at 20 Ks−1, of this alloy is equivalent to the
reconstruction of the heating curve described before.

Figure 15 shows the heating DSC curve reconstruction for a heating rate of 100 Ks−1. It is
noticeable that, above a maximum temperature of 300 ◦C, the reheating curves show little change.
From these results it can be concluded that the precipitation state no longer changes above 300 ◦C
during this very rapid heating. It can be seen, from section II, that the T4 strength increasing precipitates
are dissolved between 225 ◦C and 300 ◦C. However, the heating rate of 100 Ks−1 is obviously high
enough to suppress further precipitation reactions. Figure 16 shows the continuous heating dissolution
diagram of EN AW-6060 T4, including the findings of the indirect measurements. The heating curves
of direct DSC measurements have already been published and can be seen from Fröck et al. [2]. It also
becomes clear, that with this alloy, the results of the indirect measurements fit very well into the results
of the direct DSC. The results have shown that the described method is also suitable for extending the
bandwidth of scanning rates of other alloys.

61



Materials 2019, 12, 1085

 

Figure 14. Reheating curves of the alloy EN AW-6060 T4 after a heat treatment with a heating rate of
20 Ks−1 up to different maximum temperatures and the resulting reconstructed DSC heating curve at
20 Ks−1.

 
Figure 15. Reheating curves of the alloy EN AW-6060 T4 after a heat treatment with a heating rate of
100 Ks−1 up to different maximum temperatures and the resulting reconstructed DSC heating curve at
100 Ks−1.
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Figure 16. Continuous heating dissolution diagram of EN AW-6060 T4, including the findings of the
indirect measurements.

4.2. Transfer to Non-Linear Heating and Cooling

The non-linear temperature profile of the laser heat treatment was analyzed using the presented
indirect measurement methodology. For this purpose, DSC samples were heat treated in the quenching
dilatometer, with the temperature profile given in Figure 3. At defined points, this heat treatment
was interrupted by an overcritical gas quenching. Reheating curves were subsequently recorded in
the DSC.

Figure 17 shows the investigated time temperature profile on the left-hand, the recorded reheating
curves of the alloy EN AW-6060 T4 in the middle, and the concluded precipitation and dissolution
reactions on the right-hand side. The reconstruction of a DSC curve for the investigated heat treatment
would be purposeless, because of the non-linearity and as well as the fact that heating and cooling
are examined. The reheating curves shown in this chapter are to be read chronologically from top
to bottom.

It becomes clear that, during heating of the initial state, a pronounced dissolution peak (B) takes
place, as can be seen in section I. After a short-term heat treatment up to 255 ◦C within ≈2 s, this
peak became much weaker and almost disappeared, as can be seen in section II. From this we can
conclude that during the described laser heat treatment, during heating up to 255 ◦C, a large part of
the strength increasing T4 state precipitates are dissolved. By heating to 297 ◦C, this peak completely
disappears in the reheating curves, from which we can conclude that nearly all clusters and GP zones
of the initial state have been dissolved during this heat treatment. Subsequently, the cooling starts.
The reheating curves of the cooling step do not change much, as can be seen in section III. Only the
peak (c + d) is slightly weaker in the reheat curves, with increasing time of the initial heat treatment. It
can be concluded that a weak precipitation reaction takes place during the cooling of the laser heat
treatment. Thus, alloying elements are bound in particles and the potential for precipitation during
reheating decreases.
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Figure 17. Reheating curves of the alloy EN AW-6060 T4 after an imitated laser short-term heat treatment.

The cooling is much slower compared to the heating, however, with respect to the upper critical
cooling rate of EN AW-6060, it still has to be considered as fast for this alloy. The cooling from 297 ◦C
to 40 ◦C, in total, takes 83 s, which equals an average cooling rate of 3 Ks−1. Compared to the results
in Reference [14], the upper critical cooling rate of this batch of EN AW-6060 can be estimated to be in
the order of 1 to 6 Ks−1. However, the reheating DSC for the cooling path indicates the occurrence of a
very weak precipitation reaction.

Figure 18 shows the investigated time temperature profile for the HAZ of an arc welding process
on the left side [16], the recorded reheating curves of the alloy EN AW-6082 T6 in the middle, and
the concluded precipitation and dissolution reactions on the right side. It is clearly visible that the
reheating curves of the initial artificial aging T651 have a different course than those of the initial
natural aging T4. From the reheating curves seen in Figure 18 Section I, up to a temperature of 250 ◦C,
no obvious change is seen. From this it can be concluded that the precipitation state does not change
up to this temperature. Section II, between 250 ◦C and 490 ◦C, shows that peak (B) disappears and peak
(d) occurs more pronounced with increasing temperature. It can be concluded that during the HAZ
heat treatment the T6 precipitates are increasingly dissolved. The dissolution of precipitates results in
solved alloying elements which can form precipitates during reheating, which explains the increase of
the peak (d). In Section III, the cooling, only weak reactions take place. It becomes clear that the two
reactions (d) are steadily weakening. It can be concluded that a slight precipitation reaction occurs
during cooling. This nicely correlates with findings on the upper critical cooling rate for this batch of
EN AW-6082 of about 30 Ks−1 [6]. Considering the non-linear cooling within the simulated HAZ, an
average cooling rate of about 12 Ks−1 is achieved in the relevant temperature range of 490–200 ◦C. As
this cooling rate is below the upper critical cooling rate, a certain volume fraction of quench induced
precipitation is to be expected.
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Figure 18. Reheating curves of the alloy EN AW-6082 T651 after heating like in the heat affected zone
caused by an arc welding.

5. Conclusions

In this work, a new indirect DSC measuring method is presented, which allows the reconstruction
of DSC heating curves of fast and/or non-linear heat treatments, which were not previously assessable
with DSC. Due to the combination of direct and indirect DSC, a very wide range of heating rates
from 0.01 to a few 100 Ks−1 has been investigated, using the example of aluminum alloys, including
short-term laser heat treatment and welding.

For this purpose, a large number of samples, with unknown transformational behavior, were
subjected to the heat treatment of interest. This initial heat treatment must not be done in a DSC, but
can be performed in any suitable controlled device, e.g., a quenching dilatometer. The heat treatment
of interest was interrupted at certain points and the samples were quenched as quickly as possible in
order to freeze the existing material state. These samples were then reheated at a measurable heating
rate in a conventional DSC. The reconstruction of the pertinent heating curves is possible at discrete
temperature steps. In this work, a temperature step of 25 K was used, which resulted in about 100
individual DSC measurements per reconstructed DSC curve.
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Advantages of indirect DSC are as follows:

• Reconstruction of DSC curves for fast or non-linear heat treatments, which previously were not
assessable, is now possible.

• This method is applicable for linear and non-linear heat treatments, as well as for heating
and cooling.

• Temperature ranges of the main reactions can be reconstructed quantitatively.

Disadvantages of indirect DSC are as follows:

• Very time-consuming method due to many individual measurements.
• Additional device is necessary for a defined heat treatment, including the necessity of overcritical

quenching to allow for process interruption.
• Validation based on a known DSC heating curve is required. This will be necessary for new alloys

and new heat treatment processes. As long as alloys and processes are similar, as in in the above
examples, one typical validation will be sufficient.
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Abstract: Aluminium–copper composite materials were successfully fabricated using spark plasma
sintering with Al and Cu powders as the raw materials. Al–Cu composite powders were fabricated
through a ball milling process, and the effect of the Cu content was investigated. Composite
materials composed of Al–20Cu, Al–50Cu, and Al–80Cu (vol.%) were sintered by a spark plasma
sintering process, which was carried out at 520 ◦C and 50 MPa for 5 min. The phase analysis
of the composite materials by X-ray diffraction (XRD) and energy-dispersive spectroscopy (EDS)
indicated that intermetallic compounds (IC) such as CuAl2 and Cu9Al4 were formed through reactions
between Cu and Al during the spark plasma sintering process. The mechanical properties of the
composites were analysed using a Vickers hardness tester. The Al–50Cu composite had a hardness of
approximately 151 HV, which is higher than that of the other composites. The thermal conductivity
of the composite materials was measured by laser flash analysis, and the highest value was obtained
for the Al–80Cu composite material. This suggests that the Cu content affects physical properties
of the Al–Cu composite material as well as the amount of intermetallic compounds formed in the
composite material.

Keywords: aluminium composite; copper composite; spark plasma sintering; thermal properties;
powder metallurgy; intermetallic compound

1. Introduction

Heat dissipation and the development of lightweight materials are important concerns for the
automobile, aerospace, optical material panel, electronic packaging, and semiconductor component
industries, among others [1–8]. Given the increasing global enforcement of carbon dioxide emission
regulations, these lightweight materials should be eco-friendly and economical, reduce carbon dioxide
emissions, and improve the fuel efficiencies of automobiles, shipbuilding, and aviation applications.
Aluminium, which has a low density, and copper, which has a high heat dissipation capacity, have
attracted attention as suitable materials to satisfy various industrial needs. Recently, the demand for
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high-functionality materials that are lightweight and have high heat dissipation, low thermal stress,
and high strength characteristics has increased to improve the fuel efficiency of transportation and
realise miniaturisation of integrated circuits [9–16]. As a result, alloy or composite-related studies
have been conducted owing to the demands for various functions in a single material. Low-density
aluminium has a relatively lower hardness than other metals; thus, materials such as Fe, Mg, SiC, B, Ti,
V, diamond, and carbon nanotubes (CNT) are added as composites to increase the hardness [17–33].
Kwon et al. [34] fabricated Al–CNT composites through a combination of spark plasma sintering
and a hot extrusion process. The tensile strength of the Al–CNT composite was 194 MPa, which
is twice that of pure bulk Al. The increase in the mechanical characteristics was attributed to the
effects of the particular strengthening by CNT and the regularly oriented CNTs achieved through the
nanoscale dispersion method. Metal alloys and composite materials such as Al, Cu, Cu–W, Cu–Mo,
and Al–SiC have been widely used as heat dissipation materials with high thermal conduction and low
thermal expansion coefficient characteristics [35–37]. However, cost is an important factor in industrial
applications, and the complex manufacturing process and high price of these materials limits their
suitability for industrial applications. Recently, interest in Al and Cu composites is increasing, as these
composites combine the lightweight properties of Al and the thermal characteristics of Cu. Studies of
these composites have been performed using the accumulative roll bonding (ARB) process and the
squeeze casting method. Eizadjou et al. [38] used Al 1100 and Cu strips to investigate the mechanical
characteristics of the modified structure of a multi-layered Al/Cu composite made with the ARB
process. It was reported that as the average thickness of the Cu layer decreased from 100 μm to 7 μm,
the strength and hardness increased. However, the thermal characteristics of the Al–Cu composite
for use as a heat dissipation material were not investigated. Wu et al. [39] investigated the effects of
adding Cu on the thermal characteristics of an Al–Cu/diamond composite manufactured by squeeze
casting. It was reported that the thermal conductivity of the Al–3.0 wt% Cu/diamond composite was
330 W·m−1·K−1 which is 57% higher than that of the Al/diamond composite. Nevertheless, studies on
composites with high Al and Cu content are rarely performed because these manufacturing processes
have about three times the density difference between Al and Cu and lead to compound formation
between the metals.

In this study, the mechanical ball milling and spark plasma sintering (SPS) composite
manufacturing processes were used to fabricate a composite material combining the advantages of Al
and Cu. The microstructure and form of the composite material were analysed using X-ray diffraction
(XRD), scanning electron microscopy (SEM), field-emission SEM (FE-SEM), and energy-dispersive
spectroscopy (EDS). The mechanical characteristics of the Al–Cu composite material were measured
using a Vickers hardness tester, and the thermal characteristics were measured using laser flash analysis.

2. Materials and Methods

The raw powders used in this study were pure Al (99.9%, Metalplayer Co., Ltd., Incheon, Korea)
and Cu (99.9%, Metalplayer Co., Ltd.) powders with an average particle size of about 45μm. A mixture
of zirconia (diameter of 15 mm) and stainless balls (diameter of 8 mm) in a stainless-steel jar were
used for the ball milling process and with the ball mill (SMBL-6, SciLabMixTM, Programmable Ball
Mill). In all experiments, a specific amount of starting materials were used, giving balls to powder
weight ratios of 3:1. Pure Al powders and pure Cu powders were combined as Al–20Cu, Al–50Cu, and
Al–80Cu (vol.%) and mixed with 50 ml heptane as a process control agent (PCA) in the stainless-steel
jar; the ball milling process was then performed for 24 h at 420 rpm under the ambient atmosphere.
The PCA was eliminated by natural evaporation. The composite powders were placed in a graphite
mold (diameter of 20 mm), held for 5 min at 520 ◦C, and sintered using spark plasma sintering
equipment (Fuji Electronic Industrial Co., Ltd., SPS-321Lx, Saitama, Japan) with a compacting pressure
of 50 MPa. Al–Cu sintered bodies were fabricated with a diameter of 20 mm and a thickness of 5 mm.
The density of the composite material was measured with densitometer using the Archimedes method,
and the theoretical density was calculated based on the mixture of pure Al and Cu. XRD patterns for
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the Al–Cu composites were obtained using an X-ray diffractometer (Ultima IV, Rigaku, Tokyo, Japan)
with a Cu Kα radiation source (λ = 1.5148 Å, 40 kV, and 40 mA) in the 2-theta range of 20–80◦ using a
linear detector (D/tex ultra, Rigaku).

The microstructures and relative composition of the composite materials were analysed with SEM
(VEGA II LSU, TESCAN, Czech Republic), FE-SEM (MIRA 3 LMH In-Beam, TESCAN, Czech Republic),
and EDS (HORIBA, EX-400, Kyoto, Japan). Measurements of the area fraction of each component
in the Al–Cu composites were performed through digital image analysis using the ImageJ software,
which is a version of NIH Image (US National Institutes of Health, http://rsb.info.nih.gov/nih-image).
The mechanical properties of the composite materials were determined according to JIS B 7725 and ISO
6507-2 standard using a load of 0.3 kg for 5 s (HM-101 Vickers hardness tester, Mitutoyo Corporation,
Kawasaki, Japan); at least five measurements were performed for each sample. The thermal diffusivities
and heat capacity of the composites were measured at room temperature with a laser flash apparatus
(LFA467, Netzsch, Selb, Germany) according to ISO 22007-4, ISO 18755 and ASTM E 1461 standard.
The accuracy of the measuring device is according to the manufacturer ±3% for thermal diffusivity
measurements and ±5% for heat capacity measurements. The laser flash method is used to measure
thermal diffusivity in a variety of different materials. An energy pulse heats one side of a plane-parallel
sample, and the resulting time-dependent temperature increase on the backside due to the energy
input is detected. The thermal conductivity, λ, is defined as the ability of a material to transmit heat,
and it is measured in watts per square metre of surface area for a temperature gradient of 1 K per
unit thickness of 1 m. The thermal diffusivity (α) and heat capacity (Cp) measured by the laser flash
method has the following relationship to the thermal conductivity (κ):

λ(T) = α (T) × Cp(T) × �(T) (1)

where Cp is the heat capacity, and � is the density.

3. Results and Discussions

Figure 1 shows the morphologies of the pure Al and Cu powders. The pure Al powder exhibits
mostly spherical particles, with some ellipse forms, as shown in Figure 1a. As shown in Figure 1b,
the pure Cu powder is composed of a dispersion of various sizes of spherical particles. At this point,
it was assumed that the pure Al had a natural oxide on the particle surfaces. The morphologies of
the Al–20Cu, Al–50Cu, and Al–80Cu composite powders created through the ball milling of pure Al
and Cu powders are shown in Figure 1c–e, respectively. In the ball milling process, the powders were
milled with plastic deformation as stresses accumulate in the powders through continuous impact
with the balls. The Al–Cu composite powders exhibit morphologies containing a mixture of flake and
plate-like particles and particles with surface deformation. Ductile particles are easily deformed by
the impact energy of the balls, and thus the Al particles with higher ductility than the Cu particles
exhibit flake and plate forms. This shows that the impact energy employed during the ball milling
under this process condition has enough energy to achieve plastic deformation of the Al particles
and deform only the surfaces of the Cu particles. In addition, ductile materials are generally easily
aggregated by ball milling, but the Al–Cu composite powders exhibited no aggregate formation and
a suitable distribution of Al and Cu. It is desirable for the dispersion in the matrix of the Al–Cu
composite material to yield a relatively equal distribution. Figure 1f shows the XRD patterns for the
Al–Cu composite powders prior to the SPS process. The XRD pattern results suggest that there were
no reactions between the powders during the ball milling process, as the spectra for the Al–20Cu,
Al–50Cu, and Al–80Cu composite powders all contained only peaks corresponding to Al and Cu.

Figure 2a shows a photograph of the Al–20Cu, Al–50Cu, and Al–80Cu composites after SPS. The
Al–Cu composite material in this study was composed of a circular plate having an identical inner
structure of a circular carbon mould. As the Cu content in the Al–Cu composite material increases
from 20 to 50 and 80 vol.%, the colour changes from light silver to dark copper. Figure 2b shows the
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relative density of Al–20Cu, Al–50Cu, and Al–80Cu composites after SPS. The theoretical density of the
composite materials was calculated based on the Al and Cu mixture composition and the density of Al
and Cu. The relative density was calculated by dividing the theoretical density by the measured density
(Rd = Ed/Td). Al–20Cu composite exhibits relative densities of about 100% or more and achieved full
density during the SPS process in a short period of time. Composites with high relative densities at
relatively low sintering temperatures could be successfully obtained through the SPS process. At this
point, the Al–Cu composites with a relative density of greater than 100% were considered to no longer
have the form of only pure Al and Cu, but rather to contain a different phase. The Al–Cu composites
with Cu contents of greater than 50 vol.% exhibited a decrease in the relative density to approximately
90% with increasing Cu content. This indicates that the densification of the composite at relatively low
temperature was difficult to achieve for high density owing to the higher melting point of pure Cu
than pure Al.

The results indicate that in the Al–20Cu and Al–50Cu composites, Al performs the matrix role
because it does have a continuous connection, and Cu functions as a dispersed phase, showing that
it is an Al-matrix composite. In contrast, Cu performs the matrix role in the Al–80Cu composite.
Furthermore, during the SPS process, it is considered that the Al and Cu reacted to form a different
phase than pure Al and Cu at the interface between the Al and Cu. Both the Al–50Cu and Al–80Cu
composites formed an identical new phase, which has a pore area corresponding to the relative density.
It is suggested that Al–Cu composites can be fabricated by the SPS process without Cu agglomeration
and with a uniformly dispersed structure.

Figure 1. Scanning electron microscopy (SEM) images of (a) pure Al, (b) pure Cu, (c) Al–20Cu, (d)
Al–50Cu, and (e) Al–80Cu powders, and (f) X-ray diffraction (XRD) patterns of the composite powders.
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Figure 2. (a) Photograph of the Al–Cu composites after spark plasma sintering (SPS), (b) evolution of
the relative density of composites, and (c) cross-sectional light microscopy images.

The displacement profile recorded during the SPS of Al–Cu powders is shown in Figure 3a,b.
During the SPS process, the pressure was set to 50 MPa. The temperature was maintained constant at
520 ◦C for 5 min. The sintering temperature was raised to be similar to the set temperature. As it can be
seen during the sintering process, the displacement increases to approximately 3 mm. The displacement
was attributed to the particle rearrangement facilitated by the temperature increase. The displacement
of Al–Cu composites remains almost constant as the material reaches its maximum density.

Figure 3. Variation of (a) the temperature and (b) displacement, as function of holding time SPS.
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Figure 4. SEM micrographs of (a) Al–20Cu, (b) Al–50Cu, and (c) Al–80Cu composites, and (d) XRD
patterns of Al–Cu composites.

Figure 4a–c shows SEM micrographs of the Al–20Cu, Al–50Cu, and Al–80Cu composite materials.
In Figure 4, the Al–20Cu and Al–50Cu composites fabricated by SPS exhibit fully densified behaviour.
SPS is capable of sintering in a short period of time and can provide microstructural control that
cannot be expected in conventional sintering processes. In addition, SPS surface treatment can reduce
the impurities and oxides present on particle surfaces. Consequently, high-quality and high-density
sintered materials can be obtained in a short amount of time. The Al–Cu composites produced by
SPS exhibit Al as the darkest phase, Cu as the brightest phase, and two layers between the Al and
Cu interface. Figure 4d shows the XRD pattern for the Al–Cu composite powder subjected to SPS.
Intermetallic compounds composed of the Al phase and Cu phase as well as CuAl2 and Cu9Al4
phases were detected in the XRD patterns of the Al–20Cu, Al–50Cu, and Al–80Cu composites. In the
Al–Cu composite material, the natural air-formed oxide layer on the Al surface was removed by
the micro-plasma generated between particles during the SPS process. In addition, the formation
of intermetallic compounds is induced by the activation of intermetallic reactions by local high
temperatures. The possible chemical reactions in the Cu–Al binary system are as follows:

4Al + 9Cu = Cu9Al4 (2)

2Al + Cu = CuAl2 (3)

Al + Cu = CuAl (4)

According to the standard Gibbs free energy of formation values for chemical reactions (2) to (4), they
are all forward reactions, indicating the possibility for formation of intermetallic compounds. The heats
of formation for the phases in these chemical reactions are CuAl2: −6.1 kJ·mol−1, CuAl: −5.1 kJ·mol−1,
and Cu9Al4: −4.1 kJ·mol−1 [40,41]. The heats of formation for these intermetallic compounds can
thus be arranged in order from smallest to largest as CuAl2, CuAl, and Cu9Al4. The CuAl2 phase
will be formed first, followed by CuAl and Cu9Al4. However, in the XRD diffraction patterns for
the Al–Cu composites subjected to SPS, only the CuAl2 and Cu9Al4 phases were detected; the CuAl
phase was not observed. This result occurred because the Cu and Al atoms more readily diffuse into
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Cu9Al4 than CuAl, and thus the CuAl phase is not formed. This suggests that kinetic factors are more
dominant than thermodynamic factors for the formation of intermetallic compounds. In addition,
these results support previous studies that have suggested that kinetic factors are more dominant than
thermodynamic factors for the formation of intermetallic compounds.

Figure 5. SEM micrograph and energy-dispersive spectroscopy (EDS) line scanning results along the
yellow line for (a) Al–20Cu, (b) Al–50Cu, and (c) Al–80Cu.
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Figure 5 shows the line mapping images for the Al–20Cu, Al–50Cu, and Al–80Cu composites
after SPS. The brightest grey particles confirm the formation of pure Cu phase in the Al–Cu composite
material, while the dark area shows the pure Al phase. Of the two IC layers between the Cu and Al
phases, the IC layer closer to the Cu is observed to have a higher Cu content than the IC layer closer to
the Al. The IC layer that formed closer to the Cu is the Cu-rich Cu9Al4 phase detected in the XRD
pattern in Figure 4d, while the layer closer to the Al is the Al-rich CuAl2 phase. The Al–20Cu, Al–50Cu,
and Al–80Cu composites exhibited a thicker Cu9Al4 phase than CuAl2 phase. According to the heat of
formation for the IC phase, the CuAl2 phase is formed first on the interface. However, the Al–20Cu,
Al–50Cu, and Al–80Cu composites showed greater growth of the Cu9Al4 phase than the CuAl2 phase.
This should be considered a kinetic rather than thermodynamic effect. Xu et al. [39] reported activation
energies based on the growth of CuAl2 and Cu9Al4 at Cu–Al interfaces with Cu–Al wire bonds. The
activation energy for the growth of the Cu9Al4 phase is 75.61 kJ·mol−1 and that for the CuAl2 phase is
60.66 kJ·mol−1, which means that the CuAl2 phase with a lower activation energy readily participates
in the IC phase growth. This suggests that the CuAl2 phase is formed first at the Cu–Al interface, and
then Cu9Al4 is formed through the diffusion of Cu atoms into the CuAl2 at the CuAl2–Cu interface,
after which Cu9Al4 and CuAl2 grow simultaneously. At high temperatures, the Cu9Al4 phase grows
more rapidly due to the difference in the diffusion rates of Al atoms and Cu atoms into the formed
CuAl2 phase, which facilitates the growth of the Cu9Al4 phase until all of the CuAl2 phase is consumed.
However, it is considered that two phases coexist because the Al–Cu composites were subjected to the
SPS process with a relatively high temperature and short heating period.

Figure 6. Area fractions of Al, Cu, Cu9Al4, and CuAl2 obtained using image analysis software ImageJ:
(a) Al–20Cu, (b) Al–50Cu, and (c) Al–80Cu.

As shown in the XRD diffraction pattern in Figure 4 and the EDS analysis in Figure 5, it was
confirmed that not only Cu and Al phases, but also intermetallic compounds of CuAl2 and Cu9Al4
phases, were present in the Al–Cu composites fabricated by SPS. The area analysis for each formed
phase was performed using the image analyser tool in the ImageJ software, which measures the area
fraction of the phases. The area fractions of the Al–20Cu, Al–50Cu, and Al–80Cu composites were
measured using the ImageJ programme. For the light micrographs of Al–Cu composites fabricated
by SPS, analysis using the ImageJ analysis toolbox was used to obtain the following area fractions:
(i) Al area, (ii) Cu area, (iii) CuAl2 area in the intermetallic compounds, and (iv) Cu9Al4 area in the
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intermetallic compounds. Figure 6 and Table 1 present the analysis results from the ImageJ programme
for a section of the Al–Cu composites after SPS. The area analysis results confirm that the Al and
Cu contents of the Al–20Cu, Al–50Cu, and Al–80Cu composites were approximately similar to the
desired compositions. The area of the Cu9Al4 phase in the Al–Cu composites is approximately 1.2
times larger than area of the CuAl2 phase. This confirms that the growth of the Cu9Al4 phase in the
SPS process at high temperature is faster. The total IC phase areas in the Al–20Cu, Al–50Cu, and
Al–80Cu composites are approximately 23.3%, 38.7%, and 19.3%, respectively; the area of the Al–50Cu
composite is the largest. This indicates that the growth of Cu9Al4 is kinetically faster as the effective
contact area between CuAl2 and Al or Cu increases.

Table 1. Area fraction analysis results for CuAl2 and Cu9Al4 in the Al–Cu composites.

Phase
Partition Fraction (%)

Al–20Cu Al–50Cu Al–80Cu

Aluminium 64.9 (±3.24) 29.8 (±1.49) 20.2 (±1.01)
Copper 11.5 (±0.57) 31.3 (±1.56) 60.3 (±3.01)
CuAl2 9.7 (±0.62) 16.3 (±0.97) 8.9 (±0.45)
Cu9Al4 13.9 (±0.54) 22.6 (±0.96) 10.6 (±0.51)

Figure 7. Vickers hardness of the fabricated pure Al, pure Cu, and Al–Cu composites.

Figure 7 shows the Vickers hardness of the Al–Cu composites and pure Al and Cu. The hardness
value of a pure Al body fabricated by SPS was similar to the hardness value of Al1100 bulk, while
the harness of the Cu sintered body was lower than that of annealed Cu bulk owing to existence of
pores [42,43]. However, the Vickers hardness values of the Al–Cu composites were higher than that
of pure Al and Cu regardless of the composition. Interestingly, the Vickers hardness of the Al–50Cu
composite was about 151.3 HV, which is approximately five times greater than that of the pure Al
sintered body and about 2.6 times greater than that of the pure Cu sintered body. It is suggested that this
strengthening of the Al–Cu composites was affected by the presence of the ICs. This is mainly because
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at a higher temperature, Cu and Al will react to form intermetallic compounds, and these intermetallic
compounds have a much higher hardness, thus resulting in a significant increase in the hardness
at the Cu–Al interface. Under the same sintering condition, Cu and Al form a substitutional solid
solution, thus resulting in lattice distortions, which can increase the resistance to dislocation movement.
Therefore, plastic deformation becomes difficult, eventually leading to a significant increase in the
hardness at the bonding interface. Moreover, the distribution and amount of intermetallic compounds
in the Al–Cu composite materials may also be an important factor. As presented in Figure 6 and Table 1,
the amount of intermetallic compounds in the Al–50Cu composite was greater than that in the other
composites. Thus, the Vickers hardness of the Al–50Cu composite material was the highest because
the intermetallic compounds surrounding Cu particles were uniformly dispersed. Therefore, SPS can
be considered an effective process for the fabrication of composites of dissimilar materials.

Table 2 lists the thermal conductivities calculated from the thermal diffusivity and heat capacity
values for the Al–Cu composites measured with the laser flash method. The pure Al and Cu sintered
bodies have values that are similar to the theoretical thermal conductivities based on the mixture
composition. However, the thermal conductivity of the Al–Cu composites were lower than the
theoretical values and lower than that of the pure Al sintered body. In particular, the Al–50Cu
composite with a higher content of intermetallic compounds exhibited a lower thermal conductivity.
The interfaces of the Al, Cu, and intermetallic compounds play a critical role in determining both the
microstructure and thermal conduction behaviour of the composites. The thermal conductivity of
the composites decreased with increasing intermetallic compound content, because the movement of
electrons and phonons is disturbed by phase interfaces, and scattering occurs with the formation and
the amount of intermetallic compounds. The results show that the intermetallic compounds formed
during SPS have a positive effect on the hardness of the Al–Cu composites, but a negative effect on their
thermal conductivity. However, investigations using X-ray photoelectron spectroscopy, transmission
electron spectroscopy, and on controlling the formation of intermetallic compounds are needed to
investigate the enhancement of the material properties, and will be the focus of future studies.

Table 2. Thermal properties and densities of Al, Cu, and Al–Cu composites at room temperature.

Sample

Density

Heat
Capacity

(J·g−1·K−1)

Diffusivity Thermal Conductivity

Theoretical
Density
(g·cm−3)

Experimental
Density
(g·cm−3)

Relative
Density

(%)

Theoretical
Diffusivity

(mm2/s)

Experimental
Diffusivity

(mm2/s)

Theoretical
Thermal

Conductivity
(W·m−1·K−1)

Experimental
Thermal

Conductivity
(W·m−1·K−1)

Pure Al 2.70 2.680 99.3 0.99 97 81.96 230 219
Al–20Cu 3.95 4.111 104.0 0.84 100 46.09 264 158
Al–50Cu 5.83 5.826 99.9 0.67 105 33.55 316 130
Al–80Cu 7.71 7.110 92.2 0.59 110 45.62 367 191
Pure Cu 8.96 8.178 91.3 0.50 113 83.9 401 341

4. Conclusions

Al–Cu composite materials were successfully prepared using mechanical ball milling and SPS.
The Cu powder was dispersed in Al powder through the ball milling process, and the obtained
composite powders were analysed using SEM. It was determined that the ball milling process was
suitable for preparing composite powders. ICs were created from reactions between the Al and Cu
during SPS, and their presence in the composites was confirmed by the XRD and EDS analysis results.
Regardless of the composition, the Al–Cu composite materials exhibited higher Vickers hardness values
than pure Al and Cu. The Al–50Cu composite exhibited the highest Vickers hardness of approximately
151 HV. The observed strengthening effects are considered to be related to the formation of intermetallic
compounds, which were formed from the reaction between Al and Cu via micro-plasma sparks during
the SPS process and detected in the X-ray diffraction and EDS analyses. The Al–50Cu composite with a
higher content of intermetallic compounds exhibited lower thermal conductivity. It is suggested that
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the properties of the Al–Cu composites were affected by the presence of the ICs. Nevertheless, SPS can
be considered an effective process for fabricating Al–Cu composite materials.
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Abstract: Thermal conductivity, λ, and volumetric heat capacity, ρcp, variables that depend on
temperature were simultaneously estimated in a diverse technique applied to AISI 1045 and AISI
304 samples. Two distinctive intensities of heat flux were imposed to provide a more accurate
simultaneous estimation in the same experiment. A constant heat flux was imposed on the
upper surface of the sample while the temperature was measured on the opposite insulated
surface. The sensitivity coefficients were analyzed to provide the thermal property estimation.
The Broydon-Fletcher-Goldfarb-Shanno (BFGS) optimization technique was applied to minimize
an objective function. The squared difference objective function of the numerical and experimental
temperatures was defined considering the error generated by the contact resistance. The temperature
was numerically calculated by using the finite difference method. In addition, the reliability of the
results was assured by an uncertainty analysis. Results showing a difference lower than 7% were
obtained for λ and ρcp, and the uncertainty values were above 5%.

Keywords: temperature-dependent thermal properties; simultaneous estimation; optimization;
sensitivity coefficients; uncertainty analysis

1. Introduction

At present, globalization provides newer, faster, more reliable, and more accurate techniques
to estimate thermal properties of materials depending on temperature. The cost of obtaining the
parameters is another important issue, since it determines the reliability to compete in the internal and
external markets. This paper proposes a technique that may be applied, for example, to accurately select,
from the point of view of thermal properties, which materials will be employed in the manufacturing
of heat exchangers. The methodology that leads to correct values of the thermal properties allows for
saving of energy and other consequent environmental benefits; matters which, recently, have been
largely considered. The machining process can be cited as an example for the aforementioned saving.
A large amount of heat produced during the cutting process is dissipated to the tool holder. Knowing
the values of the thermal conductivity of the tool and the tool holder leads to the correct choice of their
material. Therefore, researchers have developed several procedures in this field [1,2].

A number of methods are available to estimate the thermal properties considering precision,
speed, and cost, among other characteristics. In this context, Jannot et al. [3] presented a study in
which the thermal conductivity of insulated materials was determined based on a pulsed method
with a good precision, Xamán et al. [4] applied a guarded hot plate apparatus for the same purpose,
and Thomas et al. [5] determined thermal conductivity and specific heat of insulated materials by
applying a new experimental design. These thermal properties may be determined individually
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or together, and a great part of the estimations happen safely, precisely, and rapidly; however, few
were used for temperature-dependent estimation or metallic materials. Other researchers present
techniques that allow the estimation of only one temperature-dependent thermal property, for example,
Aksöz et al. [6] estimated the thermal conductivity of Al-Cu alloys by using a radial heat flow apparatus
and changed the initial temperature and Karimi et al. [7] determined the thermal conductivity of
silver alloys by varying the temperature based on a linear heat flux apparatus. Recently, many
researchers have presented techniques to simultaneously estimate temperature-dependent thermal
properties, such as Sadeghi et al. [8] who determined thermal conductivity and diffusivity of SiC
samples by applying the microwave heating process, Zamel et al. [9] who presented an improved
firework algorithm to solve inverse problems allowing simultaneous estimation of properties of
molten salt, and Öztürk et al. [10] who presented a method to estimate thermal conductivity and
specific heat temperature-dependent of thermal protective fabric with good results. Other studies
were performed [11–16], but none of them included the possibility of estimating thermal properties of
metals depending on temperature simultaneously. Moreover, the experimental apparatus for most of
these techniques is usually expensive.

Thus, this work presents a technique to simultaneously determine volumetric heat capacity, ρcp,
and thermal conductivity, λ, of AISI 1045 and AISI 304 samples; variables that depend on temperature.
Some advantages of this method are the low cost, the precision, and the speed when compared with the
techniques cited. Additionally, the uncertainty analysis presented in this work considers the influence
of the numerical and experimental temperature errors and contact resistance. This work presents the
betterments carried out concerning Carollo et al. [17].

2. Materials and Methods

2.1. Thermal Design Model

The representation of the one-dimensional (1D) heat diffusion model is presented in Figure 1. This
thermal model is obtained by using a resistive heater between two samples, and the sample-heater
set is insulated. The thickness of the sample is much smaller than the other dimensions to ensure the
one dimension.

 
 

(a) (b) 

L x T x t

Figure 1. A one-dimensional (1D) representation of the model. (a) thermal model; (b) three-dimensional
view of the thermal model.

The conduction equation for the problem in Figure 1 is:

∂
∂x
λ(T)

∂T(x, t)
∂x

= ρcp(T)
∂T(x, t)
∂t

, (1)

In accordance with the literature, there are two methods to estimate thermal properties dependent
on temperature. In the first method, presented in Özisik [18], the thermal model is based on nonlinear
heat conduction. The second method adopts constant thermal properties within a temperature range
to solve the thermal model [19]. Thus, the initial temperature was defined (T0) and the estimation of
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the properties occurred considering 5 ◦C as the maximum range of temperature. This condition was
performed for all the desired temperatures.

Therefore, the heat diffusion equation for the thermal problem with constant thermal properties is
expressed as below:

∂T(x, t)
∂x2 =

ρcp

λ

∂T(x, t)
∂t

, (2)

subjected to the following conditions of boundary:

− λ∂T(x, t)
∂x

= ϕ(t) at x = 0, (3)

∂T(x, t)
∂x

= 0 at x = L, (4)

and the initial condition:
T(x, t) = T0 at t = 0, (5)

where x is the heat direction, t the temporal interval, ϕ the applied heat flow, T0 the temperature in the
beginning of the process, and L the thickness.

The finite difference method was used to calculate the numerical temperature of the conduction
(Equation (2)).

2.2. Objective Function

Equation (6) presents the objective function applied to estimate ρcp and λ:

F = (R′′c ϕm)
2
+
∑m

j=1

(
Yj − Tj

)2
, (6)

where m is the number of points where temperature was measured, Y is the measured temperature, R′′c
is the heater thermal contact resistance, and ϕm is the weighted average heat flow.

The optimum values of ρcp and λ are required to minimize Equation (6). To perform this procedure,
the BFGS sequential optimization technique [20] is used in this work.

2.3. Experimental Procedure

The experimental apparatus sketch used is shown in Figure 2. As can be seen, all the components
are numbered following this configuration: 1: Micro-computer; 2: Data acquisition; 3: Oven; 4:
Multimeter; 5: Power supply; and 6: Multimeter.

Figure 2. Experimental apparatus sketch used to estimate ρcp and λ.

In this work, two materials were analyzed: AISI 1045 Steel (99.9 × 99.9 × 11.9 mm3) and AISI 304
stainless steel (49.9 × 49.9 × 10.5 mm3). Due to the different dimensions of the samples, a 99.5 × 99.5 ×
0.2 mm3 resistive kapton heater with 23.2 Ω was necessary and another of 48.5 × 48.5 × 0.2 mm3 with
24.4 Ω. The resistive kapton heater was chosen due to its thinness, which allows a faster and more
uniform warming. An Instrutemp ST-305 D-II power supply (Instrutemp Instrumentos de Medição
Ltda, São Paulo, Brazil) was used to provide the adequate heat flow to perform the experiments. To
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ensure the correct values of current and resistance, calibrated multimeters were used (Minipa ET-2042-C
(Minipa do Brasil, Joinvile, Brazil) for the current and Instrutherm MD-380 (Instrutherm Instrumentos
de Medição, São Paulo, Brazil) for the resistance. Additionally, a symmetrical assembly was set up to
reduce the errors caused by the measurement of heat flux on the top surface. A data acquisition system
Agilent 34980A (Agilent, Santa Clara, CA, USA) was used to connect Type T thermocouples (30 AWG),
welded by a capacitive discharge. To provide different initial conditions, the heater-sample set was
placed inside a MA030 Marconi oven (Marconi Equipamentos para Laboratórios, Piracicaba, Brazil).
The whole set was insulated by ceramic fiber plates with two purposes (Figure 1b): To guarantee a
1D heat flow and to reduce the convection effects. Lastly, all the experiments were performed in a
temperature-controlled room.

3. Results and Discussion

All the experiments were performed following the procedure defined by Carollo et al. [17].

3.1. AISI 1045 Steel

In order to achieve significant results to simultaneously estimate λ and ρcp, 15 experiments were
performed for each initial condition (25 ◦C, 50 ◦C, 75 ◦C, 100 ◦C, 125 ◦C, and 150 ◦C). The experiment
lasted 80 s each, following these conditions: 0–10 s with heat flux of 7709 Wm−2; 10–70 s with 1854
Wm−2, and 70–80 s without heat flux. These conditions provide the best estimation of the thermal
properties [17] and respect the hypotheses of constant thermal properties for each initial condition,
since the difference between the initial and final temperature must be lower than 5 K. Lastly, the
temperature was monitored in a time interval of 0.1 s so as to have more data.

To ensure the best region and the ideal condition to determine the thermal properties, two analyses
were done: The first analysis corresponded to the sensitivity and objective function and the second
concerned the best condition and design for the experiments [17].

Figure 3 presents the sensitivity coefficient (sens. coef.) of ρcp and λ at x = L. These coefficients
are important to indicate the best conditions to estimate the properties, such as, experimental time,
time interval, number of points analyzed, and others. The sensitivity coefficient of λ increased only
in the beginning of the experiment and remained constant after the heat flux was changed, until the
power supply was turned off. By analyzing the sensitivity coefficient of ρcp it was possible to confirm
that the value increased while there was heat flux. Because of this behavior, the best condition to
simultaneously estimate the properties was applying two diverse heat flux intensities, the higher of
which was applied in the beginning to maximize the sensitivity for thermal conductivity estimation
and the lower was applied to guarantee enough sensitivity for the volumetric heat capacity estimation.
It is important to claim that simultaneous estimation was possible because there was no dependence
between the sensitivity curves.

The evaluation of Equation (6) for each property is shown in Figure 4. λ and ρcp were estimated
simultaneously due to a minimum value for each property. It is important to inform that the contact
resistance of the heater on the sample was considered in Equation (6) to find its influence on the
temperature measurements. In this study, a temperature difference of 0.23 ◦C corresponded to the
influence of this contact resistance.
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Figure 3. AISI 1045 steel with its corresponding sensitivity coefficients.

Figure 4. Values of F (Equation (6)) for AISI 1045 steel.

The best condition and design for the experiment is presented in Figure 5. This analysis indicates
that the best quality for the experiment was when the sensitivity coefficient of ρcp and λ plus the
temperature difference was close to 0 (X1 + X2 + Y − Y0 � 0). This analysis is relevant because it is
a complement to the sensitivity analysis, in other words, it is a confirmation that all the established
conditions allow a precise property estimation. A good condition of the experiment may be seen here,
since the highest difference was around 0.12 ◦C. This affirmation can be checked when the obtained
difference is compared with the difference between the final and initial temperature of each experiment,
which is around 4 ◦C.
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Figure 5. Results of the ideal condition and design for the experiment on AISI 1045.

Figure 6 shows the applied heat flux at x = 0 and the temperatures values at x = L. It is possible to
see the good agreement between the experimental temperature and numerical temperature, which was
calculated by using the obtained thermal properties. To confirm this affirmation, Figure 7 presents the
residuals between these temperatures. Once the maximum difference found was around 0.10 ◦C, it
was possible to confirm the good quality of the methodology. This affirmation can be validated by
comparing the obtained difference with the thermocouple uncertainty, that it is around 0.10 ◦C. Lastly,
this small difference can be attributed to the isolation condition.

Figure 6. Experimental heat flow (φ) for AISI 1045. Comparison of temperatures obtained numerically
(T) and experimentally (Y).
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Figure 7. Residuals of temperatures of AISI 1045.

The results of ρcp and λ on the AISI 1045 steel sample for each initial temperature are presented in
Table 1. The percentage difference between the average and the literature value was considered to
calculate the error. Based on the lower standard deviation and the error found, the estimated values of
ρcp and λ show a good conformity when compared to the literature values. One can also see that the
results of ρcp are more precise due to its higher sensitivity (Figure 3).

Table 1. Average results, standard deviation, and error of ρcp and λ for AISI 1045.

Average T0 (◦C) Thermal Properties Mean
Obtained value from

Grzesik et al. [21]
Standard
Deviation

Error (%)

25.4
ρcp × 10−6 (J/m3K) 3.48 3.43 ±0.02 1.44
λ (W/mK) 52.04 51.80 ±0.49 0.46

50.1
ρcp ×10−6 (J/m3K) 3.54 3.50 ±0.05 1.18
λ (W/mK) 51.39 51.4 ±0.25 0.02

75.4
ρcp × 10−6 (J/m3K) 3.59 3.54 ±0.04 1.36
λ (W/mK) 50.92 51.00 ±0.37 0.16

100.4
ρcp × 10−6 (J/m3K) 3.61 3.66 ±0.03 0.99
λ (W/mK) 50.47 50.40 ±0.28 0.14

125.3
ρcp × 10−6 (J/m3K) 3.66 3.61 ±0.05 1.42
λ (W/mK) 49.75 49.80 ±0.38 0.10

150.2
ρcp × 10−6 (J/m3K) 3.74 3.77 ±0.02 0.86
λ (W/mK) 49.55 49.40 ±0.36 0.30

Figures 8 and 9 present the literature and experimental result values. One can see the good
agreement of the curves, which present a correlation factor of 0.98 for λ and 0.99 for ρcp. In accordance
with Montgomery and Runger [22], the correlation factor indicates a quantitative measurement between
two factors. Moreover, when the correlation factor presents value from +0.9 up to +1.0, it is possible to
say that the correlation is direct and reliable.
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Figure 8. Comparison between the literature values with the estimated results of ρcp on the AISI 1045
steel plate.

Figure 9. Comparison between the literature values with the estimated results of λ on the AISI 1045
steel sample.

From these results, Equations (7) and (8) can be written as follows for ρcp and λ, respectively:

λ(T) = −0.02228× T + 52.500 [W/mK], (7)

ρcp(T) = (0.00210× T + 3.43253) × 106
[
J/m3K

]
, (8)

These equations can be used in the range of 25 ◦C up to 150 ◦C.
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3.2. AISI 304 Stainless Steel

Following the same procedure that was applied for the AISI 1045 steel sample, 15 experiments
were performed for each initial condition (25 ◦C, 50 ◦C, 75 ◦C, 100 ◦C, 125 ◦C, and 150 ◦C) to estimate
ρcp and λ simultaneously. Each experiment lasted 150 s following this condition: 0–20 s with a heat
flux of 2672 Wm−2; 20–140 s with 668 Wm−2, and 140–150 s without a heat flux.

Figures 10 and 11 present the sensitivity coefficients and the objective function, respectively, for
each property. It can be seen that the behavior found was the same as the AISI 1045 steel, so it is
possible to estimate the properties simultaneously. By analyzing the sensitivity coefficient of both
materials, it is possible to affirm that the thermal conductivity estimation could be more precisely for
AISI 304 stainless steel than 1045 steel. This is because there is more time for information, in other
words, more points to analyze, and the difference between the values of the sensitivity coefficients
for both properties are lower. This behavior is a consequence of the lower thermal conductivity of
stainless steel when it is compared to 1045 steel.

Figure 10. Sensitivity coefficient of the AISI 304 stainless steel sample.

Figure 12 shows the results for the analysis of the best experimental configuration. The maximum
deviation found, around 0.05 ◦C, was lower than the uncertainty of the thermocouple, which confirms
the reliability of the results and the good experimental configuration defined based on Figures 10
and 11.
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Figure 11. Values of the objective function for the AISI 304 sample.

Figure 12. Results of the ideal condition and design for the experiment with AISI 304.

The imposed heat flux and the temperatures are presented in Figure 13. By analyzing this
figure, one can see the good concordance between the temperatures. To validate this affirmation, the
temperature residuals, where the maximum deviation was 0.05 ◦C, are presented in Figure 14. If this
value was compared to the temperature difference, around 3 ◦C, one could see the good quality of the
obtained results.
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Figure 13. Experimental heat flow (φ) for AISI 304. Comparison of temperatures obtained numerically
(T) and experimentally (Y).

Figure 14. Residuals of temperature of AISI 304.

The results of ρcp and λ on the AISI 304 stainless steel sample for each initial temperature are
presented in Table 2. Based on the lower standard deviation and the error found, the estimated values
of ρcp and λ show a good conformity when compared to the literature values. This affirmation is
based on the low standard deviation and error found. Similar to AISI 1045 steel, one may see that the
results of ρcp are more precise due to its higher sensitivity.
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Table 2. Results obtained for the AISI 304 stainless steel sample.

Average T0 (◦C) Thermal Properties Mean
Obtained value from

Abas et al. [23]
Standard
Deviation

Error (%)

24.8
ρcp × 10−6 (J/m3K) 4.35 4.35 ±0.12 0.03
λ (W/mK) 15.49 14.8 ±0.39 4.64

49.7
ρcp × 10−6 (J/m3K) 4.55 4.40 ±0.09 3.31
λ (W/mK) 16.04 15.0 ±0.58 6.95

74.9
ρcp × 10−6 (J/m3K) 4.61 4.45 ±0.06 3.64
λ (W/mK) 16.33 15.3 ±0.47 6.76

99.2
ρcp × 10−6 (J/m3K) 4.63 4.46 ±0.07 3.77
λ (W/mK) 16.63 15.6 ±0.53 6.62

124.9
ρcp × 10−6 (J/m3K) 4.65 4.50 ±0.06 3.22
λ (W/mK) 16.97 15.9 ±0.57 6.74

149.5
ρcp × 10−6 (J/m3K) 4.80 4.60 ±0.09 4.38
λ (W/mK) 16.73 16.4 ±0.67 2.01

Figures 15 and 16 present the literature and experimental result values. On analyzing Figures 15
and 16, it is possible to verify the good agreement between the obtained results and those from the
literature. To validate this affirmation, a correlation study was performed, and the correlation factor
was 0.86 for λ and 0.95 for ρcp.

Figure 15. Comparison between the literature values with the estimated results of ρcp on the AISI 304
stainless steel sample.
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Figure 16. Comparison between the literature values with the estimated results of λ on the AISI 304
stainless steel sample.

From these results, Equations (9) and (10) can be written as follows for ρcp and λ respectively:

λ(T) = 0.01067× T + 15.4293 [W/mK], (9)

ρcp(T) = (0.0029266× T + 4.34313) × 106
[
J/m3K

]
, (10)

These equations can be used in the range from 25 ◦C to 150 ◦C.

4. Uncertainty Analysis

The uncertainty propagation was considered to perform this analysis, as described in
Carollo et al. [17] and Taylor [24], and it is important to assure the reliability of the estimated results.

Equations (11) and (12) show the uncertainty estimation based on the objective function
(Equation (6)):

U2
f inal = U2

Y + U2
T + U2

BFGS, (11)

U2
f inal = U2

aquis. + U2
therm. + U2

contact resist. + U2
insul. + U2

current + U2
resistance + U2

MDF + U2
BFGS (12)

Individual uncertainty, which was divided by the mean value of the parameter, was used to
calculate the partial uncertainty. Therefore, Table 3 presents the final uncertainty. One can see that
these values are acceptable once they are around 5%.

Table 3. Uncertainty values for each analyzed material.

Material Uncertainty (%)

AISI 1045 steel 5.45
AISI 304 stainless steel 4.79

5. Conclusions

This paper presents a different approach for the estimation of λ and ρcp in metallic materials
simultaneously depending on temperature. The materials analyzed were the AISI 304 stainless steel
and AISI 1045 steel. The good results found can be confirmed since the difference between the estimated
values and literature is small, that is, lower than 7%, the standard deviation is the low, and the good
uncertainty values are lower than 6%.
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This work is validated to estimate λ and ρcp simultaneously in metals. However, this technique
may be applied to reliably estimate λ and ρcp of metals that present thermal conductivity from 10
W/mK to 60 W/mK in a range of 25 ◦C up to 150 ◦C.

For future work, the use of a thermal model designed in three dimensions should be used to
analyze the locations of temperature sensors in different positions to determine the areas that display
better sensitivity to estimate λ and ρcp.
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Abstract: Towards the construction of pressure-dependent phase diagrams of binary alloy systems,
both thermophysical measurements and thermodynamic modeling are employed. High-accuracy
measurements of sound velocity, density, and electrical resistivity were performed for selected metallic
elements from columns III to V and their alloys in the liquid phase. Sound velocity measurements were
made using ultrasonic techniques, density measurements using the gamma radiation attenuation method,
and electrical resistivity measurements were performed using the four probe method. Sound velocity
and density data, measured at ambient pressure, were incorporated into a thermodynamic model
to calculate the pressure dependence of binary phase diagrams. Electrical resistivity measurements
were performed on binary systems to study phase separation and identify phase transitions in the
liquid state.

Keywords: thermal analysis; sound velocity; electrical resistivity; density; liquid metals; calculation of
phase diagrams (CALPHAD)

1. Introduction

Phase diagrams are employed extensively in material science and associated technological
applications in industry. For decades, phase diagrams at ambient pressure have been explored
by measuring thermophysical quantities and by theoretical modeling. Phase boundaries can be
determined directly by experimental techniques such as thermal analysis, including using differential
thermal analysis (DTA) or differential scanning calorimetry (DSC), volume changes (e.g., dilatometry),
electrical resistivity measurements, or X-ray diffraction (XRD) to identify structural changes [1].

Experimental methods are costly when mapping a phase diagram of binary and ternary systems
over a wide range of compositions and temperatures, due to the large number of experiments required.
Hence, direct measurements of phase transitions are often complemented by thermodynamic modeling
of phase diagrams, typically determined by the Gibbs free energy, which describes the lowest energy,
most stable phases, as a function of the thermodynamic parameters, temperature, composition and
occasionally pressure. Calculation of phase diagrams (CALPHAD) methodology is commonly used
to model phase diagrams. It is based on thermodynamic considerations and empirical databases,
extrapolating the thermodynamic parameters to calculate these complex systems [2,3]. Several software
packages have been developed (e.g., ChemSage, WinPhad, PANDAT, and ThermoCalc) that employ the
CALPHAD methodology to calculate the phase diagrams of complex systems at ambient pressure [4].
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A major challenge of this approach is the need for reliable thermodynamic property databases to
calculate the phase diagram. Thus, extensive thermodynamic measurements of enthalpy, heat capacity.
and activity (through electromotive force (EMF) measurements and vapor pressure studies) have been
conducted and analyzed [5] to support this venture.

Pressure can affect physical properties and, in many cases, stabilize new phases. Physical properties
of alloys under high pressure are at the focus of planetary research, as well as having advanced
technological applications [6–8]. The emergence of high pressure technologies enables the scientific
community to explore regions of phase diagrams at elevated pressures and high temperatures,
which were inaccessible in the past [9,10]. However, numerous experimental challenges remain.
The versatile and popular high-pressure apparatus of the diamond anvil cell (DAC) is widely used
to measure structural changes under high pressure. Currently, measurements can be performed at
a pressure range of 0–500 GPa and at temperatures ranging from cryogenic to thousands of degrees.
At a lower pressure range one can find other techniques such as piston cylinder, multi-anvil press,
and the Paris–Edinburgh large volume cell. To date, phase diagrams of elements under pressure are
relatively well-known and established [11] but the database for binary systems is limited. For ternary
systems, the database is practically nonexistent.

To establish phase diagrams in the liquid state, additional experimental challenges are presented,
for example, chemical reactivity of the liquid at high temperatures with structural materials and
effects associated with high vapor pressure. Hence, information on the properties of liquids at high
temperatures, and even more so at high pressures, is limited. The scarce data that exists has relatively
large experimental error, and as a result, there are discrepancies between reported thermophysical
values. Even for elemental systems there are open questions, for example, the shape of the melting
curve [12] and the possible existence of liquid–liquid transitions [13]. Direct measurements of the
changes in the liquid structure and their interpretation can be challenging [14]. Indirect studies of
phase transformations in the liquid using classical thermal analysis approaches are rare.

The study of liquid binary systems requires even greater experimental effort, due to the need
to carefully measure a range of compositions and include phase separation phenomena. Therefore,
this area of research remains relatively unexplored. Recently, we have developed a methodology to
determine the pressure and temperature dependence of the excess interaction parameters in liquid
solution, from ambient pressure measurements of density, heat capacity, and thermal expansion.
This approach enables the construction of binary alloy phase diagrams at low pressures of up to several
GPa [15,16].

The purpose of this paper is to provide an overview of thermophysical measurements and
associated models that support the construction of phase diagrams in liquid binary alloys of columns
III to V and their constituent elemental systems. These systems exhibit complex phase diagrams under
pressure and their thermophysical properties are often anomalous. Their low melting points make
them easily accessible for experimental study, and thus they are ideal candidates for developing new
approaches to phase diagram studies. In particular, we have developed techniques to measure the
density and sound velocity to high accuracy in liquid metals, which is required to establish reliable
diagrams. The results of such measurements have been incorporated into a model, describing the free
energy of the liquid alloys and predicting the pressure dependence of binary phase diagrams. Electrical
measurements provide a complementary technique to explore phase transitions and the limits of liquid
phase stability. Such measurements have been applied at both ambient and high pressures to identify
phase stability limits. This set of techniques and accurate measurements provides new pathways to
study the liquid phase diagram under pressure.

2. Density

Density is a fundamental thermodynamic property of matter, relevant to the determination of other
physical parameters, such as viscosity, surface tension, heat capacity, and even to the description of the
radial density function (RDF) from which the short-range order can be evaluated. In the lieterature,
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several experimental techniques have been described for measuring the density of liquid metals.
These include the maximum bubble pressure, Archimedean, liquid drop, dilatometric, and gamma
radiation attenuation methods [17]. In our research we implemented a high-accuracy measurement
based on gamma radiation attenuation.

2.1. Gamma Radiation Attenuation Method

This method is based on measuring the attenuation of gamma radiation passing through a sample.
A γ radiation source is located on one side of the furnace, containing the sample, and a γ radiation
detector is placed on the other side. The beam, passing through the liquid sample, is attenuated,
and the density can be calculated by:

I = I0e(−μρx) (1)

where I0 and I are the intensity of the beam before the sample and the intensity measured at the detector,
respectively; μ, ρ, and x are the absorption coefficient, the density, and the optical thickness of the entire
path from the source to the detector. The contribution of the liquid can be deduced from premeasuring
the transmission in the exact experimental configuration without the sample. To eliminate the thermal
expansion of the experimental setup, we measured relative density. This method is mostly used for
materials with high density, in which the attenuation due to the liquid is significant as compared with
the structural materials, to obtain a large signal-to-noise ratio.

The experimental error is due to the following two main factors: (i) statistical error of the detector
counts and (ii) the radiation background intensity. The first is assumed to have Lorentz distribution,
and hence follows ΔI =

√
I. To reduce the statistical error, we significantly increased the measurement

time. To reduce background radiation we subtracted reference measurements of the radiation intensity
measured without a sample as a function of temperature, with the same temperature profile. As a
result, the relative error of the density is proportional to the squared sum of the relative errors of the
intensities with and without the liquid sample.

2.2. Density Results

The density of pure lead and bismuth was measured by the gamma radiation attenuation
method. The radiation source used was 137Cs with a characteristic energy of 662 Kev. This source is
monoenergetic, and has a relatively long half-life and a large cross-section for absorption in the liquid
samples. The crucible was made of fused quartz, which has low thermal expansion, with a square
cross-section for simple geometry. The detector chosen was a CsI scintillator due to its high sensitivity
and dynamic range.

Density measurements in elemental lead (99.999% purity) were carried out in the temperature range
of 330 to 950 ◦C every 20 ◦C, as shown in Figure 1. It can be seen that the density decreases monotonically
as the temperature is increased, without discontinuities or changes in slope. The uncertainty (standard
deviation) in these measurements was estimated to be 1% due to the sampling statistics. The thermal
expansion of liquid Pb can be evaluated, and was found to be 1.22 × 10−4 K−1. Comparing the present
data with previous measurements [18] of the density obtained by the Archimedean method shows a
small difference that is contained by the experimental error. The difference in the density at melting
point was found to be less than 1%.
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Figure 1. Lead density as a function of temperature compared with data from reference [18].

The density of elemental bismuth (99.999% purity) was measured and reported in [19] in a
temperature range of 200–1000 ◦C every 2 ◦C to 5 ◦C (Figure 2). A good agreement between the
previously published data and our measurements can be seen in Figure 2. Similar to liquid Pb, liquid Bi
expands as the temperature increases. The errors in the measurements are calculated to be 0.1%.
Density changes are observed at ca. 550 ◦C and 720 ◦C, which might point to structural changes in the
liquid phase of Bi [19].

Figure 2. Bismuth density as a function of temperature reproduced with permission from Ref. [19]
compared with data from Ref. [20].

3. Sound Velocity

Sound velocity is an important thermodynamic quantity, sensitive to changes in the material
properties. To measure the velocity of sound in liquids, ultrasonic or laser methods can be employed [21,22].
In optical systems, stress waves are generated, which result in surface motion. This method is suitable
for measuring sound velocity at very high temperatures and pressures. The two systems used
in our studies are modifications of the well-known ultrasonic method designed for high-accuracy
measurement. The first is based on transmission and includes two transducers to measure the
transmitted wave, one to generate the acoustic wave and the other to receive it (i.e., the wave travels
only once in the liquid sample). The second apparatus is based on reflection of the emitted wave from
the base of the sample container back to the transducer. Both these tabletop systems are presented
schematically in Figure 3 and operate at ambient pressure and have a unique high accuracy that is
preserved at elevated temperatures.
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3.1. Sound Velocity Measurements by Ultrasonic Techniques

The pulse transmission system is composed of two ceramic buffer rods that serve as waveguides
and two electronic ultrasound transducers that are attached to them, the first transmitting an acoustic
wave and the second receiving it. The buffer rods allow the transducers to operate below the maximum
working temperature. The crucible containing the liquid sample is machined at the top of the lower
buffer rod. An ultrasonic elastic wave travels through the upper buffer rod, which is immersed in the
liquid metal, traveling through the liquid sample and continuing to the lower buffer rod. The upper
rod is attached to an accurate linear motor. By moving this rod a known distance of Δx, the traveling
time of the sound wave is increased in Δt, and the sound velocity is deduced from the ratio C = Δx/Δt
(i.e., it is a differential measurement). The uncertainty of the measurement estimated to be 0.1% to
0.35%, mainly due to the finite precision of the linear motor. More details on this measurement method
are in reference [23].

The pulse-echo ultrasonic technique is, in principle, similar to the pulse transmission method.
However, in this method we used a single buffer rod and a transducer that operates as both transmitter
and receiver of the acoustic wave. The liquid sample is held in a ceramic crucible, the bottom of which
serves as a reflector. To eliminate uncertainty as to the distance the ultrasonic wave travels through
the liquid, the rod is translated by a known distance, Δx. As the wave travels a distance of 2Δx in the
liquid metal with extra time Δt, the sound velocity is determined by c = 2Δx/Δt. This method has a
similar error, as the limited accuracy of the linear motor is the same, and it is estimated to be 0.2%.
More details on this measurement technique are in reference [24].

In both cases, the experimental apparatus was placed in a glovebox with a protective gaseous
atmosphere of high-purity argon in a constant flow mode.

The transmission technique benefits from a higher signal-to-noise ratio, due to the short distance
the sound wave travels through the liquid, and due to the attenuated shear waves in the thicker lower
rod. The pulse-echo technique is easier to apply and has a simple setup, however, its main drawback is
that the bottom of the crucible needs to be polished to a high quality to minimize losses upon reflection
of the sound wave. In addition, the amplitude of the wave is more attenuated since the sound wave
travels through the liquid twice.

 
(a) (b) 

Figure 3. Schematic view of (a) the ultrasonic pulse transmission experimental measurement apparatus
reproduced with permission from [23] and (b) the ultrasonic pulse-echo experimental measurement
apparatus reproduced with permission from [24].
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3.2. Sound Velocity Results

3.2.1. Elemental Systems

The sound velocity in pure liquid lead and bismuth has been measured by both of the ultrasonic
techniques presented in the previous section as reported in [23,25]. For liquid Pb, the sound velocity
decreases as the temperature is increased with a constant rate, as shown in Figure 4a. The difference
between the measured and literature data increases with temperature and reaches about 1.5% at ca.
1000 ◦C. Our two methods agree reasonably well within the overlapping measurement range. For the
liquid Bi (Figure 4b), the overall tendency is a negative temperature coefficient, but it shows a more
complex behavior, namely, that the temperature coefficient changes with temperature. There is a good
agreement between the two techniques.

(a) (b) 

Figure 4. The temperature dependence of the sound velocity in (a) pure liquid lead [23,25] compared
with data from [26] and in (b) pure liquid bismuth [23,25] compared with data from [26].

The velocity of sound was measured for elemental tin and antimony in [23] using the pulse
transmission method only. For tin, we observe a normal sound velocity dependency, with an excellent
agreement with previous data, as shown in Figure 5a. Antimony has an anomalous behavior as
presented in Figure 5b. Up to a temperature of ~830 ◦C the sound velocity increases with increasing
temperature, up to a maximum, then, decreasing nonlinearly.

 
(a) 

 
(b) 

Figure 5. The temperature dependence of the sound velocity in (a) pure liquid tin [23] compared with
data from [26] and in (b) pure liquid antimony [23] compared with data from [26].
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The sound velocity of liquid gallium (99.99% purity) and liquid indium (99.999% purity) were
measured using the pulse-echo setup and the results are presented in Figure 6 and detailed in the
Supplementary Material. Both elements display normal behavior and a good agreement between the
measured values and previously published data.

 
(a) 

 
(b) 

Figure 6. The temperature dependence of the sound velocity measured in (a) pure liquid gallium
compared with data from [27,28] and in (b) pure liquid indium compared with data from [27,29].

3.2.2. Binary Systems

The sound velocities in liquid Pb-Sn and Bi-Sn were measured in [15] using the transmission
method. Figure 7 presents the sound velocity as a function of temperature for the following four
compositions of the Pb-Sn system up to 1000 ◦C: Pb13Sn87, Pb26Sn74, Pb46Sn54, and Pb70Sn30 (at.%).
For all the compositions a normal behavior is observed, as in the two component elements.

Figure 7. The temperature dependence of the sound velocity in the liquid Pb-Sn system at different
alloy compositions adapted with permission from [15].

The sound velocity of binary systems Bi-Pb [25] and Bi-Sb [24] were measured by the pulse-echo
technique. In Figure 8, we present some results of the Bi-Sb isomorphous binary alloy. Measurements in
the liquid phase were carried up to temperatures of ca. 900 ◦C for the following selected compositions:
Bi13Sb87, Bi35Sb65, Bi53Sb47, and Bi70Sb30 (all in at.%). In this system, the Sb-rich alloys, Bi13Sb87 and
Bi35Sb65, display anomalous behavior similar to Sb, but with less significant trends. The temperature

105



Materials 2019, 12, 3999

at which the sound velocity is maximal decreases from ~830 ◦C to ~700 ◦C at 13% Bi and ~520 ◦C at
35% Bi alloy composition. As the Bi concentration is increased the temperature dependence of the
sound velocity becomes more linear, and for the Bi-rich alloy, Bi70Sb30, a semi-normal behavior at the
low temperatures near the solidification is observed, similar to Bi.

 

Figure 8. Sound velocity in the liquid Bi-Sb system as a function of temperature at selected alloy
compositions, adapted with permission from [24].

4. Modeling Binary Phase Diagrams under Pressure

Phase diagrams of binary alloys are expected to vary with pressure. Measuring thermophysical
properties under pressure is experimentally challenging in addition to the vast amount of data
required to construct the diagram as a function of temperature, composition, and pressure. Therefore,
we proposed to follow a different route, i.e., to calculate the pressure-dependent phase diagram with
input from ambient measurements of sound velocity and density to obtain the variation of interaction
parameters with pressure. Lastly, information on the temperature-pressure phase diagram of the
elements constituting the binary system is required.

The equilibrium condition to determine phase line is an equality of the chemical potentials of the
same component in the two different phases, calculated from the Gibbs free energy:

μi =

(
∂G
∂Ni

)
P,T

(2)

where μi is the chemical potential of component i, G is the Gibbs free energy, and Ni is the number
of particles.

Most binary alloy systems do not behave as ideal solutions. In systems with an asymmetric
miscibility gap, the Gibbs free energy can be expressed to the lowest order in composition in the form
of a sub-regular solution:

G = XAGA + XBGB + RT(XAlnXA + XBlnXB) + J0XAXB + J1XAXB(XA −XB) (3)

where XA and XB are the atomic fractions of each component, GA and GB are the partial Gibbs energy,
and J0 and J1 are the regular and sub-regular interaction coefficients. The latter depend on pressure,
and the variation of those parameters with pressure is a crucial input for the calculated phase diagram
under pressure.
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The pressure dependence of the interaction coefficient may be expanded to the second order and
the deviation of the molar volume from its ideal value can be expressed in the following manner:

δV =
∂J0

∂P
XAXB +

∂J1

∂P
XAXB(XA −XB) (4)

∂δV
∂P

=
∂2J0

∂P2 XAXB +
∂2J1

∂P2 XAXB(XA −XB) (5)

The sound velocity of the liquid at ambient pressure (Cs), is related to the molar volume and the
adiabatic compressibility (KS) by:

1
Cs2 = ρKs = −M

V2

(
∂V
∂P

)
S

(6)

Hence, the sound velocity of an ideal solution, which is the velocity of the elements weighted by
the relative composition, can be related to the measured one using Equation (6) to obtain the relation:

(Cid

Cs

)2
− 1 = −2δV

Vid
+

∂δV
∂P

XA
1

Cs,A
2

(
−VA

2

MA

)
+ XB

1
Cs,B

2

(
−VB

2

MB

) + 0(δV2) (7)

The pressure dependence of the interaction parameter, J(P), is derived from measurements of
the sound velocity and density performed at ambient pressure to determine the deviation of the
molar volume from its ideal values (δV) to estimate ∂δV

∂P . Extending the CALPHAD methodology, we
calculated the phase diagrams of several binary alloys under pressure, including both isomorphous
and eutectic systems which included: Bi-Sb, Bi-Sn, Pb-Sn [15], and Bi-Pb [25]. The model cannot
represent the formation of new high-pressure phases in the P-T diagram of the alloy. The limitation on
the pressure range arises from the fact that the interaction parameters are expanded only up to the
second order.

The phase diagram of the isomorphous binary system Bi-Sb was calculated in [15] up to a pressure
of 1.7 GPa and is shown in Figure 9. The solidus decreases significantly with pressure, while the
liquidus slightly decreases, mainly due to the anomaly in the melting temperature of the Bi with respect
to pressure. The calculated phase diagram of this alloy is limited to a pressure of 1.7 GPa. Extension of
this study to higher pressures is a subject for future study.

Figure 9. Calculated phase diagram of the isomorphic system Bi-Sb from ambient pressure up to
pressure of 1.7 GPa adapted with permission from [15].

A different example is the eutectic phase diagram of Pb-Sn, which has been calculated in [15] up to a
pressure of 1.25 GPa and is presented in Figure 10. The model captures the shifts in the eutectic composition
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and temperature. This useful information is hard to obtain experimentally. Note that the eutectic point
shifts to a composition rich in Sn, and the eutectic temperature increases with increasing pressure.

Figure 10. Calculated phase diagram of the eutectic system Pb-Sn from ambient pressure up to pressure
of 1.25 GPa, adapted with permission from [15].

5. Electrical Resistivity

Electrical resistivity is one of the basic transport properties of a material. It is a useful experimental
tool for studying phase transformations in solid and in liquid phases, for example, to identify melting
point due to the abrupt change in resistivity resulting from the loss of the long-range order. In the
literature, two classes of experimental techniques for resistivity measurements in liquid metals have
been proposed, i.e., non-contact and contact methods. In this study, we applied a contact method
implemented using a tabletop setup that was designed and built to be simple, modular, and accurate.

The experimental apparatus is based on an alternating current (AC) source with the four-point
probe technique commonly used in the literature. The use of AC instead of direct current (DC) reduces
the Seebeck effect and, by using a known reference frequency, enables better elimination of external
noise [30]. In the present setup, the melt is held in a quartz test tube and is in direct contact with the
immersed electrodes. Measurements are carried out under a protective gaseous argon atmosphere in a
constant flow mode to avoid the enhanced reactivity of liquid metals at high temperature with the
structural materials constructing the experimental chamber, which were chosen to have low reactivity.
Figure 11 displays a schematic view of the apparatus.

Figure 11. Schematic of the measuring system.
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An alternating current is supplied to the sample, and the voltage drop across the sample is
measured. The calculated resistivity (ρsample) from the measured voltage drop is as follows:

ρsample = Vmeas
Rshunt

Vin
G (8)

where G is the geometric constant of the cell, Vmeas the measured voltage, Vin the input voltage,
and Rshunt the shunt resistor. The precise cell dimensions are needed to convert the measured voltage to
resistivity. However, if only the relative resistivity or the temperature coefficient is of interest, one can
ignore the geometric constant.

The estimated error consists of statistical and systematic errors. The main contribution to systematic
error arises from cell dimensions. The measured voltage is averaged over a temperature window of
5 ºC, and the standard deviation of the statistical distribution of the voltage within this window is
calculated. The error is, therefore, presented in Equation (9).

Δρ

ρ
=

√⎛⎜⎜⎜⎜⎝2(ΔVmeas

Vmeas

)2
+

(
ΔRshunt

Rshunt

)2
+

(
ΔLelec

Lelec

)2
+
(ΔA

A

)2⎞⎟⎟⎟⎟⎠ (9)

where A and L are the sample’s cross-section and length, determined by the voltage electrodes.
We assume that only the voltage measurement contains both statistical and systematic errors.
Other terms consist of systematic errors only.

The error in determining the absolute value of electrical resistivity is approximately 3%, a major
part of which is derived from the uncertainty of the geometric dimensions of the cell. Consequently,
the error in determining the relative values of the resistivity is only 0.1%.

5.1. Electrical Resistivity Results

5.1.1. Elemental Systems

The electrical resistivity was measured for elemental bismuth, tin, indium (99.999% purity), and gallium
(99.99% purity). The results are presented in Figure 12 and in tabular form in the Supplementary Material.
The resistance varies linearly with temperature in the liquid state, upon heating and cooling cycles.
Deviation of the resistivity-temperature coefficient from published data can be seen for the temperature
coefficient upon heating and cooling cycles for Bi and Ga.

 
(a) (b) 

Figure 12. Cont.
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(c) (d) 

Figure 12. Resistivity of pure metals (a) bismuth and references [31,32]; (b) gallium and references [31,33];
(c) indium and references [34,35]; and (d) tin and references [36–38]. Cooling and heating rate of 60 ◦C/h.

5.1.2. Binary Systems

The electrical resistance of Bi-Ga and Ga-In alloys (prepared from the same sources as the elemental
samples above) was measured as a function of temperature and composition (see Supplementary
Material). To ensure reliable data, the resistivity of every composition was measured for two different
samples, each undergoing at least three cooling and heating cycles.

The resistivity of the Bi-Ga system was measured for the following compositions: Bi30Ga70,
Bi33Ga67, Bi50Ga50, Bi67Ga33, and Bi70Ga70 (in at.%) and the results are presented in Figure 13.
A linear trend is found for all measured compositions, in which the resistivity increases with
increasing temperature.

 
Figure 13. Electrical resistivity in the liquid Bi-Ga system as a function of temperature at selected alloy
compositions. The uncertainty is smaller than the symbol size. The black dots are data from [31].

The temperature coefficients dρ
dT were calculated by a linear fit to the resistivity data and are

presented as a function of Bi concentration in Figure 14. The coefficient values are calculated over the
measured temperature range displayed in Figure 13. Our results suggest a possible correlation of the
temperature coefficient in the Bi-Ga system to a second-order polynomial as a function of composition.
Parabolic dependence is an expected behavior for alloys containing metals with mixed valences [39].
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Figure 14. Resistivity coefficient of Bi-Ga alloy vs. Bi concentration.

The temperature dependence of the resistivity at different compositions is displayed in Figure 15.
This isotherm plot shows a linear correlation between the absolute resistivity of the melt and the Bi
concentration. The smooth dependence suggests that no obvious transitions are taking place in the
melt with increasing Bi concentration. Furthermore, as the Bi concentration is increased, the slope of
the resistivity curve increases as indicated from the distance between the isotherms.

Figure 15. Absolute resistivity of Bi-Ga binary alloy vs. Bi concentration. The uncertainty is smaller
than the symbol size.

A measurement of the electrical resistivity of liquid Bi33Ga67 (in at.%) alloy near the melting point
obtained during slow cooling with a rate of 60 ◦C/h is presented in Figure 16. The resistivity-temperature
curve presents an abrupt change at 260 ◦C, about 50 ◦C above the liquidus. This change is correlated
with phase separation in the melt [40]. Following this shoulder, a drastic increase of resistivity is
observed below 225 ◦C, which is characteristic of the two-phase zone that contains a mixture of liquid
and solid states. The difference between the present results and the results reported by Wang et al. [40]
may originate due to use of DC vs. AC measurements which may produce an out of phase signal near
the solidification or due to degradation of the contacts.
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Figure 16. Resistivity of Bi33Ga67 liquid alloy compared to data from [40].

The resistivity of pure indium, gallium, and the selected binary alloys Ga86In14, Ga70In30, Ga25In75,
and Ga10In90 (in at.%) were measured, and in Figure 17 we summarize the results for these compositions.
The results present linear dependence of the resistivity with respect to temperature. No relation
between the composition and the absolute resistivity values was found, in contrast to the Bi-Ga system.
Two compositions exhibited the following outlying behaviors: the eutectic composition, Ga86In14,
presented the lowest resistivity of the measured compositions; and the Ga70In30 had a significantly
higher value of the resistivity-temperature slope.

Figure 17. Electrical resistivity in the liquid Ga-In system as a function of temperature at selected alloy
compositions. The uncertainty is smaller than the symbol size.

The eutectic alloy (Figure 18) displays abnormal behavior at 90 ◦C and 250 ◦C, which might indicate
a possible transformation in the liquid phase. Structural transformation at 90 ◦C is seen upon heating
and cooling cycles, which suggest a reversible process. A transformation at similar temperatures was
reported previously based on XRD measurements [41].
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Figure 18. Electrical resistivity of eutectic Ga-In. Cooling and heating rate of 60 ◦C/h.

The temperature coefficient of the Ga-In system presents no clear tendency with indium concentration,
as can be seen in Figure 19. This result is in contradiction to the theory [42] for alloys with an equivalent
amount of valence electrons, in which the change in composition will maintain the electron density
unchanged and the trend should be linear.

 
Figure 19. Resistivity coefficient of Ga-In as a function of indium concentration. Bars represent the
uncertainty (symbols without bars have an uncertainty smaller than the symbol size).

The resistivity vallues as a function of composition for Ga-In binary alloys at several temperatures
are presented in Figure 20. A unique phenomenon can be observed in these data, namely, that the
hypereutectic area displays a general parabolic trend with a maximum resistivity between Ga70In30 and
Ga25In75, and the hypoeutectic region shows a linear trend where the resistivity decreases until reaching
a minimum at eutectic concentration, significantly below the resistivity of either elemental component.
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Figure 20. Absolute resistivity vs. indium concentration in Ga-In alloys.

6. Discussion

The present contribution presents an overview of experimental measurements and theoretical
treatment to obtain physical and thermophysical properties of liquid metals and liquid binary alloys in
the context of phase diagrams. We have carried out high-precision sound velocity, electrical resistivity
and density measurements on several column III to V elements and their binary alloys.

Measurements were carried out as a function of temperature in the liquid state. We found that,
where relevant, the present measurements stand in a good agreement with previously published data.
These measurements were used to map phase transformations by direct measurements, i.e., electrical
resistivity, or by incorporating sound velocity and density measurements into a thermodynamic model
to calculate phase diagrams of binary alloys under pressure.

The measurements of the physical properties were also analyzed with respect to composition.
Regarding sound velocity measurements, we observed that as the concentration of the element having
a larger sound velocity is increased, the alloy sound velocity increases, respectively. Moreover, there is
a connection between the elements’ temperature coefficient and that of the alloys. For example, if the
two elements have normal behavior, then the alloys of both the elements present normal behavior as
well. In the Pb-Sn system, both the elements and the different compositions of the alloy display normal
temperature coefficients. In the Bi-Sb binary system, the Sb rich alloy displays anomalous behavior
similar to Sb. As the Bi concentration increases, the behavior becomes semi-normal similar to in Bi.
With regard to electrical resistivity, we observe that the Bi-Ga system shows a parabolic correlation with
composition, as expected from mixed valence alloys. The Ga-In system, in which the elements have the
same valences, presents a complex dependence on composition and not a linear ratio as expected [42].

Electrical resistivity is sensitive to structural changes, for example, as manifested upon a transition
from a solid to liquid phase where the resistivity in metals usually increases. Furthermore, the thermal
coefficient of the resistivity is also strongly connected to the structural properties, and thus a change in
the slope can indicate a change in the liquid’s short-range order [32]. Such a change in the thermal
coefficient is seen in the Bi-Ga system and is related to the region of the phase diagram presenting a
phase separation in the liquid. The electrical resistivity measurements indicate, with high accuracy,
these phase transformations from a homogenous liquid to the two liquids region and, then, to the zone
of mixed phases of liquid and solid.

The use of CALPHAD allows us to exploit data measured at ambient pressure to calculate phase
diagrams of binary alloys under pressure. The sound velocity and the density are used to calculate the
pressure dependence of the interaction parameters on pressure to the second order. We apply this
formalism for two examples, the isomorphic system Bi-Sb and the eutectic system Pb-Sn.
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We demonstrated the use of experimental measurements to obtain nontraditional thermal analysis.
These are thermophysical measurements that can shed some light on the dependence of the structure
on temperature, and provide evidence on the presence or absence of a local change in the liquid state.
From sound velocity and density measurements at ambient conditions, we are able to calculate the
pressure dependence of the interaction parameters in the liquid state, which is required to calculate the
phase diagram under pressure of binary systems. This provides an innovative path to predict properties
of the material under pressure and the dependence of eutectic point and liquidus temperature as a
function of composition.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/12/23/3999/s1.
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Abstract: Dual-material lattices with tailorable coefficients of thermal expansion have been applied to
a wide range of modern engineering systems. As supporting techniques for fabricating dual-material
lattices with given coefficients of thermal expansion, the current existing methods for measuring the
coefficient of thermal expansion have limited anti-interference ability. They ignore the measuring
error caused by micro-displacement between the measurement sensor and the test sample. In this
paper, we report a robust interferometric test method which can eliminate the measurement error
caused by micro-displacement between the measurement sensor and the test sample. In the presented
method, two parallel plane lenses are utilized to avoid the measurement error caused by translation,
and the right lens is utilized as an angle detector to eliminate the measurement error caused by
rotation. A robust interferometric testing setup was established using a distance measuring set and
two plane lenses. The experiment results indicated that the method can avoid the measurement error
induced by translation and has the potential to eliminate the measurement error induced by rotation
using the rotational angle. This method can improve the anti-interference ability and accuracy by
eliminating the measurement error. It is especially useful for high-precision thermal expansion
measurement of dual-material lattices.

Keywords: dual-material lattices; interferometry; measurement; thermal analysis; thermal expansion

1. Introduction

Dual-material lattices with tailorable coefficients of thermal expansion (CTE) have been widely
used in many applications [1–3]. Various dual-material lattices have been proposed to obtain tailorable
CTEs [4–8]. In order to guide their design and machining, the equivalent CTEs of the dual-material
lattices must be accurately measured ahead. Usually, the CTE measuring process takes a long time
due to the slow heating. During this long process, vibrations from the environment and the thermal
deformation of the measuring device will cause micro-displacement between the measurement sensor
and the test sample. The micro-displacement will generate unacceptable measurement error for
high-precision measurement. Hence, developing a robust measurement method for testing the CTEs
of dual-material lattices is meaningful to enhance measurement accuracy. However, the existing
thermal expansion measurement CTE technologies are sensitive to the micro-displacement between
the measurement sensor and the test sample.

Various techniques are available to measure the CTE of materials, including strain gauge
technique [9,10], capacitance method [11,12], interferometric technique [13,14], and digital image
correlation (DIC) method [1,15,16]. Among these, laser interferometric techniques and the DIC method
are the most used to measure the CTEs of dual-material lattices. The laser interferometric technique
uses interference fringe variation to measure thermal deformation with high accuracy. However, the
laser interferometric fringe pattern is very sensitive to the vibration of the environment, and this method
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cannot eliminate the measurement error caused by the micro-displacement [13,14]. We measured
the CTE of a dual-material lattice with negative thermal expansion using laser interferometry [17],
but the measurement error was large, and we did not consider the measurement error caused by the
micro-displacement. Digital image correlation provides a full-field thermal deformation by comparing
the images captured before and after deformation [18]. It uses a high-resolution camera to capture the
digital images of the test sample. This method can eliminate part of the measurement error caused
by the micro-displacement via data processing. However, this method is sensitive to temperature
variation, air turbulence, and out-of-plane displacement of the sample [19,20]. Therefore, developing a
robust measurement method for testing the CTEs of dual-material lattices which can eliminate the
measurement error caused by micro-displacement is still challenging and has never been reported
(according to the authors’ knowledge).

In this paper, we report on a robust laser interferometric measurement method for dual-material
lattices to overcome the measurement error caused by micro-displacement. The presented method has
high anti-interference capability by using a distance measuring system. The distance measuring system
consists of a distance measuring set and two parallel plane lenses. The two parallel lenses can avoid the
measurement error caused by the translational component of the micro-displacement. The right lens,
working as a micro-rotation angle indicator, can measure the rotational angle of the micro-displacement.
The measurement error caused by the rotational component of the micro-displacement is eliminated
with the rotational angle. With this method, the measurement error caused by micro-displacement can
be eliminated completely.

2. Thermal Expansion Measurement System

2.1. Principle of the Measurement System

The schematic diagram of the experimental system for CTE measurement is shown in Figure 1.
It includes a temperature control system and distance measurement system. The temperature control
system consists of a thermostat, an electric heating plate, a temperature controller, and a thermocouple
thermometer. The thermostat is used to provide uniform ambient temperatures for the sample to
reduce temperature inhomogeneity. The electric heating plate is heated by the electric resistance.
It uses the temperature controller to realize the temperature control. This electric heating plate is used
for rapid heating of the sample. The thermocouple thermometer has two thermocouple probes to
monitor the temperature at different locations of the sample. It can indicate whether the temperature
of the test sample is uniform.

Figure 1. Schematic diagram of the measurement system. It consists of a temperature control system
and distance measurement system.

The distance measuring system is composed of a distance measuring set and two plane optical
lenses. The two lenses are mounted on both ends of the sample to reflect the laser beam. The right lens,
near the laser, is used to measure the rotational angle between the sample and the laser beam.
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2.2. Establishment of the Experimental System

The actual experimental setup for the CTE measurement is shown in Figure 2. In the actual
experimental setup, an oven (Lichen-101BS, Shanghai, China) with temperature control was used as
the thermostat. The temperature controller (HS-618F, Shanghai, China), with an accuracy of ±1 ◦C,
was used to control the temperature of the heating plate. It allows non-contact temperature settings
via an infrared remote controller. The thermocouple thermometer (UT320, Dongguan, China), with
two thermocouple probes, was used to monitor the temperature at different locations of the sample.

Figure 2. Actual experimental setup. The oven, thermocouple thermometer heating plate, and
temperature controller form the heating system. The Lenscan 600 (Nimes, France) was used to measure
the distance.

The distance measuring set (LS600, Nimes, France), with an absolute accuracy of ±1 μm, was used
to measure the thermal deformation of the sample. It can measure the length of the air gap between
the two lenses and the thickness of the right lens based on low coherence interferometry [21]. The
two plane lenses (N-BK7, Shanghai, China) were fixed on the sample by two mounting brackets. Each
mounting bracket had three angle adjusting screws. Thus, the angles of the lenses could be adjusted to
allow the reflected laser to coincide with the incident laser beam.

2.3. Measurement Steps

The following steps were the experimental measurement procedures as shown in Figure 3.

2.3.1. Fixation of the Sample, Lenses, and Thermocouple Probes

The sample was fixed on the surface of the heating plate. The two thermocouple probes were
fixed at different positions on the sample by high-temperature rubberized fabric. Then, the two lenses
were fixed on the sample using the two mounting brackets.

Figure 3. Flowchart of the steps for coefficient of thermal expansion (CTE) measurement.
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2.3.2. Laser Path Adjustment

First, the height of the adjusting bracket was adjusted to ensure the center height of the laser probe
was consistent with the center height of the two lenses. Second, the pitch angle and yaw angle of the
laser probe were adjusted to ensure that the laser beam could pass through the center of the two lenses.
Third, the angle adjusting screws of the two lenses were adjusted to reflect the light point to coincide
with the incident point. Each lens had to be adjusted independently. Then, the length of the air gap
between the two lenses was measured to determine whether the measurement quality was acceptable;
if it was not, the laser path was readjusted.

2.3.3. Heating and Heat Preservation

First, the temperature of the thermostat and the heating plate were set at the target temperatures
and the sample was heated. When the thermostat and hot plate both reached their target temperatures,
they were kept warm for approximately half an hour. Second, the thermocouple thermometer was used
to monitor the temperature at different positions of the sample. The readings of the two thermocouple
probes were observed until the difference between the two readings was less than 0.5 ◦C.

2.3.4. Measurement and Data Collection

The sample was measured five times at each temperature point and the results recorded. Then, the
temperature setting was changed, and Sections 2.3.3 and 2.3.4 were repeated until the measurements
were completed.

3. Measurement Error Analysis

During the heating process, in order to guarantee the uniformity and accuracy of the sample
temperature, the sample was heated slowly. Thus, the whole measurement process needed a long time.
Over such a long period of time, the vibration of the environment and the thermal deformation of the
measuring system caused uncertain micro-displacement between the sample and the measurement
sensor. This micro-displacement can be decomposed into a translational component and a rotational
component as shown in Figure 4. First, we assumed that these plane lenses were rigidly connected
to the sample: the micro-displacement of the sample and the micro-displacement of the lenses were
the same. Second, we assumed that the reflected laser coincided with the incident laser in the initial
conditions: the initial angle between the sample and the laser was zero. Third, we assumed that
the sample did not warp during the measurements. The following analyzes the measurement errors
caused by these two components and how to eliminate these errors.

Figure 4. Schematic diagram of the micro-displacement decomposition. (a) Total displacement. (b) The
translational component. (c) The rotational component.
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During the measurement process, the temperature dependence of the refractive index must be
considered. The distance measuring set measures the optical path based on a linear optical encoder [21].
Then, the actual air gap and thickness of the lens are calculated by the measurement software
automatically. By setting the refractive index of each material in the initial measurement model, the
measuring software can obtain the actual distance or thickness through calculation. However, in the
process of thermal expansion measurement, the refractive indexes of the materials change with the
temperature increase. This will lead to an inaccurate result. In order to improve the measurement
accuracy, the influence of temperature on the refractive index should be considered.

3.1. Influence of the Translational Component

The translational component is one of the sources of measurement errors. In this presented CTE
measurement system, it measures the CTE by measuring the optical path of the air gap between the
two lenses. The optical path of the air gap was obtained by the difference of the optical paths between
the two lenses and the laser source as shown in Figure 5b. It can be expressed as:

DAB = DLA −DLB (1)

In Equation (1), DAB is the optical path of the air gap, DLA is the optical path of the left lens and
the laser source, and DLB is the optical path between of the right lens and the laser source. As shown in
Figure 5b, the translational component can cause changes in the optical path between the lenses and
the laser source.

Figure 5. Schematic diagram of the translation displacement decomposition. (a) Translation displacement
decomposition along the axis. (b) Total translation displacement. (c) The x component. (d) The y and
z component.

The translational component can be decomposed along the axis into three components: dx, dy,
and dz as shown in Figure 5a. Through the laser path adjustment, the lens’ surfaces are perpendicular
to the laser beam. The two lenses are parallel to each other. Thus, dy and dz will not change distances
between the lenses and the laser source as shown in Figure 5d. Therefore, dy and dz will not change
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the optical path of the air gap. When the sample moves along the x-axis, as shown in Figure 5c, the
optical path of DLA and DLB change to DLA’ and DLB’. However, the lengths of DLA and DLB decrease
by the same value, dx. Thus:

∂DAB
∂x

= 0 (2)

In summary, the three translational components (i.e., dx, dy, and dz) will not change the optical path
of the air gap. The translational component of the micro-displacement will not generate measurement
errors for the CTE measurement. Thus, the measurement errors caused by the translational component
can be avoid by the two parallel lenses.

3.2. Measurement Error Analysis and Elimination of Rotational Component

3.2.1. Influence of Rotational Component

The rotational component is another source of measurement error. An excessive rotation angle
will prevent the laser receiver from receiving reflected light. It will lead to measurement failure. The
rotational component can be decomposed along the axis into three components in cartesian coordinates:
around the x-axis, around the y-axis, and around the z-axis. The rotational component around the x-axis
only makes the sample rotate around the laser beam. It does not cause extra optical path changes. Thus,
it will not make measurement errors. Considering the rotational component around the y-axis and
the rotational component around the z-axis, each component will cause the angle change between the
sample and the laser beam. The situation will be more complex when the two components both occur.
In order to simplify the calculation, the two components can be described in the polar coordinates. The
total rotational component has just one direction and one angle to the laser beam. The direction of the
total rotational component is circular symmetric. Thus, we can simplify the complicated situation into
rotation around only one transverse axis. Take the rotation around the y-axis as an example for a small
rotation angle; the incident and reflected rays no longer coincide as shown in Figure 6.

Figure 6. Schematic diagram of the laser transmission after the rotation. (a) The laser transmission at
the right lens. (b) The laser transmission of the measurement system after rotation.

When the sample rotates for angle θ, the lenses are no longer perpendicular to the laser beam
as shown in Figure 6b. According to the laws of reflection and refraction, the reflected rays will be
deflected, and transmitted light will be refracted. Then, the optical path of the air gap changes. It can
be expressed as:

Dgap =
DAB + DAC + DCD

2
= n1l/ cosθ+ n1l sin2 θ/ cos(2θ) (3)
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where Dgap is the total optical path of the air gap between the two lenses, DAB is the optical path of the
two points A and B, DAC is the optical path of the two points A and C, DCD is the optical path of the
two points C and D, n1 is the refractive index of the air, l is the vertical distance of the two lenses, and
θ is the rotation angle. If the rotation angle θ is zero, the optical path is minimized. Then:

Dgap= n1l (4)

According to Equation (3), we can find the measurement result after the rotation is slightly larger.
In Equation (3), considering the rotation angle θ is very small, the second term is:

n1l sin2 θ/ cos(2θ) ≈ n1l sin2 θ = o(θ) (5)

To simplify Equation (3), we ignore high-order small quantities. Thus:

Dgap= n1l/ cosθ (6)

∂Dgap

∂θ
=

n1l sinθ
cos2 θ

(7)

According to Equation (7), when θ is zero, the derivative of Dgap is zero. Thus, the total optical path
of the air gap reaches a minimum. In summary, no matter if the rotation angle is positive or negative, as
long as rotation occurs, the optical path Dgap will become larger than the initial length after this rotation.
This will cause the measurement result to be slightly larger and generate measurement error. To improve
the accuracy of measurement, the measurement error caused by rotation must be reduced.

3.2.2. Measurement Error Elimination

According to Equation (6), if we obtain the value of the rotation angle through measurement, the
measurement error caused by the rotational component can be compensated. In the measurement
system reported in this paper, considering the right lens is fixed on the sample rigidly, the rotational
angle of the right lens is equal to the rotational angle of the sample.

t =
Dlens

n2
=

DO1 O2 + DO2 O3 + DO3 E
n2

= t0/ cosθ+
n1t0 sin2 θ/ cos(2θ)

n2
(8)

where Dlens is the optical path of the right lens, t0 is the original thickness of the right lens, n1 is the
refractive index of the air, n2 is the refractive index of the right lens, and θ is the rotation angle. If the
rotation angle θ is zero, the thickness of the right lens is t = t0.

In Equation (8), considering the rotational angle θ is very small, thus the second term is:

n1t0 sin2 θ/ cos(2θ)
n2

≈ n1t0 sin2 θ
n2

= o(θ) (9)

To simplify Equation (8), we ignore high-order small quantities. Thus:

t = t0/ cosθ (10)

Then, according to Equation (10), the rotational angle is:

θ = arccos(
t
t0
) (11)

If the value of t is obtained, the rotational angle can be calculated according to Equation (11). In this
measurement system, the thickness of the right lens and the air gap can be measured simultaneously
using Lenscan 600. Thus, it can guarantee the rotational angle of the right lens, and the distance of the
air gap is measured synchronously. When the sample rotates, the rotational angle of the sample can be
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obtained by comparing the measured thickness of the right lens with the initial thickness. Thus, the
measurement error of the rotational component can be eliminated by using Equation (6).

3.2.3. Calculation of CTE

Generally, the variation in the sample’s length during the heating process can be obtained by
comparing the optical path of the air gap measured at different temperatures T1 and T2. To improve
the accuracy of calculation, the change in the refractive index of the air and lens with the temperature
must be considered. The CTE of the lens should be considered too.

Δd =
DgapT2 −DgapT1

n1T2

cosθ (12)

where Δd is the deformation of the sample along the x-axis from temperature T1 to T2, n1T2 is
the refractive index of the air at temperature T2, DgapT1 and DgapT2 are the optical paths of the air
gap between the two lenses at different temperatures, and the rotation angle θ is the parameter to
be measured.

The rotational angle of the sample can be obtained by comparing the measured thickness of the
right lens with the initial thickness if the temperature does not change. However, the temperature
increases during CTE measurement. The measured thickness of the right lens will include thermal
expansion deformation and optical path variation induced by refractive index of the right lens. These
factors must be removed from the measurement result. Thus, the pure thickness of the right lens is:

t =
Dlens
n2T2

− αlenst0(T2 − T1) (13)

where Dlens is the optical path of the right lens, n2T2 is the refractive index of the right lens at temperature
T2, and αlens is the CTE of the right lens. The rotational angle can be calculated according to Equation
(11).

Then, combining Equations (11)–(13), the pure deformation of the sample can be obtained. Thus,
the thermal expansion coefficient is:

α =
Δd

l(T2 − T1)
(14)

4. Experiment

In order to verify the effectiveness of the experimental measurement system, we used a truss
structure as a reference. It was manufactured by electric discharge machining from a 5 mm thick plate
of aluminum. The properties of the glass and air are provided in Table 1. The refractive index of the
air at different temperatures was calculated according to the equation of Rüeger [22]. The effects of
the translational component and rotational component on the measurement result were verified by
the experiment. Then, the CTE along the length of the aluminum sample was measured to verify the
validity of this experimental system.

Table 1. Properties for the glass [23] and air [22].

Material Refractive Index
Temperature Coefficient of the
Refractive Index (×10−6 K−1)

Coefficient of Thermal
Expansion α (×10−6 K−1)

Glass N-BK7 1.5035829 2.4 8.3
Air 1.000271 - -

4.1. Translational Experiment

The x direction displacement of the laser was adjusted using the adjusting bracket. The y and
z direction displacements of the laser were adjusted by a 2D precision mobile platform as shown in
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Figure 7a. The position of the laser was detected by a micrometer (Shahe5313-02, Zhejiang, China) with
an accuracy of ±2 μm. According to the measurement steps described in Section 2.3, the temperature
was kept at room temperature (i.e., 20 ◦C); the laser was moved respectively along the x, y, and z
directions from −50–50 μm; the interval was 10 μm; and each position was measured five times. The
effects of the translational component on the length of the air gap are shown in Figure 7, and the
measured lengths of the air gap after translating in the x, y, and z directions are provided in Figure 7b–d,
respectively. “Lx” is the length of the air gap after x-axis translation. “Ly” is the length of the air
gap after y-axis translation. “Lz” is the length of the air gap after z-axis translation. “LIx”, “LIy”, and
“LIz” are the initial lengths of the air gap represented by the dashed lines in Figure 7b–d, respectively.
According to the results, the lengths of the air gap fluctuate around the mean length. The amount
of fluctuation was less than the accuracy of the measurement (±1 μm). Thus, the lengths of the air
gap had no obvious trend with translation. This proves that translation had little effect on the length
measurement. This is consistent with the previous analysis.

Figure 7. Measurement results after artificial additional translation. (a) The translation adjustment
device. (b) Measurement results after x-axis translation. “Lx” is the length of the air gap after x-axis
translation. (c) Measurement results after y-axis translation. “Ly” is the length of the air gap after y-axis
translation. (d) Measurement results after z-axis translation. “Lz” is the length of the air gap after z-axis
translation. The dashed lines are the initial length of the air gap before translation.
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4.2. Rotational Experiment

The rotation of the sample was realized by a rotation platform (KSP-656M, Guangdong, China)
with an accuracy of ±52.2” as shown in Figure 8a. The temperature was kept at room temperature
(i.e., 20 ◦C); the fine adjustment screw was adjusted to rotate the sample around the y-axis from 0 to
0.6◦; the interval was 0.058◦; each position was measured five times. Figure 8b shows the effect of
the rotation on the sample length measurement at 20 ◦C. “Lr” is the measurement length of the air
gap after rotation. “LTh” is the theoretical length of the air gap after rotation. “Le” is length of the
air gap after eliminating the measurement error of rotation. The dashed line “LI” is the initial length
of the air gap before rotation. According to the measurement result, the measurement length of the
air gap increased when the rotation angle increased. This proves that the measurement length of the
air gap after rotation was larger than the actual length. The rotational component generates extra
measurement error. It will reduce the measurement accuracy of the thermal expansion coefficient.
In Figure 8b, the red line provides the length of the air gap after eliminating the measurement error of
rotation. This proves that the elimination was effective in reducing the measurement errors caused by
rotation. Therefore, in order to improve the measurement accuracy, it is necessary to take measures to
eliminate the measurement errors caused by rotation.

Figure 8. Measurement results after artificial additional rotation. (a) The experimental device of the
sample rotation. (b) Measurement results after rotation. “Lr” is the measurement length of the air gap
after rotation. “LTh” is the theoretical length of the air gap after rotation. “Le” is length of the air gap
after elimination of the measurement error of rotation. The dashed line is the initial length of the air
gap before rotation.

4.3. Measurement of the CTE of the Sample

According to the measurement steps described in Section 2.3, with interval of 20 ◦C, the sample
was heated to 120 ◦C. The length of the air gap was measured five times at each temperature. The
sample was heat-treated to reduce the residual stress. This reduces the warping deformation of the
sample during measurement.

As shown in Figure 9, The “Air Gap” is the distance between the two lenses fixed on the sample.
The length of the air gap between the two lenses increased with the increase in temperature. The
blue scale bar represents 0.1 μm in length of the error bar of the air gap. “α” is the equivalent CTE
of the sample. The average CTE of the sample was 22.99 ± 0.54 × 10−6 K−1. Compared with the
recommended value (23.1 × 10−6 K−1) in the existing literature [24], this proves that this experimental
system is valid and can be used for measuring the thermal expansion of truss structures.
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Figure 9. CTE measurement of the aluminum truss structure. The air gap is the distance between the
two lenses fixed on the sample. It increased with an increase in the temperature. The blue scale bar
represents 0.1 μm in length of the measurement error of the air gap. “α” is the CTE of the sample.

5. Discussion

Generally, the measurement accuracy of the thermal expansion coefficient depends on the accuracy
of the temperature control and length measurement. The accuracy of the temperature control can
be improved by advanced temperature control technology and high precision temperature sensor.
In addition, the accuracy of the length measurement by laser interferometry has reached the nanometer
scale. Thus, the measurement error will become the key factor to improving measurement precision.
Vibration isolation is a good error control method in most cases. However, with temperature changes,
it will bring many uncertain micro-displacements which cannot be suppressed by vibration isolation.
This method can effectively remove the measurement error caused by the micro-displacements. It will
reduce the isolation requirements for the environment and enhance the anti-interference ability.
In addition, with the development of modern grating processing and high precision rail technology,
interferometers with higher precision will be manufactured. The measurement accuracy of this method
can be further improved.

This method has the potential to eliminate the measurement error caused by micro-displacement,
and its effectiveness was verified by the experiment in Section 4. However, limited by the length
measurement accuracy of the Lenscan 600, it cannot be used to eliminate the rotation error in actual
measurements. In this presented measurement system, the rotational angle of the sample was obtained
by detecting the thickness change of the right lens. Considering that the measurement accuracy of the
Lenscan 600 is ±1 μm, the minimum detection angle of the lens with a thickness of 0.75 mm is 3◦. This
angle is beyond the angular tolerance of Lenscan 600 and far more than the actual rotational angle.
One possible approach to decrease the minimum detection angle is to increase the thickness of the
right lens. If the thickness of the right lens is 10 mm, the minimum detection angle is 0.81◦. If the
thickness of the lens is 656 mm, the minimum angle that can be measured is 0.1◦. This method requires
a large thickness of lens in order to achieve a sufficient angular detection accuracy. Hence, limited
to the length measurement accuracy in the experimental system, this method is difficult to apply in
actual measurement.

With the development of high-precision measuring instruments, especially with the accuracy
of interferometry reaching 1 nm, this method could achieve sufficient angular detection accuracy.
Assuming the measurement accuracy of the distance measuring system is 1 nm, if the thickness
of the lens is 1 mm, the minimum detection angle is 0.08◦. If the thickness of the lens is 20 mm,
the minimum angle that can be measured is 1.5′. Then, the angular detection accuracy would be
sufficient. The measurement error caused by rotation can be eliminated by this method. This method
can effectively improve the accuracy of thermal expansion measurement. This is meaningful for the
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design and fabrication of zero thermal expansion lattice. Furthermore, it can be determined from
theoretical analysis that rotational error can be eliminated as long as the rotational angle is obtained.
There are several other approaches that can also achieve high-precision angle measurement such as
high-precision electronic autocollimator and lens surface measurement. With these methods, we expect
that the measurement error can be eliminated accurately. This method could greatly improve the
anti-interference ability and accuracy by eliminating the measurement error.

The lattices with tailorable coefficients of thermal expansion are realized using two or three
kinds of materials to form complex truss structures. Some of the structures are symmetric and the
thermal expansion of the structures are axial elongation or shrinkage, without a rotational component.
Considering a more general situation where the truss structures are asymmetric, these would have
different stiffnesses in each direction. Then, the thermal expansion of the designed structures would
have an axial component and a rotational component. Even though this method can eliminate the
measurement error, it still has some restrictions. It cannot be used to measure the complex thermal
deformation when there is an axial component and a rotational component. This method tests the CTE
by measuring the length variation of the lattice. It can only measure the change in distance between
two points along the optical axis without rotation. If thermal deformation of the dual-material lattice
contains both of the two components, the rotational component of the CTE will mix with the rotational
error. This will lead to a wrong result. Thus, this method cannot be used to measure the CTE of the
axial component and the rotational component simultaneously. One possible solution is to measure the
CTE of each component alone using this method and then to obtain the total CTE though calculation.

6. Conclusions

In this paper, we reported on a robust interferometric method that can eliminate the measurement
error induced by micro-displacement. This method can greatly enhance the anti-interference ability and
accuracy by eliminating the measurement error. This method is especially useful for CTE measurement
of non-standard samples like dual-material truss structures with high precision requirements. The
theoretical analysis indicated that translation did not affect the measurement results and that rotation
made the measurement results lager. The robust experimental system was designed and built using
two plane lenses and a distance measuring interferometer. The experimental results of the aluminum
truss structure proved that this method can avoid the translation error and has the potential to eliminate
the measurement error caused by rotation. The CTE measurement results of the sample successfully
demonstrated the validity of the measurement system.
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Abstract: Creep is a time dependent, temperature-sensitive mechanical response of a material in the
form of continuous deformation under constant load or stress. To study the creep properties of a
given material, the load/stress and temperature must be controlled while measuring strain over time.
The present study describes how a spark plasma sintering (SPS) apparatus can be used as a precise
tool for measuring compressive creep of materials. Several examples for using the SPS apparatus
for high-temperature compressive creep studies of metals and ceramics under a constant load are
discussed. Experimental results are in a good agreement with data reported in literature, which
verifies that the SPS apparatus can serve as a tool for measuring compressive creep strain of materials.

Keywords: spark plasma sintering apparatus; compressive creep test; stress exponent; electric current

1. Introduction

Creep is the continuous deformation of a material subjected to a constant load or stress, often
lower than its yield strength. It is a process that is very sensitive to temperature, generally considered as
high-temperature deformation, which occurs at roughly ≥ 0.5 T/Tm (where T/Tm in K is the homologous
temperature) [1]. It is an imperative issue, which could lead to failure of engineering materials that are
under stress and exposed to high-temperature environments. Compressive creep tests are a convenient
method for investigating high-temperature deformation, especially for strong and brittle refractory
materials such as ceramics [2–4]. Creep generally includes three different stages: the primary, secondary
and tertiary stage (Figure 1). The primary and tertiary are the initial and final stages, in which there is a
transient strain rate that decelerates to a steady rate or accelerates up to failure by rupture, respectively.
Meanwhile, during the second stage, termed steady-state creep the strain rate is constant (or nearly
constant). The creep rate in this stage is used to evaluate high-temperature deformation and creep
behavior of materials.

Measuring steady-state creep rate is important for prediction of the service lifetime for
structural components, as well as understanding the micromechanics and metallurgical aspects
of high-temperature deformation. Accurate strain rate measurements make it possible to determine
creep parameters and identify the operating deformation mechanisms [5,6]. Creep rate generally
depends on either external conditions, such as temperature and applied stress, or material properties,
such as grain size and presence of precipitates or dopants.

Creep strain rate is most sensitive to the temperature and applied stress and can be described
by an Arrhenius exponential and power-law dependency, respectively. The basic power-law creep
equation is generally presented as:

.
ε = Aσn exp

(
− Q

RT

)
(1)

where A is a constant, σ is the applied stress, n is the stress exponent, Q is the apparent activation
energy, R is the gas constant and T is the temperature. The experimental creep rates can then be
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analyzed according to their dependency on stress and temperature which allows to determine values
of Q and n.

ln
.
ε = ln A + n ln σ− Q

RT
(2)

The creep apparent activation energy (Q), which is inherent to the material, reflects the diffusion
processes taking place at elevated temperatures and determines the creep temperature dependence.
Diffusion also acts as an accommodating process to grain boundary sliding and dislocation creep
mechanisms at lower temperatures [6,7]. The stress exponent (n) reflects the sensitivity to the applied
stress and creep dependence on the load. According to Equation (2), Q and n can be determined by
either measuring creep at different temperatures under same applied load, or at the same temperature
under different applied loads, respectively. A proper creep test setup must allow precise gauging of the
temperature and stress applied to the sample with accurate measurements of the axial displacement [8].

Figure 1. Schematic illustration of creep curves; strain rate increases with temperature or applied stress.

Spark plasma sintering (SPS) is an advanced pressure-assisted sintering technique, which
utilizes an electric current for heat generation within conductive tooling and powder compacts [9,10].
This combination makes it possible to achieve excellent sintering capabilities of many metallic, ceramic
and composite materials [11]. To track the densification progress, the SPS apparatus is equipped with
a strain gauge and built in LVDT. It records the punch displacement every second with an accuracy
of ~1 μm (depending on the SPS system). Consequently, the SPS apparatus encompasses all the
necessary components (including temperature and load control) to perform compressive creep tests.
Therefore, it was suggested that the SPS apparatus could be used as an accurate creep testing tool [12].
Such capabilities have already been demonstrated for both ceramics [12,13] and metals [14,15]. It is
worthy to note that SPS creep test results have already shown good agreement with previously reported
data obtained by conventional testing methods for the same materials at similar temperature/pressure
ranges [12–15]. Moreover, it has been proposed that the SPS apparatus’ ability to apply an electric
current to the sample makes it possible to investigate to some extent electro-plastic effects in conductive
materials during high temperature deformation [14,15]. This is particularly important for SPS, because
it could also be directly connected to the enhanced sintering behavior of conducting materials [16,17].

In the present study, we describe in detail the use of an SPS apparatus for creep investigation
of metals and ceramics, highlight the advantages and disadvantages of this method, and provide
prominent experimental examples of creep tests performed by an SPS apparatus applied as a creep
testing device.
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2. Test Setup and Procedure

2.1. SPS Apparatus Technical Details

The SPS apparatus requires practically no modification to serve as a creep testing device in
compliance with ASTM technical standards [18]. The following description is based on an FCT system
SPS (FCT Systeme GmbH, Rauenstein, Germany), but would generally be the same for other SPS
machines from other manufacturers. The system allows to easily set the testing parameters (i.e., load,
temperature) and track them continuously in 1 s intervals, along with many other parameters derived
from them (e.g., punch displacement, current, voltage). The specifications of the SPS apparatus used in
this study are given in Table 1.

Table 1. Lab-scale HP-D 10 FCT system SPS apparatus specifications relevant to creep testing.

Temperature
Range, ◦C Pressing Force, kN

Displacement
Resolution, mm

Programmable
Test Segments

Electric Current
Applied to Sample

Chamber
Atmosphere

Up to 2400 3–100 (stress depends on
sample cross-section) 0.001 Yes Possible for conductive

samples

Vacuum
(10−2 mbar) with

argon flow

To perform a creep test, a columnar sample is set at the center between the punches. To ensure
that the sample is placed in an unconstrained manner, the initial and final sample dimensions should
be considered prior to the test. The relative punch displacement (RPD) is monitored with an accuracy
of ~1 μm for an HP-D10 FCT System (this may vary for other machines). The measured RPD can
be converted to strain, simply by dividing it by the initial sample height while taking in account the
thermal expansion of the material. The corresponding creep rate can then be determined from the
slope or derivative of the strain curve [12,14].

2.2. Test Configurations and Temperature Considerations

The temperature in the SPS apparatus is typically measured using the built-in system pyrometer
or thermocouples. For the best accuracy during creep tests, it was suggested to place a thermocouple
(C, K or S type for our system) in direct contact with the sample surface (see Figure 2). Temperature
distribution in SPS is a known issue which also depends on the tooling configuration [19,20]. If there is
only resistive heating of the sample during creep tests of conducting materials (i.e., tooling without
a surrounding die as was used in our previous studies [14,15]) the temperature deviations may be
relatively large due to significant heat loss from the sample surface. To mitigate this, it is suggested
in the present study to apply an electric current while using the graphite die, like the configuration
discussed in [21]. The minor disadvantage in this case is that the electric current value applied by the
SPS apparatus splits between the die and sample. The actual current applied to the sample (Is) can then
only be estimated according to the relative electrical resistance of the tooling and the sample according
to the Kirchhoff’s law. Thus, the different heating configurations for SPS apparatus creep tests are as
depicted in Figure 2. In which conductive materials can be resistively heated by passage of an electric
current as well as by heat convection and radiation from the graphite punches and die, respectively.
The electric current can be avoided by separating the sample from the graphite by the means of a
ceramic insulator, such as alumina. When tests are conducted at relatively high temperatures a graphite
felt should be placed around the die to further mitigate heat dissipation.

To estimate possible temperature distributions in samples tested with different tooling configuration,
a special set of temperature measurements was conducted. The measurements were performed on a
cylindrical copper sample with several 1.5 mm holes drilled 6 mm deep into the center, top and bottom
(Figure 3). Using two thermocouples simultaneously, multiple temperature measurements (in the
450–550 ◦C temperature range) were performed. Each measurement was taken when the temperature
was stabilized. The results for both tooling configurations are summarized in Table 2. The temperature
was defined according to the thermocouple located on the sample surface. When testing the difference

135



Materials 2020, 13, 396

between the center and top/bottom regions the temperature was defined according to the thermocouple
located in the center of the sample.

Figure 2. Schematics and images of configurations creep testing (a) without and (b) with electric current
applied to the sample. The electric current flow is portrayed schematically.

The tests revealed the presence of a temperature gradient within the sample. In the case of a sample
insulated from the electric current (Figure 2a), the radial temperature difference, between the surface
and center is about ~15 ◦C. This difference in temperature would exists in any conventional creep
test apparatus, since the sample is heated from the outside. As for the case with the electric current,
the measurements showed a larger difference of roughly ~20–30 ◦C between the center and surface.
However, we believe that these values should be taken with a grain of salt. The temperature measured
in the center may be inaccurate due to higher current density developing around the hole. Even a
small addition of current would cause significant extra localized heating around the thermocouple,
making these measurements erroneous. In fact, considering the rate of heat loss from the surface,
we expect that the real temperature gradient is roughly the same as was observed for the insulated
sample (or even lower since the whole sample is heated by the current), but in the reverse direction.
Additionally, there is also a difference between the top and the bottom of the sample This difference
can be attributed to the SPS apparatus design in which the upper punch is the positive electrode and
usually hotter. As shown by Sweidan et al. [21], approaches can be taken to minimize temperature
deviations and achieve more accurate testing.

Figure 3. Schematic illustration of copper sample and the holes used for temperature measurements.

The uncertainty of the temperature measurements may be problematic to directly compare
results of creep tests with and without an electric current and to discuss the effect of electro-plasticity.
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Furthermore, it should be considered that for such creep tests at elevated temperatures joule heating
effects also contribute to deformation and stress relaxation and cannot be easily de-coupled from the
electro-plastic effect [22]. This issue will be further considered in the next section.

Table 2. Temperatures measured at various regions of copper sample for the different testing configurations
with or without passage of an electric current.

Test Configuration
Temperature at the

Surface, ◦C
Temperature at the

Center, ◦C
Temperature at the

Top, ◦C
Temperature at the

Bottom, ◦C

With electric
current

450 473 *
500 524 * 515 * 501 *
550 579 *

Insulated from the
electric current

450 438
500 486
550 536

* Suspected to be inaccurate due to high current density causing a temperature rise around the thermocouple locations.

2.3. Creep Testing Procedure

The creep test itself is performed in a relatively simple manner, by setting the designated
temperature and load (pressure is calculated according to sample cross-section) and tracking RPD.
The test can be conducted under constant temperature or load, but also with various pressure or
temperature steps [15], to obtain multiple creep rate measurements from a single sample. An example
for a testing procedure of alumina (at 1250 ◦C under 80 MPa), including all relevant experimental data
necessary for creep evaluation, is presented in Figure 4. The heating stage I (Figure 4), is conducted prior
to the creep test, while a minimal or designated test force is applied. At this stage, the negative RPD
indicates the thermal expansion of the graphite tooling system and stainless-steel pistons. In segments
II–III (Figure 4), the recorded displacement reflects only sample deformation after a mechanical and
thermal equilibrium have been reached. In segment II there is a rapid decrease in the strain rate, while
in segment III the strain rate is practically constant. Thus, segments II–III are considered primary and
steady-state creep, respectively. It should be noted that the steady-state mentioned above (segment III)
is sometimes a quasi-steady-state, due to the continuous reduction of true stress during creep (Figure 4)
as well as concurrent grain growth [23,24]. This would be more of an issue at high strain rates under
testing conditions of relatively high temperatures or applied stress [12].

Nevertheless, using an SPS apparatus for creep tests has several technical limitations. A minimal
load of 3 kN must be applied during the test in order to receive displacement recording. This limits
the sample size and determines the minimal applied stress. Furthermore, the SPS system cannot be
set for a certain stress or constant strain rate and thus the accurate measurement of high-temperature
compressive strength cannot be performed. Since the SPS apparatus typically only allows to apply a
constant load, the actual stress on the sample continuously decreases during the test as the sample
cross-section expands with increasing strain (Figure 5). This issue is treated by calculating the true
strain (for any given moment) [25].

εt(t) = ln
lt
l0

(3)

where εt is the true strain, lt is the current specimen height at a given point in time and l0 is the initial
specimen height. Considering volume conservation (before excessive cavitation at final stages of creep),
the true stress σt can then be calculated.

σt =
F
a2

0

[exp(εt)] (4)

where F is the applied load and a2
0 is the initial sample cross-section area.
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Thus, the strain rate during compressive creep tests can be summarized as the following equation.

.
ε = A

⎛⎜⎜⎜⎜⎝ F
a2

0

[exp(εt)]

⎞⎟⎟⎟⎟⎠
n

exp
(−Q

RT

)
(5)

 
Figure 4. Creep test variables recorded by the SPS system (true stress is calculated). The different test
stages (segments I, II and III) related to conducting a creep test are depicted [12]. Reproduced with
permission of Elsevier.

 
Figure 5. Example of AlSi10Mg samples before and after creep test (~34% strain) at 225 ◦C under an
initial applied pressure of 130 MPa.

3. Results and Discussion

3.1. Creep Testing of Metals

As discussed in the previous section, metals (and other conductive materials) can be tested by
heating generated from the graphite tooling while insulated from the punches or including resistive
heating within the sample by allowing passage of the electric current through the sample. In our
previous study on copper [14], it was shown that SPS-measured creep rates without the current agree
quite well with results of conventional tensile creep tests that have been performed on copper under at
the same temperature range (400–600 ◦C). The slope against the reciprocal of temperature is similar,
which means that the creep apparent activation energy Q is the same. In this case, Q was equal to about
110 kJ/mol, which corresponds to vacancy migration (dislocation motion in vacancy saturation) [26].
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This validated the SPS apparatus as an accurate creep testing tool. Nevertheless, for the case with
applied electric current we used only resistive heating without surrounding die and the obtained
results regarding electro-plastic effect may be questionable.

Therefore, in the present study, we performed additional creep experiments on similar copper
samples with a surrounding die, which allows to lower the temperature gradient. These isothermal
creep tests were conducted with load increments of 30, 40 and 50 N, while maintaining a constant
temperature of 500 ◦C. This makes it possible to investigate the stress dependence and determine the
stress exponent n. Each of these tests was performed in both possible configurations, with and without
an electric current. The obtained creep curves are presented in Figure 6a, and the calculated creep rates
are presented as a function of stress in Figure 6b. It was found that the value of n without the current
was close to 4 which agrees with the known values for stress exponent of copper at relatively low
stress (<100 MPa) and intermediate homologues temperatures [27]. While the value with the applied
current was significantly lower, at around 2.3 (which is very low for copper). It has to be pointed out
that stress exponent does not depend a relatively small temperature difference. See for instance a
comparison with reported data for copper creep (tensile) at various temperatures (Figure 6c). Thus,
the considerable difference of in the stress exponent could only be attributed to some electro-plastic
effect which may affect the creep mechanism. Nevertheless, it is quite difficult to de-couple between the
additional heating and electro-plastic effect, but the latter clearly has a contribution to susceptibility to
creep [28,29]. Such results help to explain enhanced densification during SPS of conducting materials
under influence of an electric current [16]. It perhaps may be possible to gain a deeper understanding
on the matter by performing creep tests with different electric currents by altering the SPS tooling [30].

 

Figure 6. (a) Example of copper creep test at 500 ◦C with three load steps with and without an applied
current, the corresponding strain rate in the insert; (b) the creep rates as a function of stress (natural log)
with the slope value n indicated and (c) as a function of stress compared with other reported results [27]
for tensile creep of copper at various temperatures (notice the different grain size).
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3.2. Creep Testing of Ceramics

In the case of insulating ceramics, a configuration involving the graphite die must be used
(Figure 2). However, it should be taken into account that some ceramics are still conductive, such as
ZrN, and would involve an effect of electric current within the sample [17]. Also, under strong electric
fields there may also be field effects in ceramics that can influence the creep behavior [22]. SPS was
applied for a creep study of polycrystalline MgAl2O4 (for the first time) to clarify the deformation
mechanisms at high temperature under relatively high stress [13]. For instance, it was found that
the apparent activation energy decreases with increased applied stress. To further validate the creep
measurements obtained by an SPS apparatus, it was used to examine alumina, perhaps the most
widely researched ceramic material. Alumina single stage creep curves from a previous study [12],
performed at various temperatures (in the range of 1125–1250 ◦C) and under an applied stress of 100
MPa, are presented in Figure 7a. Corresponding strain rates (according to the derivative over time) are
presented in Figure 7b. The dramatic effect of the temperature on the total strain and strain rate (slope)
can be easily observed. Furthermore, alumina creep rate values obtained at 1200 ◦C under varying
loads are presented as a function of stress, alongside values from a study conducted in compression by
Bernard-granger et al. [31] (Figure 7c). Both studies were performed on alumina with a similar fine
grain size (0.5 and 0.42 μm, respectively). Here, as well, there is a good agreement between creep
measurements by SPS and data reported in literature. The slope reflects the sensitivity to the applied
stress and corresponds to a stress exponent n of about 1.8 which is close to 2 and established for
fine-grained alumina [12,32].

Figure 7. (a) Example of alumina creep tests strain under an applied stress of 100 MPa at the 1125–1250 ◦C
temperature range and (b) corresponding strain rates; (c) comparison of creep rates (at 1200 ◦C
and varying stress) measured for alumina by an SPS apparatus in compression (black squares) and
conventional compression testing equipment [31] (blue circles).
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3.3. High-Pressure Creep Tests

In some cases, such as for Ni-based superalloys, there is a lot of interest in creep properties under
high-stress conditions [33–35]. Typically, it is difficult to examine high-temperature deformation under
high applied stress. However, one of the advantages of the SPS apparatus as a creep testing device is
that it can allow tests under stresses of hundreds of MPa, using proper high-pressure tooling such as
SiC punches [12]. The materials that can be investigated will depend on properties of the high-pressure
tooling. For instance, SiC has significantly higher resistance to creep [36] compared to oxide ceramics
and can be applied for such tests under high pressure. This was demonstrated for alumina, which
was tested under an applied pressure of 400 MPa (sample dimensions 5 × 5 × 10 mm), as presented
in Figure 8. These types of tests can clarify creep mechanisms and unique mechanical behavior of
materials subjected to a combination of high temperature and stress.

 
Figure 8. (a) Schematic illustration of hybrid SiC-graphite tooling for high-pressure experiments; (b) an
example for a high-pressure creep test of alumina (sample size 5 × 5 × 10 mm, initial applied stress
400 MPa); (c) appearance of samples before and after the high-stress creep test.

4. Conclusions

An SPS apparatus can be used for studying high temperature mechanical properties, particularly
compressive creep of metals and ceramics. In this apparatus, a wide range of temperatures and pressures
can be applied, and all the necessary data for creep tests can be easily acquired. However, the SPS
apparatus, as a tool for mechanical testing, has some technical limitations, including the mandatory
minimal load of 3 kN, the lack of a possibility for tensile testing, and the fact that only a constant load
regime can be applied. Nevertheless, different tooling configurations may be used so that conductive
materials can be tested with or without an applied electric current. This affects the different temperature
gradients which exist in the sample, especially when an electric current is applied. Nevertheless,
the current that the SPS apparatus utilizes can make it possible to investigate electro-plastic effects
to some extent. Furthermore, creep tests under relatively high applied stress (in the range of few
hundreds MPa) can also be realized by the SPS apparatus. Several creep test results obtained by an SPS
apparatus were presented, and experimental creep results for metals (copper) and ceramics (alumina)
proved the accuracy of this device for creep testing of engineering materials. Thus, the SPS apparatus
can serve as a relatively simple and convenient method for a wide range of creep testing of both metals
and ceramics.
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Abstract: Phase transformations in multicomponent rare earth sesquioxides were studied by splat
quenching from the melt, high temperature differential thermal analysis and synchrotron X-ray
diffraction on laser-heated samples. Three compositions were prepared by the solution combustion
method: (La,Sm,Dy,Er,RE)2O3, where all oxides are in equimolar ratios and RE is Nd or Gd or Y.
After annealing at 800 ◦C, all powders contained mainly a phase of C-type bixbyite structure. After laser
melting, all samples were quenched in a single-phase monoclinic B-type structure. Thermal analysis
indicated three reversible phase transitions in the range 1900–2400 ◦C, assigned as transformations
into A, H, and X rare earth sesquioxides structure types. Unit cell volumes and volume changes
on C-B, B-A, and H-X transformations were measured by X-ray diffraction and consistent with the
trend in pure rare earth sesquioxides. The formation of single-phase solid solutions was predicted by
Calphad calculations. The melting point was determined for the (La,Sm,Dy,Er,Nd)2O3 sample as
2456 ± 12 ◦C, which is higher than for any of constituent oxides. An increase in melting temperature
is probably related to nonideal mixing in the solid and/or the melt and prompts future investigation
of the liquidus surface in Sm2O3-Dy2O3, Sm2O3-Er2O3, and Dy2O3-Er2O3 systems.

Keywords: high entropy oxides; rare earth oxides; laser melting; aerodynamic levitation; phase transition;
melting; thermodynamics

1. Introduction

Alloys often contain tens of elements in strictly defined ratios with one element as “the base” of
the alloy (e.g., all steels have more than 70 at.% Fe). Recently, a new design approach had emerged,
which is focused on “baseless” or multi-principle element alloys (MPEAs) with the concentration of
each element no more than 35 at.% but not less than 5 at.% [1]. The reports on complex, concentrated
alloys (CCAs) appeared in the literature since the 1960s [2]; however, the new research direction took
off in 2004 after the discovery of remarkable hardness, yield strength, and resistance to annealing
softening in several MPEAs made by Taiwanese metallurgists [1,3]. They also introduced the term
“high entropy alloys (HEA),” arguing that in these complex compositions, the gain in configurational
entropy is responsible for the formation of simple single-phase solid solutions, rather than intermetallic
compounds which would have a deleterious effect on the properties.

The high entropy design approach was recently applied to carbides [4,5] borides [6–8], and oxides [9–18]
for high temperature and battery-related applications. Most of the high entropy compositions that
were successfully prepared as single phases are within the 15% limit of atomic radii differences known
as a Hume-Rothery [19] rule to metallurgists and as a Goldschmidt [20] limit for isomorphic mixtures
to mineralogists (the majority of mineral species meet HE definition! [21]). While the argument about
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the role of configurational entropy is highly contentious [2,22], the name has its merits and rightfully
attracts attention to thermodynamic controls, and we use the high entropy (HE) term to refer to five
component rare earth oxides studied in this work.

It soon will be a century since Goldschmidt et al. [23] published the first research on rich
polymorphism in rare earth sesquioxides (R2O3, where R is a lanthanide, Y or Sc). They originally
divided quenchable polymorphs into A, B, and C types (Figure 1). The A-type is trigonal (P-3m1),
typical for sesquioxides of the large lanthanides, and also called La2O3-type; the B-type is monoclinic
(C2/m), typical for lanthanides in the middle of series and also called Sm2O3-type [24]; the C-type is
cubic (Ia-3), typical for small lanthanides, Y and Sc, and also called bixbyite-type after the naturally
occurring (MnFe)2O3 mineral.

Figure 1. Phase transformations in rare earth and yttrium sesquioxides vs. ionic radii for octahedral
coordination. Lines connect the best values for pure sesquioxides. The data points represent
temperatures of phase transitions from thermal analysis of three (La0.2Sm0.2Dy0.2Er0.2RE0.2)2O3

compositions studied in this work, where RE–Nd, Gd, or Y, plotted vs. average ionic radius.

Most rare earth oxides can be obtained in more than one structure type (polymorph) at ambient
conditions: normally an A-type La2O3 and Nd2O3 can be synthesized in a C-type structure [25]
at temperatures below ~500 ◦C (and C-type was predicted [26] to be their ground state structure);
while normally C-type oxides from Dy to Yb were obtained in B-type structure in nanoparticles [27].
The oxides of trivalent actinides also found in these structure types [28]. Two high temperature
structures were first identified by Foex and Traverse [29,30]. The H-type is hexagonal (P63/mmc) [31]
and was reported for all rare earth and Y sesquioxides except Lu and Yb [32]. For oxides from La
to Dy, the transformation of the hexagonal phase to the cubic X-type (Im-3m) structure was detected
before melting [33]. The X-type structure was also reported to be formed in Tm2O3 and Lu2O3 after
irradiation with Xe and Au ion beams [34].

The systematic research on phase equilibria in rear earth oxides has mostly been focused on pure
oxides and several binary systems. There are only a few systematic investigations of ternaries and
they are limited to studies on quenched samples [35,36]. All the studied systems of trivalent rare earth
oxides are characterized by wide ranges of solid solutions in the structures identified in pure oxides.
Eleven interlanthanide perovskites are known to form in several systems combining large and small
rare earths: LaRO3 (R = Y, Ho-Lu), CeRO3 (R = Tm-Lu), and PrRO3 (R = Yb-Lu) [37–39]. They all show
an orthorhombic (Pnma) distortion and do not melt congruently, but decompose at 800–2000 ◦C into
solid solutions of one of rear earth oxide structure types [39]. LaGdO3 in a B-type structure attracted
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attention for application as high-k gate dielectric [40] and as an optical temperature sensor when doped
with Er/Yb [41,42].

Mixed three-four valent Ce, Tb, and Pr oxides with cubic defect fluorite related structures have
been studied for gas sensor and catalyst applications [43]. Following the high entropy approach,
Tseng et al. [44] studied thermal expansion and magnetic susceptibility of (Gd,Tb,Dy,Ho,Er)2O3

composition, which formed solid solution in a C-type structure. Djenadic et al. [11] reported that the
presence of Ce4+ in several HE rare earth oxide compositions produced defect fluorite solid solutions.

In this work, we studied three compositions containing five rare earth sesquioxides in equiatomic
ratios: (La,Sm,Dy,Er,RE)2O3, with RE either Nd or Gd or Y. All chosen rare earths are trivalent in the
solid state, and their sesquioxides represent all polymorphs: A-type (La, Nd), B-type (Sm, Gd, Dy),
and C-type (Er, Gd). However, they all form a H-type structure at high temperatures (Figure 1) with
very intriguing properties, such as fast oxygen ion conductivity and superplasticity [45], but was never
quenched to room temperature.

We performed laser melting, splat quenching, and annealing of the samples and characterized
their high temperature phase transformations and thermal expansion by a combination of in situ
differential thermal analysis and synchrotron diffraction on laser-heated samples. An unexpected and
surprising finding was the substantial (>100 ◦C) increase in melting temperatures compared to those
expected from consideration of melting points of constituent oxides.

2. Materials and Methods

The intimately mixed rare rear earth oxides of desired stoichiometry were first synthesized by the
solution combustion method [46] and characterized by X-ray diffraction (XRD). Then, samples were
laser melted in the hearth and in aerodynamic levitator and used for high temperature synchrotron
XRD, differential thermal analysis (DTA), splat quenching, and prolonged annealing experiments.
The experiment flow chart is provided in the Supplementary Materials (Figure S1).

2.1. Sample Synthesis

Aqueous solutions of rare earth nitrates (Sigma-Aldrich 99.9% metals base) were mixed in desired
stoichiometry. Ethylene glycol and citric acid were mixed at a molar ratio of 1 to 2 and added to the
nitrate water solution. The mixed nitrate–citrate solution was evaporated at 150 ◦C under agitation by
magnetic stirring until a highly viscous foam-like colloid was formed. This colloid was annealed in air
at 800 ◦C for 96 h. An additional heat treatment was performed at 1100 ◦C for 12 h. The samples were
analyzed by room temperature powder X-ray diffraction after each treatment.

2.2. Laser Melting and Splat Quenching

Powders after heat treatment at 1100 ◦C were laser melted in air on the copper hearth with 400 W
CO2 laser and remelted in an argon flow in the aerodynamic levitator. The resulting samples were oblate
spheroids 2.6–2.9 mm in diameter, with a flattening of ~0.1. The structure and phase transformations
in obtained samples were studied by XRD and DTA. Sample composition and homogeneity were
characterized by electron microprobe analysis. Laser-melted spheroids were further processed by
splat quenching using a splittable nozzle aerodynamic levitator. The employed device is part of
a drop-and-catch (DnC) calorimeter, described in detail earlier [47]. For quenching experiments,
solid copper plates were installed in place of the calorimeter sensors (Figure S2). The samples produced
by splat quenching were analyzed by room temperature XRD.

2.3. Microprobe Analysis

A Cameca SX-100 electron microprobe was used for imaging and analysis of the chemical
composition of laser-melted samples. Energy dispersive spectroscopy and backscattered electron
imaging (BSE) were used for the characterization of sample homogeneity. Quantitative chemical
analysis was performed by wavelength dispersive spectroscopy (WDS) using synthetic rare earth
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orthophosphate crystals for calibration standards for all rare earths except Y, for which synthetic
Y3Al5O12 (YAG) was used due to flux originated Pb contamination detected in YPO4 standard.

2.4. Room Temperature X-ray Diffraction

Room temperature powder XRD was used to characterize samples after precipitation,
laser melting, splat quenching, differential thermal analysis, and synchrotron diffraction experiments.
The measurements were performed using Bruker D8 Advance diffractometer (Bruker, Madison, WI,
USA) with CuKa radiation and a rotating sample holder. The operating parameters were 40 kV and
40 mA, with a step size of 0.01◦ and dwell 3 s/step. Lattice parameters, phase fractions, and crystallite
sizes of powders after annealing were refined using whole profile refinement as implemented in
MDI Jade 2010 software package (Materials Data, Livermore, CA, USA). GSAS-II [48] was used for
Rietveld [49] refinement of lattice parameters and phase fractions in laser-melted samples.

2.5. High Temperature X-ray Diffraction

High-temperature X-ray diffraction experiments were performed on an aerodynamic levitator at
beamline 6-ID-D at the Advanced Photon Source (APS), Argonne National Laboratory. The levitator at
the beamline provided by Materials Developments, Inc. (Evanston, IL, USA) and described in detail
elsewhere [50]. The samples 63–70 mg in weight, were prepared by laser melting as described above.

The diffraction experiments were performed in transmission geometry with X-ray wavelength
0.1236 Å (100.3 keV energy). The beam was collimated in a “letterbox” shape, 500 μm wide and
200 μm tall. The samples were levitated in argon flow and heated from the top with a 400-W CO2

laser. The levitator software provided manual control of the levitation gas flow rate and manual or
automated laser power control for sample heating. Diffraction data were collected in 100-◦C increments
based on the surface temperature of the levitated bead, which was monitored with a single color
pyrometer (875–925 nm spectral band, IR-CAS3CS, Chino Co., Tokyo, Japan) with emissivity set to 0.92.
Emissivities for rare earth oxides above 2000 ◦C are unknown [51], and thermal gradient in laser-heated
aerodynamically levitated bead exceeds 100 ◦C [52–54]. In this work, the temperatures of diffracted
volume were assigned based on phase transformation temperatures obtained from DTA measurements.

The diffraction images were recorded with a Perkin-Elmer XRD 1621 area detector positioned at a
distance 1099 mm from the sample. The exposure time was set to 0.1 s to avoid detector saturation;
100 exposures were summed and recorded into a single image used for further processing with GSAS-II
software [48]. The sample to detector distance, detector tilt, and beam center coordinates was calibrated
using NIST CeO2 powder standard available at the beamline and with Y2O3 bead prepared by laser
melting. The images from area detector were integrated from 1 to 7◦ 2Θ at 70–120 ◦ azimuth into
diffraction patterns with 1600 points (0.00375 steps in 2Θ) (see Figure S3). Room temperature diffraction
images were collected from every bead before and after laser heating. During the processing of
diffraction data from the levitator, sample displacement was refined at room temperature from known
cell parameters and kept constant during further refinements. Pawley [49,55] method, as implemented
in GSAS-II, was used for refinement of unit cell parameters at high temperatures.

2.6. Differential Thermal Analysis

Differential thermal analysis was performed with a Setaram Setsys 2400 instrument modified to
enable excursions to 2500 ◦C. The experiments were conducted in Ar flow at heating and cooling rates
20 ◦C/min using WRe differential heat flow sensor and thermocouple for furnace temperature control.

Laser-melted beads, 100–140 mg in weight were placed in tungsten crucibles and sealed under
Ar atmosphere to avoid the possibility of sample and standards contamination with carbon vapor
from vitreous carbon protection tube. Multiple measurements were performed on each sample.
Temperatures of phase transformations were determined as average from the onset [56] of endothermic
peaks on heating. Enthalpies of phase transformation were calculated as the averages of absolute values
of endothermic heat effects on heating and exothermic heat effects on cooling. The instrument and
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methodology were described in detail elsewhere [53,57–59]. Temperature and sensitivity calibrations
were performed using melting and phase transition temperatures and enthalpies of Au (1064 ◦C),
Al2O3 (2054 ◦C), Nd2O3 (A-H, H-X, and X-L at 2077, 2201 and 2308 ◦C, respectively), and Y2O3 (C-H and
H-L at 2348 ◦C and 2439 ◦C, respectively). It must be noted that international temperature scale
ITS-90 [60] defines no fixed points above the freezing point of gold, albeit alumina melting temperature
2054 ± 6 ◦C was recommended to be included as a secondary reference point on the ITS [61,62].

2.7. Calphad Modeling

Calphad [63–66] modeling was performed to compare with experimental results. Calphad-type
thermodynamic database for rare earth sesquioxides was created by Zinkevich [67]. He critically
reviewed all relevant experimental data available before 2006 and evaluated missing fusion enthalpies
values based on measured enthalpy of fusion and volume change on melting for Y2O3. In a more
recent evaluation by Zhang and Jung [68] evaluation, missing data were estimated from liquidus
in RE2O3-Al2O3 phase diagrams. However, new measurements for fusion enthalpies [53] are in
better agreement with Zinkevich’s assessment. Zhang and Jung’s evaluation varies largely with the
values proposed by Konings et al. [69]. Zinkevich [67] database for rare earth sesquioxides is openly
available at the NIST website [70] and was used in this work without any modifications. Thermo-Calc
(Stockholm, Sweden) software was used for calculations.

3. Results

3.1. Chemical Composition

The composition was determined by microprobe analysis on laser-melted samples recovered after
high temperature diffraction experiments. The measured ratios were close to nominal, indicating
no preferential loss of any component on melting and laser heating during diffraction experiments.
The microprobe results are reported in Table 1, with variations given as two standard deviations
of the mean of 12 analyses per sample. Backscattered electron micrographs are included in
Supplementary Materials (Figures S4–S6). The following stoichiometries of synthesized rare earth
sesquioxides were obtained: (La0.18Sm0.20Dy0.18Er0.18Y0.26)2O3, (La0.19Sm0.21Dy0.21Er0.20Gd0.19)2O3,

and (La0.20Sm0.20Dy0.21Er0.20Nd0.19)2O3. For the sake of brevity, we will refer to these compositions as
HE-Y, HE-Gd, and HE-Nd, respectively, where “HE” stands for “high entropy” and element symbol is
for rare earth element in (La,Sm,Dy,Er,RE)2O3 nominal composition.

Table 1. Atomic percent of rare earth cations in laser-melted rare earth sesquioxides from the results of
wavelength dispersive microprobe analysis.

Rare Earth HE-Nd HE-Gd HE-Y

La 19.5 ± 0.2 18.7 ± 0.4 17.7 ± 0.8
Sm 20.1 ± 0.1 20.7 ± 0.1 19.8 ± 0.1
Dy 20.8 ± 0.1 21.1 ± 0.2 18.0 ± 0.3
Er 20.3 ± 0.1 20.3 ± 0.2 18.4 ± 0.3
Y - - 26.0 ± 0.4
Gd - 19.3 ± 0.2 -
Nd 19.3 ± 0.1 - -
MW g/mol 350.89 358.84 323.09
Ave radii 1 Å 0.954 0.945 0.936

1 The average ionic radius of rare earth after Shannon [71] for RE+3 in octahedral coordination.

3.2. Phases after Solution Combustion Synthesis and Annealing

After 800 ◦C annealing of powders from solution combustion synthesis, the cubic C-type phase
with crystallite size 20–40 nm was a major phase in all samples. The B-type phase was also detected in
HE-Nd and HE-Gd samples (Table 2, Figures S7 and S8). After annealing of the powders at 1100 ◦C,
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only the B-type phase was identified in HE-Nd sample; the amount of B-type phase in HE-Gd sample
increased to 70 wt.%. The C-type phase was retained in HE-Y composition, and its crystallite size
increased to ~65 nm. The decrease in volume on C-B transformation was calculated from XRD data in
HE-Nd and HE-Gd samples as 8% on average.

Table 2. The phase composition of powders after calcination at 800 ◦C and heat treatment at 1100 ◦C.

Experiment Phase HE-Nd HE-Gd HE-Y

Air
800 ◦C

96 h

C-Type (Cubic, Bixbyite-Type) Ia-3, Z = 16

a, Å 10.903(1) 10.863(2) 10.814(3)
V, A3/z 81.0(1) 80.1(1) 79.0(1)

Size 38 ± 1 nm 21 ± 1 nm 21 ± 1 nm
wt.% ~85 wt.% ~90 wt.% 100 wt.%

B-Type (Monoclinic, Sm2O3-Type) C2/m, Z = 6

a, Å 14.259(5) 13.90(4) -
b, Å 3.620(1) 3.53(5)
c, Å 8.862(3) 9.00(4)
β, ◦ 100.67(1) 96.8(1)

V, A3/z 74.9 ± 0.1 73 ± 2
Size 32 ± 2 nm 13 ± 2 nm
wt.% ~15 wt.% ~10 wt.%

V (C→B) % −7.5 ± 0.1% −9.7 ± 0.3%

Air
1100 ◦C

12 h

C-type (cubic, bixbyite-type) Ia-3, Z = 16

a, Å 10.825(1) 10.804(1)
V, A3/z - 79.0(1) 78.8(1)

Size 49 ±1 nm 65 ± 1 nm
wt.% ~30 wt.% 100 wt.%

B-type (monoclinic, Sm2O3-type) C2/m, Z = 6

a, Å 14.242(1) 14.227(1)
b, Å 3.6152(2) 3.601(1)
c, Å 8.857(1) 8.833(1) -
β, ◦ 100.62(4) 100.66(1)

V, A3/z 74.7(1) 74.1(1)
Size 73 ± 1 nm 68 ± 1 nm
wt.% ~70 wt.%

V (C→B) % −8.7 ± 0.1% −6.8 ± 0.1%

The numbers in brackets indicate uncertainty in the last digit from the refinement of XRD data.

3.3. Phases after Laser Melting, Splat Quenching, and Annealing

Melt processing yielded a B-type phase in all studied compositions. Room temperature XRD
patterns are shown in Figure 2; the example of the whole profile refinement plot is included in Figure S9.
The unit cell parameters and crystallite sizes of B-phase measured after splat quenching from ~3000 ◦C
and after laser melting and 60 days annealing, are listed in Table 3.

In splat-quenching experiments, samples were heated in oxygen flow to the temperature several
hundred degrees above the melting point to allow for cooling during ~100 ms drop time from the
splittable nozzle to the splat-quenching plates. Sixty days annealing at 1100 ◦C was performed on the
laser-melted samples, recovered after thermal analysis. The crystallite sizes of splat-quenched samples
were about 80 nm. The crystallite sizes of the laser-melted samples after thermal analysis and annealing
were in the range of 95–150 nm. The decrease in volume of B-type phase after annealing compared to
splat-quenched samples was calculated from measured cell parameters as 0.6–0.8%. This variation is
consistent with the retention of thermally induced defects in splat-quenched samples.
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Figure 2. (A), (B), (C): powder X-ray diffraction patterns of three (La0.2Sm0.2Dy0.2Er0.2X0.2)2O3

compositions, where X–Y, Gd, or Nd, respectively. Patterns were collected at room temperature using
CuK radiation (λ = 1.54056 Å) on samples obtained by splat quenching (s. q.) of the melts from
indicated temperatures and after annealing at 800 ◦C for 60 days. All patterns identified as monoclinic
(B-type) phases. Table 3 lists the results of cell parameters refinements. The typical profile refinement
plot is presented in supporting information (Figure S9 in Supplementary Materials).

Table 3. Room temperature unit cell parameters and crystallite sizes of HE samples after splat quenching
from ~3000 ◦C, and after laser melting and annealing at 800 ◦C for 60 days. All samples were indexed
in a monoclinic B-type structure (S.G. C2/m, Sm2O3-type).

Unit Cell HE-Nd * HE-Gd HE-Y

Parameters Splat Quench 800 ◦C/60 d Splat Quench 800 ◦C/60 d Splat Quench 800 ◦C/60 d

a, Å 14.245(1) 14.244(1) 14.194(1) 14.180(1) 14.159(2) 14.139(1)
b, Å 3.6150(1) 3.6025(1) 3.5956(1) 3.5840(1) 3.5741(2) 3.5617(1)
c, Å 8.857(1) 8.839(1) 8.818(1) 8.797(1) 8.781(1) 8.758(1)
β, ◦ 100.63(1) 100.69(1) 100.59(1) 100.59(1) 100.61(1) 100.65(1)
V, A3/z 74.72(1) 74.28(1) 73.73(1) 73.24(1) 72.79(1) 72.24(1)
Cryst. size 76 ± 1 nm 95 ± 1 nm 80 ± 1 nm 101 ± 1 nm 86 ± 1 nm 147 ± 3 nm

* Cell parameters refined with internal standard on HE-Nd sample after HTXRD experiments (a, b, c, β): 14.244(1) Å,
3.610(2) Å, 8.852(2) Å, 100.611(5)◦.

All samples after melting show an increase in the intensity of (4, 0, −2) peak of B-phase compare
with calculated from an ideal B-type structure. This variation is not related to the complex composition
of the studied sample since we observed a similar effect in pure Sm2O3 (Figure S10) and it is likely due
to twinning [72].

3.4. Temperatures and Enthalpies of Phase Transformations from DTA Experiments

Thermal analysis was performed on laser-melted samples to enable sealing W crucibles; thus,
the initial structure for all samples was B-type. The transition temperatures detected in the samples by
differential thermal analysis are plotted in Figure 1; the data are summarized in Table 4.

On heating to 2400 ◦C, three reversible heat effects were observed in all samples, which were
assigned to B-A, A-H, and H-X phase transformations (Figure S11). Enthalpies of transformations
obtained from endothermic peaks on heating and exothermic peaks on cooling were generally consistent
and were averaged to obtain the values listed in Table 4. The range of undercooling increased with
transition temperature, with maximum observed values 14, 43, and 63 ◦C for B-A, A-H, and H-X
transformations, respectively. For the A-H transition, the width of DTA peaks on heating in studied
samples was similar to that observed for pure Nd2O3 at the same heating rate [59]. However, the peaks
corresponding to B-A and H-X transformations were substantially wider than those for A-H in HE
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compositions and for H-X in pure Y2O3 and Nd2O3 (e.g., 41–44 ◦C for H-X transition in HE samples vs.
12 ◦C for pure Nd2O3).

Table 4. Results of thermal analysis of (La0.20Sm0.20Dy0.21Er0.20Nd0.19)2O3 (HE-Nd), (La0.19Sm0.21

Dy0.21Er0.20Gd0.19)2O3 (HE-Gd), and (La0.18Sm0.20Dy0.18Er0.18Y0.26)2O3 (HE-Y) samples.

HE-Nd HE-Gd HE-Y

TB-A
◦C 1916 ± 9(5) * 1957 ± 5(4) 1975 ± 13(4)

HB-A J/g 57 ± 3(10) 56 ± 7(8) 56 ± 8(8)
HB-A kJ/mol 19.8 ± 1.0 20.3 ± 2.7 18.0 ± 2.7
SB-A J/mol/K 9.0 ± 0.1 9.1 ± 0.1 8.0 ± 0.2

TA-H
◦C 2125 ± 3(5) 2180 ± 2(4) 2199 ± 4(6)

HA-H J/g 22 ± 3(10) 23 ± 1(7) 28 ± 1(9)
HA-H kJ/mol 7.7 ± 0.9 8.3 ± 0.5 9.2 ± 0.3
SA-H J/mol/K 3.2 ± 0.1 3.4 ± 0.1 3.7 ± 0.1

TH-X
◦C 2202 ± 4(2) 2235 ± 5(2) 2254 ± 8(4)

HH-X J/g 79 ± 1(2) 85 ± 23(3) 126 ± 7(4)
HH-X kJ/mol 27.8 ± 0.2 30.6 ± 8.3 40.6 ± 2.4
SH-X J/mol/K 11.2 ± 0.1 12.2 ± 0.4 16.1 ± 0.1

Tm
◦C 2456 ± 12

* The uncertainties are reported as two standard deviations of the mean with the number of experiments given
in parentheses.

Temperatures and enthalpies of transitions increased with decreasing average ionic radius,
from HE-Nd to HE-Gd to HE-Y, consistent with the trend among pure rare earth sesquioxides.
The exception was the enthalpy of B-A transition in HE-Y sample, which, although the same within
calculated uncertainties, appeared ~2 kJ/mol smaller than that for B-A transition in HE-Gd sample.

Transition entropies were calculated from trsS = trsH/T, where T is the temperature in Kelvin at the
transition onset on heating. Entropies of transitions are nearly constant between compositions,
with average values ~9 J/mol/K for B-A transformation; ~3.4 J/mol/K for A-H transformation,
and ~11.5 J/mol/K for H-X transformation, except for ~16 J/mol/K value for H-X transformation
of HE-Y at 2254 ◦C. This deviation might be related to the fact that pure Y2O3 does not undergo
H-X transformation.

During DTA experiments above 2300 ◦C, the failure of the sensor is frequent, and the maximum
achievable temperature is limited by magnitude and direction of temperature drift of the control WRe
thermocouple. For the calibration of the DTA thermocouple in this temperature range, pure Y2O3

(Tm 2439 ± 12 ◦C) [73] was used as a standard. All studied compositions were heated to temperatures
above 2450 ◦C; however, the peak corresponding to melting onset was registered only for HE-Nd
sample at temperature 17 ◦C above the melting point of Y2O3 (Figure 3). Due to the significant
uncertainties in baseline choice and sensitivity calibration at this range, the enthalpy and entropy of
fusion were not evaluated.

3.5. Volume Changes and Thermal Expansion from High-Temperature XRD

In diffraction experiments on levitated samples, powder-like diffraction patterns are obtained
by ensuring the rotation of the solid sample in the gas flow [53,54,58]. When sample spheroids
are prepared by melt solidification, as in this study, the exact shape of each bead depends on the
surface tension of the particular composition, volume change on melting, and stochastic nature of
nucleation. Due to these variations and crystal growth at high temperature, the rotation does not
always produce the required random orientation of crystallites. In some cases, data are amenable
to structure refinement [32,52]; however, in the present study, variations in intensities only allowed
unambiguous identification of B-A and H-X transformations and refinement of the unit cell parameters
of corresponding phases.
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Figure 3. (A) The schematic of differential thermal analyzer and samples placement. (B) Heat flow trace
(no baseline subtraction), showing heat effects on heating from HE-Nd ((La0.20Sm0.20Dy0.21Er0.20Nd0.19)2O3)
and Y2O3 samples. Endothermic B-A-H-X-Liquid transformations for HE-Nd are labeled in black.
Endothermic C-H-Liquid transformations for Y2O2 are labeled in red. The assignment of the exothermic
direction of the heat flow signal for HE-Nd and Y2O3 is the opposite due to the placement of the samples.
Melting temperatures for Y2O3 and HE-Nd are marked on the temperature trace. The Y2O3 melting point
(2439 ◦C) was used for calibration.

The A-H transformation shows well pronounced peaks in DTA measurements (Figure S11);
however, the diffraction patterns of A and H phases are very similar (Figure 4). In our experiments,
the data quality did not allow us to unambiguously identify the A-H transition from diffraction on
levitated samples. Volume changes on B-A and H-X transformations were calculated from unit cell
parameters at phase transformation temperatures. The data are presented in Table 5, and examples
of refinements are included in Supplementary Materials (Figures S12 and S13). Both transitions are
accompanied by volume contraction. The volume change on B-A transition was refined for all samples
and found to be −2.5 ± 0.1% for HE-Nd and HE-Gd and −3.1 ± 0.1% for HE-Y (Table 5).

 

Figure 4. (A) Calculated X-ray diffraction patterns for different structure types for (La, Sm, Dy,
Er, Nd)2O3 composition and instrument parameters corresponding to the experimental condition
(λ = 0.1236 Å). Note the similarity of diffraction patterns for A and H structures. (B) GSAS-II contour
plot of experimental diffraction patterns collected at 1800–2200 ◦C on laser-heated HE-Nd bead.
See Figures S11 and S12 for refinement plots.
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Table 5. High-temperature unit cell parameters and volume changes on B-A and H-X transformation
in HE samples from synchrotron diffraction on laser-heated levitated samples.

Structure/Sample HE-Nd HE-Gd HE-Y

Ttr (DTA) TB-A, ◦C 1916 ± 9 1957 ± 5 1975 ± 13

B-type
monoclinic
C2/m, Z = 6

a, Å 14.433(8) 14.403(5) 14.367(7)
b, Å 3.711(1) 3.697(1) 3.674(1)
c, Å 9.026(5) 8.987(2) 8.965(3)
β, ◦ 101.35(2) 101.18(1) 101.09(2)
V, A3/z 79.0(2) 78.2(1) 77.4(1)

A-type
trigonal
P-3m1, Z = 1

a, Å 3.885(1) 3.874(1) 3.864(1)
c, Å 6.199(1) 6.175(2) 6.171(1)
V, A3/z 81.03(2) 80.24(2) 79.78(1)

V (B→A), % −2.5 ± 0.1 −2.5 ± 0.1 −3.1 ± 0.1

Ttr (DTA) TH-X, ◦C 2202 ± 4 2235 ± 5 2254 ± 8

H-type
P63/mmc, Z = 1

a, Å 3.898(1) 3.869(1)
c, Å 6.216(1) 6.168(1)
V, A3/z 81.81(1) 79.96(1)

X-type
Im-3m, Z = 1

a, Å 4.324(1) 4.2989(1)
V, A3/z 80.85(2) 79.44(1)

V (H→X), % −1.2 ± 0.1 −0.6 ± 0.1

The thermal expansion of the B-type phase from room temperature to the B-A transition was
calculated from room temperature cell parameters of annealed samples (Table 3) and cell parameters
at the transition temperature (Table 5). The thermal expansion is anisotropic and similar for all
three compositions. The smallest expansion is observed in a parameter (7.8 ± 0.7) × 10−6/K, linear
thermal expansion coefficients along b and c directions are (1.6 ± 0.2) × 10−5/K and (1.2 ± 0.5) × 10−5/K,
respectively. The average volume thermal expansion coefficient for all studied compositions in the
B-type structure is (3.5 ± 0.2) × 10−5/K.

Due to the narrow temperature range of stability of A and H phases, the accurate calculation of
thermal expansion is not possible. For HE-Nd sample, the average volume thermal expansion of A and
H phases appears to be similar to that for the B phase, but for HE-Y an increase in thermal expansion is
observed. The volume change on H-X transformation was refined for HE-Nd and HE-Y compositions
as −1.2 ± 0.1% and −0.6 ± 0.1%, respectively.

4. Discussion

4.1. Experiment vs. Calphad Predictions

The Calphad approach is used widely in the high entropy alloys and ceramics field [74–76].
Senkov et al. demonstrated [74] that for high entropy alloys, Calphad computations of type and
number of phases agreed well with experimental results only when more than half of binary systems
were fully assessed; however, even when there are enough data on binary and ternary systems,
Calphad predictions of transformation temperatures, phase compositions and fractions are challenging.
Compared with metals, the databases for oxides are much more limited, especially for the temperature
range addressed in this study. Nevertheless, it is instructive to compare our experimental results with
Calphad predictions.

We used an open-access database created by Zinkevich [67]. It is based on his 2007 assessments of
thermodynamic properties of pure rare earth sesquioxides from room temperature to the melting point.
This database is often used as a starting point for the creation of new thermodynamic assessments
for systems with rare earth oxides [77,78]. Without any modifications, the database allows modeling
of phase equilibria using the ideal solution model (which assumes zero enthalpies of mixing and the
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largest configurational entropy gains). A set of interaction parameters for the regular solution model
(which accounts for mixing enthalpies) are included in the Zinkevich review [67], but they are based
on a limited number of selected binary systems, not included in the database [70] and were not used in
the present study. The phase fractions as a function of temperature from Calphad modeling are shown
in Figure S14.

4.1.1. C-B Transition

After calcination at 800 ◦C, C-type was a major phase in all compositions and was the only phase
detected in the HE-Y sample (Table 2). Calphad computations correctly predicted the formation of the
C-type single-phase solid solution in HE-Y and as a major phase in HE-Gd and HE-Nd. After annealing
at 1100 ◦C, a single-phase C-type solid solution was retained in the HE-Y sample, B-type solid solution
became a major phase in He-Gd sample He-Nd completely transformed to B-type structure. The results
for HE-Nd and HE-Gd are consistent with Calphad predictions; however, in HE-Y the B-type phase
was predicted to appear but was not observed experimentally.

Laser melting and splat quenching produced B-type solid solutions in all samples. Calphad
calculations predicted B-type single-phase field for all compositions, with low-temperature boundary
shifting from 900 to 1400 ◦C with decreasing average ionic radius of RE from HE-Nd to HE-Y.
The heating and cooling of laser-melted samples in DTA and two months of annealing at 800 ◦C did not
reverse the transformation. The B-C transformation below 1000 ◦C is known to be kinetically hindered
in pure oxides as well [79]; thus, retaining the B phase in our experiments does not indicate slower
diffusion in multicomponent compositions.

4.1.2. B-A-H-X Transitions

Calphad calculations correctly predicted B-A transformation in HE-Nd and HE-Gd samples.
DTA experiments indicated that transformation proceeds over a 40–70 ◦C range; however, from Calphad
computations, B-A transformation proceeds over a temperature range of several hundred degrees with
a change in the fractions and compositions of phases at equilibrium. For HE-Y composition, B-type was
predicted to transform directly to the H phase over a narrow biphase region. In contrast, experimental
results indicate the B-A transformation in all samples. In agreement with the experiment, the formation
of single-phase solid solutions in H and X structure types was predicted for all compositions.
H-X transformation was predicted to proceed over an indistinguishably narrow temperature range,
with effectively congruent melting at circa ~2400 ◦C. The narrow biphasic regions on H-X transition
and congruent melting from Calphad modeling is consistent with single peaks in DTA.

4.1.3. Biphasic Fields

In a five-component system at constant pressure and temperature, the phase rule allows for up
to six phases. In the experiments, we never observed more than two phases at any temperature.
Calphad modeling showed mostly single-phase or biphasic fields and very narrow temperature ranges
of three-phase co-existence (A, B, C and B, A, H). The absence of large biphasic fields for the B-A
transformation from DTA measurements compared with Calphad computations might be attributed
to not reaching equilibrium in scanning experiments below 2000 ◦C. However, the very narrow
temperature ranges for H-X transformation and melting are predicted from Calphad and observed in
DTA and are likely to be real. In experimental binary phase diagrams of rare earth oxides, the biphasic
fields on melting and high temperature transformations are usually not resolved and often added as
suggested dotted lines with expectation for them to occur [33,80,81]. Calphad modeling indicates that
biphasic fields on A-H-X-L transitions in most binary rare earth oxide systems are often extremely
small (~20 ◦C or less) [67].

It is tempting to assume that observed shrinkage of two-phase fields is the effect of the entropy.
Indeed, in many phase diagrams, multiphase fields usually shrink with temperature as solid solution
and melt ranges increase. However, that is not always the case. For example, the liquidus loop in the
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Os-Re system at 3100 ◦C is as wide as in Cu-Ni system at 1300 ◦C and shows 20 at.% difference in
composition between solid and liquid phases. The narrow two-phase fields for high temperature phase
transformations and melting are peculiar to intra-rare earth systems. It was demonstrated in rare earth
metal binaries, which melt below 1600 ◦C and studied more extensively and with higher accuracy than
oxide systems [82,83]. Apparent congruent melting across intra-rare earth binaries was discussed in
detail by Okatomo and Massalski [83]. Spedding et al. [84] concluded the study of Er-Y and Tb, Dy,
Ho, Er binaries with the statement “the isothermal arrests observed for the melting and transformation
temperatures show that there is no appreciable enrichment of one component over the other during
these processes, which is what would be expected from the general experience encountered in trying
to separate rare earths.”

4.2. Thermal Expansion and Volume Change on Mixing

A peculiar feature of rare earth oxides is the negative volume change on temperature-induced
C-B, B-A, and H-X transformations. In this work, volumes of C- and B-type solid solutions at
room temperature were obtained from the analysis of quenched samples, and volumes of B-, A-, H-,
and X-type solid solutions were obtained at temperatures of B-A and H-X transitions. This allowed
calculation of volume changes on C-B transformation at room temperature, and for B-A and H-X
transformation at transition temperatures. Axial thermal expansion of the monoclinic B-type phase
was derived from unit cell parameters measured at B-A transition and on samples quenched to room
temperature. In the sections below, we compare the behavior of high entropy compositions with
pure oxides.

4.2.1. Volume Change on C-B Transition

All rare earth sesquioxides can be obtained in their ground-state C-type structure at room
temperature. The B-type structure is both a high pressure and a high temperature phase for sesquioxides
from Sm to Ho, and high pressure phase for sesquioxides from Er to Lu, Y and Sc [85–88]. In Figure 5,
volumes of C and B phases for samples studied in this work are plotted vs. average ionic radius
together with volumes of pure sesquioxides. The volumes of B-type phase in HE samples show no
deviation from the trend. For C-type solid solution, only HE-Y sample was obtained as single-phase
(in HE-Nd and HE-Gd samples C-type phase coexisted with B-type phase). Nevertheless, the volumes
of C-type phase in HE samples show good agreement with the trend.

 
(a) (b) 

Figure 5. Volumes of C and B phases (a) at room temperature and H and X phases (b) at transition
temperature in pure oxides [30,67] compared with (La0.2Sm0.2Dy0.2Er0.2RE0.2)2O3 HE-RE compositions
studied in this work, where RE–Nd, Gd, or Y, plotted vs. average ionic radius.
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The volume contraction on C-B transition in HE samples (~8%, Table 2) is indistinguishable from
those in constituent oxides, and the B-type phase is both a high temperature and high pressure phase
for the studied compositions. This comparison gives no indication of strong deviations from ideal
mixing in the solid solution in the B-type structure. For ideal solid solutions, Gibbs energy of mixing
does not depend on pressure and there is no excess volume of mixing. For the equiatomic compositions
studied in this work, the volume of an ideal solid solution is an average of corresponding volumes of
constituent oxides, thus they would follow the trend of volume change vs. average ionic radius.

4.2.2. Thermal Expansion of B-Type Solid Solutions

Taylor [89] reviewed thermal expansion data for pure rare earth sesquioxides and found no data
on axial expansion for B-type phases. Ploetz et al. [90] studied the linear expansion of B-type Gd,
Eu, and Sm sesquioxides by interferometry and reported the values (10.0–10.8) × 10−6 /K for 30 to
850 ◦C range. Since the Ploetz et al. measurements were performed on polycrystalline samples,
volumetric thermal expansion can be estimated as three times the linear expansion and corresponds to
(3.0–3.2) × 10−5/K. These values are in good agreement with average volume thermal expansion for
multicomponent rare earth oxides measured in this work: (3.5 ± 0.2) × 10−5/K from room temperature
to the B-A transformation temperatures (1916–1975 ◦C).

4.2.3. Volume Changes on B-A and H-X Transformations

The volume change on B-A transformation was refined for HE-Nd and HE-Gd samples as
−2.5 ± 0.1% and for HE-Y sample as −3.1 ± 0.1% The volume change on H-X transformation was
refined for He-Nd and HE-Y samples as−1.2± 0.1 and−0.6± 0.1%, respectively. Since A, H, and X phases
were not quenchable in these compositions, our values were determined from diffraction experiments
at the respective transition temperatures. The volume change on B-A and H-X transformation reported
for pure oxides are about −2% and −0.5%, respectively [30,67]. Thus, within the resolution of the data,
we do not observe any anomalies in volume change on B-A, and H-X transformation in the studied
solid solutions compared with pure oxides.

4.2.4. Volumes of H-Type Solid Solution vs. Pure Oxides

In Figure 5, the volumes of the H-type phase for HE-Nd and HE-Y are overlaid with values
reported by Foex and Traverse [30] for pure oxides. Foex and Traverse’s values correspond to the
temperatures from 2120 ◦C for La2O3 to 2330 ◦C for Ho2O3 and Y2O3. The volume for the H phase
for Sm2O3 and Gd2O3 refers to the temperatures 2200 and 2250 ◦C, respectively. Our data on the
volume of H phase in HE-Nd and He-Gd from diffraction on levitated samples were assigned to
temperatures 2202 ± 4 ◦C and 2254 ± 8 ◦C based on co-existence with X-type phase (Table 5) and DTA
results. Thus, we can compare volumes of solid solutions vs. pure oxides at a similar temperature.
The observed agreement in volume is within 2%. In contrast with the calculation of volume change
on transition in coexisting phases, XRD measurement of the absolute values for the volumes at high
temperature are affected by sample shift and temperature calibration. Thus, within the resolution of
the data, we do not observe deviations from ideal volumetric mixing in the H-type solid solution for
the studied compositions.

4.3. Increase of Melting Temperature in HE-RE

The measured melting temperature for HE-Nd is 2456 ± 12 ◦C. The error is assigned based on
uncertainty in melting temperature of Y2O3 used for calibration, 2439 ± 12 ◦C [73]. If the solid solution
were to melt congruently, one might estimate, to a very crude first approximation, its melting point as
a weighted average of the endmember melting points [91], namely 2357 ± 16 ◦C. The uncertainties
assigned to melting points of constituent oxides in HE-Nd (La,Sm,Dy,Er,Nd)2O3 composition are similar
to Y2O3 (±15 vs. ±12 ◦C), however, Y2O3 melting temperature was established from independent
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measurements in ten laboratories [73], while values for Dy2O3 and Er2O3 are based on results of one
group and regarded only as “probable” [91].

This observation of apparent increase of melting temperature compare with constituent oxides
may be attributed to a combination of kinetic and thermodynamic factors. If the observed behavior
does represent equilibrium, then the solidus–liquidus relations must be strongly perturbed by nonideal
mixing behavior in the solid, liquid, or both.

To raise the melting temperature, nonideality must favor the solid over the liquid. This can
occur by one or both of the following: negative deviations from ideality in the solid phase or positive
deviations in the liquid phase. Negative deviations in the solid solution are generally associated with
local ordering, hinting at a tendency toward compound formation, and resulting in negative heats
of mixing. The volumetric behavior described above shows no evidence for ordering, but volume is
not necessarily a good proxy for energetics. The other possibility is strongly positive deviations from
ideal mixing in the molten oxides, leading, in the extreme, to liquid–liquid phase separation. We know
very little about the structure and thermodynamics of molten binary or multicomponent rare earth
oxide systems, except for a recent report from Nakanishi and Allanore [92] on non-ideal mixing in
La2O3-Y2O3 melt, so this possible scenario cannot be assessed at present.

Increases in melting temperature in multicomponent systems compared with end members is
not common in oxides, however, it is known to occur, most notably on the ZrO2-rich side of binaries
with Dy-Yb and Y sesquioxides, where melting temperature increase over 100 ◦C compared with
pure ZrO2 for the solid solution with 25 mol. % of Yb2O3 [93]. This almost certainly relates to the
formation of favorable short-range order and defect clustering involving tetravalent and trivalent
ions and oxygen vacancies. Such a short-range order probably is less important in the trivalent oxide
systems studied here. In our system, it is probable that the melting temperature increase should be
manifested at least in one of the related binary systems. No increase in melting temperatures was
reported in studied binaries with La2O3 [33,94,95]. Sm, Dy, and Er are a common constituent in all HE
compositions studied in this work. The study of liquidus in the binary systems, currently unknown,
is needed to further identify the extent and source of the increase of melting temperatures observed in
HE-RE compositions.

5. Conclusions

In this work, we studied three five-component compositions of trivalent rare earth sesquioxides:
(La,Sm,Dy,Er,RE)2O3, with all oxides in equimolar ratios and RE either Nd or Gd or Y. All studied
compositions demonstrated a C-B-A-H-X transformation sequence into structure types typical for rare
earth sesquioxides. Monoclinic B-type phase was obtained in all compositions by laser melting and
splat quenching and was retained after prolonged annealing at 800 ◦C. The experimentally observed
phases are in good agreement with Calphad calculations performed using thermodynamic data for
pure sesquioxides and the ideal solution model.

Compared with constituent oxides, A-type and X-type phases occur at wider temperature ranges
in the studied compositions. The measured room temperature volumes of C and B phases and volume
changes on C-B, B-A, and H-X transitions are in good agreement with those predicted from constituent
oxides. No anomalies in thermal expansion of B-type solid solution and in volumes of H-type phases
were detected. The obtained data on temperatures, enthalpies, and entropies of transitions can be used
for benchmarking the next generation of thermodynamic databases for rare earth oxides. The observed
increase in melting temperature compared with constituent oxides invites experimental and theoretical
investigations of Sm2O3-Dy2O3, Dy2O3-Er2O3, Er2O3-Sm2O3 systems for which no data on melting
temperatures are available.
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Abstract: MgAl2O4 is used in humidity sensing and measurement, and as a catalyst or catalyst
support in a wide variety of applications. For such applications, a detailed understanding of the
surface properties and defect structure of the spinel, and, in particular, of the gas interactions at
the spinel surface is essential. However, to the best of our knowledge, very limited experimental
data regarding this subject is currently available. In this work, four spinel samples with an Al2O3

to MgO ratio (n) between 0.95 and 2.45 were synthesized and analyzed using X-ray photoelectron
spectroscopy and water adsorption micro-calorimetry. The results showed that the spinel composition
and its consequent defect structure do indeed have a distinct effect on the spinel-water vapor surface
interactions. The adsorption behavior at the spinel-water interface showed changes that resulted
from alterations in types and energetic diversity of adsorption sites, affecting both H2O uptake and
overall energetics. Furthermore, changes in composition following appropriate thermal treatment
were shown to have a major effect on the reducibility of the spinel which enabled increased water
uptake at the surface. In addition to non-stoichiometry, the impact of intrinsic anti-site defects on the
water-surface interaction was investigated. These defects were also shown to promote water uptake.
Our results show that by composition modification and subsequent thermal treatments, the defect
structure can be modified and controlled, allowing for the possibility of specifically designed spinels
for water interactions.

Keywords: water adsorption; defect structure; reducibility; magnesium aluminate spinel

1. Introduction

Magnesium aluminate spinel (MgAl2O4, MAS) has been shown to be useful for humidity sensing
and measurement applications, and as a catalyst or catalyst support for various organic reactions [1–7].
For all these applications, a detailed understanding of the surface properties of the spinel, and specifically
the nature of spinel gas-surface interactions, is paramount. Nevertheless, to date, very limited data
is available regarding water-surface interactions on MAS and their relation to spinel defect structure,
and the information that is available is largely based on theoretical calculations [8]. MAS is the only
stable intermediate phase in the Al2O3-MgO system, and at elevated temperatures (i.e., over 1300 ◦C),
this system exhibits a large non-stoichiometric range [9], which can also exist at lower temperatures as
a metastable nanomaterial [10–12].

The spinel structure has a general formula of AB2O4, with the lattice comprising an almost perfect,
close-packed cubic arrangement containing 32 oxygen anions. In this arrangement, the A and B cations
are situated inside the tetrahedral and octahedral interstitials, respectively. In MAS, eight Mg2+ cations
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are located in the tetrahedral sites, and sixteen Al3+ cations occupy the octahedral sites [10,13–15].
The defect structure of spinel is comprised of intrinsic (i.e., Frenkel, Schottky and anti-site) defects
and extrinsic (i.e., non-stoichiometric, dopant or impurity) defects. It has been established that the
dominating intrinsic defect in MgAl2O4 spinel is the anti-site defect (AKA inversion), in which two
cations switch places. Specifically, an Mg2+ occupies the Al3+ octahedral site and vice versa [16–20].

The inversion level (i.e., the number of tetrahedral sites occupied by Al3+ cations) is controlled by
three major factors. The first is related to the thermal history of the material, reflecting the “intrinsic”
defect concentration. The other two are due to extrinsic parameters, the first of which is MAS
stoichiometry (i.e., the. “stoichiometric” factor), and the second is residual disorder resulting from
thermal effects and stresses in the material synthesis process (i.e., the “residual” inversion).

The intrinsic component can be calculated using a thermodynamic model, such as that developed
by O’Neill and Navrotsky [21], using experimental parameters [10]. The stoichiometric component
can be quantified from the total defect concentration [13]. The residual inversion, resulting from the
synthesis process, cannot be assessed accurately, but this type of inversion defect can be manipulated
and subsequently reordered using external fields [10,13].

For MAS, the shift away from idealized stoichiometry can be considered to be due to the dissolution
of MgO or Al2O3 in the spinel matrix. Departing from the stoichiometric ratio in either the Al2O3-
or MgO-rich direction, results in different structural defects. Spinel crystals with excess Al2O3 are
characterized by Al•Mg,, which can be charge-compensated by V′′Mg, V′′′Al or their combination [16,22–25],
as demonstrated in the following equations:

4·Al2O3 → 5·Al×Al + 12·O×O + 3·Al•Mg + V′′′Al (1)

4·Al2O3 → 6·Al×Al + 12·O×O + 2·Al•Mg + V′′Mg (2)

12·Al2O3 → 16·Al×Al + 36·O×O + 8·Al•Mg + V′′Mg + 2·V′′′Al (3)

Alternatively, spinel crystals with excess MgO incorporate Mg′Al defects. In this case, the preferred
charge compensation would be in the form of V••O [16,22–25], as described by:

3MgO→ 2Mg′Al + MgX
Mg + 3OX

O + V••O (4)

Using the Brouwer diagram, the defect types in MAS can be described in terms of the Al2O3

content [23] according to the following guidelines:

Mg′Al/V••O

Low Al2O3
←

Al•Mg/Mg′Al

MgAl2O4
→

Al•Mg/V′′′Al

Moderate Al2O3
→

Al•Mg/V′′Mg

High Al2O3
(5)

The type and quantity of defects both in the bulk and on the surface of the material changes
as a function of stoichiometry. Changes in defect structure can be used for tuning the properties
of a material [14,26,27], including its surface properties [2]. Surface properties are also affected by
the environmental state in which the material is maintained. For example, ambient, clean, reduced,
oxidized or humid environments all have different effects on the surface state.

To the best of our knowledge, no experimental data regarding the effects of non-stoichiometry on
surface-water interactions in the MgO•nAl2O3 system have been published, although some theoretical
work has been performed. This paper, therefore, aims to study the effect of the surface composition on
the interactions between a non-stoichiometric MgO•nAl2O3 spinel system and water vapor.
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2. Materials and Methods

2.1. Materials

Nano-sized MgO•nAl2O3 powders with 0.95 < n < 2.45 were synthesized by the solution
combustion method [28]. This entailed the mixing of appropriate amounts of magnesium and aluminum
nitrate, Mg(NO3)2·6H2O 96% metal basis, Al(NO3)3·9H2O (96% metal basis, Fluka Analytical, Sigma
Aldrich, St. Louis, MO, USA) in 200 mL of deionized water. To this solution, 30 g of citric acid (ACS
reagent ≥99.5%) and 6 mL of ethylene glycol (anhydrous, 99.8%, Sigma Aldrich, St. Louis, MO, USA)
were added. The solution was dried on a hot plate at 120 ◦C under agitation by magnetic stirring until
high-viscosity foam-like colloids were formed. The foams were crushed using a mortar and pestle to a
fine light brown powder, which served as precursors for the appropriate spinel. The precursors were
calcined in air at 850 ◦C for 72 h to obtain fine white powders.

To study the effects of disorder on the adsorption process, some of the samples were heat-treated
in the presence of an electric field, in order to reduce “residual inversion” defects. The samples were
heated in air to 800 ◦C, and maintained at this temperature for 30 min. The heating rate was 10 ◦C/min,
and the furnace was naturally cooled. An electric field of 200 V/cm was applied at all treatment stages.
Figure 1 shows the crucible and capacitor setup used for the treatment. As can be seen, there was no
contact between the powder and the electrodes, and there was no flow of current.

 
Figure 1. Crucible and cell used for the electric field heat treatments.

2.2. Characterization

X-ray diffraction (XRD) patterns of the samples were recorded using a Rigaku RINT 2100 (Tokyo,
Japan) diffractometer with CuKα radiation. The operating parameters were 40 kV and 40 mA, with a
2θ step size of 0.02◦. Si (NIST SRM 640c) served as internal standard for cell parameter determination.
Crystallite sizes were refined from diffraction peak broadening using a whole profile fitting procedure,
as implemented in the Jade software package (version 6.11, 2010, Materials Data Inc., Livermore, CA, USA).

Sample composition was determined by atomic absorption spectroscopy (AAS) using a Varian
SpectrAA 240FS (currently Agilent Technologies, Santa-Clara, CA, USA).

Surface area was measured using the Brunauer–Emmett–Teller (BET) theory [29] using a Micrometrics
ASAP 2020 (Micrometrics, Norcross, GA, USA) instrument. Fifteen-point adsorption isotherms of nitrogen
were collected in the P/P0 relative pressure range 0.05–0.30, where P0 is the saturation pressure at −196 ◦C.
Prior to analysis, each sample was degassed under vacuum at 700 ◦C for 4 h.

X-ray photoelectron spectroscopy (XPS) data was collected using an X-ray photoelectron
spectrometer ESCALAB 250 (Thermo Fisher Scientific, Waltham, MA, USA) ultrahigh vacuum
(10−9 bar) apparatus with an AlKα X-ray source and a monochromator. The X-ray beam spot size was
500 μm, and survey spectra were recorded with pass energy (PE) of 150 eV. High-energy resolution
spectra were recorded using 20 eV PE. To correct for charging effects, all spectra were calibrated relative
to a carbon C1s peak positioned at 284.8 eV. Processing of the XPS results was carried out using the
Thermo Scientific AVANTAGE program. For accurate surface characterization by XPS, a glove box was
mounted on the XPS enter lock chamber to avoid adsorption of any species from the air on the samples.
To ensure that all the samples were investigated under the same experimental conditions, all samples
were equilibrated for 12 h in the entry lock chamber of the XPS prior to making the measurements.
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IR spectra were recorded at room temperature using a Nicolet 6700 (Thermo Scientific, Madison, WI,
USA) FT-IR spectrometer with a KBr-DTGS detector in the range spanning 400–4000 cm−1. Mixtures
containing 100 mg KBr and 1 mg spinel were compressed at 1 ton to generate thin plates. For each material,
64 scans of the spectrum were recorded and averaged. The spectrometer settings were at aperture of 150
and spectral resolution of 4 cm−1. Peak positions and intensities were determined by OPUS software
(Billerica, MA, USA) using the second derivative and standard methods. The averaged spectrum was
used to calculate the inversion parameters of the samples, employing the method of Erukhimovitch et
al. [10], which uses the intensity ratios of the γ1 and γ5 modes (FTIR peaks located at ~690 and ~830 cm−1).

2.3. Water Adsorption Calorimetry

The heat of adsorption of the water–spinel surface interactions was measured using a custom-made
apparatus, composed of a volumetric sorption system (ASAP2020, Micromeritics, Norcross, GA, USA)
and a differential scanning calorimeter (Sensys Calvet, Setaram, Lion, France) [30]. The instrumental
design and its operation have been discussed elsewhere. Here, approximately 100 mg of sample
powder was put inside the sample tube, providing a total surface area of 1.0–5.6 m2. The tube is
than placed inside the calorimeter, it is also connected to the sorption system via a conceive tube.
Prior to measurement, a degas procedure was performed. One was cooled to 25 ◦C at the end of
the degassing process, whereas the second was exposed to an oxygen atmosphere prior to cooling
down (i.e., oxidized/clean). All the samples were exposed to controlled, and incremental H2O vapor
doses until the partial pressure reached P/P0 = 0.3. The incremental dose was set to provide 1 μmol of
H2O vapor per m2 of sample surface. The heat of adsorption (ΔHads) for each dose was measured.
The measurements were repeated 3–4 times for each sample to ensure reproducibility. A baseline run
was performed to eliminate environmental and instrumental contributions to the signal.

3. Results and Discussion

This study focused on the effects of surface composition and state on water–surface interactions
for four different MgO•nAl2O3 spinel powders. The samples investigated comprised a series of
nano-sized (10–15 nm) metastable spinels, with composition (n) ranging between 0.95 and 2.45 (Table 1).
Their lattice parameters, crystallite sizes and surface areas are summarized in Table 1. The lattice
parameter increased inversely with the n ratio, in keeping with literature results [31,32]. The surface
areas measured by the BET method differed significantly from those calculated theoretically from
XRD crystallite size (assuming spherical approximation), indicating that the samples had undergone
extensive sintering during the final stages of their synthesis.

Table 1. As synthesized characteristics: lattice parameter, crystallite size, surface and interface areas.

n
(MgxAlyO4)

Lattice Parameter, Å
Crystallite
Size, nm

Surface Area, m2/g
(x) Mg (y) Al XRD BET

0.95 1.04 1.97 8.089(2) 14.0 ± 0.2 117.7 ± 1.6 32.1 ± 0.2
1.07 0.95 2.03 8.078(2) 13.3 ± 0.2 123.9 ± 1.7 37.6 ± 0.2
1.15 0.72 2.18 8.065(6) 10.2 ± 0.3 161.6 ± 4.9 56.4 ± 0.2
2.45 0.48 2.35 7.989(4) 15.5 ± 0.8 106.3 ± 5.2 41.2 ± 0.2

Four types of surface states/conditions were addressed in this work: for simplicity, they will be
referred to as “as synthesized” (AS), reduced (RD), clean (CL) and hydrated (HD). The AS condition
refers to a sample after calcination. The RD condition refers to samples after the degassing procedure
(Figure 2). It can be seen that the powders lost their original white color and became greyish-dark after
the degassing procedure, with the samples that were richer in Al2O3 becoming markedly darker in the
RD state, indicating that they were more easily reduced. Oxidation of the RD samples by exposure to
1 atm of oxygen at 700 ◦C and cooling to room temperature in a 1 atm oxygen environment resulted in
the restoration of the original white color of the samples. It can be concluded that the dark color of
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RD samples was a result of the formation of oxygen vacancies during the degassing stage, which was
reversed in the oxidization step by “refilling” the oxygen vacancies formed by the initial degas, while
simultaneously keeping the surface clean. The reoxidized samples were designated CL. Finally, either
RD or CL samples were exposed to H2O vapor in the water adsorption experiments to generate the
HD states.

 

Figure 2. Different sample colors after degassing procedure showing different reduction level vs n:
(A) n = 1.07; (B) n = 1.15; (C) n = 2.45.

3.1. Surface State Analysis

Typical XPS spectra in the Al2p and Mg2p regions for the four types of surface state (AS, RD, CL
and HD) of MgO•1.07Al2O3 are shown Figures 3–6. Three types of bonds, specifically M–M, M–O
and M–OH bonds (M = Al, Mg), were considered for each spectrum. In the Al2p spectra, these are
assigned at ~73.0, 74.1 and 75.2 eV, respectively [33–35]. In the Mg2p spectra, their assignments are
~49.3, 50.9 and 51.8, respectively [36]. The dominant bond in AS samples (Figure 3) is the M–O bond,
with less prominent, though not negligible, M–OH bonds. The RD samples (Figure 4) displayed
different spectra due to the prolonged degassing procedure. Here, the amount of the hydroxyl surface
species was reduced, and the presence of M–M bonds was detected. These M–M Bonds were formed
due to oxygen deficiencies in the structure, as reflected in the color changes of the powders (Figure 2).
In the CL samples (Figure 5), the M–M bonds disappeared and were replaced by M–O species, with the
quantity of M–OH bonds being lower than in the AS samples. As expected, the HD samples exhibited
the highest quantity of M–OH bonds, and no M–M bonds were identified (Figure 6). This behavior
was found to be typical for all the samples in this study. The data for all samples are given in the
Supplementary Materials in Tables S1 and S2.

 
(a) (b) 

Figure 3. XPS spectra, of an AS, n = 1.07 sample: Al2p de-convoluted to Al–O and Al–OH peaks (a),
and Mg2p, de-convoluted to Mg–O and Mg–OH peaks (b).
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(a) (b) 

Figure 4. XPS spectra of an RD, n = 1.07 sample, after degassing and oxidation: Al2p de-convoluted to
Al–O, Al–OH and Al–Al peaks (a), and Mg2p, de-convoluted to Mg–O, Mg–OH and Mg–Mg peaks (b).

 
(a) (b) 

Figure 5. XPS spectra, of a CL, n = 1.07 sample, after degassing and oxidation: Al2p de-convoluted to
Al–O and Al–OH peaks (a): and Mg2p deconvoluted to Mg–O and Mg–OH peaks (b).

 
(a) (b) 

Figure 6. XPS spectra of an HD, n = 1.07 sample after degassing, oxidation, and exposure to water
vapor: Al2p de-convoluted to Al–O and Al–OH peaks (a), and Mg2p, de-convoluted to Mg–O and
Mg–OH peaks (b).
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3.2. Water Adsorption Measurments

Heat of adsorption measurements were conducted for the reduced (RD) and fully oxidized (CL)
samples. Typical heat of adsorption isotherms for MgO- and Al2O3-rich spinel samples are presented
in Figure 7. It should be emphasized that in this calorimetric study, water molecules adsorbed with an
enthalpy greater than −44 kJ/mol relative to vapor are referred to as “strongly bound”, while those
adsorbed with the enthalpy of condensation of liquid water (−44 kJ/mol) are considered “weakly
bound”. Furthermore, we should stress that such assignments are based solely on calorimetric data
and do not reflect any structural studies of water adsorbed on the surface [37,38].

(a) (b) 

Figure 7. Differential enthalpies of adsorption as a function of water coverage on CL samples:
an MgO-rich sample, n = 0.95 (a), and an Al2O3-rich sample, n = 2.45 (b). The blue line signifies the
transition between strongly bonded and weakly bonded water, and the red line emphasizes enthalpy
of −70 kJ/mol, where the site type of strongly bonded water is altered.

The heat of adsorption isotherms can be divided into segments, according to the change in their
slope. Each segment of the isotherm may be considered as reflecting a different type of adsorption site,
or site group [39,40]. The MgO-rich spinel displayed a four-step behavior (Figure 7a). In the first step,
marked in purple (type A), a sharp decrease in the enthalpy of adsorption was seen, up to H2O coverage
of ~2 molecules/nm2. From there, a second step was observed up to ~5 molecules/nm2, marked in
violet (type B), in which the slope changed direction, and the decrease in ΔHads was moderated. At the
transition point between the second and third steps ΔHads reached a value of ≈−70 kJ/mol. From this
point of the curve, the blue section (type C), the ΔHads slowly decayed until the measured enthalpy
corresponded to that of weakly bonded water. After reaching −44 kJ/mol (the cyan section of the curve,
type D), the enthalpy fell to lower values (absolute) of about −39 kJ/mol. In general, the MgO-rich
samples showed similar behavior to that of pure MgO, where surface hydroxides (i.e., Mg(OH)2) are
formed [41].

In the case of the Al2O3-rich samples, the first two steps observed for the MgO-rich samples were
combined into a single step (up to ~4 molecules/nm2, marked in purple, types A + B). After this point,
a more moderate slope was identified, up to −44 kJ/mol (Figure 7b, blue colored, type C), with no
further decreases.

The heat of the adsorption isotherms for all samples, in their CL and RD states, can be seen in
Figure 8. These isotherms are a depiction of the gas adsorption amount (Figures S1 and S2) obtained in
each dose with their corresponding energetic value. Table 2 summarizes the integral heat of adsorption
of strongly bond water and the water coverage for all samples, as well as the amounts of Mg and Al
hydroxides formed on the surface, deduced from the XPS analysis. The columns in Table 2 under the
heading “Hydroxides” present differences in the surface hydroxide compositions for the initial RD
and CL states and after their hydration. The measured values are in good agreement with the water
coverage, except for the n = 0.95 sample. We believe that XPS measurements do not accurately account
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for the coverage in this sample, possibly due to the presence of surface contamination by adventitious
species on the CL/RD samples. Such species are thought to readily adsorb due to the defective nature
of MgO rich spinel [16,22–25].

 
(a) (b) 

 
(c) (d) 

Figure 8. Heat of adsorption isotherms for all samples for RD and CL surfaces: (a) n = 0.95; (b) n =
1.07; (c) n = 1.15; (d) n = 2.45.

Table 2. Water adsorption data for Clean (CL) and Reduced (RD) spinel samples.

n
Heat of Adsorption,

kJ/mol

Hydroxides, mol. %
H2O Coverage,
Molecules/nm2Al–OH Mg–OH Total

Clean

0.95 −75.1 ± 0.2 6.2 ± 0.3 13.7 ± 0.7 20.0 ± 1.0 12.2 ± 1.0
1.07 −73.3 ± 0.4 34.0 ± 1.7 25.5 ± 1.3 59.4 ± 3.0 12.9 ± 0.1
1.15 −71.0 ± 0.7 35.4 ± 1.8 12.4 ± 0.6 47.0 ± 2.4 11.5 ± 0.1
2.45 −67.2 ± 0.2 32.1 ± 1.0 2.2 ± 0.1 34.3 ± 1.7 10.1 ± 0.1

Reduced

0.95 −71.0 ± 1.0 8.3 ± 0.4 16.9 ± 0.8 25.1 ± 1.2 15.3 ± 0.3
1.07 −75.6 ± 0.9 30.3 ± 1.5 18.9 ± 0.9 48.2 ± 2.5 11.3 ± 0.2
1.15 −68.5 ± 0.4 37.5 ± 1.9 11.5 ± 0.6 49.0 ± 2.4 13.4 ± 0.1
2.45 −66.3 ± 0.3 41.3 ± 2.1 7.8 ± 0.4 49.0 ± 2.4 13.5 ± 0.2

The results showed a clear relation between the Al2O3 concentration and the water adsorption in
the CL samples, in terms of both water uptake and energetics. In general, as the Al2O3 concentration
persisted in the reduced samples (RD), with the exception of the n = 1.07 sample. The possible origins
for this apparent anomaly will be discussed below. Notably, each sample in the RD state accumulated
more adsorbed water than its CL analogue (excluding n = 1.07), as its surface defect structure was
altered. It is possible that some of the adsorbed water may act as an oxidizing agent, but we believe
that this role is limited due to the relatively low temperature of the adsorption process.

Water uptake in the RD state was dependent on Al2O3 concentration, but this dependency is not
as simple as was observed for the CL samples, even if the n = 1.07 sample is excluded. This, and the

172



Materials 2020, 13, 3195

apparently anomalous behavior of the n = 1.07 sample, are attributed to the differences in the level
of reduction as was seen by the changes in sample coloring. Based on the color differences of
the Al2O3-rich samples (Figure 2), we concluded that the level of reduction increased with Al2O3

concentration, but the extent of reduction was not quantitatively determined in this work. The effects
of reduction in enhancing the extent of adsorption were evident in the increased (and similar) extent of
water uptake for the n = 1.15 and n = 2.45 samples. However, the integral enthalpy of adsorption of the
RD samples was lowered, relative to their CL counterparts, as the defect structure was progressively
altered. These alterations, in turn, resulted in changes in the site population and its energetic diversity,
the source of which lies in the newly induced material defect structure.

In spinel, water molecules are adsorbed in the vicinity of the metal ions, specifically
AlxAl, Mgx

Mg, Al•Mg, and Mg′Al [42]. As Al2O3 is added in excess, the Al3+ cations progressively occupy

tetrahedral sites, substituting Mg2+ and disturbing the charge neutrality. To maintain charge neutrality,
cation vacancies are formed, some of which are on the surface of the spinel structure [16,22–25].
Consequently, the quantity of surface cations is diminished and hence also the quantity of available
adsorption sites which leads to lower quantities of adsorbed water.

An excess of Al2O3 also influences the proximity of the metal cations to the surface, as it affects
which of the material planes have a higher tendency to be exposed. Cai et al. [43] calculated the surface
stability of exposed spinel surfaces and concluded that in Al2O3-rich spinel 111_O2(Al) plane tends to
be exposed. In this plane, oxygen molecules are slightly elevated over the Al3+ cations, thus decreasing
the energy of interaction at the surface. As the material becomes poorer in Al2O3, the 100_Al(O2) plane
is exposed [43]. This plane has a higher surface Gibbs free energy, thereby allowing for interactions at
the surface that are more energetic.

It is important to note that the n = 0.95 samples are MgO-rich, and thus, the factors contributing to
the defect structure are different. Here, oxygen vacancies compensate for excess Mg, which essentially
allows for better exposure of the metal cations. Moreover, MgO is highly hygroscopic, forming a
surface hydroxide phase that enables additional, more energetic water uptake [41]. In the RD state,
oxygen vacancies were formed, their numbers growing with Al2O3 concentration, with consequent
changes in the surface defect chemistry and electronic structure. In the RD samples, a decrease in the
integral enthalpy of adsorption was registered, relative to their CL counterparts. To determine the
origins of this decrease, a closer analysis of the energetic diversity of the adsorption sites is required.

Figure 9 shows normalized heat of adsorption isotherms for CL and RD samples. In these
isotherms, the x-axis was normalized to the amount adsorbed at full coverage for each sample.
This observation allows us to consider the energetic distribution of the sites. In samples n = 0.95 and
1.15, the isotherms for the RD and CL materials are almost overlapped, with the exception of the very
first few sites at low relative coverage (type A), which were more energetic for the CL samples than for
their RD counterparts. An inverse relationship was obtained for the n = 1.07 sample. These first few
(low relative coverage) sites are very energetic and make a considerable contribution to the overall
energetics. The new adsorption sites that were added after reduction are of type C, which suggests
water was unable to re-oxidize the surface. Finally, the CL and RD isotherms for the n = 2.45 sample
were in almost perfect alignment, suggesting that the energetic diversity of the adsorption sites was
maintained regardless of the reduction process undergone by this material. Accordingly, the integral
enthalpy of adsorption for this sample in the two states was similar.

At this point, it is important to address the anomalous behavior exhibited observed for the sample
n = 1.07. This material has near stoichiometric composition, and, as is evident from Figure 2, was barely
reduced by the degassing procedure. Nonetheless, some changes in the defect structure did occur.
Jia et al. [42] showed computationally that for stoichiometric ZnGa2O4 spinel, such reduction-related
defects do not always enhance water adsorption [42]. We assume that a similar explanation is
appropriate here because of the proximity of the n = 1.07 sample to stoichiometry. This implies that
in order for the reduction process to enhance the surface reactivity, the composition should not be
near stoichiometric.
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(a) (b) 

 
(c) (d) 

Figure 9. Heat of adsorption isotherms for all CL and RD samples. The coverage is normalized to the full
coverage of strongly adsorbed water for each sample. (a) n = 0.95; (b) n = 1.07; (c) n = 1.15; (d) n = 2.45.

3.3. Effect of Anti-Site Defects

As discussed above, the spinel system is subject to extrinsic and intrinsic defects. The former,
which can exert a considerable effect on water-surface interactions can, however, be influenced by
controlling the composition of the material. The spinel system also presents intrinsic, anti-site defects
that are not controllable or that are controllable only to a certain extent and require specific study and
understanding. Thus, to assess the effects of anti-site defects on adsorption behavior, a MgO•2.45Al2O3

(n = 2.45) sample was heat-treated in the presence of a constant electric field (EF). FTIR spectra in
the 400–1000 cm−1 range of the sample before and after the heat treatment are presented in Figure 10.
The aim of the electric field treatment was essentially to rearrange the defects caused by the residual
inversion without otherwise affecting the material. The thermal treatment was performed at 800 ◦C,
a temperature lower than the calcination temperature of the sample (850 ◦C) so that any changes in
the material as result of the heat treatment in the presence of the electric field can be attributed solely
to the effect of the EF. The function of heating (to 800 ◦C) is to provide sufficient thermal energy to
assist cation rearrangement, driven by the applied electric field. As a result of this treatment, highly
disordered samples (I = 0.44) with n ratio of 2.45 underwent significant reordering (I = 0.33), as is
qualitatively demonstrated in the FTIR spectrum by the decrease in the intensity of the γ5 mode
(~830 cm−1) (Figure 10) [10].
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Figure 10. FTIR spectra of MgO•2.45Al2O3 before and after application of an electric field.

After the heat treatment and subsequent inversion parameter (i) decrease, water adsorption of this
re-ordered sample was measured in the same way as for all the preceding materials. The adsorption
enthalpy isotherms of the two spinel samples, before and after heat treatment with the electrical field
are shown in Figure 11. From the data listed in Table 3, it is apparent that following reordering,
the enthalpy of adsorption decreased, as did the coverage. The extent of formation of hydroxide bonds
was determined using XPS (Table 3), and the results are in agreement with the results of the heat
of adsorption experiments. Heat treatment together with the application of an electrical field led to
significantly less hydroxides being formed, with the change in Al–OH bonding being more marked
than that for Mg–OH. These experimental findings can be explained by the existence of excess charge
when the Al+3 cations are located in the tetrahedral sites.

Figure 11. Differential enthalpy of adsorption as a function of water coverage of MgO•2.45Al2O3

samples before and after heat treatment in an electric field.

Table 3. Water adsorption by MgO•2.45Al2O3.

n Inversion (i)
Heat of

Adsorption, kJ/mol
Extent of Hydroxides Formed, mol. % H2O Coverage,

Molecules/nm2Al–OH Mg–OH Total

2.45
Untreated 0.44 −67.2 ± 0.3 32.1 ± 1.6 2.2 ± 0.1 34.3 ± 1.7 10.1 ± 0.1

Treated/(EF) 0.33 −62.5 ± 0.5 25.0 ± 1.3 1.8 ± 0.1 26.8 ± 1.4 8.8 ± 0.1
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4. Conclusions

The relationship between the composition of spinels and their general properties is undeniable,
and has been widely demonstrated in the literature. Surface behavior and water–surface interactions
are no exception. The composition dictates, in part, the defect structure of a material. This, in turn,
controls the surface behavior. Ultimately, these aspects govern the water–surface interaction.

We have shown that changes in stoichiometry alter the water adsorption behavior in our system.
In general, an increase in the Al2O3 concentration lowers both water uptake and the energy of water
adsorption. Changes in the Al2O3 concentration influence the defect structure of the material, thereby
changing the adsorption site population and its energetic diversity. Furthermore, the material composition
affects the reducibility of the material, and thus, its ability to host more defects. These defects promote
water uptake while lowering the adsorption enthalpy.

In addition to the effects of non-stoichiometry, the effects of intrinsic defects in spinel should be
considered when dealing with water–surface interactions. A spinel having a lower inversion parameter
(i), i.e., a material with fewer anti-site defects, was shown to adsorb fewer strongly bonded water
molecules and to present lower enthalpies of adsorption, indicating that the Al cation is more active
when it occupies a tetrahedral site in the spinel structure.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1944/13/14/3195/s1,
Figure S1: Adsorption isotherms of the samples with clean surface, Figure S2: Adsorption isotherms of the samples
with reduced surface, Table S1: Atomic percentage of Al and Mg oxides and hydroxides for adsorption processes
with reduction, Table S2: Atomic percentage of Al and Mg oxides and hydroxides for adsorption processes
with oxidation.
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Abstract: The application of double perovskite cobaltites BaLnCo2O6−δ (Ln = lanthanide element)
in electrochemical devices for energy conversion requires control of their properties at operating
conditions. This work presents a study of a series of BaLnCo2O6−δ (Ln = La, Pr, Nd) with a
focus on the evolution of structural and electrical properties with temperature. Symmetry, oxygen
non-stoichiometry, and cobalt valence state have been examined by means of Synchrotron Radiation
Powder X-ray Diffraction (SR-PXD), thermogravimetry (TG), and X-ray Absorption Spectroscopy
(XAS). The results indicate that all three compositions maintain mainly orthorhombic structure from
RT to 1000 ◦C. Chemical expansion from Co reduction and formation of oxygen vacancies is observed
and characterized above 350 ◦C. Following XAS experiments, the high spin of Co was ascertained in
the whole range of temperatures for BLC, BPC, and BNC.

Keywords: positrode; cobaltites; synchrotron powder diffraction; X-ray absorption spectroscopy;
ceramics; thermal expansion; chemical expansion

1. Introduction

The double perovskite cobaltites BaLnCo2O6-δ (where Ln is a lanthanide) have been a subject of
research attention in recent years due to their transport properties and possible application as electrodes
in electrochemical devices for energy conversion. The substantial number of oxygen vacancies in
oxygen-deficient layers of LnOδ is believed to be beneficial for fast oxygen ion diffusion in these
materials, while an overlap of Co3d and O2p orbitals in the Co-O slabs is favorable for enhanced
electronic transport [1,2]. Furthermore, the flexibility of the double perovskite structure allows for
substantial variations in oxygen non-stoichiometry and effective cobalt valence state, giving rise to
high mixed ionic and electronic conductivity and fast surface kinetics [3].

In this study, we report the influence of temperature on structure and oxygen non-stoichiometry
for a series of BaLnCo2O6−δ compositions. High-temperature structural Synchrotron Radiation
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Powder X-ray Diffraction (SR-PXD) has been used to determine the temperature-dependent evolution
of the materials’ structure accompanied by the oxygen loss due to reduction (). In combination
with thermogravimetry (TG), thermal and chemical unit cell expansion has been established for
BaLaCo2O6−δ (BLC), BaPrCo2O6−δ (BPC), and BaNdCo2O6−δ (BNC). X-ray Absorption Spectroscopy
(XAS) (room temperature) was undertaken for analysis of electronic states, with particular emphasis
put on cobalt spin states analysis for BNC, BPC, and BLC.

2. Materials and Methods

The polycrystalline BaLnCo2O6-δ samples used in this study were prepared through a conventional
solid-state reaction. Powders of La2O3 (99.99% Alfa Aesar, Ward Hill, MA, USA, preheated at 900 ◦C for
5 h), Pr6O11 (99.99% Sigma-Aldrich, St. Louis, MO, USA), or Nd2O3 (99.9%, Chempur, preheated at 900
◦C for 5 h) were used as lanthanide sources. Stoichiometric quantities of BaCO3 (99.9% Sigma-Aldrich),
Co2O3 (99.8% Alfa Aesar), and the respective lanthanide oxide were ground in an agate mortar and
pressed into pellets at 1.5 MPa. Pellets were then annealed at 1100 ◦C in static air for 48 h in a tube
furnace at a heating/cooling rate of 2 ◦C/min. BaLaCo2O6−δ was further annealed in Ar flow at 1050 ◦C
for 24 h and in the airflow at 350 ◦C for 3 h to adopt a layered double perovskite structure.

Oxygen stoichiometry and oxidation state of cobalt were determined using iodometric titration at
room temperature. Experimental procedure and details can be found elsewhere [4]. Approximately
15–20 mg of sample was used in this procedure.

Powder X-ray diffraction was used for the determination of sample purity, quality, and composition.
X-ray diffractograms were in the 2θ angle range of 20 to 90◦ and were acquired using Philips X’Pert Pro
diffractometer (Almelo, The Netherlands) with Cu Kα radiation. Samples were ground into powders
and placed on the zero background slides for analysis.

The thermogravimetric oxidation studies were performed in synthetic air as purge gas (40 mL/min
air purge gas, 20 mL/min protective N2) atmosphere using a Netzsch Tarsus 401 thermal analyser (Selb,
Germany) in the temperature range RT-900 ◦C, with a temperature step of 2 ◦C/min on both cooling
and heating.

High-temperature synchrotron powder X-ray diffraction (SR-PXRD) patterns were collected at the
Elettra-Synchrotron Trieste, Trieste, Italy at the Materials Characterization by X-ray Diffraction (MCX)
beamline. Diffraction patterns were collected at 20 KeV energy and 2θ angle range of 1 to 35◦ at from
RT to 1000 ◦C in air, the heating rate between each temperature step 3 ◦C/min. Experimental data were
analyzed by the Rietveld method using GSAS-II software (Argonne National Laboratory, Argonne, IL,
USA) [5,6].

The combination of thermogravimetric oxidation studies and high-temperature synchrotron
powder X-ray diffraction was used to determine the volumetric chemical expansion coefficient.
Continuous equilibrium during heating and cooling was ensured by additional thermo-gravimetric
temperature ramps, where heating and cooling rates of 2◦/min were compared to 3◦/min, thus
eliminating any uncertainties due to different heating rates applied in the two techniques (Figure S1).

UV–Vis spectra of the powders were recorded on a Varian 5000 UV–Vis–NIR spectrophotometer
(Varian, Inc., Palo Alto, CA, USA) in the range of 200 to 800 nm using BaSO4 as reference material and
with a lamp change at 350 nm. The optical gap was then determined using the Kubelka–Munk theory.

X-ray Absorption Spectroscopy measurements were performed at the Solaris National Synchrotron
Radiation Centre in Kraków, Poland. A dedicated PEEM/XAS bending magnet beamline was utilized
to measure Re-M4,5, Co-L2,3, and O-K edges. Powders of samples were mounted on the carbon tape
and placed on the Omicron plates for measurements.

3. Results and Discussion

The structure of double perovskite cobaltites has been the subject of numerous studies [7–12]. Those
materials are reported to adopt both tetragonal (P4/mmm) [9,10,13] and orthorhombic (Pmmm) [9,12]
structures. The difference in tetragonal and orthorhombic unit cells results from oxygen vacancies
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ordering along the b-axis. Figure 1 presents the differences between tetragonal and orthorhombic
structures with different oxygen content. The obtained crystal structure of BaLnCo2O6−δ strongly
depends on oxygen stoichiometry [4,7,8], as well as synthesis procedure [9]. As the difference between
the two polymorphs, resulting from the oxygen vacancy ordering, is very subtle, the structural studies
require very high-quality data such as synchrotron radiation X-ray powder diffraction collected with 2D
detectors. Neutron diffraction, which is much more sensitive to oxygen, is a powerful complementary
technique for determination of the oxygen vacancy concentrations at different sites [11,12,14–19].

Figure 1. Unit cell of tetragonal (P4/mmm) and orthorhombic (Pmmm) BaLnCo2O6-δ with the different
oxygen content.

Figure 2 depicts the SR-PXD patterns of BLC, BPC, and BNC as a function of temperature.
No phase transitions are observed in the interval RT-1000 ◦C. The shift of peak positions towards
lower angles is due to the chemical and thermal expansion. Rietveld refinements were performed
with orthorhombic Pmmm structures (ap × 2ap × 2ap) for all three compositions. The orthorhombic
reflections are very subtle and hard to detect using methods basing on X-ray radiation. However, in
our previous study [12], we showed by the combined use of SR-XRD and neutron diffraction that BLC,
BPC, and BNC adopt orthorhombic symmetry at room temperature. Therefore, even though higher
symmetry refinement (P4/mmm) is possible for BNC in this study, we follow the previous refinements of
higher quality data and ascribe orthorhombic structure also to BNC. BLC and BNC showed additional
minority phases of, respectively, tetragonal (P4/mmm) and cubic (Pm3m) symmetry.

Figure 2. High-temperature Synchrotron Radiation Powder X-ray Diffraction (SR-PXD) diffractograms
of BLC (a), BPC (b), and BNC (c). * denotes reflections from a reaction product between the sample and
the silica capillary.

Figure 3 presents the room temperature SR-PXD diffraction patterns with Rietveld refinement
profiles for the three compositions. The detailed results of Rietveld refinement are collected in
Supplementary Information (Tables S1–S27). The lattice parameter doubling along the c-axis confirms
A-site cation ordering, while the double b-parameter results from oxygen vacancy ordering [12].
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BPC has been reported to form both tetragonal and orthorhombic structure, strongly depending on
oxygen stoichiometry [4,6–8,20], as well as synthesis procedure [21], but is reported to be stabilized in
orthorhombic structure when oxygen non-stoichiometry (δ) is between 0.25 and 0.6 [14].

Figure 3. Observed (dotted lines), calculated (solid lines), and difference (bottom) SR-PXD for BLC (a),
BPC (b), and BNC (c) at RT.

In this study, δ for the orthorhombic BPC structure was 0.36, according to iodometric titration
results at room temperature, which is in agreement with the previous reports [20,22,23].

The temperature evolution of the lattice parameters for BNC and BPC is presented in Figure 4.
We have kept the orthorhombic structure as refinement basis over the whole temperature range for
all three compositions given our background data [12], and the fact that the orthorhombic phase for
BNC and BPC is generally reported to be stabilized in 0.25 ≤ δ ≤ 0.6, while the tetragonal structure
is adopted if the oxygen content is lower than 5.4, or higher than 5.75 [13,14,16,23]. Following this,
and given that a � b/2 at all temperatures (Figure S2), our data do not support any phase transition
between RT and 1000 ◦C for any of the compositions.
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Figure 4. Temperature dependence of lattice parameters and unit cell volume of BPC and BNC.
a-parameter (a) b-parameter (b) c-axis (c) unit cell volume (d).

The lattice parameters and the cell volumes increase linearly, but with different slopes below
and above approximately 350 ◦C for the a- and b-parameter, where a combination of thermal and
chemical expansion can be seen, as expected for reducible metal-based mixed conducting oxides [24].
The thermal expansion is related only to the inherent vibrational properties of the crystal lattice,
while the chemical expansion of the ab-plane results from the increasing concentration of oxygen
vacancies [24]. Oxidation studies of all three compositions show that δ changes very little between
RT and approximately 300 ◦C, following the literature [16]. Table 1 reports the values of the linear
expansion coefficient in two separate temperature ranges calculated as a slope of relation presented in
Figure 4 for particular unit cell parameters. The lower temperature value (up to 200 ◦C) is a product of
thermal expansion, while for higher temperature (above 200 ◦C) it is a combination of thermal and
chemical expansion.
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Table 1. Thermal expansion coefficients.

Material
(Direction)

Expansion Coefficient (below 200 ◦C) (×10−6) Expansion Coefficient (above 200 ◦C) (×10−6)

BPC (a) 15.3 23.0
BPC (b) 15.5 22.1
BPC (c) 19.7

BNC Pmmm (a) 15.9 22.8
BNC Pmmm (b) 13.4 22.6
BNC Pmmm (c) 19.5
BNC Pm3m (a) 11.9 22.6

The fractions of majority Pmmm and minority P4/mmm phases in BLC changes with temperature
(Figure 5a). As the temperature increases, a reduction in the tetragonal phase fraction is observed,
which can be correlated with oxygen loss. Oxygen vacancy ordering increases with increasing oxygen
non-stoichiometry [16], gradually turning P4/mmm into Pmmm by ordering oxygen vacancies along
the b-axis. As the orthorhombic phase for BNC and BPC is generally stabilized in 0.25 ≤ δ ≤ 0.6, the
tetragonal structure is adapted if the oxygen content is lower than 5.4, or higher than 5.75 [13,14,16].
The scheme of the phase transition from tetragonal to the orthorhombic structure is presented in
Figure 6. Oxygen vacancy formation in the tetragonal phase leads to the transformation of a particular
unit cell to the orthorhombic structure, increasing the majority phase content. The oxygen content
in the remaining tetragonal phase is thus constant, although oxygen is released simultaneously from
both phases.

Figure 5. The fraction of the minority phases (dot) P4/mmm for BLC (a) and Pm3 m for BNC (b), and
oxygen stoichiometry (dashed line) as a function of temperature. The oxygen stoichiometry changes
were calculated based on thermogravimetry using titration results as a starting point.

Figure 6. The scheme of the phase transition from tetragonal (blue unit cells) to orthorhombic (green
unit cells) phase.
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Such a relation between oxygen stoichiometry and phase composition was not observed for BNC,
where a minority cubic phase fraction of ~7% was constant in the measured T-range (Figure 5b).

Oxygen loss in tetragonal BLC leads to a phase transition to the orthorhombic structure. The
temperature evolution of lattice parameters (Figure 7) suggests that oxygen stoichiometry in the
remaining tetragonal phase is constant in the whole temperature range. The a-parameter of tetragonal
BLC increases linearly, while in the orthorhombic phase deviates upwards from linear relation, which
is typical of chemical expansion upon reduction and confirmed by the dependence on the increasing
concentration of oxygen vacancies (Figure 7b) [24]. The temperature dependence of the two-unit
cell volumes shows a similar behavior as the a-parameters, being linear for the tetragonal phase and
nonlinear for the orthorhombic one. Interestingly, both the c- and b-parameters of orthorhombic BLC
change linearly with temperature, indicating anisotropic chemical expansion.

Figure 7. Temperature evolution of lattice parameters of orthorhombic and tetragonal BLC (a,c–e).
Correlation between change in a parameter, resulting from chemical expansion, and the concentration
of oxygen vacancies (b).

Figure 8 depicts the chemical expansion of BLC, BNC, and BPC as a relative change in orthorhombic
unit cell volume vs. oxygen non-stoichiometry. The change due to the thermal expansion was subtracted
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from the total volume, thus the presented changes result only from the chemical expansion of the
orthorhombic phase.

Figure 8. Relative change of unit cell volume from the chemical expansion of the orthorhombic phase
as a function of oxygen non-stoichiometry for BLC (a), BPC (b), and BNC (c). Thermal expansion
is subtracted.
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As can be seen from Figures 4 and 7, the chemical expansion is anisotropic. The slope change
upon oxygen loss is observed only along the a- and b-axes for BPC and BNC, and along the a-axis
alone for BLC. The analysis of directional chemical expansion requires information of anisotropic
shape and size of the cobalt ions, and localization of oxygen vacancies. In this study, the chemical
expansion is analyzed non-directionally and given as total volumetric chemical expansion. The data
was divided into two regions, where different chemical expansion models were applied. The chemical
expansion results from both formation of oxygen vacancies and reduction of cobalt ions. Due to the
different ionic sizes of Co2+, Co3+, and Co4+, the chemical expansion in the two regimes should be
described separately. However, in both cases, the chemical reaction driving the chemical expansion
is oxygen exchange. Therefore, the chemical expansion coefficient (β) always consists of two parts:
one originating from the formation of oxygen vacancies (βV••O

) and the second from cobalt reduction
(βCo) (Equation (1)). The βCo is doubled because there are two reduced cobalt ions per one oxygen
vacancy. The total chemical expansion coefficient upon reduction can be determined experimentally,
analyzing the temperature evolution of unit cell volume minus the effect of thermal expansion. Then,
two components of chemical expansion can be considered separately.

β = βV••O
+ 2 βCo (1)

The obtained values of the chemical expansion coefficients are given in Table 2. The derivations
are given in the Appendix A.

Table 2. Chemical expansion coefficients for BLC, BPC, and BNC.

Material Oxidation Range βred βCo βv••O

BLC
δ < 0.5 βred = 0.007 βCo 4→3 = 0.355 βv••O = −0.703
δ > 0.5 βred = 0.019 βCo 3→2 = 0.822 βv••O = −1.624

BNC
δ < 0.5 βred = 0.029 βCo 4→3 = 0.353 βv••O = −0.677
δ > 0.5 βred = 0.034 βCo 3→2 = 0.822 βv••O = −1.610

BPC
δ < 0.5 βred = 0.028 βCo 4→3 = 0.361 βv••O = −0.694
δ > 0.5 βred = 0.019 βCo 3→2 = 0.822 βv••O = −1.625

As shown, Co3+ exhibits a high spin (HS) state in BLC. This is in line with previous studies [23,25]
stating that the HS of Co3+ and Co2+ is energetically more favorable. Thus, the ionic radii for cobalt at
HS were used for calculations, with values of 0.53 Å, 0.61 Å, and 0.745 Å for Co4+, Co3+, and Co2+,
respectively [26,27]. In both regimes, the chemical expansion coefficient βred is positive, meaning
that the reduced oxygen content leads to unit cell volume increase. However, the total chemical
expansion is a result of two separate effects. The reduction of cobalt ions gives a positive contribution
to the chemical expansion. The negative value of the chemical expansion coefficient related to oxygen
vacancy formation gives the information that the oxygen vacancy formation itself leads to the unit
cell contraction.

Comparable values of the chemical expansion coefficient were reported in previous studies on
perovskite oxides [19,28–30]. The most studied system is La1−xSrxCoyFe1−yO3−δ (LSCF) [24], where
the total chemical expansion coefficient ranges from 0.022 for x = 0.4 and y = 0.8 to 0.059 for x = 0.5 and
y = 0. The reported values refer to high temperatures, thus it should be compared to the regime δ > 0.5.

The approach of separating the effect of cation reduction and oxygen vacancy formation on total
expansion is still uncommon and based mostly on DFT studies, but the available studies confirm
that the oxygen vacancies cause unit cell contraction [24]. The βv••O significantly differs in the two
investigated regimes. The determined values of βv••O were used to calculate the volume of oxygen
vacancy, according to Equation (A27) in the Appendix A. In this case, the oxygen vacancy size is a
measure of lattice deformation.
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Figures 9–11 present the results of the X-ray absorption studies (XAS) of the as-prepared samples
at room temperature for the Co L2,3-edges, Ba M4,5-edges, O K-edge, and Pr M4,5-edges spectra,
respectively. Figure 7a shows the XAS data for Co L2,3 and Ba M4,5 edges collected for all studied
compounds and reference samples. The intensity of the white lines (WL) attributed to both cobalt and
barium orbitals varies between compositions. With the decrease in ionic radius from lanthanum (1.172
Å) to gadolinium (1.078 Å) (for six-fold coordination [25,26]), the WL of cobalt increases while barium
WL intensity decreases, indicating that the decrease of the ionic radius is causing an increase in the
density of the unoccupied electron 3d Co states and a decrease in the density of unoccupied electronic
4f Ba states. This relation is accompanied by the differences observed on the lower energy slope of Co
L-edges (especially of L3-edge).

Figure 9. (a) X-ray Absorption Spectroscopy (XAS) spectrum of Co L2,3 and Ba M4,5 edges. (b) XANES
(X-ray Absorption Near Edge Structure) spectra of Co L3-edge for studied materials and reference
sample (CoO).

Figure 10. X-ray absorption spectra of oxygen K-edge in the Co 3d bands region. For comparison,
intermediate spin (BaGdCo2O6) and low spin (LaCoO3) reference samples are included.

188



Materials 2020, 13, 4044

Figure 11. XANES praseodymium M5 edge for BaPrCo2O6.

Figure 9 presents the Co L3-edge (normalized XANES) for all investigated compositions along
with the reference (CoO). The reference CoO spectrum has been scaled down to highlight the correlation
between the pre-edge structure feature (A and B) and edge intensity (C). An almost undetectable
pre-peak (A) in the spectra of the investigated samples suggests a negligible concentration of Co2+

species. The main line attributed to Co3+ (C) is present at the same energy for BLC, BPC, and BNC (780.6
eV). Note that there are no significant differences in the oxygen non-stoichiometry of the measured
samples (Table 3).

Table 3. Co average oxidation state and oxygen non-stoichiometry obtained with iodometric titration
BLC, BPC, and BNC for the samples before XAS studies.

Nominal Composition Co Average Oxidation State Oxygen Non-Stoichiometry

BaLaCo2O6 3.2880 0.2100
BaPrCo2O6 3.2540 0.2460
BaNdCo2O6 3.2332 0.2668

The shoulder on B—reflecting Co2+—is visible for all samples; however, it is more extensive for
BPC and BNC than for BLC. This may suggest that the more oxidized BLC—with more octahedrally
coordinated Co—exhibits a more HS character. Such a relation has been previously reported for
samples with fixed δ = 0.5 [31]. The complementary to XAS cobalt L-edges data is oxygen K-edge
analysis (Figure 10).

Oxygen K-edge is sensitive to the density of empty cobalt 3d t2g and eg states through hybridization
with oxygen 2p orbitals. LaCoO3 has been chosen as a reference for the analysis of O K-edge because it
contains solely Co3+ in a low spin (LS) state (t2g

6 eg
0, S = 0) [32] along with BaGdCo2O6 which was

previously reported to exhibit IS [31]. The comparison of recorded spectra supports the analysis of
cobalt L-edges. Evaluation of the pre-peak position (between 526 and 531 eV) and comparison with
the references reveals the highest density of 3d t2g empty states (in the octahedral environment) for
the BLC sample. On the other hand, the BGC spectra indicate a lower density of unoccupied t2g state
in comparison to the samples with larger lanthanides, which is partially caused by higher oxygen
non-stoichiometry and the lower ionic radius of Gd with respect to La, Pr, and Nd. These results
suggest that in the cobaltites with Pr and Nd, mixed HS/IS state of cobalt has been detected. This
means that in the case of BLC exhibiting HS, the crystal field splitting is lower than in the case of BPC
and BNC.

Figure 11 presents the Pr M5 edge recorded for the BPC sample. The WL position for this spectrum
(930 eV) suggests the dominance of Pr3+. Herrero-Martin et al. reported the WL shift towards lower
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energies for higher Pr3+ content relative to Pr4+. In their simulation, the WL peak for 85:15 Pr3+ to
Pr4+ content in Pr0.5Ca0.5CoO3 should be observed for ~934 eV, while the experimental data for Pr2O3

shows the WL at 931 eV [33].
UV–Vis (Figure 12) absorption experiments were performed to study the influence of the lanthanide

dopant on the bandgap. The bandgap normally refers to the energy difference between valence and
conduction bands. The optical band-gap energy is thus normally comparable to the thermal bandgap
related to the formation of electron–hole pairs. Such an intrinsic formation of electrons and holes is the
Co charge disproportionation reaction:

2Co3+ → Co2+ + Co4+ (2)

Figure 12. Plot of Kubelka–Munk function vs. energy for all measured compositions as well as values
of energy gap at RT for BLC, BPC, and BNC.

The Kubelka–Munk function as given below was used to determine the optical band gap of
investigated materials.

F(R) =
(1−R)2

2R
(3)

where R is diffuse reflectance emanating from an infinitely thick sample [34].
This evaluation involves the plotting of the obtained (hνF(RN)2) as a function of hν. The bandgap

Eg can be obtained by extrapolating a tangent line drawn in the point of inflexion of the curve to zero,
i.e., the point of intersection with the hν horizontal axis. Figure 8 shows the room temperature UV–Vis
absorption spectra of the BLC, BNC, and BPC.

As observed, the lanthanide is not causing any shift of the absorption edge. The optical bandgap
values for all investigated samples are similar and around 3.3 eV within the error range. The obtained
values for the optical band gap are surprisingly high for the black powders. However, as the
investigated materials may be considered as degenerate semiconductors, their color can be a result
of either intra-band electronic transition or the transitions related to the in-gap states presented. It is
reported that electrons and holes are transferred in a partially filled, degenerate O 2p Co 3d band, and
that it is thus located at the top of the valence band. The measured optical bandgap may therefore not
represent the electrical band-gap. The presence of band states within the bandgap of partially filled
anti-bonding σ *-bands, wherein electronic conduction can occur, is previously reported for double
perovskite cobaltites [35–37].
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4. Conclusions

We have investigated the electrical and structural properties of chosen BaLnCo2O6−δ (Ln = La,
Pr, and Nd) double perovskites. All measured compositions (BLC, BNC, and BPC) were refined to
orthorhombic (Pmmm) structure up to 1000 ◦C. Moreover, BLC and BNC showed additional tetragonal
(P4/mmm) and cubic (Pm3m) minority phases, respectively. The thermal evolution of the unit cells
shows that after subtracting expansion from thermal lattice vibrations, partial reduction of cobalt
and formation of oxygen vacancies gives positive and negative contributions, respectively, to the
chemical expansion. The spectroscopic studies show that cobalt is present only in the intermediate
or high-spin state for all compositions at room temperature. The optical bandgap is characterized,
showing values of ~3.3 eV, which is not consistent with high electronic conductivity. We ascribe this to
partially filled antibonding states at the valence band maximum with high mobility for electrons and
electron holes [36,37].
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Appendix A

Appendix A.1 Chemical Expansion of Cobalt Ions upon Reduction

Using a Kröger–Vink-compatible notation, the following description of Co ions can be introduced
(Table A1) [35]:
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Table A1. Cobalt ions notation.

Ion Notation

Co3.5+ CoX
Co

Co4+ Co
1
2 •
Co

Co3+ Co
1
2 /
Co

Co2+ Co
3
2 /
Co

Two reaction equations linking the reduction of cobalt and the formation of oxygen vacancies can
be written. One would be the reduction of Co4+ to Co3+ associated with vacancy formation (Equation
(A1)), and the second can be formulated similarly for the reduction of Co3+ to Co2+ (Equation (A2)).

2 Co
1
2 •
Co + OX

O → 2 Co
1
2 /
Co + v••O +

1
2

O2 (g) (A1)

2 Co
1
2 /
Co + OX

O → 2 Co
3
2 /
Co + v••O +

1
2

O2 (g) (A2)

The regimes can be distinguished with regard to the presence of Co oxidation states in the material:

oxidized state for δ < 0.5 and reduced state for δ > 0.5. In the former
[
Co

1
2 •
Co

]
+
[
Co

1
2 /
Co

]
�
[
Co

3
2 /
Co

]
and

in the latter
[
Co

1
2 /
Co

]
+
[
Co

3
2 /
Co

]
�
[
Co

1
2 •
Co

]
. The transition value of δ is 0.5, where the average cobalt

oxidation state is 3.0.
The chemical expansion of cobalt results from the difference in size between cobalt oxidation

states, and it is defined as

βCo =
1

Δδ
· ΔVCo

VCo0

(A3)

where Δδ denotes the change of oxygen stoichiometry, which can be detailed as

βCo =
1
δ− δ0

· VCo(δ) −VCo0

VCo0

(A4)

Here, VCo(δ) is the average volume occupied by Co at any given δ and VCo0 is the average volume
occupied by Co at room temperature (δ0).

Appendix A.2 Reduction from Co4+ to Co3+

The average cobalt oxidation state (CoAVG) can be calculated from

2CoAVG = 2
[
Co

3
2 /
Co

]
+ 3
[
Co

1
2 /
Co

]
+ 4
[
Co

1
2 •
Co

]
(A5)

In the oxidized regime, this gives

CoAVG =
3
2

[
Co

1
2 /
Co

]
+ 2
[
Co

1
2 •
Co

]
(A6)

CoAVG can be related to oxygen non-stoichiometry according to

CoAVG = 3.5− δ (A7)

The concentration of cobalt ions in the oxidized regime is given by

[
Co

1
2 •
Co

]
+
[
Co

1
2 /
Co

]
= 2 (A8)
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The combination of Equations (A6)–(A8) gives the relations between the concentration of Co3+

and Co4+ with oxygen non-stoichiometry (Equation (A9)) in the oxidized regime.

[
Co

1
2 •
Co

]
= 1− 2δ (A9)

[
Co

1
2 /
Co

]
= 2δ+ 1 (A10)

The volume of cobalt can be described as the weighted arithmetic mean of Co4+ and Co3+ volume,
where the concentration of each species is a weight (Equation (A11)).

VCo =

[
Co

1
2 •
Co

]
·VCo4+ +

[
Co

1
2 /
Co

]
VCo3+

2
(A11)

The average cobalt volume as a function of δ (Equation (A10)) can be obtained by including the
Equations (A9) and (A10) to the Equation (A11).

VCo(δ) =
(1− 2δ)·VCo4+ + (2δ+ 1)·VCo3+

2
(A12)

Similarly, the average volume occupied by Co at room temperature relates to δ0:

VCo0 =
(1− 2δ0)·VCo4+ + (2δ0 + 1)·VCo3+

2
(A13)

Inserting Equations (A12) and (A13) into Equation (A5) leads to the expression on chemical
expansion coefficient of Co4+ to Co3+ reduction (Equations (A14) and (A15)),

βCo 4→3 =
1

Δδ
·2((δ0 − δ)·VCo4+ + (δ− δ0)·VCo3+)

(1− 2δ0)·VCo4+ + (2δ+ 1)·VCo3+
(A14)

βCo 4→3 =
2·(VCo3+ −VCo4+)

(1− 2δ0)·VCo4+ + (2δ0 + 1)·VCo3+
(A15)

Cobalt volume can be calculated as sphere volume, leading to the Equation (A16).

βCo 4→3 =
2·
(
r3

Co3+ − r3
Co4+

)
(1− 2δ0)·r3

Co4+ + (2δ0 + 1)·r3
Co3+

(A16)

Appendix A.3 Reduction of Co3+ to Co2+

The analogous consideration can be made in the reduced regime. The average cobalt oxidation
state is given with Equation (A17) and cobalt ion concentrations in the reduced regime are given by
Equation (A18).

CoAVG =
3
2
·
[
Co

1
2 /
Co

]
+
[
Co

3
2 /
Co

]
(A17)

[
Co

1
2 /
Co

]
+
[
Co

3
2 /
Co

]
= 2 (A18)

The relation between the concentration of cobalt species with δ is given by Equations (A19) and
(A20). [

Co
1
2 /
Co

]
= 3− 2δ (A19)

[
Co

3
2 /
Co

]
= 2δ− 1 (A20)
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In the reduced state, the cobalt volume is also a weighted mean of Co3+ and Co2+ volume (Equation
(A21)).

VCo =

[
Co

3
2 /
Co

]
·VCo3+ +

[
Co

3
2 /
Co

]
VCo2+

2
(A21)

Including Equations (A19) and (A20) to Equations (A21) and (A22) gives the relation between
cobalt average volume and oxygen non-stoichiometry.

VCo(δ) =
(3− 2δ)·VCo3+ + (2δ− 1)·VCo2+

2
(A22)

With the Equation (A21) the chemical expansion coefficient of Co3+ to Co2+ reduction can be
calculated:

βCo 3→2 =
1
δ− δ0

· ΔVCo
VCo0

(A23)

In this regime, δ0 = 0.5 and VCo0 = VCo3+ .

βCo 3→2 =
1

δ− 0.5
· (1− 2δ)·VCo3+ + (2δ− 1)·VCo2+

2·VCo3+
(A24)

βCo 3→2 =
1

δ− 0.5
· (0.5− δ)·VCo3+ + (δ− 0.5)·VCo2+

VCo3+
(A25)

βCo 3→2 =
VCo2+ −VCo3+

VCo3+
(A26)

Equation (A24) is equivalent to Equation (A4) with δ = 1.5, and where all Co is in oxidation state 2+.
The volume of cobalt can be related to the cobalt ionic radius, which leads to Equation (A26).

βCo 3→2 =
r3

Co2+ − r3
Co3+

r3
Co3+

(A27)

Appendix A.4 Chemical Expansion of Oxygen Vacancies Formation

The expression of the chemical expansion coefficient of oxygen vacancies is the same in both δ

ranges and may be defined with the Equation (A28).

βv••O =
1

Δδ
·ΔVO

VO0

(A28)

As a VO is the average volume of oxygen site volume, which can also be calculated as weighted
arithmetic means of oxygen ions and oxygen vacancies volume (Equation (A29)).

VO =

[
OX

O

]
·VOX

O
+
[
v••O
]
·VV••O

6
(A29)

The molar concentration of oxygen vacancies is by definition equal to δ, thus the relation between
the volume of oxygen site and δ can be written (Equation (A30)).

VO =
(6− δ)·VOX

O
+ δ·VV••O

6
(A30)
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Substituting Equation (A27) to Equation (A25), the expression on the chemical expansion coefficient
of oxygen vacancies is obtained (Equations (A31) and (A32)). The value of δ0 is now equivalent to δ
at RT.

βv••O =
1

δ− δ0
·
(δ0 − δ)·VOX

O
+ (δ− δ0) ·VV••O

(6− δ0)·VOX
O
+ δ0·VV••O

(A31)

βv••O =
VV••O

− VOX
O

(6− δ0)·VOX
O
+ δ0·VV••O

(A32)

Subtracting the calculated values of chemical expansion coefficient upon cobalt reduction from
the total value, the chemical expansion coefficient of oxygen vacancies formation may be obtained;
knowing the ionic radii of the oxygen ion, the size of oxygen vacancy can be determined.
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Abstract: The determination of the secure working life of polymeric materials is essential for their
successful application in the packaging, medicine, engineering and consumer goods industries.
An understanding of the chemical and physical changes in the structure of different polymers when
exposed to long-term external factors (e.g., heat, ozone, oxygen, UV radiation, light radiation, chemical
substances, water vapour) has provided a model for examining their ultimate lifetime by not only
stabilization of the polymer, but also accelerating the degradation reactions. This paper presents
an overview of the latest accounts on the impact of the most common environmental factors on the
degradation processes of polymeric materials, and some examples of shelf life of rubber products are
given. Additionally, the methods of lifetime prediction of degradable polymers using accelerated
ageing tests and methods for extrapolation of data from induced thermal degradation are described:
the Arrhenius model, time–temperature superposition (TTSP), the Williams–Landel–Ferry (WLF)
model and 5 isoconversional approaches: Friedman’s, Ozawa–Flynn–Wall (OFW), the OFW method
corrected by N. Sbirrazzuoli et al., the Kissinger–Akahira–Sunose (KAS) algorithm, and the advanced
isoconversional method by S. Vyazovkin. Examples of applications in recent years are given.

Keywords: lifetime; degradation; accelerated aging; polymer; kinetic models; thermal analysis

1. Introduction

Nowadays, polymeric materials play a significant role in the development of modern civilization
and are increasingly replacing traditional materials in almost every field, e.g., packaging, construction
and in many other industries. Over the past several decades, the advance of plastics has made for
economic development and brought huge benefits to our lives. The average annual production of these
materials was only 1.5 million tons in the 1950s and had precipitously increased to nearly 400 million
tons in 2018. Plastics are characterized by good durability, easy processability, light weight and low
production costs for large, ready-made products [1].

The basic groups of application of polymeric materials in technology result from their specific
functional properties. Most often they are used in the following areas: construction [2,3], medicine [4],
agriculture [5], food [6], household [7], automotive [8,9] and chemical [10]. The application of plastic
as packaging items is especially important, with around 40 million tonnes of plastic film produced
from polyethylene alone [11].

Over many years of use, polymeric materials should exhibit good mechanical, physical and
chemical properties and maintain their aesthetic qualities. However, during operation over time,
they often change their original performance characteristics. The physical properties of elastomer
products undergo various changes, as a result of which these products may become useless due
to excessive hardening [12], softening [13], cracking [14] or other surface damage [15]. The reason
is the susceptibility of polymers to oxidation and degradation processes. In outdoor applications,
all polymeric materials degrade eventually [16].
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Lifetime prediction of polymeric materials offers the benefit of isolating and identifying
material failures against the fallouts of damage resulting in catastrophic harm. Therefore, accurate
prediction of the service life of a material is very important in terms of safety, especially considering
elastomeric construction materials (e.g., aircraft components, defense applications, nuclear reactor
safety construction components) [15,17,18]. Additionally, this is a crucial factor for reliable use of
polymers in medicine, engineering or consumer goods production [11].

This manuscript presents an overview of the latest accounts on the impact of the most common
environmental factors on the degradation processes of polymeric materials. First, some general ways in
which polymers environmentally degrade are set out, describing the factors, mechanisms and various
changes caused by these processes. Then, some examples of shelf life for different polymeric materials
and some generalities on accelerated aging are presented. The last part concentrates on different
methods for lifetime prediction of degradable polymers using kinetic models from the literature for
extrapolation of data from induced thermal degradation with examples of applications reported in
recent years. The main goal of this work is to increase people’s awareness of the importance of lifetime
prediction for different materials due to their safety, influence on the environment and implications
for long-term use. Based on polymer ageing research experience and a literature review, this paper
provides a new perspective on this subject.

2. Degradation of Polymers

Three basic processes of polymer chain scission leading to a reduction in the molecular weight of
polymers are known: depolymerization, destruction and degradation [19–21]. The depolymerization
reaction consists of the thermal decomposition of the polymer to the monomer [19–21]. The destruction
process represents the decomposition of polymer chains with separation of low molecular weight
compounds other than the monomer [22]. The degradation process is the partial decomposition of the
polymer, not into low molecular weight products, but into fragments with large but smaller molecular
weights than the original polymer, and this is the most common process during the lifetime of a
polymeric material [23–26].

2.1. Changes Caused by Degradation

Degradation is a process of structural changes that may result from physical or chemical
transformations taking place in polymeric materials under the influence of long-term external factors
(e.g., heat, ozone, oxygen, UV radiation, light radiation, chemical substances, water vapour, high energy
radiation, dynamic stresses) which cause deterioration of the primary use properties [27–29]. As a result,
primary properties are lost, and the first visible undesired signs are: a change in colour (e.g., yellowing),
gloss (tarnishing) and texture [30,31]. In practice, there are much more complex systems of factors
causing material degradation, which often makes it very difficult to distinguish which of these factors
has a dominant influence because they act simultaneously [29].

The degradation process most often causes irreversible changes in the polymer, which are the
result of such reactions as: crosslinking, chain cutting, thermal oxidation and even destruction [32].
The scheme of changes caused by the degradation process is shown in Figure 1.
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Figure 1. Changes in polymers caused by the chemical (oxidation, hydrolysis) and physicochemical
(heat, shear, UV light) degradation factors.

Generally, this process can be carried out in an intentional and controlled way, thus gaining
practical significance (improving processing operations or recovering mers from polymers) or it is
uncontrolled and limits their practical application [29]. There are cases in which, in the first phase of
material degradation, the factor causing the process has a positive effect on improving some properties
(e.g., mechanical strength) by additional crosslinking of the elastomer under the influence of heat.
However, in later stages of the degradation, the progress of ongoing processes, such as excessive cross
linking or molecular weight reduction, begin to adversely affect the properties [33].

2.2. Types of Degradation

There are different types of polymer degradation such as thermal, photo, hydrolitic, bio and
mechanical degradation [24]. Polymeric materials are susceptible to degradation to varying degrees.
Degradation initiators and corresponding types of degradation are shown in Figure 2.

Figure 2. Chemical, physical and biological agents causing various types of degradation.
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Of all the factors that affect the deterioration of elastomers, ozone, oxygen and elevated temperature
are the most important. This is called ozone and thermo-oxidative aging [15]. There are strong links
between the types of degradation presented above and, as mentioned, there are often several types of
degradation at the same time [34]. An example is the simultaneous action of oxygen, light and other
atmospheric factors [32].

The effect of the above factors also depends on the duration of their action (exposure time) and
the type of polymer tested (including its molecular structure and its defects), the type and content of
impurities, as well as the thickness and shape of the product [31].

Studies conducted so far on the process of polymer and plastic degradation show that the
susceptibility of polymers depends to a large extent on the degree of crystallinity. Crystalline polymers
are more resistant than amorphous ones. Additionally, polymers with a linear structure are more
rapidly degraded than branched ones [35]. The polymer’s decomposition also depends on its molecular
weight, the larger the molecular weight, the slower the decomposition [36]. The last factor speeding up
the degradation process is specific chemical groups. Amide, ester and urea groups are responsible for
accelerating the degradation of a polymer because they easily hydrolyze [37].

2.3. General Mechanism of Thermal Degradation

Each type of polymer degradation is characterized by a specific molecular mechanism.
Additionally, different mechanisms may be involved in the degradation of a material simultaneously [34].
The initial reaction during this process is always cracking of a bond in the polymer chain or other
molecule that initiates degradation. A number of secondary reactions can occur as a result of bond
breakage, which initiate further bond breakage, recombination or substitution [38].

The decomposition mechanism of polymeric materials is started by an initiation stage, during
which free radicals are produced and hydrogen atoms are disconnected by energy from any source:
radiation, light, heat or by the presence of an initiator [39], Equation (1):

R−H
heat, light→ R· + H· (1)

The next stage is propagation, which is a series of reactions. Initially, a free radical reaction
takes place with an oxygen molecule to form a peroxide radical, which then extracts a hydrogen
atom from another polymer chain to form an unstable hydroperoxide group, which is divided into
two new free peroxide or hydroxyl radicals. Because each initiating radical can generate 2 new free
radicals, this process can be accelerated depending on how easy it is to remove the hydrogen from
other polymeric chains, and how quickly the free radicals submit to termination by recombination and
disproportionation. The reactions during the propagation stage are as follows [40,41]:

R·+ O2 → ROO·
ROO· + RH→ R· + ROOH

ROOH→ RO· + ·OH

RO· + RH→ R· + ROH

OH + RH→ R· + H2O
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The final stage is termination, whereby two compounds with an unpaired electron form one
inactive product. This can be a reaction between 2 peroxide radicals, alkyl radicals or 2 different
radicals in the system [41]:

R· + R· → R−R

2ROO· → ROOR + O2

R· + ROO· → ROOR

R· + RO· → ROR

HO· + ROO· → ROH + O2

Focusing on degradable polymers, for example, polyolefins (polyethylene—PE,
polypropylene—PP), two of the primary modes of degradation in industrial practice are
thermal and photodegradation [42]. The initiation stage of polymer degradation via UV light is mainly
associated with the presence of UV chromophores blended in with the polymer. Since saturated
polyolefins do not themselves assimilate much UV light directly, the greatest impact of harmful UV is
from absorption by chromophores in such compounds as pigments, flame retardants, catalyst residues,
and any organic molecules that contain double bonds. As a result of the release of the absorbed part
of the UV energy, the bond is cracked and free radicals are released, which initiate the degradation
process. In the case of polypropylene, this process leads to chain scission, while for polyethylene,
the cross-linking reaction is predominant [43]. Additionally, bonds of polyolefins themselves can be to
some extent degraded by UV wavelength radiation—around 300 nm for PE and around 370 nm for
PP [42]. An example of the loss of polyolefin properties due to the action of UV light is high density
polyethylene (HDPE) in the form of a 1.5 mm wide plate, which can lose 80% of its strength after
2000 h of exposure to UV [43].

In the case of elastomers, they undergo various changes over time when exposed to ultraviolet
light, heat, oxygen or ozone. Currently, there are a few standards that assess elastomers under elevated
temperature or in chemical environment, such as ISO 188:2011 and ISO 1817:2015. When rubber
is heated in the presence of air or oxygen, it loses strength, especially its tensile strength decreases.
The determination of tensile strength change during material aging is not so simple because there are
two opposing reactions that can take place simultaneously [44,45]. In order to explain the mechanical
behaviour of crosslinked elastomer under exposure to various temperatures, Tobolsky et al. [46] offered
a two-network theory. On the one hand, at higher temperatures softening can be observed, which is
caused by the degradation of the molecular chains and crosslinks, and on the other hand, hardening
can be observed as a result of additional cross linking. Depending on the type of vulcanization system,
antidegradants used and type of filler, either softening or hardening reactions may prevail under any
given aging conditions [44,45].

For example, crosslinking predominates in polybutadiene (BR) and its copolymers, such as
nitrile-butadiene (NBR), styrene-butadiene-styrene (SBS), and in other diene rubbers with less active
double bonds, whereas elastomers with electron donating side groups (–CH3) attached to a carbon
atom vicinal to the double bonds are susceptible to chain scission. This includes natural rubber (NR),
isobutylene isoprene rubber (IIR), polyisoprene (IR), and any other unsaturated elastomer with electron
donating groups [47,48].

More detailed description of the general mechanism of thermal degradation will be presented in a
future publication.

During the thermoxidation, mechanochemical or photochemical processes that occur under the
influence of radiation, the radical chain process plays a key role. Counteracting these unfavorable
processes can be achieved by improving stability, i.e., the material’s resistance to aging. There are
various ways of modifying polymers by chemical and physical methods to increase resistance.
The most common is modification with various additives such as stabilizers, antioxidants and UV
absorbers [28,41,49].
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3. Lifetime of Polymers

The durability of synthetic polymers is important for both manufacturers and users of plastic
products, and above all for waste management. Unfortunately, not every type of polymer and plastic
can be reprocessed by a recycling process. For this reason, the degradation processes of polymeric
materials are constantly in the spotlight [50].

Lifetime (i.e., service life, shelf life, storage life) of polymeric materials at ambient or elevated
temperature is a pivotal property that constitutes the acceptable lifetime (manufacturer’s warranty).
After this time, the material reaches the threshold (usually 50% of the initial value) of the measured
value at service temperature [51,52]. The storage time depends on the conditions under which the
product is stored and on the type of elastomer and type of product (e.g., gaskets, tyres, etc.), as well as
application (e.g., space, automotive, etc.) [15].

Rubbers belong to the group of materials characterized by long shelf life when stored in appropriate
conditions, such as: temperature below 25 ◦C, lack of light, moisture, oxygen, ozone and chemicals,
when the durability of the material can be for 3–25 years, depending on the polymer used [15].
The storage life of products made of different rubbers is given in Table 1 [53].

Table 1. Shelf life of products made out of different types of rubber [51].

Rubber Abbreviation
Recommended Storage Life
Without Inspection (Years)

Storage Life Extension After
Visual Inspection (Years)

Natural Rubber NR 5 2
Butadiene-styrene SBR 5 2

Nitrile N 7 3
Nitrile-butadiene HNBR 7 3

Acrylic ACM 7 3
Chloroprene C 7 3

Ethylene-Propylene E 10 5
Viton™/FKM V 10 5

Kalrez™/FFKM KLZ 10 5
Silicone S 10 5

Accelerated ageing tests are carried out by simulation of natural conditions in laboratory equipment
using intensification of factors influencing the polymer and accelerating the ageing process. The accurate
prediction of the material lifetime under the conditions of use is very important in terms of safety
(especially considering elastomeric construction materials), environment (replacement of traditional
polymers with new biopolymers that are more eco-friendly) and in many others fields [18,30].

4. Accelerated Aging of Polymeric Materials

Estimating the life of polymeric materials through accelerated aging is an essential tool that
provides a quantitative or qualitative comparison depending on the methodology applied [54–56].

The ageing of material under operating conditions may take a very long time before changes are
visible, so degradation processes are accelerated [57–59]. It was assumed that, in natural conditions,
the time needed to assess changes in material properties for soft plastics is about 3 years, while for
hard plastics it is not less than 5 years. Therefore, application of accelerated aging tests in laboratory
conditions significantly simplifies the process and its analysis. Based on the accelerated aging test,
an approximate assessment of the aging resistance of the material is obtained [28].

Due to the importance of predicting the lifetime of polymeric materials in areas such as defense
applications, nuclear reactor safety components and aircraft components, there is strong emphasis
on developing increasingly better methods of accelerated ageing [17]. The durability of synthetic
polymers is important both for manufacturers of plastic products and their users, and above all from
the point of view of waste management. Unfortunately, not every type of polymer can be recycled by
re-processing. Therefore, it is necessary to determine the lifetime of polymeric materials and to create
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materials capable of long-term use [50]. In order to research the accelerated ageing of the polymers,
the conditions under which the product will be operated should be determined and several elevated
temperature values are then selected for the ageing process. Usually, the rate of a chemical reaction
increases with temperature. As a result of subjecting polymeric samples to increased temperature,
it is possible to determine the relationship between temperature and the rate of the degradation
reaction [15,51]. By extrapolation, the degree of degradation of the material after a certain time or the
time required to achieve a certain degree of degradation can be estimated for a specific temperature [60].

Accelerated ageing tests are carried out under more aggressive conditions than potential operating
conditions (higher concentration of oxygen and/or ozone in the atmosphere, higher temperature).
Accelerated (short term) ageing methods are based on appropriate selection of the set of external factors
(e.g., temperature, light, heat, moisture) and the set of measured properties (e.g., changes in mechanical
or dielectric properties). Apart from the selection of external factors and their intensity, the speed
of these changes is also important. Results obtained from accelerated aging give an approximate
assessment of resistance to aging [56,60–63].

5. Methods for Predicting the Lifetime of Polymeric Materials

5.1. Analysis of Thermal Degradation Kinetics Using Thermogravimetric Analysis

The study of polymer degradation processes using thermal analysis methods has been the subject
of interest of many researchers for several decades. This is also evidenced by the large number of
research papers devoted to this issue [64–69]. Recently, Seifi et al. (2020) [70] presented the applications
of thermal analysis techniques in research in the past decade (2010–2020). In past years, this was mainly
related to the search for new thermally resistant polymers, nowadays, it concerns problems related to
environmental protection, i.e., the search for polymeric materials with a specific lifetime [11,50,67,69,71].

Thermal analysis methods, including most often thermogravimetry (TG) and differential scanning
calorimetry (DSC), are also used to record the course of polymer degradation [64,72,73]. These methods
give the opportunity to determine the changes in the state of the test sample when the temperature
changes under different measuring conditions [64]. The methods of thermal analysis are used to study
phase changes and chemical reactions that occur when heating or cooling the substance. They also
enable the determination of thermodynamic and kinetic parameters of the reaction [74,75]. As a result
of subjecting polymer samples to elevated temperatures, it is possible to determine the relationship
between temperature and degradation reaction rate. By extrapolation, it is possible to estimate, for a
given temperature, the degree of material degradation after a specified time, or the time required
to achieve a certain degree of degradation [76]. Many authors adopt different kinetic models and
their corresponding conversion functions [77,78]. Methods using a combination of thermal analysis
with other techniques, such as infrared analysis and mass spectroscopy of degradation products, have
proved particularly useful [79,80].

An important aspect of the degradation process model is the kinetic description, which consists
of determining the activation energy (Ea), Arrhenius preexponential factor (A) and reaction order
(n) [69,81–83]. These parameters are of theoretical and also practical importance. However, they
must be supported by an understanding of the mechanism of the chemical reactions that occur in the
process of polymer degradation. For non-isothermal tests, it should be assumed that the constant k is
temperature dependent, e.g., according to the Arrhenius equation [64,84]. The differential equation
representing the basic kinetic dependence of the degradation process has the form [78,85], Equation (2):

dα
dt

= k(T)·f(α) (2)

where k(T) is temperature-dependent reaction rate constant and f(α) is the model of reaction.
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5.2. Arrhenius Model

The degree of degradation of polymers is measured by the deterioration of their
properties [15,23,86]. Depending on the temperature, the rate of deterioration of these properties,
i.e., the rate of degradation reaction, varies [86]. An increase in temperature usually results in
an increase in the reaction rate, which is associated with an increase in the reaction rate constant
(k) [87,88]. The relationship between the rate constant and temperature is described by the Arrhenius
equation [78,89,90], Equation (3):

k = k(T) = A·e−Ea
RT (3)

where A is the frequency factor, Ea is the activation energy, R is the gas constant and T is the
absolute temperature.

The above equation is usually presented in a logarithmic form [15,91], Equation (4):

lnk(T) = − Ea

RT
+ lnA (4)

The reaction rate is obtained from the change at any temperature in the particular property with
exposure time at this temperature [92]. Due to different reaction rates ki at different temperatures Ti,
the same property level xa is reached after different reaction times ti (Figure 3) [15,93], Equation (5):

F(xa) = ki(Ti)ti (5)

where F(xa) is the reaction state function.

Figure 3. Change in property with time at three different temperatures T1 < T2 < T3 [59].

By combining Equations (4) and (5), a logarithmic relationship is obtained [15,94], Equation (6):

lnti =
Ea

RT
+ B (6)

where B is a constant.
Plotted against the inverse of temperature, the graph ln(t) forms a straight line and is known as

the graphical form of the Arrhenius equation [95]. The lifetime of a polymeric material is read from the
Arrhenius equation graph, which is extrapolated for a particular temperature and calculated from the
following dependence [15], Equation (7):

elnti = ti (7)
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To eliminate the time dependence in Equation (2), which depends on temperature (T) and
conversion rate (α), when heating at constant speed, the equation should be converted by dividing the
differential equation by the heating rate [85], Equation (8):

dα
dT

=
A
β
·e−Ea

RT ·f(α) (8)

where β— dT
dt is the heating rate.

By applying the time-dependent velocity equation and the linear transformation, kinetic
parameters are obtained: activation energy (E) and response factor (A) [85], Equation (9):

ln

⎛⎜⎜⎜⎜⎝ dα
dT

f(α)

⎞⎟⎟⎟⎟⎠ = ln
(

A
β

)
− E

RT
(9)

Monitoring the ageing process with one exposure time is insufficient. It is, therefore, necessary
to determine trend curves for material properties for several experimental conditions in order to
extrapolate to the lifetime. Figure 4 presents an Arrhenius plot relating the time extrapolated as a
function of inverse temperature.

Figure 4. Arrhenius diagram showing time extrapolation as a function of inverse temperature [59].

Ln(ti) is proportional to Ea/RT, E is the activation energy and R is the gas constant. This linear
dependence enables prediction of the lifetime tu extrapolated at Tu (temperature of use) [59].

The Arrhenius method assumes that the mechanism of degradation at elevated temperature is
identical to that of degradation under the operating conditions. However, this assumption is not
always true. The mechanism of this process at low temperature may be quite different, so that in such a
situation it is not possible to extrapolate the value of material’s lifetime using a linear time–temperature
relationship [88].

Lewandowski et al. (2016) [15] used the Arrhenius and time–temperature superposition methods
to predict the lifetime of different elastomers (e.g., nitrile-butadiene rubber—NBR, chloroprene
rubber—CR, ethylene propylene diene monomer—EPDM) and, in their opinion, predictions using
the Arrhenius method can be subject to large error if the degradation is of a complex nature,
e.g., physico-chemical, or the degradation mechanism changes depending on the temperature.
Also, Xiong et al. (2013) [96] applied this method to lifetime prediction of NBR composite sheet in
aviation kerosene by using nonlinear curve fitting of ATR-FTIR spectra. The lifetime of the NBR
composite sheet in the aviation kerosene was 11,113 days at 20 ◦C, 6467 days at 25 ◦C, 3831 days at
30 ◦C, 2309 days at 35 ◦C and 1414 days at 40 ◦C. In the author’s opinion, the method based on the
Arrhenius equation is valuable and the NBR composite sheet can still be safely used to store aviation
kerosene after it has been used in aviation kerosene at room temperature for 8 years.
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Madej-Kiełbik et al. (2019) [97] adopted the Arrhenius methodology for the accelerated aging
of personal protectors for motorcyclists. The main constituents of the protectors were polyurethane
and ethylene-vinyl acetate copolymer (EVA). They determined the endlife criterion (xa) using the
kinetics of changes in the selected property/parameter of the material, at temperature intervals of 10 ◦C.
Finally, they were able to calculate the real aging time of the material.

Koga et al. (2019) [98] analyzed the degradation behavior of PVC resin under high temperature
conditions using Fourier transform infrared spectroscopy (FTIR), tensile testing and small punch (SP)
testing. Based on the results from these tests, they compared the activation energies and estimated
lifetime using the Arrhenius method. In this case, it turned out that SP testing is the most accurate and
minimally destructive lifetime prediction method that can estimate early deterioration.

Wang et al. (2019) [99] proposed a lifetime prediction model of aging natural gas polyethylene
(PE) pipeline with various internal pressures by thermal-oxidative aging (TOA and oxidative induction
time (OIT) tests. The Arrhenius relationship was interpreted as a linear correlation between the
OIT (logarithmic scale) at different test temperatures and the inverse of temperature (1/T). Lifetime
prediction over the range 0–0.4 MPa at 20 ◦C proved to be in excess of the 50 years’ lifetime requirement.
The authors confirmed that this method is very suitable for pressured urban gas PE pipes, and also
very suitable for other plastic pipes in similar environments.

Based on these examples, it can be said that the Arrhenius model is useful for many different
polymeric materials, e.g., NBR, EPDM, EVA, PVC, PE, etc. The results that are obtained with this
method are valuable but only in the case when degradation is not limited by diffusion. The approach
may be used for lifetime prediction within a temperature range where the degradation mechanism
remains the same. Most authors choose this way of lifetime prediction because the method is reliable
and time saving, and can calculate change of aging performance at any time.

5.3. Time–Temperature Superposition

The principle of time–temperature superposition (TTSP) is one of the bases of accelerated
experimental methodology for polymeric materials [100]. The accuracy of predicting the lifetime
of polymeric materials and activation energy can be improved by using the time–temperature
superposition method [15].

This method is determined from an empirical assumption that the influence of temperature and
time on the characteristics are equivalent. For a short-period of accelerated aging at higher temperature,
the changes of characteristic variable are the same as those measured for longer times but at normal
(lower) temperatures. The TTSP consists of determining the aT factor (shift factor), which results in
a single curve describing the correlation between the tested material property and temperature T or
time t [91], Equation (10):

lnaT =
Ea

R

(
1

T0
− 1

T

)
(10)

where aT is a shift factor, T is a temperature and T0 is a reference temperature (usually the lowest value
of the ageing temperature).

A simple scheme for this method is given in Figure 5.
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Figure 5. Schematic illustration of creating a master curve through the time–temperature superposition
(TTSP) method [92].

For polymeric materials, it is possible to determine temperature functions that enable displacing
respective isothermal segments of the selected response function along the logarithmic time scale and
create a master curve, which is recorded at a reference temperature (T0) [100–102].

By creating a straight line in the logarithmic diagram of empirically determined values of the shift
coefficient in relation to the absolute temperature, the shift coefficient can be calculated for each desired
temperature. Once the displacement coefficients are determined, they are used to extrapolate the
changes in behaviour at ambient temperature [91]. Such a curve is called a complex curve and, unlike
the Arrhenius method, it uses all experimental points for all ageing temperature values. From the
complex curve it is possible to determine the time needed to obtain a threshold value at T0 [103].

The lifetime of a polymeric material at operating temperature can be determined by extrapolating
the log aT value for operating temperature (aTe) [15], Equation (11):

te =
aT0

aTe
·t0 (11)

where aT0 is a shift factor for the reference temperature (aTe is an extrapolated shift factor for operating
temperature (determined from the dependence of the logarithm (aT) on the temperature) and t0 is the
lifetime of the material at the reference temperature.

Nakada et al. (2011) [104] used the time–temperature superposition principle to predict the
long-term viscoelastic behavior of amorphous resin. The master curves of creep compliances could be
constructed from measured data by shifting the aT factors vertically as well as horizontally. Therefore,
the long-term viscoelastic behavior at a temperature below Tg can be predicted accurately based on the
short-term viscoelastic behavior at elevated temperatures using the TTSP with vertical shift as well
as horizontal shift. The creep compliance was also tested by Fukushima et al. (2009) [105] using the
TTSP method for long-term lifetime prediction of polymer composites. In the authors’ opinion, it can
be considered that the time–temperature shift factor is obtained accurately and easily from dynamic
viscoelastic tests.

This has been confirmed by Krauklis et al. (2019) [101]. They applied the TTSP method to predict
creep of a plasticized epoxy, which is a matrix for fiber reinforced polymer (FRP) composite materials.
This methodology has turned out to be useful to predict the long-term viscoelastic behavior of plasticized
polymers at temperatures below the Tg temperatures based on short-term creep experimental data.

Yin et al. (2019) [106] investigated the aging behavior of PMMA in a liquid scintillator at
different temperatures under static tensile stress with dynamic mechanical analysis (DMA) and
differential scanning calorimetry (DSC). Then, the service life of the PMMA was predicted based
on the time–temperature superposition approach. The tensile strength of PMMA at different aging
temperatures showed a downward trend with time of aging. For tests at 30 ◦C, 40 ◦C, 50 ◦C, linear
behavior of the plot of the shift factors versus the inverse aging temperature was observed, indicating
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that the aging mechanism at these temperatures was consistent with the Arrhenius rule. The result
at 55 ◦C deviated significantly from the straight line because the Arrhenius equation is valid only
when the assumption of constant acceleration for chosen temperatures is fulfilled. However, when the
material deviates from this assumption, the Arrhenius equation ceases to be useful, which could be
observed in the case of the temperature of 55 ◦C. According to the Arrhenius model and extrapolation,
the lifetime of PMMA was determined to be 25 years at 20 ◦C. A discussion about why the PMMA
at 55 ◦C aged differently and what it means would be welcomed, although this is not needed for
predicting lifetime.

Most papers that apply the time–temperature superposition principle concentrated on prediction
of the long-term viscoelastic behavior of material at a temperature below Tg. It should be emphasised
that this method is valid only in accordance with the assumption of constant acceleration. In other
cases, it can be subject to measurement error and the value of temperature will deviate from the
straight line.

5.4. Williams–Landel–Ferry (WLF) Model

The Williams–Landel–Ferry (WLF) method is also used to predict the lifetime of polymeric
materials based on any physical property [107]. In the case of complicated dependence of a given
material property on time or when the degradation process is limited by diffusion, better results can be
obtained by using the WLF method [15,108].

The WLF equation is an essential tool to predict temperature induced physical/chemical changes
as a function of processing and storage conditions. This equation allows for the estimation of the shift
factor (aT) for temperatures other than those for which the polymeric material was tested. Compared
to the Arrhenius equation that describes the behaviour above the glass transition temperature (Tg),
the WLF equation is applicable close to this temperature [109].

The WLF model uses a time–temperature superposition without any additional assumptions
regarding the dependence of material properties on time at any temperature. In this method, the aT

factor is described by the formula [110–112], Equation (12):

log aT =
C1(T− T0)

C2 + (T− T0)
(12)

where aT is a reduced variables shift factor, C1 and C2 are the experimental constants, which depend
on temperature and the material being tested, and T0 is a reference temperature (usually Tg ≤ T0 ≤
Tg + 100).

The WLF method can be used when the dependence of a given property on time at different
temperature values is similar. The curves corresponding to the different temperature values are shifted
parallel to each other by the shift factor aT [112].

By comparing Equations (10) and (11) and converting the logarithms from natural to decimal,
the following values of C1 and C2 are obtained [113], Equations (13) and (14):

C1 = − 1
2.303

· Ea

RT0
(13)

C2 = T0 (14)

This equation has been successfully applied to polymeric materials using the “universal values”.
However, the literature has shown that these constants can be different and should be measured
experimentally [114].

Hu et al. (2013) [113] applied the WLF and Arrhenius equations to research on temperature and
frequency dependent rheological behaviour of carbon black filled natural rubber. They confirmed that
the temperature dependence of the shift factor is modelled well by both the Williams–Landel–Ferry
equation and the Arrhenius equation.
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Ljubic et al. (2014) [115] considered the possibilities of using time–temperature superposition
with the WLF equation. This method is well established for bulk linear and homopolymers but for
more complex polymeric materials (individual, blend or composite) with different structures and
morphologies, it can sometimes be a challenge. The combination of TTSP with the WLF equation
can be successfully applied to crosslinked polymers (polyurethanes and epoxy), polyolefins for
biomedical application, Kevlar 49, polymer blends, biopolymers and polymer composites. In these
cases, the dynamic mechanical and viscoelastic properties were tested, and modeling of the properties
was performed by using TTSP and the WLF equation. In the authors’ opinion, this combination of
TTSP with WLF has versatile applications and can be a useful tool in the study of a broad range of
polymeric materials, their properties and lifetime prediction for final products.

Chang et al. (2013) [116] used the TTSP method with the WLF equation to apply to a series of
short-term creep tests of a wood–plastic composite (WPC). The success of the method implied that
the WPC product studied is a thermo-rheologically simple material and only horizontal shifting is
needed for the time–temperature superposition. Additionally, the temperature shift factor used to
construct the master curve was fitted well by the WLF equation. Dan-asabe B. (2016) [117] used a
long term TTSP (time–temperature superposition) performance prediction with WLF assumption
to characterization of a banana (stem) particulate reinforced PVC composite as a piping material.
The composite turned out to be rheologically simple as it satisfied the WLF condition. Application of
long-term prediction showed that the composites have better long-term performance than PVC pipe
over a period of 126 years of use.

As has been observed, the WLF equation is always used in combination with the TTSP principle.
By applying this method, it is possible to obtain better lifetime prediction results than with the
Arrhenius method when the time dependence of a property is complicated or when degradation is
limited by diffusion.

5.5. Isoconversional Methods

Isoconversional methods are one of the more reliable kinetic methods for processing
thermoanalytical data [118]. They are based on the isoconversional principle, with the main presumption
of temperature independence of the pre-exponential factor and the activation energy. However, both
the pre-exponential factor and the activation energy are still interrelated conversion functions [119].
These methods have their roots in the Ozawa–Flynn–Wall [120,121] and Friedman [122] methods
developed in the 1960s.

The accuracy of the method has been improved by the Kissinger–Akahira–Sunose (KAS) [123]
approach to calculating kinetic parameters. Starink [124] and then Gao et al. [125] proposed subsequent
modifications to the calculation procedure and coefficients in the KAS equation to predict more accurate
values of the pre-exposure factor and the activation energy. Vyazovkin has continuously developed
an alternative calculation method of activation energy [126,127], giving access to the well-known
advanced isoconversion method (AICM), now widely accepted as one of the most precise methods of
estimating the activation energy from TGA experiments [128]. All of the abovementioned methods,
except the Friedman method, are integral, i.e., the parameters are calculated on the basis of integral
analysis of the measured TG signals [119].

The main benefits of isoconversional methods are that they allow the evaluation of the effective
activation energy, Ea, without presuming any specific form of the reaction model, f(α) or g(α), and that
a change in the variation of Ea, may generally involve a change in the reaction mechanism or the degree
of limitation of the overall rate of reaction, as measured by thermoanalytical techniques [118].

Isoconversion methods require a series of experiments with different temperature programs
and obtaining the effective value of activation energy Ea as a function of conversion degree α.
A significant variability of Ea with α means that the process is kinetically complex, and the activation
energy dependences assessed by an isoconversional method enable significant mechanistic and
kinetic analyses and the understanding of multi-step processes, as well as reliable kinetic prognoses.
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Model-free isoconversional methods are a powerful tool to obtain information about the complexity of
the reaction by determining Ea [118,129,130].

5.5.1. Friedman’s Method

The determination of activation energy without the need to adopt a specific kinetic model is
possible using this method. The Ea value is based on thermal measurements at various heating rates.
The Friedman’s isoconversion method is a widely used differential method which, unlike conventional
integral isoconversional methods, provides accurate values of the activation energy [119,131].
The modification of the general reaction rate equation results in the following expression [118],
Equation (15):

ln
dα
dt

= ln[Af(α)] − Ea

RT
(15)

where α is a specific degree of degradation.
The term [Af(α)] constitutes the product between the mathematical function f(α) and the

pre-exponential factor A that characterizes the reaction mechanism. After evaluating Ea and [Af(α)],
the response rate (dα/dt) for each α value can be calculated [118].

By using the following linear regression, the activation energy at each level of isoconversion can
be determined [132], Equation (16):

ln
dα
dt

= f
1

Tjk
(16)

where Tjk are the temperatures at which the degree of conversion is achieved (αk) at the heating
rate (βj).

Das et al. (2017) [133] made a comparison of different kinetic models in order to research
the thermal decomposition behaviour of high and low-density polyethylene (LDPE and HDPE),
polypropylene (PP) and poly(lactic acid) (PLA). One of them was the Friedman method. According
to the opinion of these authors, it is difficult to choose one model that can extract the correct kinetic
parameters from the complex reactions occurring, and it is better to use several models and make
a comparison. Cui et al. (2014) [134] used the Friedman method to study the thermal degradation
kinetics of photonically cured electrically conductive adhesives. To demonstrate the applicability of
the Friedman method, the results calculated from this kinetic method were compared with those from
experiments and they turned out to be in good agreement. In the authors’ opinion, with the Friedman
method, a comprehensive and in-depth understanding can be obtained of the thermal degradation
kinetics of photonically cured electrically conductive adhesives.

Mittal et al. (2020) [135] studied the thermal decomposition kinetics and properties of grafted barley
husk reinforced PVA/starch composite films for packaging applications, based on TGA measurements.
They determined the activation energy for composite films by using Friedman (FR), Flynn–Wall–Ozawa
(FWO), Kissinger–Akahira–Sunose (KAS), and modified Coasts Redfern (CR) methods. It was observed
that the activation energy obtained using these all methods showed the same trend for various
conversion factors (0.1−0.9) for all the films, which indicated the reliability of the values of activation
energy obtained.

5.5.2. Ozawa–Flynn–Wall (OFW) Method

The Ozawa–Flynn–Wall (OFW) method is an integral isoconversional technique, in which the
activation energy is related to the heating rate and temperature at a constant conversion rate [136].
The main advantage of this method is that it does not require any assumptions about the form of the
kinetic equation except a temperature dependence of the Arrhenius type. This method is a model-free
method that measures temperatures corresponding to constant values of α from experiments at various
heating rates (β), and plotting ln(α) in relation to 1/T. The slopes of such graphs give −Ea/R [137].
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In this method, by using Doyle’s approximation of the temperature integral, the following equation is
obtained [130,136], Equation (17):

lnβ = ln
AEa

Rg(α)
− 5.331− 1.052

Ea

RTp
(17)

where β is a heating rate, Ea is the activation energy, R is the gas constant and Tp is the peak temperature.
According to the above equation, from the experimental thermogravimetric curves, which are

recorded for several heating rates, for α = const, the linear regression of the relation ln(β) = f(1/T) is
obtained and its slope can be used to determine the activation energy [136].

The OFW method is potentially suitable for use in systems with multiple reactions such that the
activation energy changes over time. However, it is predicted that this method will fail if reactions of
very different kinds occur simultaneously. Competitive reactions that have various products also make
this method inapplicable. Moreover, the OFW method is less accurate than the Friedman’s method.
It has been shown that, if Ea depends on the degree of conversion, its values obtained by integral and
isoconversional methods are different [137].

Ali et al. (2019) [138] calculated the activation energy Ea by applying Coats–Redfern,
Ozawa–Flynn–Wall, Kissinger–Akahira–Sunose and Friedman models in order to research the
thermo-catalytic decomposition of polystyrene waste. From the results obtained, it was observed that
activation energy investigated using the OFW is the lowest, therefore this model is most suitable for
explaining catalytic decomposition of expanded waste polystyrene.

Vassiliou et al. (2010) [139] used the OFW method to study the thermal degradation kinetics of
organically modified PET with montmorillonite and fumed silica nanoparticles. It enabled them to
determine a kinetic parameter in terms of the apparent activation energy.

Benhacine et al. (2014) [140] applied the Flynn–Wall–Ozawa method to determine the activation
energy Ea of the degradation process of isotactic polypropylene/Algerian bentonite nanocomposites
prepared via melt blending. Determination of activation energy was based on weight loss versus
temperature data obtained at several heating rates, and this was necessary in order to deeply analyze
the effect of incorporation of pure bentonite or organically modified bentonite into iPP matrix on the
degradation mechanism of iPP.

5.5.3. Ozawa–Flynn–Wall Corrected Method by N. Sbirrazzuoli et al.

N. Sbirrazzuoli et al. [141] proposed another way to obtain corrected values of activation energy
by applying a numerical integration of p(x). The first part of this method involves calculating
Equation (18) in order to obtain an approximate value of activation energy for a given conversion
(Ozawa–Flynn–Wall method). Next, the average temperature (Tα) for different heating rates is assessed
and p(x) is extrapolated by numerical integration of the following equation, Equation (18):

g(α) =
AE
Rβ

[
exp(−x)

x
−
∫ ∞

x

(
exp(−x)

x

)
dx
]
=

AE
Rβ

p(x) (18)

where x = E/RT is minimized activation energy at the temperature T. This equation assumes that the
value of E is constant.

Finally, ln p(x) values are matched by a first order polynomial in the range
x = Eα (1± 0, 2)/

(
RTα

)
. [141].

5.5.4. Kissinger–Akahira–Sunose (KAS) Method

The KAS method is considered to be one of the best isoconversional methods because of the
Coats–Redfern approximation of the temperature integral. It does not require knowledge of the exact
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thermal degradation mechanism [136,142]. Using this method, the activation energy is determined
from the following equation [143], Equation (19):

ln
(
β

Tp2

)
= − Ea

RTp
+ const (19)

where Tp is a peak temperature.
Therefore, for α = const. the plot of ln(β/Tp

2) against (1/Tp) obtained from thermogravimetric
curves, recorded for different heating rates, is a straight line. The slope and intercept of this line can
yield the pre-exponential factor and activation energy, respectively [136,143].

Wang et al. (2005) [144] described the possibility of using the KAS algorithm for modeling the
cure kinetics of commercial phenol-formaldehyde (PF) resins. Additionally, this algorithm could also
be used to predict the isothermal cure of PF resins from dynamic tests. It has also been confirmed by
Gabilondo et al. (2007) [145] that the d KAS method seems useful for the dynamic cure prediction of
that type of thermoset.

Additionally, Sun et al. (2014) [146] applied the Kissinger–Akahira–Sunose (KAS) method to
determine activation energy (Ea), and investigated it as the change of conversion (α) in order to describe
the curing behavior of epoxy resins by using differential scanning calorimetry.

5.5.5. Advanced Isoconversional Method by S. Vyazovkin

The advanced isoconversional method developed by Vyazovkin S. [126] is a non-linear integral
method and is free of the approximations applied in OFW and KAS approaches. It is based on a direct
numeric integration of the following equation [141], Equation (20):

g(α) =
A
β

∫ T

0
exp(−E/RT)dT (20)

where β = dT/dt is a heating rate.
For a set of n experiments performed under various temperature programs Ti(t), the activation

energy is assessed at any specific value of α by finding the Ea value which minimises the function,
Equation (21) [147]:

φ(Eα) =
n∑

i=1

n∑
j�i

J[Eα, Ti(tα)]

J
[
Eα, Tj(tα)

] (21)

Recently, this method has been modified by integration, which is performed over small time
segments that enables elimination of the errors related to integral methods when activation energy
varies significantly with α, Equation (22) [147]:

J[Eα, Ti(tα)] =

tα∫
tα−Δα

exp
[ −Eα

RTi(t)

]
dt (22)

In Equation (22), α varies from Δα to (1 − Δα) with a step Δα =m−1, where m is the number of
intervals that are chosen for analysis [141].

The first experimental deployments of the isoconversional predictive procedure were made by
Vyazovkin [148] and Vyazovkin and Sbirrazzuoli [149] concerning the application of nonisothermal data
to predict epoxy curing kinetics under isothermal conditions. For both methods, the isoconversional
predictions agreed well with the real measurements and were better that those obtained by
other methods.

Dunne et al. (2000) [150] predicted isothermal and nonisothermal cure kinetics of an epoxy-based
photo-dielectric dry film (ViaLux™ 81). They reported perfect agreement with actual nonisothermal
measurements. However, the predictions for isothermal conditions deviated markedly from the
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actual data. The reason for this was that they were done to a temperature below the limiting glass
transition temperature.

Li et al. (2001) [151] described several examples of successful kinetic predictions obtained by
applying the isoconversional methodology to the curing process of polyurethane. He et al. (2005) [152]
applied isoconversional predictions to demonstrate the accelerating effect of moisture in wood on
curing of polymeric diphenylmethane diisocyanate.

Polli et al. (2005) [153] used the isoconversional analysis in order to predict the kinetics of thermal
degradation of branched and linear polycarbonates in a wide temperature range. Vyazovkin et al.
(2004) [154] certified that the isoconversional predictions of degradation of polymeric materials to the
flash ignition temperature can be very usable in assessing potential fire resistance of polystyrene (PS)
and PS–clay nanocomposite.

Over recent years, the use of isoconversional kinetic analysis has provided new opportunities in
traditional areas of application such as polymer degradation or curing, and also efficiently delving
into areas such as glass transition. The effectiveness of these methods comes from their ability to
handle the complexity of different processes. The resulting activation energies can be used to perform
reliable kinetic predictions, to obtain information about complex mechanisms, and also to access inner
kinetic parameters.

6. Conclusions

Degradation of polymeric materials can be caused by many different factors: both chemical
(working environment) and physical (temperature, radiation) and mechanical (stress). The mechanism
of degradation can, therefore, be very complicated. There are many different kinetic models that are
used to predict the lifetime of these materials. Those described in this paper are those used most often.

Predictions are among the most important practical features of kinetic analysis. They are widely
used to evaluate the kinetic behavior of polymeric materials beyond the temperature regions of
experimental measurements.

For the Arrhenius model, it assumes that the mechanism of degradation at elevated temperatures
is identical to the mechanism of degradation under operating conditions. However, this assumption is
not always true. For this reason, a time–temperature superposition is used, which increases the accuracy
of predicting the lifetime of polymeric materials and activation energy. It should be remembered
that degradable polymers degrade during thermal processing, which can of course affect the lifetime
predictions. The lifetime of polymers can also be determined by the Williams–Landel–Ferry method
(WLF), in which there are no assumptions concerning the dependence of the tested property on
temperature and, in the case of a degradation process that is limited by diffusion, better results can be
obtained by using this method.

There are also isoconversional methods, which are considered to be one of the more reliable kinetic
methods of processing thermoanalytical data, and their main benefit is that they allow the evaluation
of the effective activation energy, Ea, without presuming any specific form of the reaction model.
The activation energy calculated from different isoconversional methods used mainly for prediction of
lifetime is a feature to follow physico-chemical processes occurring inside the material. In fact, that
the ageing process can result in scission, crystallization, oxidation, thermal decomposition, etc., and
those factors are closely related. Moreover, in the great majority of publications, activation energies
are determined using techniques like DTA and DSC, where endo- and exothermal transformations
can be observed. Those changes can also be found during the ageing process. Therefore, activation
energy, which can also be thought of as the magnitude of the potential barrier of molecules at the
surface of the material, can bring necessary information on how fast the ageing process will occur.
For instance, thermal stability can be estimated as the time to reach a certain extent of conversion at
a given temperature. Kinetic predictions of this type can be easily achieved by using the activation
energy dependence measured by an isoconversional method.
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Scientists are constantly working to develop new methods or refine existing ones because of
the great interest and need for such research on accelerated ageing and prediction of the lifetime of
polymeric materials that are used in almost every area of our lives.
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29. Rojek, M. Metodologia Badań Diagnostycznych Warstwowych Materiałów Kompozytowych o Osnowie Polimerowej;
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Abstract: Thermal insulation is used for preventing heat losses or heat gains in various applications.
In industries that process combustible products, inorganic-materials-based thermal insulation may, if
proven sufficiently heat resistant, also provide heat protection in fire incidents. The present study
investigated the performance and breakdown temperature of industrial thermal insulation exposed to
temperatures up to 1200 ◦C, i.e., temperatures associated with severe hydrocarbon fires. The thermal
insulation properties were investigated using thermogravimetric analysis (TGA), differential scanning
calorimetry (DSC) and by heating 50 mm cubes in a muffle furnace to temperatures in the range of
600 to 1200 ◦C with a 30 min holding time. The room temperature thermal conductivity was also
recorded after each heat treatment. Upon heating, the mineral-based oil dust binder was released at
temperatures in the range of 300 to 500 ◦C, while the Bakelite binder was released at temperatures
in the range of 850 to 960 ◦C. The 50 mm test cubes experienced increasing levels of sintering in
the temperature range of 700 to 1100 ◦C. At temperatures above 1100 ◦C, the thermal insulation
started degrading significantly. Due to being heat-treated to 1200 ◦C, the test specimen morphology
was similar to a slightly porous rock and the original density of 140 kg/m3 increased to 1700 kg/m3.
Similarly, the room temperature thermal conductivity increased from 0.041 to 0.22 W/m·K. The DSC
analysis confirmed an endothermic peak at about 1200 ◦C, indicating melting, which explained the
increase in density and thermal conductivity. Recently, 350 kW/m2 has been set as a test target heat
flux, i.e., corresponding to an adiabatic temperature of 1200 ◦C. If a thin layer of thermally robust
insulation is placed at the heat-exposed side, the studied thermal insulation may provide significant
passive fire protection, even when exposed to heat fluxes up to 350 kW/m2. It is suggested that this is
further analysed in future studies.

Keywords: industrial thermal insulation; passive fire protection; hydrocarbon fires; thermal
conductivity; TGA; DSC; TPS

1. Introduction

Thermal insulation is widely used in several application areas, such as in the building industry,
refrigeration plants and in the process industries. In the process industries, examples of typical
application areas may be temperature control, personnel protection, humidity condensation prevention
or sound attenuation. In the hydrocarbon process industry, thermal insulation may be necessary in order
to maintain the required production temperature [1]. A typical example may be distillation columns;
in order to obtain good production efficiency and quality of the distilled products, the temperature
profiles are carefully designed. These types of process equipment may represent a potential for a
major accidental hazard, as it may release large quantities of flammable material upon a potential
leak. Ignition of a hydrocarbon leak may lead to severe heat loads to the exposed object, i.e., flame
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temperatures in the range of 1100 to 1200 ◦C, corresponding to heat loads in the range of 250 to
350 kW/m2 [2,3]. These high heat fluxes will result in a significant temperature increase in exposed
production units, which may result in weakening of the steel and a possible escalation of the fire
scenario, especially if the steel temperature exceeds 500 ◦C [4]. The outcome of a process equipment
rupture may be a disastrous release, as evidenced by several major accidents during the last decade [5–7].
Hence, these types of units are also often protected with an additional layer of mineral-based passive
fire protection.

The fire resistance of the passive fire protection is normally given as a time in minutes until an
object reaches a specified critical temperature. In the oil and gas industry, the critical steel temperature
is conservatively set to 400 ◦C, i.e., the protected element should not achieve temperatures above
400 ◦C within the specified time frame [8]. The fire resistance is typically given in intervals of 15, 30, 60
or 120 min [9].

Previous studies of 50 mm thick thermal insulation (ProRox PSM 971, 50 mm, Rockwool) protecting
a 16 mm thick steel wall using small scale testing [10,11] rather than full-scale testing [12] demonstrated
that the thermal insulation alone was sufficient to withstand 30 min of jet fire exposure. Even with
only 3 mm thick steel walls, the testing showed sufficient fire protection for 20 min. During the testing,
the thermal insulation sintered and partially melted in some locations. The sintering and melting of
the insulation due to the heat exposure resulted in cracks/openings in the insulation mat, as shown
in Figure 1b,c. The previous oven testing up to 1100 ◦C [11] showed minimal shrinking (less than
25%) of the thermal insulation. Hence, a further examination of the thermal insulation, explaining the
observations in the small-scale jet fire testing [10,11] and determining the breakdown temperature of
the insulation are the motivations for the present study.

Figure 1. Small-scale jet-fire test setup (a), exposed thermal insulation after the jet fire testing (b) and
melted and sintered remains after high heat flux (350 kW/m2) fire testing (c) [10,11].

Sjöström et al. [13] and Olsen et al. [14], performed oven tests of a Rockwool insulation similar
to that of Bjørge et al. [11], i.e., recording the temperature in the centre of the insulation. In addition,
thermogravimetric analysis (TGA)/differential scanning calorimetry (DSC) tests and transient plane
source method (TPS) measurements were performed. However, the scope of their studies [13–17] was
limited to temperatures associated with building fires, i.e., at temperatures up to 1000 ◦C. Their studies
focused on the performance of stone wool in such fires [13,14,16] and an analysis of the properties
(measured using TGA/DSC/TPS) within the operating range of that thermal insulation [15,17].

Several numerical models have been developed that calculate the fire resistance of insulated
walls or columns [18–20]. In order to account for the breakdown of the thermal insulation during fire
exposure, the conductivity has, e.g., been adjusted in order to make the model fit with the performed fire
tests. This has in some cases overestimated or underestimated the actual conductivity and breakdown
of the insulation. The properties of the thermal insulation (Rockwool) at temperatures above the
normal operating temperatures are generally missing in the literature.

The present study aimed at investigating the properties of the thermal insulation after being
exposed to temperatures up to the breakdown temperature of the insulation. Cubes of the thermal
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insulation (50 mm) were heat-treated in a muffle furnace at different exposure temperatures up to
1200 ◦C. To support the findings from the muffle oven tests and further investigate the properties
of the thermal insulation, in-depth analyses of the material were performed. To reveal the mass
loss at elevated temperatures, thermogravimetric analysis (TGA) was performed at temperatures
up to 1250 ◦C. To examine the melting temperature of the thermal insulation, DSC to 1250 ◦C was
performed. The ambient temperature thermal conductivity of test specimens preheated up to 1200 ◦C
was measured using TPS.

The materials and methods used are explained in Section 2. Section 3 presents the results from the
furnace tests, the TGA and DSC analyses and the results from the TPS measurements. Section 4 presents
the discussions and Section 5 presents the overall conclusions and suggestions for future studies.

2. Materials and Methods

2.1. The Studied Thermal Insulation

In the present study, industrial-grade pipe section mat (ProRox PSM 971, thickness 50 mm,
Trondheim, Norway) delivered by Rockwool, Inc., was studied as a representative industrial thermal
insulation, i.e., the same thermal insulation as in previous studies [10,11]. The detailed technical
data and thermal conductivity of this thermal insulation up to 350 ◦C are presented in Appendix A,
Tables A1 and A2. The maximum service temperature of the studied insulation, as given by the
manufacturer, is 700 ◦C, which is well below temperatures associated with fires in the oil and gas
industry. Temperatures above the service temperature were therefore focused on in the present study.

Chemically, the main components of the thermal insulation are inorganic oxides. The thermal
insulation mainly consists of silica, alumina, magnesia, calcium oxide and iron (III) oxide. In addition,
there are minor amounts of sodium oxide, potassium oxide, titanium oxide and phosphorous pentoxide.
The detailed chemical composition, as received from the supplier, is presented in Appendix A, Table A3.

The thermal insulation is produced by melting the raw materials at 1500 ◦C before it is cooled
and spun into insulation mats [21]. In addition, a dust binder is added (mineral-based oil) to make
the material easier to handle when, e.g., cutting and fitting the insulation mat to equipment requiring
thermal insulation. Bakelite, i.e., polyoxybenzylmethylenglycolanhydride (C6H6O · CH2O)x, is also
added to give some strength to the thermal insulation up to the maximum service temperature.

As the insulation is heated, the mineral oil will gradually pyrolyse/evaporate. The degradation
process of the Bakelite is dependent on the actual production conditions and the degradation process
may be complicated [22]. The number of molecular cross-links will influence the degradation processes
and there may be several reaction paths. Generally, the degradation of Bakelite may be expressed as
the following non-balanced reaction:

(C6H6O · CH2O)x → CO2 + CO + H2O + Csoot + other products. (1)

The number of cross-links, in addition to other components mixed into the Bakelite, will have an
impact on the degradation temperatures [22].

2.2. Thermal Conductivity

For materials like, e.g., thermal insulation, the thermal conductivity is limited by the pore radiation.
Theoretically, it can be shown that the thermal conductivity (k) will be proportional to the absolute
temperature to the third power, i.e., T3 [23]. The thermal conductivity of the virgin thermal insulation
as a function of absolute temperature is presented in Figure 2. It can be very well described by Equation
(2), which is also presented in Figure 2.

k = 0.0304 + 3.11 × 10−10T3. (2)
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Figure 2. Thermal conductivity of the thermal insulation (ProRox PSM 971, 50 mm) as a function of the
absolute temperature. Data from Appendix A, Table A2.

The good fit of Equation (2), i.e., R2 = 0.9995, with a major contribution of the temperature
dependency to the third power, i.e., T3, clearly indicates that the thermal conductivity for this particular
thermal insulation is indeed limited by pore radiation. However, when the breakdown of the thermal
insulation is significant, the thermal conductivity may no longer be limited by pore radiation and is
thus assumed to increase.

When exposing inorganic (ceramic) materials to elevated temperatures, sintering of the material
may occur, i.e., an entropy-driven [24] physical process leading to a lower free energy, ΔG. To limit
sharp edges and optimise the mix of the material, the atoms in contacting threads will diffuse across
the thread boundaries. With time, theoretically, the material may approach a solid state, fusing the
threads together to leave a minimum remaining pore fraction. The thermal conductivity of the thermal
insulation will depend highly on the temperature exposure and the onset of crystallisation, sintering
or melting of the insulation. Hence, the sintering effect will increase the thermal conductivity of the
thermal insulation [25].

The sintering process may start at temperatures that are approximately two-thirds of the absolute
melting temperature for ceramic materials [26]. Hence, porous ceramic materials may be expected to
start the sintering process at temperatures well below the actual melting point.

2.3. Furnace Testing up to 1200 ◦C

To investigate the thermal insulation dimensional changes and the breakdown temperature,
which is defined as a considerable change in physical dimension over a limited temperature range,
it was decided that a muffle furnace be used for the heat treatment. In order to minimise any elasticity
issues, the thermal insulation test specimens (50 mm cubes) were pre-cut a couple of days before the
heat treatment in a muffle furnace (Laboratory Chamber Furnace, Thermconcept GmbH, Bremen,
Germany). The maximum temperature of the furnace was 1300 ◦C, i.e., well above the highest
temperature (1200 ◦C) of interest in the present study.

One thermocouple (type K, mantel, 1.5 mm diameter, Pentronic AB, Västervik, Sweden) was
inserted vertically into the centre of the 50 mm cubic test specimens to record the internal test specimen
temperature. To record the furnace temperature, a second thermocouple was placed in the upper part
of the furnace. The test specimen was placed on a steel plate and lifted approximately 35 mm above
the 15 mm thick bottom plate, as shown in Figure 3, to allow for uniform heating of the specimen.
In order to minimise any thermal radiation shadowing effects, only one test specimen was placed in
the furnace for each heat exposure test.
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Figure 3. Test setup in the muffle oven.

The heat treatment of the test specimen was performed for temperatures in the range of 700 to
1200 ◦C, as presented in Table 1. The heating rate of the oven was set to 15 K/min and the test specimens
were kept at the respective holding temperatures for 30 min.

Table 1. Number of tests at each holding temperature.

Holding Temperature (◦C) Number of Tests

700 2
800 2
900 2
1000 2
1100 2
1120 1
1140 2
1160 1
1170 1
1180 2
1190 1
1200 2

After each heat treatment and cooling to below 100 ◦C, the test specimen was carefully removed
from the furnace and the length and width were recorded at three locations at each of the four vertical
faces. The average width and height were reported for each test specimen.

2.4. Thermogravimetric Analysis and Differential Scanning Calorimetry

To support the results from the furnace testing and to get more detailed information about the
breakdown processes, samples of the thermal insulation were tested in a simultaneous TGA/DSC
apparatus (Simultaneous Thermal Analyzer STA 449F3, NETZSCH, Selb, Germany). Prior to the
sample preparation, a larger sample was taken from the insulation mat, crushed and mixed well into
one large batch, from which each sample was taken. This was done to, as far as possible, even out
minor variations in the chemical composition of the different spun layers. The sample mass was
approximately 12 mg (±1 mg). The TGA/DSC tests were run at heating rates of 5, 10, 20 and 40 K/min
from room temperature to 1250 ◦C. Three tests were run at each heating rate. The tests were conducted
in a nitrogen atmosphere to prevent air oxidation.
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2.5. Transient Plane Source Thermal Conductivity Measurements

The thermal conductivity of the virgin thermal insulation was given by the manufacturer, as shown
in Table A2. Test specimens for thermal conductivity measurements were also initially 50 mm cubes
and were heat-treated in a similar way as previously described. The highest heat treatment temperature
for these test specimens was 1200 ◦C. Post heat treatment, TPS [27,28] was used to record the thermal
conductivity of each test specimen at room temperature. However, no thermocouple penetrated these
test specimens since that would have left a hole when removed and thus disturbed the TPS thermal
conductivity measurements.

3. Results

3.1. Heat Treatment of 50 mm Thermal Insulation Cubes to 1200 ◦C

During the heat treatment in the muffle furnace, the temperature at the center of the insulation
sample was recorded. The recorded temperature as a function of time for each defined holding
temperature is presented in Figure 4. The temperature curves show the heating of the thermal
insulation, the 30 min holding time and the subsequent cooling of the furnace. Two temperature peaks
were observed in all the tests, i.e., two exothermic reactions. The peak temperature in the reaction
varied, which may be explained by the variations in the amounts of dust binder and Bakelite in each
test cube. The first peak started at about 300 ◦C, with a peak in temperature between 525 and 587 ◦C.
The second peak started at approximately 870 ◦C, with a peak temperature between 930 and 990 ◦C.
Thus, the second peak was only observed in test specimens treated at 900 ◦C and above. As stated
in [11], the first peak (exothermic reaction) may be explained by the combustion of the dust binder due
to the ambient air atmosphere in the furnace. The second exothermic peak may be explained by the
crystallisation of the amorphous silica (SiO2) in the thermal insulation.

Figure 4. Measured temperature as a function of time, measured at the center of the test specimen, for
each holding temperature presented in Table 1.

After the heat treatment, the height of the originally 50 mm high cube of thermal insulation was
recorded at three locations at each of the four vertical faces. Similarly, the width of the test specimen
was recorded horizontally at three elevations for each of the four vertical faces. There was some
variation in height and width in the heat-treated test specimens, hence an average value had to be used.
The results from the average measurements from the height (H) and width (W) of the heat-treated
thermal insulation are presented in Figure 5.
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Figure 5. Height (H) of the test specimen ( ) and width (W) of the test specimen ( ) after the heat
treatment. The height and the width are the average value of three measurements at each side of each
of the four vertical faces.

Based on the obtained average height and width of each cube, an estimation of the
post-heat-treatment volume was made. The mass of each specimen was also recorded, allowing for the
density to be calculated for each cube, as presented in Figure 6.

Figure 6. Density as a function of the heat exposure temperature.

A minor decrease in the test specimen height was observed for heat treatment temperatures up to
1100 ◦C, similar to previously published results [11], which were limited to a maximum temperature
of 1100 ◦C. Above this temperature, the results of the present study clearly show that significant
degradation of the thermal insulation started at temperatures just above 1100 ◦C. There also seemed to
be a total breakdown at 1200 ◦C, as evidenced by a conspicuous increase in the post-heat-treatment
density. The virgin test specimen and the test specimen heat-treated up to 1200 ◦C are presented in
Figure 7.

The test specimens after heat treatments up to 1100 ◦C, 1190 ◦C and 1200 ◦C, from left to right,
respectively, are shown in Figures 8 and 9. After the heat treatment at 1190 ◦C, the test specimen had
lost 55% of its original height and 25% of its original width, while the heat treatment at 1200 ◦C resulted
in a 76% reduced height and a 46% reduced width. When increasing the heat treatment temperature
from 1190 ◦C to 1200 ◦C, the thermal insulation material post heat treatment changed in morphology
from a chalky consistency to resembling a hard, but still somewhat porous, stone. This was clearly
shown in the calculated density, which increased from 589 to 1721 kg/m3 due to the 10 ◦C increase in
heat treatment temperature from 1190 ◦C to 1200 ◦C.
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Figure 7. Virgin test specimen (50 mm cube) (left) and heat-treated to 1200 ◦C (right), including the
thermocouple that had to be cut when the specimen was removed from the furnace.

Figure 8. Test specimens after furnace heat treatments up to 1100 ◦C (left), 1190 ◦C (middle) and
1200 ◦C (right), as seen from the side.

Figure 9. Test specimens after furnace heat treatments up to 1100 ◦C (left), 1190 ◦C (middle) and
1200 ◦C (right), as seen from the bottom of the insulation.

3.2. Thermogravimetric Analysis

Thermogravimetric analysis was conducted from ambient temperature up to 1250 ◦C. The heating
rates were 5, 10, 20 and 40 K/min. The samples for the TGA testing were made from the same insulation
mat as the muffle furnace testing. The approximate mass loss was between 3 and 4.3%, as shown in
Figure 10. The differential thermogravimetric (DTG) analysis, which is the derivative of the TGA curve,
is presented in Figure 11.
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Figure 10. Thermogravimetric analysis of the thermal insulation in a nitrogen atmosphere.

Figure 11. Differential thermogravimetric (DTG) analysis of the results presented in Figure 10.

The mass loss of the insulation started at approximately 180 ◦C, with a local minimum value
between 260 and 290 ◦C. This may be explained by the release of the dust binder. The mass losses at
higher temperatures were most likely due to the Bakelite binder and possibly some released chemically
bound water, with the most conspicuous peak observed at about 1000 ◦C.

3.3. Differential Scanning Calorimetry

Simultaneously with the TGA measurements, DSC analyses were performed from ambient
temperature up to 1250 ◦C at heating rates of 5, 10, 20 and 40 K/min. The results from the DSC analysis
are presented in Figure 12. An exothermic reaction started between 800 and 900 ◦C. An endothermic
peak was observed at, or just above, 900 ◦C. A very conspicuous endothermic reaction was observed
starting at approximately 1120 ◦C, with a maximum local peak between 1170 and 1206 ◦C.
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Figure 12. The differential scanning calorimetry (DSC) results as a function of temperature.

The minimum and maximum values from the exothermic and endothermic reactions for the three
conducted tests at each heating rate are presented in Table 2, in addition to the heat flow values at
the endothermic peaks. There were some variations in the peak value, depending on the heating rate,
but there was no clear trend associated with the heating rate and peak temperature.

Table 2. The recorded temperatures at the exothermic (Tl,exo) and endothermic (Tp,endo) DSC peaks of
Figure 12 and the recorded heat flows at the peaks for each run.

Run Heating Rate (K/min) Tl,exo (◦C) Tp,endo (◦C) DSC (W/g)

1 5 848.0 1210.5 3.18
2 5 873.9 1190.9 4.98
3 5 922.9 1209.9 6.48

Average 881.6 1203.8 4.88
1 10 889.6 1202.6 1.82
2 10 893.9 1174.9 3.65
3 10 917.9 1175.9 4.73

Average 900.4 1184.4 3.40
1 20 920.2 1156.2 1.85
2 20 943.2 1177.2 4.56
3 20 950.0 1175.0 5.59

Average 937.8 1169.4 4.00
1 40 935.1 1216.3 4.47
2 40 942.7 1213.7 5.97
3 40 938.3 1190.3 6.02

Average 938.7 1206.7 5.49

3.4. Thermal Conductivity Measurements

TPS [27,28] was used to record the room temperature thermal conductivity of the heat-treated test
specimens. The obtained results as a function of the heat treatment temperature are shown in Figure 13.
The thermal conductivity increased with the heat treatment temperature in a similar manner to the
recorded density, as presented in Figure 6, i.e., it increased greatly when heat-treated to temperatures
above 1150 ◦C. This was most likely due to the increasing level of sintering and partly due to melting,
as evidenced by the endothermic peak in Figure 12 at these high temperatures. The most conspicuous
change was observed when the heat treatment temperature was 1200 ◦C, i.e., where more melting
occurred during the heat treatment.
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Figure 13. Recorded room temperature thermal conductivity as a function of the test specimen heat
treatment temperature. The thermal conductivity at 50 ◦C ( ) was from Appendix A, Table A2.

4. Discussion

Previous studies have shown that the type of thermal insulation tested in this study survived
well when heated in a muffle oven to temperatures up to 1100 ◦C [11]. The objective of the present
study was to investigate the performance of the thermal insulation when exposed to temperatures up
to 1200 ◦C, i.e., temperatures associated with fire heat fluxes of about 350 kW/m2. The focus was on
finding the breakdown temperature of the thermal insulation. Small scale jet fire testing has proven
that the thermal insulation alone may serve as passive fire protection of a 16 mm steel wall [10,11].
The previous jet fire tests showed a complete breakdown of the insulation at the most exposed locations.
To determine the breakdown temperature and explain the observations of the insulation after the
small-scale jet fire testing, muffle furnace tests up to 1200 ◦C were performed, as well as TGA/DSC to
1250 ◦C in a nitrogen atmosphere.

The results from the furnace testing showed the same trend as in [11] up to 1100 ◦C, which was
the upper-temperature limit of that study due to furnace limitations. However, at heat treatment
temperatures above 1100 ◦C, the height of the originally 50 mm cubes started to shrink significantly
with increasing heat treatment temperature. From 1160 ◦C, the width of the test specimens also
decreased considerably. The thermal insulation fibers gradually sintered/melted more and more
together, and the insulation transformed from being a porous material to a hard, stony consistency
when heat-treated to 1200 ◦C. This was also reflected in the calculated density of the thermal insulation
cubes post heat treatment. The density close to tripled due to the heat treatment at 1200 ◦C compared
to 1190 ◦C. It was clearly shown from the results that heating to 1200 ◦C is very close to, or even at,
the melting point, or eutectic temperature, of the insulation.

Mixtures of inorganic salts, such as the investigated thermal insulation, will not show a defined
melting point, but rather an extremely complex phase diagram with several eutectic points. It is
therefore expected to gradually melt, without a defined melting temperature. Heat treatment of the test
specimen cubes to temperatures above 1200 ◦C might have resulted in a glass-like substance. This was,
however, outside the scope of the present study but may be interesting for future studies.

The thermal conductivity of the virgin thermal insulation was clearly dominated by heat radiation
through the pores at moderately elevated temperatures. At higher temperatures, the onset of sintering
increased the solid–solid contact phase, improving the true thermal conductivity of the material.
This was confirmed by the room temperature thermal conductivity obtained in the present study.
However, at a still higher pore fraction, it would be expected that at elevated temperatures, the pore
radiation would continue to dominate the effective thermal conductivity. When heat-treated to 1200 ◦C,
the significant increase in density indicated that the pore fraction must be very low. In this stage,
the thermal conductivity may not be very dependent on the pore radiation, i.e., not show a very strong
dependency on the absolute temperature to the third power. To validate this assumption, the thermal
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conductivity of the heat-treated test specimens must be recorded at elevated temperatures. This was,
however, outside the scope of the present study.

Heat treatment up to 1100 ◦C revealed some loss in height, approximately 22%. However,
little change in the width of the material was observed up to this temperature, i.e., it was not expected
that the insulation mat will crack open at temperatures below 1100 ◦C. When heating to 1180 ◦C,
the loss in width was still below 14%. However, when heating up to 1190 ◦C, there was a significant
loss in width, i.e., 25%.

Due to the heat treatment at 1200 ◦C, the insulation cube lost 76% of its height and 46% of its
original width, explaining the observed cracks and openings in the insulation mat after the small scale
jet fire testing presented in [10,11]. In addition to the shrinkage in height (thickness) and the increase
in thermal conductivity due to the sintering, in a severe fire scenario, there will be radiant heat transfer
through the cracks and openings. Hence, with more and wider cracks, more radiant heat may bypass
the thermal insulation, leading to excessive heating of any fire-exposed objects.

In the furnace heat treatment tests, two exothermic peaks were observed. The first of these may be
explained by the combustion of the dust binder material at about 300 ◦C. There were some variations
in the peak temperature of the reaction, which may be explained by differences in the chemical
compositions between the samples. This exothermic reaction at approximately 300 ◦C, observed
during heat treatment, was not present in the DSC tests. This may be explained by the air access
and combustion in the furnace and the inert gas (nitrogen) atmosphere during the DSC tests. In an
oxygen atmosphere, both the first and the second peaks were observed [11]. The second peak at about
900 ◦C may have been due to the Bakelite combustion or a recrystallisation process of the involved
inorganic salts.

The TGA showed that only small amounts of the material vaporised during heating, i.e.,
approximately 4% of the mass was lost. This was also seen when observing the density of the
heat-treated test specimens, where there was little change in the mass of the test samples due to the
heat treatment, i.e., the density increased as the insulation sintered and finally started to partly melt.
The differences in mass loss recorded using the TGA for the different heating rates were also observed
in repeated tests at each heating rate. In their study of different stone wool insulations, Livkiss et al. [16]
also observed similar discrepancies. They explained these differences using the inhomogeneity of
these types of material. We also agree with this assumption since TGA and DSC testing is constrained
to test samples that are a few milligrams in size.

The heat treatment in the present study involved a holding time of 30 min at all heat treatment
temperatures. It is interesting to notice that if the temperature of the thermal insulation was kept
at, or below, 1100 ◦C, it could stay quite intact for at least the 30 min heat exposure. It started to
significantly break down only at temperatures above 1100 ◦C. Hence, if arranged in a passive fire
protection system such that it will not exceed 1100 ◦C, it may contribute significantly as passive fire
protection in addition to its intended function as thermal insulation. A sketch of such an arrangement
is presented in Figure 14. The critical point to be kept below is 1100 ◦C, which is marked on the figure.
Unless the object to be protected is internally cooled by, e.g., depressurisation, the temperatures of the
system will gradually increase, but these layers of protection may be designed to offer the required
protective capacity for the desired time.

It should be noted that different batches of industrial thermal insulation may show slightly
different high-temperature performances. Thermal insulation that varies significantly from the
chemical composition presented in the present study may show very different high-temperature
properties. Care should therefore be taken before using such materials for fire protection. The 50 mm
cubes that were heat-treated in the muffle furnace and the TGA/DSC analysis both provided results
supporting the conclusions in the present study. When considering industrial thermal insulation for
that also supplies some passive protection in fire situations, it may in the future be sufficient to use only
one of these methods for a preliminary evaluation of the potential passive fire protection capability.
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Figure 14. Sketch of fire exposure, weather protection cladding (1), the layer of heat-resistant insulation
(2), thermal insulation (3) and the object to be protected from fire exposure (4). The critical point to be
kept below is a temperature of 1100 ◦C, which is marked on the figure.

In the future, it would be beneficial to do further fire testing of, e.g., small-scale jet fire tests [10,11]
with an additional protective layer, as demonstrated in Figure 14. When properly chosen, this layer
may then keep the exposed thermal insulation below the breakdown temperatures, thereby ensuring
that it may contribute towards providing significantly prolonged fire protection.

Heat treatment tests in a muffle furnace that test other types of insulation, e.g., mineral-based
passive fire protection or different types of Rockwool insulation, could give more information about
future possibilities. It would also be beneficial to measure the thermal conductivity of the thermal
insulation at elevated temperatures. This could give the information required for developing a
numerical model of the thermal insulation performance when exposed to fires, with or without a
protective layer, as indicated in Figure 14.

5. Conclusions

Except for a 20% vertical (z-direction) shrinkage at 800 ◦C, the present study showed that the
properties of the analysed thermal insulation did not change much when heat-treated to 1100 ◦C,
which is associated with pool fire heat flux levels (250 kW/m2). However, when heat treated to 1200 ◦C,
which is associated with jet fire heat flux levels (350 kW/m2), the thermal insulation changed greatly.
The density and room temperature thermal conductivity increased from 140 to 1700 kg/m3 and from
0.041 W/m·K to 0.22 W/m·K, respectively. The horizontal (x- and y-direction) shrinkage that took
place at heat treatment temperatures above 1180 ◦C created gaps in the insulation, i.e., allowed for
unrestricted radiant heat flow at exposed locations. However, if a thin layer of thermal insulation
that is robust to temperatures above 1200 ◦C is placed at the heat exposed side, the studied thermal
insulation may provide significant passive fire protection. It is recommended that this is tested in
future studies.
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Appendix A

The technical data for the thermal insulation is given in Tables A1 and A2. The chemical
composition of the thermal insulation is given in Table A3.

Table A1. Technical data for the Rockwool pipe section mat thermal insulation [29].

Name Description

Material Stone Wool

Operating Range −40 to 700 ◦C
Name Performance Norms

Maximum Service Temperature 700 ◦C EN 14706

Reaction to Fire Euroclass A1 EN
13501-1

Nominal Density 140 kg/m3 EN 1602

Water Absorption ≤1 kg/m2

≤20 kg/m3
EN 1609

BP 172

Water Vapor Diffusion Resistance Sd > 200 m EN 12086

Air Flow Resistivity >60 kPa·s/m2

Designation Code MW EN
14303-T4-ST(+)700-WS1-MV2 EN 14303

Table A2. Thermal conductivity of the thermal insulation studied (Rockwool ProRox PSM 971,
50 mm) [29].

Temperature (◦C) Thermal Conductivity (W/m·K)

50 0.041
100 0.046
150 0.054
200 0.064
250 0.075
300 0.088
350 0.106

Table A3. Data for the thermal insulation studied (Rockwool ProRox PSM 971. 50 mm) [30].

Name Product Percentage

Dust Binder 1 Oil product <0.5%
Binder 1 (C6H6O·CH2O)N 2.5% (±0.4%)

Bulk Oxide SiO2 40.6–44.6%
Bulk Oxide Al2O3 17.4–20.4%
Bulk Oxide MgO + CaO 23.9–27.9%
Bulk Oxide Fe2O3 5.5–8.5%
Bulk Oxide Na2O + K2O 1.3–4.3%
Bulk Oxide TiO2 0.6–2.6%
Bulk Oxide P2O5 Max. 1.2%

1 The binder calorific value is 27 MJ/kg according to ISO 1716.
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Abstract: Absorbents used in closed and semi-closed circuit environments play a key role in preventing
carbon dioxide poisoning. Here we present an analysis of one of the most common carbon dioxide
absorbents—soda lime. In the first step, we analyzed the composition of fresh and used samples.
For this purpose, volumetric and photometric analyses were introduced. Thermal properties and
decomposition patterns were also studied using thermogravimetric and X-ray powder diffraction
(PXRD) analyses. We also investigated the kinetics of carbon dioxide absorption under conditions
imitating a closed-circuit environment.

Keywords: soda lime; carbon dioxide; anesthesiology; absorbent; thermogravimetric analysis;
PXRD analysis

1. Introduction

Soda lime is one of the most popular carbon dioxide absorbents used in order to maintain a
safe level of this gas. Its composition has slightly changed over time; however, calcium hydroxide is
still the main component. Often an indicator signalizing its consumption is added, as well as small
amounts of sodium (or potassium) hydroxide since NaOH is more reactive than Ca(OH)2. Moreover,
the hygroscopic properties of NaOH reduce interphase mass transfer barriers and speed up the CO2

sorption process. Soda lime is most commonly used in environments characterized by reduced or
no connection with fresh air, like anesthetic and diving apparatus or spacecraft. Such environments
are commonly called “closed” and “semi-closed” circuit environments. It is an important issue since
humans are there to the most degree, exposed to increased levels of CO2. Some of the most important
examples of such systems, where soda lime and similar absorbents are used are anesthetic and diving
apparatus, submarines, spacecraft and mine refuge chambers [1,2]. Breathing in such environments
results in increased carbon dioxide concentrations. This may cause occurrence of several symptoms
or even lead to death. In order to prevent it, absorbents based on alkali hydroxides are used to
capture carbon dioxide, with soda lime being the most common one. Despite relatively low costs
of production and simple operating principle, soda lime also has numerous flaws and limitations.
It may undergo reaction with some of the gases used in general anesthesia, especially with sevoflurane,
desflurane, isoflurane and enflurane to form a number of degradation products [3–5]. One of the
gases, fluoromethyl 2,2-difluoro-1-(trifluoromethyl)vinyl ether, often abbreviated in the literature as
Compound A, has been proven nephrotoxic to rats [6–8]. It may also contain viruses derived from
the exhaled air, including rhinovirus, respiratory syncytial virus, parainfluenza virus, adenovirus,
coronavirus, human metapneumovirus and influenza virus [9–12]. Under certain conditions, soda lime
may also support the formation of carbon monoxide, one of the most toxic gases. Some of the factors
that increase the possibility of carbon monoxide formation are the use of volatile anesthetic agents
in question, their concentration and flow rate, dryness, type of used absorbent and the temperature
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in which absorption takes place [13–16]. Another complication is the need to control the absorbent
exhaustion level since an excess of CO2 can cause hypercapnia. In order to signalize soda lime
consumption, indicators like ethyl violet or ethyl orange are added. It does not, however, provide the
necessary level of safety since sometimes these indicators may return to their previous color despite
absorbent exhaustion [17]. Thus, capnometers are used in order to control the level of carbon dioxide
in a patient’s organism. These devices are, however, relatively expensive and are not used in less
developed areas. Soda lime with additions of indicators has also been withdrawn from U.S. Navy
Fleet since it was suspected of releasing harmful compounds [18]. During the absorption process,
extensive amounts of heat are produced, especially when baralyme (modification of soda lime in which
calcium hydroxide is replaced with barium hydroxide) is used. Indicator color change monitoring
and extensive heat emission additionally complicate soda lime use in diving apparatus. Furthermore,
soda lime dust inhalation was observed, which may contribute to the occurrence of airway diseases in
divers [19]. There are also no reports of reliable recycling methods of exhausted soda lime, which is
most commonly considered medical waste. Taking into consideration all the mentioned problems
and limitations, soda lime requires rigorous and careful handling. It is also the basis for seeking new
alternative absorbents that would be more reliable and versatile. Some of them are carbonaceous
materials, solid and liquid organic amines, mixtures of metals peroxides, hyperoxides or superoxides
with water, membranes and zeolites [20]. There is no doubt that carbon dioxide plays one of the most
significant roles taking into consideration both biological and environmental issues.

In this paper, we present a critical evaluation of soda lime performance as carbon dioxide
absorbent. We have also investigated composition (volumetric analysis, photometric analysis) and
thermal properties (thermogravimetric analysis, X-ray powder diffraction analysis) of two soda lime
commercial samples, as well as proposed its possible recycling method.

2. Experimental

2.1. Materials and Analysis

All chemicals used during analysis were purchased from Avantor Performance Materials, Gliwice,
Poland S.A.: pure calcium hydroxide, pure calcium carbonate, hydrochloric acid (1 mol·L−1), sodium
hydroxide (4 mol·L−1), EDTA (0.05 mol·L−1), phenolphthalein, methyl orange, Patton and Reeder’s
indicator. Analyzed soda lime samples came from the company producing carbon dioxide absorbents.
The first sample was a fresh, unused sample, while the second one was used and considered exhausted
prior to the research. The samples were marked as follows:

SL (F)—fresh soda lime sample;
SL (U)—used soda lime sample.

Chemical composition and thermal decomposition curves of samples were investigated using
volumetric, photometric, thermogravimetric analysis. In order to better understand thermal
decomposition pathways and to exclude the theoretical presence of other products of decomposition,
a PXRD analysis was performed for sinters of samples SL (F) and SL (U) prepared at 950 ◦C. The sinters
were obtained by heating the samples to the temperature defined from the thermal curves.

In the second part, we conducted an experiment under conditions imitating carbon dioxide
absorption in closed circuit anesthetic apparatus, which allowed us to draw conclusions about the
kinetics of carbon dioxide absorption and soda lime performance as a carbon dioxide absorbent.
Chemical composition and thermal destruction ways after absorption were investigated in the same
way as in the first part of our study. These samples were marked in the following way:

SL (5 min)—fresh soda lime sample after 5 min of carbon dioxide absorption;
SL (15 min)—fresh soda lime sample after 15 min of carbon dioxide absorption.
SL (30 min)—fresh soda lime sample after 30 min of carbon dioxide absorption.
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The experimental setup is schematically shown in Figure 1. A compressor was used to flow
atmospheric air through a water bubbler and then a packed bed of sorbent. The carbon dioxide
concentration in the inlet air (Co) was around 4% (average concentration of carbon dioxide in exhaled
air). The experiment was conducted at room temperature (23–25 ◦C), and relative humidity was
maintained at around 55% during the experiment.

Figure 1. Experimental setup for carbon dioxide absorption under conditions imitating
closed-circuit environment.

2.2. Methods and Instruments

A bigger batch of each sample was ground in a mortar. After homogenization, around 1.0 grams
of each sample was stirred in 1 L of distilled water on a magnetic stirrer for 24 h. Suspensions
prepared this way were then investigated using volumetric analysis. In order to ensure repeatability of
results, no less than three portions per each sample were collected and titrated. Powders resulting
from grinding in a mortar were investigated using thermogravimetric analysis. We have also
performed thermal decompositions of two main soda lime components—calcium hydroxide Ca(OH)2

and calcium carbonate CaCO3. Volumetric analysis was performed using automatic burettes at
room temperature (23–25 ◦C). P alkalinity and M alkalinity determinations were performed using
2 mol·L−1 hydrochloric acid solution in the presence of phenolphthalein and methyl orange, respectively.
Calcium ion concentration determinations were performed using 0.05 mol·L−1 EDTA solution in the
presence of Patton and Reeder’s indicator. Photometric analysis was performed using BWB-XP flame
photometer (BWB Technologies, Newbury, England). The content of sodium in samples was measured
at an analytical spectral line 589 nm with the limit of detection 0.02 ppm. Thermal behavior and
decomposition patterns of samples were investigated using IRIS 209 (Netzsch, Selb, Germany) in the
temperature range 25–980 ◦C at a heating rate of 4◦·min−1 in flowing dynamic nitrogen atmosphere
(v = 30 mL·min−1) using platinum crucibles; as reference material, platinum crucibles were used. PXRD
analysis was performed using a X’Pert Pro MPD diffractometer (PANalytical, Malvern, England) in the
Bragg–Brentano reflection geometry using CuKα radiation in the 2θ range 5–90◦ with a step of 0.0167◦
and exposure per step of 50 s.

3. Results and Discussion

The performed analyses allowed us to determine the composition of the investigated samples SL
(F), SL (U), SL (5 min), SL (15 min), SL (30 min). Volumetric and thermogravimetric analyses allowed
us to calculate the percentage of the contents of calcium hydroxide and calcium carbonate for each
sample. The contents of water were derived from thermal decomposition, as dehydration is the first
process of thermolysis. Photometric analysis allowed us to establish the content of sodium hydroxide
in investigated samples. Table 1 presents the collected data.
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Table 1. Composition of investigated samples.

Sample
Percentage Content [% (m/m)]

Ca(OH)2 CaCO3 H2O NaOH

SL (F) 96.78 0 0.89 2.50

SL (U) 35.85 60.50 1.93 2.10

SL (5 min) 63.23 34.09 2.08 2.28

SL (15 min) 42.34 55.09 2.74 2.15

SL (30 min) 31.41 64.45 2.95 2.04

Determination of each component’s content was done separately using different analytical
techniques, which may have caused propagation of error. This is the reason why, in some samples,
the summed contents of components may exceed 100%. The biggest error occurred in SL (15 min)
sample (contents sum up to 102.32%); however, it was still within the error tolerance.

3.1. Thermal Decomposition of Samples: SL (F), SL (U), Samples After Absorption: SL (5 min), SL (15 min)
and SL (30 min)

Figure 2 presents the thermal decomposition of calcium hydroxide and calcium carbonate.
Thermolysis began at 280 ◦C for calcium hydroxide (DTA peak at 430 ◦C) and at 560 ◦C for calcium
carbonate (DTA peak at 740 ◦C). Mass losses and decomposition curves were consistent with reactions
that took place during the process. For calcium hydroxide, it was the release of one molecule of water,
and for calcium carbonate, it was the release of a molecule of carbon dioxide. The final product of
decomposition in both cases was pure calcium oxide.

Figure 2. TG-DTA curves of decomposition of calcium hydroxide and calcium carbonate in nitrogen.

Figure 3 presents TG-DTA curves of the investigated fresh soda lime sample SL (F) and the used
sample SL (U) that came from a hospital and were considered exhausted. It is clear that the first step of
decomposition was the dehydration of samples. For SL (F), the sample mass loss related to this process
was 0.89% at a temperature range 25–275 ◦C, while for the SL (U) sample, it was 1.93% at a temperature
range 25–300 ◦C. In the second step, one of the samples’ components decomposed—calcium hydroxide.
For the SL (F) sample, it took place above 275 ◦C (DTA peak at 405 ◦C), while for the SL (U) sample—at
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a temperature range of 300–400 ◦C (DTA peak at 390 ◦C). It was clearly visible that above 400 ◦C, for the
SL (U) sample, decomposition of calcium carbonate took place (DTA peak at 675 ◦C).

Figure 3. TG-DTA curves of decomposition of fresh soda lime sample (SL (F)) and used soda lime
sample (SL (U)) in nitrogen.

Figure 4 presents the TG curves of investigated soda lime samples after 5, 15 and 30 min of
carbon dioxide absorption, as well as the TG curve of the SL (F) sample (after 0 min of absorption).
The decomposition path was analogous in all cases. The first step (up to 300 ◦C) was associated
with dehydration. It is clear that along with the increasing time of CO2 absorption, the content of
water increased. We could also observe how the second step of decomposition, associated with
decomposition of calcium hydroxide, shortened, while the last step, associated with decomposition of
calcium carbonate, increased along with time. These curves also show that the process of absorption
slowed down with time.

Figure 4. TG curves of decomposition of SL (F) sample and samples after carbon dioxide absorption:
SL (5 min), SL (15 min) and SL (30 min) in nitrogen.
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Soda lime is a mixture of different chemicals, and thus its thermal decomposition is a multistage
process. In all cases, the first step is dehydration. Later, decomposition of calcium hydroxide and
calcium carbonate takes place. In order to thoroughly investigate the thermal properties of such
absorbents, we decided to study the composition of two sinters prepared at the end of the decomposition
process (950 ◦C). Both the fresh sample’s (SL (F)) and the used sample’s (SL (U)) sinters were prepared.
Their X-ray powder diffraction patterns are shown in Figure 5. These patterns correlate very well with
calcium oxide, proving it is a final product of the thermal decomposition.

Figure 5. X-ray powder diffraction patterns of analyzed SL (F) and SL (U) sinters prepared at 950 ◦C.

3.2. Chemical Kinetics of Carbon Dioxide Absorption by SL (U) Sample

Three samples of SL (F) were exposed to CO2 absorption for 5 min, 15 min and 30 min, and then
analyzed in the same way as SL (F) and SL (U) samples. The absorption of carbon dioxide and water
is a multistage process. The first stage involves the formation of carbonic acid from CO2 and water.
Then, NaOH (or KOH) added in small amounts acts as an activator to speed up the process through
the formation of sodium (or potassium) carbonate. It can also be concluded that the absorption and the
hydration of CO2 and the formation of CO3

2− are rapid steps, and the dissolution of Ca(OH)2 is the
slowest step of the carbonation process [21,22]. Calcium hydroxide reacts with the carbonates within
minutes to form an insoluble precipitate of calcium carbonate as well as results in a regeneration of
NaOH [23]. Some carbon dioxide may also react directly with Ca(OH)2 to form calcium carbonates,
but this reaction is much slower. In addition, calcium bicarbonate may be formed on the surface of the
sorbent particles. The higher solubility of bicarbonate enhances CO2 diffusion through the bulk of the
particle [24]. Soda lime is exhausted when all hydroxides become carbonates.

Figure 6 shows the experimental results of CO2 sorption on soda lime as a relationship between
conversion rate α and time t. It clearly indicates that the conversion of the sorbent was incomplete and
would be difficult to reach under the typical working conditions. According to the results shown in
the figure, about 20–30 min from the beginning of the experiment, the carbonation rate slowed down
noticeably. We can observe that the curve is composed of two sections. The initial upslope of the curve
depicts the fastest rate of carbonation; its initial rate was 3.3 min−1. After 30 min, the reaction slowed
down and reached a rate of 0.17 min−1. It was a result of significant limitations of CO2 transport from
the surface to the bulk of the sorbent particles, and differentiation between kinetics-controlled and
diffusion-controlled ranges occurs.

The reaction rate of a solid-state process, dα
dt , can be related to the process temperature, T, and to

the fraction reacted, α, by means of the following general equation [25]:

dα
dt

= k· f (α) (1)

where k is a constant rate.
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Figure 6. Relationship between the fractional conversion of soda lime and time of carbon
dioxide absorption.

The kinetic curve of CO2 absorption of soda lime can be described by the pseudo-first or
pseudo-second order kinetic equation [26,27]. In the first section of the kinetic curve, the carbonation
is controlled by the surface reaction, whereas in the second section, a heterogeneous system is
controlled mainly by diffusion [28]. Assuming a driving force of CO2 removal to be proportional to the
difference between its concentrations in sorbent at any time prior to equilibrium and its concentration
at equilibrium, we can use the equation:

dα
dt

= kn(αe − α)n (2)

The fittings of the experimental data to the linear form of the two kinetic models, i.e., pseudo-first
order and pseudo-second order, are shown in Figure 7.

Figure 7. Linearized equation of the pseudo-first (right axis) and pseudo-second (left axis) order
kinetics models.
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The values of the correlation coefficient for linear forms of both kinetic equations are significantly
different. The pseudo-second order model describes the kinetic data better than pseudo-first order
model when the process is diffusion-limited [29]. The obtained values of the correlation coefficients
were, therefore, 0.999 and 0.712, respectively. Thus, pseudo-first order model does not cover both stages
of the CO2 sorption, i.e., the chemical reaction and the diffusion process. However, the carbonation
rate constant determined using first order reaction was greater than for the second order reaction
and amounted to 0.011 min−1 and 0.0022 min−1, respectively. Experimental data have shown that
the carbonation process ends before all lime is converted into a calcium carbonate [23]. On the other
hand, the first, fast absorption stage is completed within one hour, and the experimental and calculated
values of fractional conversion (Figure 6) were in good agreement with values calculated for both
kinetic models: 65.5% and 67.1%, respectively [27].

One of the possible ways to express soda lime exhaustion rate is a relationship between calcium
carbonate content and calcium hydroxide content α CaCO3

α Ca(OH)2
in the bed and time t. This relationship is

presented in Figure 8.

Figure 8. Relationship between calcium carbonate amount and calcium hydroxide amount ratio
and time.

We used this relationship to determine what time of absorption corresponds with the chemical
composition of the SL (U) sample. For example, a bed exhaustion rate of 1.247 could be obtained after
21.7 min.

4. Conclusions

Using various analytical techniques, we determined the chemical composition of several soda
lime samples: fresh sample, exhausted sample after use in hospital and three samples after carbon
dioxide absorption under conditions imitating semi-closed circuit apparatus. Thermogravimetric
and XRD analyses comprehensively described the thermal properties and decomposition ways of
the investigated samples. This product decomposed in a stable manner, releasing water and carbon
dioxide. It is possible to recycle and reuse soda lime in different forms; however, the calcination process
would require relatively high temperatures. On the other hand, high temperatures would ensure the
biological neutrality of recycled soda lime. Calcium oxide itself could be reused in many different areas,
e.g., in absorption and desiccation, in the construction industry or in the manufacturing of chemicals.

Soda lime is a fairly efficient carbon dioxide absorbent that has been used for a long time. It
has, however, some limitations and drawbacks that require further investigations, as it is a product
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used in environments where dependability is a factor of great importance. One of the issues that
should be addressed is possible interactions between absorbent and anesthetic gases, which can lead
to the release of harmful compounds. Another limitation is the speed of carbon dioxide absorption,
which is the highest at the beginning of the process and slows down relatively fast. On the surface
of the soda lime granules, water forms a film less than three molecular layers thick, and the reaction
rate is reduced [21]. As the carbonation proceeds, the product particles precipitate on the surface of
Ca(OH)2 and cover it a thicker, porous deposit layer, which inhibits the exchange of reacting species
between the surface of calcium hydroxide and bulk solution. Therefore, the diffusion rate of reacting
species is an important factor affecting the final stage of carbonation. The carbonation of Ca(OH)2 was
observed to stop before one hour. However, carbonation may go on by diffusion through the covering
layer, but its rate is too slow to be detected in the range of carbonation time used [28]. Thorough
research on soda lime properties is an important step in the evaluation of its performance as an agent
responsible for preventing carbon dioxide poisoning. Lack of data concerning the kinetics of this
process causes this problem to be still very interesting and important in both anesthetic and medical
science. Such data would provide a reliable tool to compare different types of absorbents and thus
would allow proper absorbent choice taking into consideration all other aspects of the environment or
apparatus. Our research, only to some extent, covers the main problems of soda lime use. Additional
further studies must be performed in order to ensure the required level of safety and efficiency and to
determine the best recycling method.
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Abstract: Capturing CO2 from industrial processes may be one of the main ways to control global
temperature increases. One of the proposed methods is the calcium looping technology (CaL). The
aim of this research was to assess the sequestration capacity of selected carbonate rocks, serpentinite,
and basalt using a TGA-DSC analysis, thus simulating the CaL process. The highest degrees of
conversion were obtained for limestones, lower degrees were obtained for magnesite and serpen-
tinite, and the lowest were obtained for basalt. The decrease in the conversion rate, along with
the subsequent CaL cycles, was most intense for the sorbents with the highest values. Thermally
pretreated limestone samples demonstrated different degrees of conversion, which were the highest
for the calcium-carbonate-rich limestones. The cumulative carbonation of the pretreated samples
was more than twice as low as that of the raw ones. The thermal pretreatment was effective for the
examined rocks.

Keywords: TGA-DSC; calcium looping; CO2 capture; mineral carbonation; natural sorbents; carbon-
ate rock; serpentine

1. Introduction

The prevailing view today is that anthropogenic and geogenic greenhouse gases
(GHGs) emitted into the atmosphere are the main cause of global warming. Energy produc-
tion and use may be responsible for almost two-thirds of global greenhouse gas emissions
(e.g., [1]). CO2 is considered to be the greenhouse gas with the greatest contribution to
global warming, and global CO2 emissions are used as a clear indicator of global fossil
energy consumption (e.g., [2]). Given the above assumptions, it can be concluded that
capturing CO2 from industrial processes may be one of the main ways to control global
temperature increases.

Mineral carbonation (MC) is considered to be one of the safest technologies for reduc-
ing CO2 emissions into the atmosphere and is used to capture and store CO2 in situ—in
geological formations—or ex situ—as a potential solution for CO2 sequestration from
smaller emitters where geological sequestration is not a viable option [3].

The advantage of mineral carbonation is the permanent storage of CO2 in the form
of thermodynamically stable and environmentally friendly carbonates (e.g., [4–6]). This
process is exothermic, and the raw materials for its operation are widely available (which
is advantageous from an economic point of view) [7]. In the MC process, appropriately
selected mineral substrates react with CO2 and form thermodynamically stable carbonates.
This prevents emissions and ensures permanent CO2 sequestration [8,9]. One of proposed
ex situ methods is the calcium looping technology—CaL [10].

Calcium looping (CaL) systems have been proposed as a less expensive method of
CO2 capture for conventional power plants. In this process, a key role is played by calcium
sorbent, which is used in alternating calcination and carbonation processes. The efficiency
of the process varies depending on the properties of the sorbents used, which are expressed,
inter alia, in the effects observed for the decreasing efficiency of gas capture with increasing
number of CaL cycles. It is believed that this phenomenon is related to the reduction of the
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active surface of the sorbent due to sintering and, possibly, the decrease in the chemical
activity resulting from the reaction with sulfur oxides competing with carbonation. The
reaction in which sulfur compounds are involved is largely similar to carbonation; however,
it is irreversible under CaL conditions. It takes place in pores of small dimensions, and its
products are deposited on the sorbent surface, which, in turn, makes carbonation difficult.
The environments of carbonation are meso- and micropores, and especially in the latter
ones, rapid filling with reaction products can take place [11].

The aim of this work was to assess the sequestration capacity of selected rocks using
a simultaneous TGA-DSC analysis, thus simulating the calcium looping process. Such a
method is suitable for small samples (e.g., drill cuttings, rock fragments), which are easy to
obtain even at a very early stage of the raw material deposit recognition. Moreover, such
tests do not require extensive reactors, and, in a relatively quick and simple way, they allow
for the characterization of the material or screening of samples in terms of their suitability
for CaL.

The calcium looping process—shown in Figure 1—uses a reversible chemical reaction,

CaO + CO2 = CaCO3, (1)

between lime (CaO) and CO2, to capture CO2 from waste gas streams [10]. CO2 in the gas
stream reacts with CaO in an exothermic carbonation reaction, forming calcium carbonate
(CaCO3) at temperatures in the range of 600–700 ◦C. The CaCO3 from the carbonizer is then
sent to a separate device called a calciner, where the calcination reaction takes place at a
high temperature (around 900 ◦C). In these conditions, high-purity CO2 is released, which
is suitable for transport to the sequestration site. The CaO produced is then sent back to the
carbonator, closing the loop. Many researchers have proposed the oxy-combustion of coal
in a calciner as a heat source for the calcination reaction [10,12]. The heat can be recovered
from the exothermic carbonation reaction as well as from high-temperature gas and solid
waste streams to generate electricity. As a result, CaL CO2 capture technology can be less
energy intensive and more economical than the amine-based chemical absorption process.

 

Figure 1. Diagram of the calcium looping (CaL) process for CO2 capture, according to [13].

The efficiency of CO2 capture (carbonation) by the sorbent and its regeneration (calci-
nation) depends on the reaction kinetics, the sorbent grain size, its specific surface area,
and the pore space characteristics. The cyclicity of the CaL process is accompanied by
a decrease in the active surface of the sorbent particles due to the tight packing of CaO
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(regular system) in comparison to CaCO3 (trigonal system). Capture of CO2 by the CaO
phase occurs in two stages. The first stage, in which the surface of the sorbent is covered
with calcium carbonate, is characterized by a fast reaction rate and is strongly dependent
on the partial pressure of CO2 [14,15]. The second stage is slow—the contact of CO2 with
the sorbent depends on diffusion through the CaCO3 coating. Therefore, CaL installations
should be based on the use of the first stage [16]. The capture process can be described
by, among others, the shrinking core model (SCM), in which both stages are included, as
shown in Figure 2. According to this model, the reaction proceeds at a narrow front that
moves into the solid particle. The reactant is completely converted as the front passes
by [17].

 

Figure 2. Schematic diagram of the shrinking core model (SCM), according to [17].

The conversion of sorbent can be expressed on the basis of mass change as follows:

X =

(
m − m0

m0

)
·MCaO
MCO2

(2)

where m is the sorbent mass at the time t, m0 is the initial mass of the sorbent, and MCaO
and MCO2 are the molar masses of CaO and CO2.

According to [17], given the spherical shape of sorbent particles, the relationship of
sorbent conversion with particle radius is given by the formula:

1 − X =

(
volume o f unreacted core
total volume o f particle

)
=

4
3 πr3

c
4
3 πR3

=
( rc

R

)3
(3)

Let the time for complete conversion of a particle be τ (s), and t is the time of the
carbonation reaction (s). Then, in terms of the fractional time for the carbonation reaction,
the conversion of the sorbent is given by:

X = 1 −
( rc

R

)3
=

t
τ

. (4)

Thus, we obtain the general relationship of time with the radius and with the conversion,
and the progression of the chemical reaction in terms of the fractional conversion becomes:

1 − (1 − X)
1
3 =

t
τ

, (5)

while the progression of diffusion is:

1 − 3(1 − X)
2
3 + 2(1 − X) =

t
τ

. (6)
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2. Materials and Methods

In this work, rock samples representing the listed lithological types were studied as
potential sorbents in the CaL process (Table 1).

Table 1. Samples studied as potential sorbents in the CaL process.

Sample Rock Type Site/Age Sample Mass [mg] Mass Loss [%] CaCO3 [%]

1 limestone Stramberk(Czechia)/Jurassic 20.02 41.57 90.1

2 limestone Podlesie (Poland)/Devonian 19.58 39.00 84.5

3 limestone Butkov (Slovakia)/Cretaceous 20.32 31.81 68.9

4 bituminous limestone Dębnik (Poland)/Devonian 14.72 34.51 78.5

5 limestone Saint Anne Mountain
(Poland)/Triassic 15.46 42.88 97.5

6 limestone Gorazdze (Poland)/Triassic 13.9 42.09 95.7

7 dolomite Olkusz (Poland)/Triassic 14.99 46.06 94.4 1

8 marl Cisownica (Poland)/Cretaceous 15.09 29.75 67.7

9 basalt (nefelinite) Saint Anne Mountain
(Poland)/Tertiary 14.55 1.92 -

10 magnesite Braszowice (Poland)/Tertiary 14.91 50.91 97.5 2

11 serpentinite Jordanów (Poland)/older than
UpperDevonian 14.46 26.97 -

1 % CaMg(CO3)2, 2 % MgCO3.

The rock samples were mechanically ground using a PM 100 CM ball mill (Retsch,
Haan, Germany) to a fraction of less than 0.08 mm. CO2 sorption studies were carried out
on the STA 449 F3 Jupiter (Netzsch, Selb, Germany) apparatus. Samples weighing about
15 mg were placed in an Al2O3 crucible. First, the mass change of the analyzed samples
was measured (Table 1); this allowed the determination of the share of calcite (or dolomite)
in carbonate rocks. Measurements were made in N2 atmosphere at a temperature of up to
1030 ◦C and a heating rate of 10 K/min. Next, the simulation of the CaL process was carried
out using a temperature program (Figure 3), which consisted in heating (calcination) of the
primary sample from a temperature of 40 ◦C to about 900 ◦C at a rate of 20 ◦C/min in a N2
atmosphere with a flow of 25 mL/min. Then, a 10 min isothermal section was introduced,
and the temperature was lowered to about 650 ◦C. Then, the carbonation process was
carried out, keeping the sample at this temperature for 10 min with the attached CO2 flow
at the rate of 25 mL/min. The test was carried out in 10 cycles of alternating calcination
and carbonation. During the measurements, changes in the mass of the sample over time
(TGA) and heat flow (DSC) were recorded.

In this work, we the tested raw sorbents (unmodified) as well as selected limestone
sorbents that were thermally modified by pre-heating the sample for one hour at 1000 ◦C
in 100% N2 atmosphere.
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Figure 3. Example of a temperature program sequence (purple), and gas flow (green dashed line—N2, blue solid line—CO2).

3. Results

3.1. Raw Sorbents
3.1.1. Dolomite

The simulation of the CaL process for dolomite showed an initial weight loss of the
sorbent (calcination) amounting to 45.06% of its weight (Figure 4), which means that the
sorbent was composed of almost pure CaMg(CO3)2. The dolomite derivatogram reveals
that two reactions registered on the DSC curve as two adjacent endothermic effects at
740 and 870 ◦C. The first is responsible for the CO2 release from MgCO3, and the second
from CaCO3; the sample mass losses are 23.59 and 21.47%, respectively. During carbonation,
the CO2 capture was obtained, causing the sample mass changes in the range from 18.77%
(first cycle) to 10.30% (10th cycle) (Figure 5). The gas capture efficiency decreased with
increasing number of CaL cycles, which may be related to the decreasing active surface of
the sorbent due to sintering.

It is worth noting that the carbonation process was not completed within the assumed
time of 10 min. This is evident in the sample mass change (TGA) graph, which shows the
rapid rise (reaction step—line 1) smoothly moving through the transition (line 2) towards
the diffusion step (line 3). According to the SCM model, such effects are connected with the
increasing thickness of the CaCO3 layer surrounding the unreacted CaO core. However,
this last step was not fully completed, as shown by the line 3, which is tangent to a portion
of the mass loss curve still deviates from the horizontal position. This means that in the
case of dolomite sorbent, carbonation could be carried out for a longer time than assumed
in the analyzed simulation. This is justified by the observation of the occurrence of a
segment typical for the diffusion that was visible at the time of about 10 min after closing
the CO2 flux to the reaction chamber of the furnace, when the atmosphere was not fully
replaced with the protective gas (N2). In this case, the extension of the carbonation time
may be associated with a potential reduction in the economics of the capture process, as the
recorded increase in uptake by diffusion was only 0.29% in the first cycle, and in the next,
it was about 1% of the sorbent sample mass (Figure 5). This issue would require further
tests with extended carbonation time in order to calculate the amount of CO2 bound by the
sorbent through the diffusion process.
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Figure 4. TGA and DSC curves for dolomite.

Figure 5. Relative mass changes for dolomite in the CaL process (the solid black line marks the section of the surface
reaction, and the dashed line marks the section possibly corresponding to diffusion).

3.1.2. Saint Anne Mountain Limestone

The initial weight loss of the sorbent was observed (dehydration and calcination) to
amount to 42.89% of its weight (Figure 6), which means that the sorbent was composed of
almost pure calcium carbonate. Carbonation caused the sample mass changes in the range
from 30.49% (first cycle) to 12.42% (10th cycle) (Figure 7).
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Figure 6. TGA and DSC curves for limestone from Saint Anne Mountain.

Figure 7. Relative mass changes for the limestone from Saint Anne Mountain.

The gas capture efficiency clearly decreased after the first cycle—to 24.28%—which
may be related to the reduction in the active sorbent surface due to sintering. In subsequent
cycles, this decline showed a downward trend. It should be noted that the reaction segment
(visible as a steep mass increase) was shortened more and more in subsequent steps. At
the same time, the elongation of the transition section was noticeable—this proves the
increasing role of diffusion and confirms the sintering phenomenon. At the end of the
assumed carbonation stage, a slightly inclined section of the sample mass increase was
formed, which proves the diffusion process at that time (Figure 6). In addition, within
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about 5 min after closing the CO2 supply, small, unsystematic fluctuations in the mass of
the sample are revealed (from −0.71% to +0.06%), followed by rapid calcination.

3.1.3. Marl

A decrease in the weight of the sorbent was observed, amounting to 29.75%, of which
about 4% corresponded to dehydration and dehydroxylation of clay minerals, and the re-
maining 25.73% corresponded to carbonate decomposition (Figure 8). Carbonation caused
the sample mass changes within the range from 3.52% (first cycle) to 1.67% (10th cycle)
(Figure 9). The efficiency of CO2 gas uptake decreased at a decreasing rate, which may
be related to the reduction in the active surface of the sorbent due to sintering (Figure 12).
The reaction segment was shortened in successive stages, and instead, the elongation of
the transition section became noticeable. This proves the increasing role of diffusion and
confirms the sintering phenomenon. Within about 5 min after closing the CO2 valve, slight
fluctuations in the mass of the sample were revealed, with a clearly decreasing character
with subsequent cycles. They were followed by rapid calcination.

3.1.4. Nephelinite

The initial weight loss of the sorbent (poorly marked dehydration and calcination)
was observed, amounting to 1.90% of its weight (Figure 10) and showing a small, potential
share of carbonates (most likely filling cracks or voids formed during degassing of basaltic
lava). During carbonation, the gas capture efficiency showed no systematic variability, and
in most cycles, it ranged from 0.63 to 0.68%. In only the first cycle, the reaction section
(steep mass increase fragment) was short, followed by the diffusion section. In subsequent
stages, the reaction segments were higher. They were followed by slight fluctuations in
mass, lasting until the end of the assumed carbonation stage.

 
Figure 8. TGA and DSC curves for marl.
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Figure 9. Relative mass changes for the marl.

 

Figure 10. TGA and DSC curves for nephelinite.

3.1.5. Magnesite

The significant initial weight loss of the sorbent amounted to 50.92% of its weight
(Figure 11), which proves the negligible potential contributions of other carbonates. The gas
capture efficiency showed a decreasing trend, burdened with a non-systematic component,
and ranged from 0.85% (cycle 1) to 0.72% (cycle 10). As in the case of the previously
described nephelinite, in only the first cycle, the reaction section was short, followed by
the diffusion process. In the next stages, the reaction segments were higher. Fluctuations
in mass lasted until the end of the carbonation stage, and were followed by relatively
slow calcination.
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Figure 11. TGA and DSC curves for magnesite.

3.1.6. Serpentinite

The result of the DTA–TG analysis of serpentine sample is shown in Figure 12. Two
endothermic peaks were found at temperatures of 623.1 and 701.9 ◦C due to the release
of structural water. At a temperature of 834.1 ◦C, a large exothermic peak was visible,
which represents the destruction of the serpentine crystalline structure and the formation
of forsterite, enstatite, and clinoenstatite. For temperatures higher than 750 ◦C, the TGA
analysis showed no significant weight variation. During carbonation, the sample mass
changes reached from 1.42% (first cycle) to 0.95% (10th cycle). The efficiency of gas capture
decreased at a decreasing rate. The reaction segment was shortened in successive stages,
while the diffusion segment became more apparent, which confirms the sintering of the
sample. About 5 min after the CO2 shut off, there was a slight decrease in the mass of the
sample—typical for the first-order reaction—followed by a sharp but slight weight loss
due to calcination.

 
Figure 12. TGA and DSC curves for serpentinite.
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3.2. Thermal Pretreatment of Sorbents

Calcium sorbents are characterized by a decreasing activity of capturing CO2 in each
subsequent carbonation cycle. After approximately one hundred cycles, the asymptotically
decreasing sorbent yield ranges from 7 to 15% for a 10 min carbonation time. It is believed
that this is the result of changes in the sorbent’s morphology, during which its specific
surface area decreases and the micropores disappear. In order to improve the activity of
sorbents, the following enhancement techniques are used:

• Doping—aimed at postponing or avoiding sintering of sorbent in order to moderate
sintering and abrasion of the sorbent (e.g., [18,19]). The effectiveness of doping
depends on the concentration of the substrate used. Too low of a concentration will
have no effect, while too high of a concentration may block the pores [12,20];

• Chemical treatment—to obtain a better sintering performance and more favorable
pore area (e.g., [21,22]). Although the chemical treatment presents reactivity benefits,
it has two drawbacks: the cost and availability of the acid and the marginal increase
in CO2 uptake [23],

• Thermal pretreatment—to improve the conversion of CaO in long series of cycles and
to stabilize the sorption capacity (e.g., [24,25]).

Research performed by Manovic and Anthony [25] and Manovic et al. [26] demon-
strated that thermal pre-treatment could be an important method of improving conversion
of CaO over long series of cycles. Such a phenomenon might be explained by a theory
proposed by Lysikov et al. [27] and developed by Manovic and Anthony [25], according to
which the repetitive carbonation/calcination cycles enhance the formation of a skeleton
of interconnected CaO. This skeleton acts as the outer layer of the reactive CaO layer and
stabilizes the sorption capacity.

The tests by Manovic and Anthony [25] showed that the particles were strongly
sintered and that carbonization occurred on the surface of the solid particle. The pre-
treatment resulted in the formation of an internal skeleton of the sorbent particles and
protection of their integrity. When the sorbents are preheated, after the decomposition
of CaCO3, ion diffusion continues and stabilizes the skeleton, which, due to its porous
structure, is able to maintain significant carbonation (Figure 13).

 

Figure 13. Schematic representation of the pore–skeleton model [25].

Manovic and Anthony [20] studied the improvement of sorbent properties (Kelly Rock
limestone) with 54.39% CaO content and loss on ignition (44.20%) through steam reactiva-
tion, thermal pre-treatment, and addition of calcium-aluminate-based pellets. The most
promising results were obtained for powdered Kelly Rock limestone samples (<50 μm).
For the preheating temperatures of 1000 ◦C, the sorbent was self-reactivated for the next
30 carbonation cycles. The highest conversions were obtained at 1000 ◦C, for which 49%
conversion was achieved in the last cycle, with an average value of ∼45% for 30 cycles.
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Lower conversion values were obtained for samples pretreated at 1100 and 1200 ◦C. How-
ever, taking into account the self-reactivation effect, these results may also be promising,
especially since heating the sorbent at these temperatures (in combination with granulation)
gives better mechanical properties that could prevent its undesirable attrition. Assuming
that the pretreatment time is an important parameter, a 6 h thermal activation study was
also carried out on Kelly Rock powdered samples at temperatures of 900–1100 ◦C. It was
confirmed that the pretreatment time influences the properties of the sorbent, and that
shorter thermal treatment times can positively influence the effectiveness of the sorbent [25].

In this work, based on the results of the preliminary tests, three limestone samples
from Stramberk (Czechia), Podlesie (Poland), and Butkov (Slovakia) (Table 1) were selected
for further testing. They were characterized by high, medium, and the lowest weight loss,
respectively. The tested sorbents were thermally modified by pre-heating the sample for
one hour at 1000 ◦C in 100% N2 atmosphere. A further research cycle was carried out
according to the procedure described earlier.

The effect of thermal pretreatment is presented for the example of limestone from
Stramberk (Czechia) (Figure 14A,B). During the carbonation of the raw sample, CO2
capture was achieved, causing the sample mass to change within a range from 31.36%
(first cycle) to 13.68% (10th cycle). The gas capture efficiency decreased with increasing
number of CaL cycles. After the first cycle, the gas uptake efficiency decreased to 25.36%,
which may be due to the reduction of the active sorbent surface due to sintering. It
is noticeable that the reaction time (visible as a steep section of the mass increase) got
shorter in subsequent cycles. Simultaneously with the reduction of the reaction section,
the extension of the transition section was noticeable, which proves the increasing role of
diffusion and confirms the phenomenon of sintering of the sample.

It is noteworthy that, within the assumed time of 10 min, the carbonation process was
not completed. This is evident in the sample mass change graph, which shows a sharp rise
(reaction stage) moving smoothly (transition stage) towards the diffusion stage. The latter,
however, is not observed (no element approaching the horizontal line, mass growth curve).
This means that in the case of the Stramberk limestone, carbonation could be carried out for
a longer time than assumed in the analyzed simulation. The extension of the carbonation
time in this case may be associated with a potential reduction in the economics of the
capture process. This issue would require further tests with extended carbonation time in
order to calculate the amount of CO2 bound by the sorbent through the diffusion process.

The comparison of the relative mass changes for Stramberk limestone without modifi-
cation and thermally pretreated samples proves that the end of the reaction stage occurs at
a similar temperature—around 644.5 ◦C (Figure 15). The calcination time varies, however,
and is shorter for the unmodified sorbent, which is related to the lower content of CO2
blocked in this sample.
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(B) 

(A) 

Figure 14. Relative mass changes for Stramberk limestone: (A) unmodified; (B) thermally pretreated for 1 h at 1000 ◦C.
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Figure 15. Relative mass changes for Stramberk limestone at the fifth and sixth calcium looping cycles: (A) without
modification; (B) pretreated for 1 h at 1000 ◦C.

4. Discussion

The CaL simulations showed different degrees of conversion for the tested rock
sorbents (Figures 16 and 17). As expected, they were the highest for carbonate rocks (except
for bituminous limestone); intermediate values were found for marl and bituminous
limestone, and the values were lower by an order of magnitude for the remaining sorbents:
magnesite and serpentinite. The lowest degree of conversion was determined for basalt.
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Figure 16. The conversion of carbonate rocks in the CaL process.
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Figure 17. The conversion of magnesite and non-carbonate rocks in the CaL process.

The decrease in the conversion rate with subsequent CaL cycles was most pronounced
for the sorbents with the highest values of this parameter, again with the exception of
bituminous limestone (for which a significant decrease was noted between the first and
second cycles; Figure 16). In the case of basalt, there were no significant changes in the
conversion rate during the simulated cycles.

From the standpoint of the efficiency of the CaL process, an important indicator is
the parameter called “cumulative carbonation relative to the initial mass of the sorbent”,
which, for the 10 analyzed cycles (n = 10), could be defined as the degree of carbonation for
n cycles.

It represents the multiplicity of the captured CO2 relative to the initial sorbent mass.
In the course of the analyzed cycles, the cumulative carbonation shows regularities that
are similar to the degree of conversion (Figures 18 and 19). This parameter, exceeding
1.0, was also the highest for carbonate rocks (limestones: Stramberk—1.93, Saint Anne
Mountain —1.81, Gorazdze—1.65, Podlesie—1.62, and dolomite of Olkusz—1.26); values
that were lower by an order of magnitude were achieved for marl, bituminous limestone,
and serpentine, and values lower by two orders of magnitude were achieved for magnesite
and basalt.

The CaL simulations performed for the thermally pretreated samples also demon-
strated different degrees of conversion for the tested rock sorbents (Table 2). As predicted,
they were the highest for the Stramberk limestone sample, which was characterized by the
highest proportion of calcium carbonate. The decrease in conversion with subsequent CaL
cycles was most apparent for the sorbents with the highest values of this parameter.
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Table 2. Conversion in raw and pretreated limestones.

Cycle

Sample

Štramberk Podlesie Butkov

90.1% CaCO3 84.5% CaCO3 68.9% CaCO3

Untreated Pretreated Untreated Pretreated Untreated Pretreated

1 0.73 0.24 0.61 0.14 0.28 0.09

2 0.59 0.22 0.49 0.12 0.17 0.08

3 0.51 0.21 0.42 0.12 0.13 0.08

4 0.46 0.20 0.38 0.11 0.11 0.07

5 0.43 0.19 0.34 0.11 0.10 0.07

6 0.40 0.19 0.31 0.11 0.09 0.07

7 0.37 0.19 0.28 0.11 0.09 0.06

8 0.35 0.19 0.25 0.10 0.09 0.06

8 0.33 0.18 0.23 0.10 0.09 0.06

10 0.32 0.18 0.21 0.10 0.08 0.06

The cumulative carbonation in the course of the analyzed cycles shows a pattern simi-
lar to that of the degree of conversion (Table 3); however, the value of this parameter was
more than two times lower than for the raw samples of Stramberk (0.86) and Butkov (0.35).
The greatest relative decrease was recorded for the Podlesie limestone, the cumulative
carbonation of which decreased by more than three times (from 1.62 for raw sample to
0.5 after thermal treatment) despite the relatively high content of CaCO3.

Table 3. Cumulative carbonation relative to the initial weight of the sorbent for raw and pre-
treated limestones.

Cycle

Sample

Štramberk Podlesie Butkov

Untreated Pretreated Untreated Pretreated Untreated Pretreated

1 0.31 0.10 0.28 0.06 0.14 0.05

2 0.57 0.20 0.50 0.12 0.23 0.09

3 0.79 0.29 0.70 0.17 0.29 0.13

4 0.99 0.37 0.87 0.22 0.35 0.16

5 1.17 0.46 1.03 0.27 0.40 0.20

6 1.34 0.54 1.17 0.32 0.45 0.23

7 1.50 0.62 1.30 0.37 0.50 0.26

8 1.65 0.70 1.41 0.41 0.54 0.29

8 1.80 0.78 1.52 0.46 0.58 0.32

10 1.93 0.86 1.62 0.50 0.62 0.35

The thermal pretreatment was not effective for the examined limestones, as also
reported by Manovic et al. [20]; it is believed to be efficient for only some types of natural
materials. It is likely that different types of limestone require different pretreatment
conditions due to differences in impurities and internal structures [28]. However, this
treatment has clear advantages: It is simple and relatively inexpensive compared to other
techniques. On the other hand, it should be underlined that this would require additional
energy to heat up the sorbent prior to its final use. This may result in a reduction in the
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power output of a CaL-equipped power generation system. Nonetheless, several studies
proved that even if the pretreated limestone shows lower values of initial sorption capacity,
this capacity increases over many cycles due to the softening of the hard skeleton. The
disadvantage of this refining technique is that although the reactivity increases, the attrition
of the particles significantly increases [29].

5. Summary and Conclusions

The suitability of selected rocks—limestone, dolomite, magnesite, marl, serpentinite,
and basalt—was tested for the purpose of CO2 sequestration in the CaL process. TGA-DSC
tests were carried out based on a temperature program designed for this purpose. The
tests were performed in 10 cycles of alternating calcination and carbonation. During the
measurements, changes in the mass of the sample over time (TGA) and heat flow (DSC)
were recorded.

CaL simulations showed various degrees of conversion for the tested rock sorbents—
the highest values were achieved for carbonate rocks (except for bituminous limestone),
intermediate values were achieved for marl and bituminous limestone, lower ones were
achieved for the remaining sorbents (magnesite and serpentinite), and the lowest were
achieved for basalt.

The decrease in the conversion rate with subsequent CaL cycles was most intense for
the sorbents with the highest values of this parameter. In the case of basalt, no significant
changes in the conversion rate were observed. The decrease in gas capture efficiency with
an increasing number of CaL cycles may be related to the decreasing active sorbent surface
due to sintering.

The values of the parameter called “cumulative carbonation relative to the initial mass
of the sorbent” corresponded to the multiplicity of the captured CO2 relative to the initial
sorbent mass. This parameter, exceeding a value of 1.0, was the highest for carbonate rocks;
it achieved lower values for marl, bituminous limestone, and serpentine, as well as—by
two orders of magnitude—for magnesite and basalt.

In most of the analyzed samples, the carbonation process was not completed within
the assumed time of 10 min. In practice, however, extending the carbonation time could
reduce the economics of the capture process.

The simulations of the thermally pretreated samples also demonstrated different
degrees of conversion for the tested rock sorbents, which were the highest for the calcium-
carbonate-rich Stramberk limestone. The cumulative carbonation of the pretreated samples
was more than two times lower than that of the raw ones. The largest relative decrease was
recorded in the case of Podlesie limestone, the cumulative carbonation of which decreased
by more than three times, despite the relatively high CaCO3 content.
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Abstract: Densities of liquid oxide melts with melting temperatures above 2000 ◦C are required
to establish mixing models in the liquid state for thermodynamic modeling and advanced addi-
tive manufacturing and laser welding of ceramics. Accurate measurements of molten rare earth
oxide density were recently reported from experiments with an electrostatic levitator on board the
International Space Station. In this work, we present an approach to terrestrial measurements of
density and thermal expansion of liquid oxides from high-speed videography using an aero-acoustic
levitator with laser heating and machine vision algorithms. The following density values for liquid
oxides at melting temperature were obtained: Y2O3 4.6 ± 0.15; Yb2O3 8.4 ± 0.2; Zr0.9Y0.1O1.95

4.7 ± 0.2; Zr0.95Y0.05O1.975 4.9 ± 0.2; HfO2 8.2 ± 0.3 g/cm3. The accuracy of density and thermal
expansion measurements can be improved by employing backlight illumination, spectropyrometry
and a multi-emitter acoustic levitator.

Keywords: levitation; rare earth oxides; zirconia; hafnia; melting; thermodynamics

1. Introduction

Most metal alloys are produced by melt processing, and thermodynamic and ther-
mophysical properties of metallic melts have been systematically investigated for over a
century. The developed ab initio and Calphad-based computational tools show spectacular
results for the prediction of crystallization pathways and equilibrium phases for metal
alloys [1]. Refractory oxide ceramics are usually produced by sintering, and application-
driven incentives to study high temperature oxide melts have been largely limited to
metallurgical slugs and glasses. The situation has changed with the application of additive
manufacturing techniques to ceramic materials [2–7]. These techniques often involve laser
melting, and their advance is hampered by a lack of data on oxide melts.

A plethora of techniques is available for high temperature study of metal alloys. The
“exploding wire” technique [8,9] has been in development for more than 300 years and
has also been adapted for electrically conductive carbides and nitrides [10–13]. In this
method, pulse discharge through a metallic wire or conducting ceramic coating provides
instantaneous heating and excludes any contamination from the container.

Electromagnetic [14] and electrostatic [15] levitation have been successfully used for
contactless high temperature studies on metal alloys for decades [16–22]. Electromagnetic
levitation was also applied to semiconductors after preheating; liquid silicon was studied
extensively with this technique [20,23]. Image-based density measurements using levitation
have been reported since the 1960s [24], and have been further refined using modern
machine vision algorithms and applying Legendre polynomial fitting to the results of
edge detection routines for volume calculation [23,25–28]. Modulated laser calorimetry on
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electromagnetically levitated melts was developed by Fukuyama et al. in 2007 [29]. Data
on excess volume from image processing combined with data on excess heat capacities of
mixing [30] provide a thermodynamic foundation for constructing realistic solution models
for metallic alloys.

However, many refractory oxides are dielectrics and cannot be studied using explod-
ing wire or electromagnetic levitation. Electrostatic levitation can be applied to dielectric
materials, but it relies on surface charges and is challenging in terrestrial conditions. Most
of the work on the application of electrostatic levitation to oxides was accomplished by the
group at Tsukuba Space Center in Japan [31–34]. It culminated in the design of an electro-
static levitation furnace (ELF), which is currently in operation at the International Space
Station [35]. The first results on the density of liquid Er2O3 and Gd2O3 were published in
2020 [36,37].

Aerodynamic levitation in a conical nozzle (CNL) [38–41] has been used extensively
for oxide melts; however, it has limitations of limited sample visibility and large thermal
gradient. The development of an aero-acoustic levitator (AAL) was funded by NSF and
NASA and built by Intersonics Inc. in 1990 [42]. In this method, the sample is stabilized
above the gas jet by acoustic forces that allow unimpeded access for multi-beam laser
heating, pyrometer aiming and video recording.

Only two AAL instruments were commercially produced [43]: the first one with
analog controls [44], which was operated in Japan [45–47]. The second one, used in this
work, was built for RWTH Aachen University [48]. It enabled the first direct observation of
liquid immiscibility between zirconia and silica-rich melts in the ZrO2-SiO2 system [49].
To the authors’ knowledge, this is the only instrument of its kind in operation to date.
However, it will not be for long. Marzo et al. [50] made openly accessible a new acoustic
levitator design using mass-produced acoustic transducers. This drastically reduces the
cost of the development of new generation AAL. We anticipate that this innovation will
result in a wider application of this technique to study oxide melts. In this work, we present
measurements of the density of Y2O3, Yb2O3, YSZ, and HfO2 melts with an aero-acoustic
levitator using machine vision algorithms developed for metal alloys.

2. Materials and Methods

2.1. Sample Synthesis

HfO2, Y2O3, and Yb2O3 oxide spheroids 2–3 mm in diameter were prepared by the
melting of oxide powders obtained from Alfa Aesar (Ward Hill, MA, USA) with metals
purity 99.98% or higher. The powders were sintered at 1500 ◦C in air for 5 h, then placed
into a copper hearth and melted with a 400 W CO2 laser beam into irregularly shaped
pieces surrounded by an unmelted powder bed. The resulting solid pieces were remelted
in a conical nozzle aerodynamic levitator in Ar flow. Experiments were also performed
on laser melted Y0.05Zr0.95O1.975 and Y0.1Zr0.9O1.95 samples prepared and characterized
earlier for neutron diffraction experiments [51].

2.2. Measurement Procedure

The design of the aero-acoustic levitator used in this work (Figure 1) was described in
detail by Nordine et al. [48]. The sample for levitation was positioned above the alumina
tube heated to 550 ◦C, which serves as a gas jet. The levitation of the sample above the jet is
stabilized by six acoustic transducers controlled with levitator software using a positioning
system with three low power 808 nm solid state lasers. Experiments with Y2O3 were
performed using N2 or Ar gas jets; due to high density of HfO2 and Yb2O3 samples their
levitation was only possible using an Ar gas jet.
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Figure 1. Operation of the aero-acoustic levitator at RWTH Aachen. J.N. is positioning the bead using
an air pick above the gas jet for levitation. Inset: the sample bead heated with the dual laser beam,
A1–A6 are frequency matched 22.2 kHz acoustic transducers controlled with input from positioning
lasers and cameras (labeled PL and PLC, respectively).

After levitation was established, the sample was heated to its melting temperature with
two antiparallel 240 W CO2 laser beams (Synrad, WA, USA). The video was recorded using
a Phantom V9.1 camera from Vision Resarch, Inc. (Wayne, NJ, USA) with an acquisition
interval of 0.5–1 ms and exposure time of 20–200 μs. The temperature was recorded with a
narrow band 650 nm Exactus pyrometer from BASF Corporation (Florham Park, NJ, USA).
The pyrometer was operated with a 1-ms acquisition interval; the measurement spot size
was set to 0.8 mm, and emissivity was set to 1. It was possible to record videos and cooling
traces for the crystallization of Y2O3, Zr0.95Y0.05O1.975, and Zr0.9Y0.1O1.95 samples. This
allowed correlation of the spike in density trace with recalescence peaks on crystallization,
obtaining density values at melting temperature, and evaluating volume thermal expansion
of the liquids. Levitated HfO2 and Yb2O3 melts became unstable after turning off the lasers
and fell out of the field of view before recalescence peaks were captured with a pyrometer.
This is attributed to their higher density. Levitation stability in AAL is discussed in detail
by Nordine et al. [48].

2.3. Video Processing

Volume was calculated using a modification of the algorithm developed by Bradshaw
et al. [25] as implemented by Bendert et al. [52]. As the videos were not filtered, the large
temperature range and surface features of the molten samples made shape determination
using edge detection routines difficult, so the video contrast was post-processed using
open source software [53] to provide better definition. The numerical routines were used to
calculate volume assumed symmetry about the vertical axis. This is not necessarily the case
with aero-acoustically levitated droplets, which may be slightly asymmetric and experience
a slight precession, introducing some additional uncertainty into the measurement. The
implementation of multi-emitter acoustic levitator design [50] may reduce this uncertainty.

Camera calibration was performed by imaging commercially obtained machined
Al2O3 spheres 3.27 mm in diameter levitated without laser heating. The video was pro-
cessed using the same procedure as for the laser-heated molten oxides. The variation in
calculated volume from the machine vision algorithm did not exceed 1%. The main con-
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tribution to calibration uncertainty comes from measurements of diameter and sphericity
of the Al2O3 sphere (taken as ±0.025 mm). The total uncertainty in volume from camera
calibration was estimated as ±3%, from ±2.3% uncertainty in volume of the calibration
standard and ±0.3% variation in volume from video edge detection procedure.

Correlation of the pyrometer trace with the video recording and density curve obtained
from video analysis was performed manually. The moment of turning off the lasers is
clearly observed from the disappearance of the bright spot on the molten sample. The onset
of crystallization was evident from the video from a sudden increase in sample brightness—
sample “flash” or recalescence, caused by reheating the sample on crystallization by
released heat of fusion.

3. Results and Discussion

In experiments performed on Y2O3, Zr0.95Y0.05O1.975, and Zr0.9Y0.1O1.95, it was possi-
ble to record recalescence on cooling traces and videos. This allowed accurate temperature
correlation of density values and evaluation of thermal expansion of the liquid. Stable
levitation of HfO2 and Yb2O3 through recalescence was challenging, and we did not
succeed in recording videos of recalescence. However, considering 3% uncertainty from
calibration, we attribute the measured values for HfO2 and Yb2O3 to the melting tempera-
tures. Matched temperature–density profiles are shown in Figures 2 and 3. The obtained
density and thermal expansion data are summarized in Table 1, together with relevant
reference values.

 

Figure 2. Cooling trace of a 59-mg Y2O3 sample (~2.5 mm in diameter) melted in an Ar jet in an aero-
acoustic levitator with overlayed density measurements and video frames (lateral view): (1)—molten
droplet heated laterally with two laser beams which are visible as bright spots; (2)—undercooled
liquid before crystallization; (3)—recalescence or “flash” on crystallization; (4)—phase transformation
from high temperature hexagonal to cubic bixbyite phase. The brightness of images (2–4) was
adjusted by the same degree for visibility. A video fragment is provided in Supplementary Materials
(Video S1).
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Figure 3. Cooling traces with overlayed density measurements. (A) 119.5-mg Zr0.9Y0.1O1.95 sample
levitated in Ar; (B) a 32-mg Zr0.95Y0.05O1.975 sample levitated in nitrogen; (C) video frames for the
Zr0.9Y0.1O1.95 sample (~3.5 mm in diameter): (1)—before turning off the lasers (visible as bright spot);
(2–5)—113, 132, 135 and 151 ms after turning off the laser. The brightness was adjusted individually
for every frame. A video fragment is provided in Supplementary Materials (Video S2).

3.1. Measurements on Y2O3

The density profile overlayed with the cooling trace of the Y2O3 droplet is shown in
Figure 2. The ~300 ◦C temperature rise on recalescence gives the magnitude of the observed
undercooling of liquid Y2O3. Recalescence can be pinpointed as a flash on the video, and the
density profile shows a sharp decrease due to reheating of the sample. After crystallization
onset, the density calculations from the bead dimension are not meaningful since the
surface of the droplets crystallizes first, and cavities are formed on further crystallization
of core parts of the sample.

The first phase to crystallize from Y2O3 melt is known to be a hexagonal phase,
common to lanthanide oxides [54–57]. It is stable in a narrow ~100 ◦C temperature range
and undergoes a transition to cubic bixbyite, which is stable at room temperature. This
transition is clearly seen on the cooling trace as a second peak with a smaller ~100 ◦C
rise corresponding to undercooling on hexagonal (H-type) to cubic phase transformation
and a plateau at a temperature ~100 ◦C lower than the recalescence peak. Apart from the
“flash” of the bead due to temperature increase, crystallization of the H phase is not clearly
distinguished in videos, indicating its emissivity is similar to that of the liquid.
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Table 1. Density and volumetric thermal expansion coefficient (TEC) for liquid oxides at melting temperatures (Tm)
measured in this work compared with previously published data.

Composition
Tm, ◦C
[Ref.]

Density
g/cm3

TEC
10−4 K−1 Method † Ref.

Y2O3 2431 [58]
4.6 ± 0.15 3 ± 1 AAL This work

4.42 1.9 CNL↓ Granier 1988 [59]
4.15 ‡ 4.5 AI MD Kapush 2017 [60]

HfO2 2800 [61]
8.2 ± 0.3

-
AAL This work

8.16 PDF Gallington 2017 [62]
8.7 * AI MD Hong 2018 [63]

Zr0.95Y0.05O1.975 2730 [64] 4.9 ± 0.2 2 ± 1 AAL This work

Zr0.9Y0.1O1.95 2750 [64] 4.7 ± 0.2 3 ± 1 AAL This work

ZrO2 2710 [61]
4.9 0.9 AI MD Hong 2018 [63]

5.05 1.8 CNL→ Kohara 2014 [65]
4.69 ± 0.23 0.9 CNL→ Kondo 2019 [66]

Yb2O3 2434 [67]
8.4 ± 0.2 - AAL This work

7.94 0.9 CNL↓ Granier 1988 [59]
8.75 4.5 AI MD Fyhrie 2019 [68]

Er2O3 2417 [67]
8.17 ± 0.16 1.0 ESL(ISS) Koyama 2020 [37]

7.60 0.4 CNL↓ Granier 1988 [59]

Gd2O3 2420 [67]
7.24 ± 0.14 0.7 ± 0.2 ESL(ISS) Ishikawa 2020 [36]

6.93 1.5 CNL↓ Granier 1988 [59]
† Methods abbreviation: AAL—aero-acoustic levitation; CNL ↓—conical nozzle aerodynamic levitation top view; CNL →—idem., side
view; PDF—refined from experimental pair distribution function; ESL(ISS)—electrostatic levitation at international space station; AI
MD—ab initio molecular dynamic computations. ‡ The density value from calculations at 2377 ◦C. * The density value from calculations at
2827 ◦C.

On turning off the laser, the density of liquid Y2O3 increases from 4.3 g/cm3 at
2650 ◦C to 5.1 g/cm3 at 2100 ◦C. The density of the liquid at the melting temperature is
estimated at 4.6 ± 0.15 g/cm3. For the experiment shown in Figure 2, observed fluctuation
in refined density is likely due to the non-symmetrical oscillation of the molten sample
in the acoustic field, which ceases after crystallization. In addition to the experiment
shown in Figure 2, density was refined from experiments on three more Y2O3 samples,
56–80 mg in weight, using Ar and N2 for levitation. The refined values varied from
4.3 to 4.7 g/cm3. In several experiments, the scatter in volume from video processing
was as low as ±0.01 g/cm3. We were not able to correlate other measurements with the
temperature trace on cooling; however, the observed variation is consistent with the density
value from Figure 2. Volume thermal expansion of liquid Y2O3 at melting temperature was
estimated as (3 ± 1) × 10−4 K−1.

3.2. Measurements on Zr0.9Y0.1O1.95 and Zr0.95Y0.05O1.975

The density profiles overlayed with cooling traces from Y-doped zirconia samples are
shown in Figure 3. Undercooling on the crystallization of Zr0.9Y0.1O1.95 and Zr0.95Y0.05O1.975
does not exceed 50 ◦C and 80 ◦C, respectively. The recalescence step is much more pro-
nounced for a smaller sample. In previous experiments on these compositions in an
aerodynamic levitator, no recalescence peaks were detected [51], likely due to the larger
sample gradient.

The video stills from the crystallization of Zr0.9Y0.1O1.95 (Figure 3C) have interesting
features. The Marangoni flows on the cooling of Zr0.9Y0.1O1.95 are more pronounced than
for Y2O3 but are not observed at the bottom of the sample. The Marangoni flows are
caused by temperature or composition-related gradients in surface tension. Calorimetry
experiments indicated the possibility of oxygen dissolution in liquid ZrO2 and HfO2 [63].
In our experiments, the melting of Zr0.9Y0.1O1.95 was accomplished in an air–argon mixture,
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with argon flow provided by an auxiliary gas jet. The lower oxygen fugacity at the bottom
of the sample impinged upon by the argon jet could be a plausible reason for this behavior.

In the case of congruent crystallization, one would expect that a solid phase would first
appear at the bottom surface of the sample due to additional cooling by the argon jet. This is
the case for the C–H transformation in Y2O3 (Figure 2). However, this is not what happens
in Zr0.9Y0.1O1.95, in which the bottom of the bead seems to crystallize last. This supports
the hypothesis of variable oxygen content in the melt. The densities of Zr0.95Y0.05O1.975 and
Zr0.9Y0.1O1.95 at melting temperatures were estimated at 4.9 and 4.7 g/cm3, respectively.
The difference between compositions is within the assigned experimental uncertainty of
±0.2 g/cm3.

3.3. Comparison with Previously Reported Density Values

In Table 1 the density and thermal expansion coefficient values for liquid oxides
measured in this work are listed together with four types of previously published density
data: (i) measurements in aerodynamic levitator by Granier and Heurnault’s [59], Kohara
et al. [65], and Kondo et al. [66]; (ii) measurements with the electrostatic levitator on
board of International Space Station [36,37]; (iii) refinement from pair distribution function
analysis (PDF) of synchrotron X-ray scattering [62]; (iv) ab initio molecular dynamic
computations [60,63].

Granier and Heurnault reported the density of liquid alumina, yttria, and several
lanthanide sesquioxides [59,69]. They performed the measurements on photographs of
laser-heated droplets levitated in a conical nozzle aerodynamic levitator (CNL). Their value
for Al2O3 density at melting temperature is about 10% lower than most of the previous
measurements [69]. Granier’s values for Y2O3 and for Yb2O3 are 4–5% lower than those
measured in this work.

Density measurements for Gd2O3 and Er2O3 were recently performed by a Japanese
group with an electrostatic levitator furnace (ELF) at the International Space Station
(ISS) [35–37]. The electrostatic levitation in microgravity conditions ensures the absence of
disturbances by acoustic waves or by gas flow, resulting in a perfectly spherical shape of
the levitating droplet. Notably, Granier’s values for Gd2O3 and Er2O3 from CNL are also
4–7% lower than measured in ELF at ISS (Table 1).

There is a simple explanation for this discrepancy if one considers how measurements
were performed in Granier’s and Heurnault’s study [59]. In the early version of the
aerodynamic levitator they used, the sample was completely surrounded by the nozzle.
The photographs were taken from the top, and density values were calculated assuming
spherical shape of the sample. However, the shape of the levitated droplet is not an
ideal sphere but an oblate spheroid. This can be clearly seen from the lateral view of
molten samples in an aero-acoustic levitator (Figure 2). Using top view and assumption
of spherical shape would overestimate the volume and underestimate the density. In
terrestrial measurements, the degree of oblateness of the spheroid depends on the surface
tension of the melt. Melting temperatures of Y2O3, Yb2O3, Gd2O3, and Er2O3 are ~400 ◦C
higher than Al2O3, and they are expected to have higher surface tension. For these oxides,
the bead of the same dimension will be closer to spherical shape than in the case of
Al2O3. This is consistent with better agreement of measurements for these oxides with
Granier’s values.

Kohara et al. [65] also used CNL for measurements of density for liquid ZrO2, however
they employed a very shallow nozzle which allowed the side view of the sample. Their
value for density and thermal expansion of ZrO2 (5.05 g/cm3 and 1.8 × 10−4 K−1) is the
same within uncertainty as our results for Zr0.95Y0.05O1.975 (4.9 ± 0.2 g/cm3 and (2 ± 1) ×
10−4 K−1). The value measured for liquid HfO2 density in this work (8.2 ± 0.3 g/cm3) is in
excellent agreement with the density reported by Gallington et al. [62] (8.16 g/cm3) from
refinement of total synchrotron X-ray scattering on liquid HfO2.

Liquid ZrO2 density from ab initio molecular dynamic (AI MD) calculations [63]
coincides with our value; however, the Y2O3 value from computations is 10% lower
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than measured, and for HfO2 and Yb2O3, it is 4–6% higher. The comparison of absolute
density values from computations with experiment is compromised by uncertainty in
absolute temperature in AI MD simulations and underlying assumptions such as choices
of exchange-correlation functionals and size of the simulation system.

3.4. Temperature Measurements

In this work, we correlated high-speed video recording with recalescence peak to
provide density and thermal expansion values in the proximity of melting temperature.
This approach assumes that peak temperature on recalescence is close to the melting point
and does not require knowledge of absolute values of the sample temperature. Thus,
our measurements did not require knowledge of emissivity, but relied on known melting
temperatures of measured oxides. The only assumption made about emissivity is that it
does not change substantially for measured liquid oxides around the melting temperature.
However, temperature calibration is a paramount issue for measurement of thermal expan-
sion above the melting temperature and for determination of unknown temperatures of
melting and phase transformations. Below we discuss methods of estimation of emissivity
values and effective emissivities calculated for measured samples.

Temperature measurements with a single-color pyrometer require knowledge of
spectral emissivity and its temperature dependence. These data for refractory oxides above
2000 ◦C are fragmentary [70]. For opaque materials, the sum of emissivity and reflectivity
at given wavelength must be equal to one. From careful measurements of reflectivities at
650 nm in a solar furnace, Yamada and Noguchi [71] obtained emissivities for Y2O3 and
ZrO2 at melting temperatures as 0.92 ± 0.005, and 0.89 ± 0.005. In an earlier study [72], the
same group reported 650 nm emissivity values for HfO2 and Al2O3 at freezing points as
0.91 and 0.96, but without estimation of the uncertainties.

Nordine et al. [48] suggested that reflectivity of opaque melts can be estimated from the
refraction index of the solid and emissivity can be calculated using the following relationship:

ε(λ) = 1 − r(λ) = 1 − (n − 1)2

(n + 1)2 (1)

where r is the reflectivity and n is the refractive index at the given wavelength λ This
approach neglects temperature dependence of emissivity and changes in emissivities
between solid and liquid phases. However, in the case of Al2O3 for which high temperature
data are available [73] these changes are small.

The videos indicate that the melt is opaque at visible wavelengths, and therefore the
transmittance can be neglected. Emissivity for different materials is calculated in Table 2
based on Equation (1). The differences from the available values reported by Noguchi [71]
from direct measurements for liquid oxides do not exceed 3%. Thus, this approach can be
used for future measurements.

Table 2. Calculated emissivity based on the reported values for the refractive index (n).

Composition T, ◦C n λ, nm εcalc Reference for (n) Value

Al2O3 25 1.78 632.8 0.92 Krishnan 1991 [73]
Y2O3 25 1.92 650 0.90 Nigara 1968 [74]
HfO2 25 2.08 600 0.88 Hu 2003 [75]
Yb2O3 25 1.94 643.8 0.90 Medenbach 2001 [76]

ZrO2 12 mol% Y2O3 25 2.15 650 0.87 Wood 1982 [77]

When the melting temperatures are known or independently measured, the common
approach is to estimate effective emissivity ελ at melting temperature using Wien’s approximation:

1
T

=
1

TA
+

λ

C2
ln(ελ) (2)
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where T is the melting temperature, TA is the apparent melting temperature (measured by
pyrometer), and C2 is Planck’s second radiation constant. The temperature dependence of
emissivity is usually neglected, and the obtained value for effective emissivity can be used
to correct the apparent temperature of the melt in the range of the measurements.

In dynamic measurements of phase transformations, metastability is common on
cooling but not on heating. Thermal arrests on melting cannot be unambiguously dis-
tinguished on heating with a continuous wave (CW) laser. On cooling of oxide melts,
crystallization onset is usually below equilibrium melting temperature. This undercooling
is more pronounced in levitated samples in the absence of any solid–liquid interfaces. The
crystallization of undercooled melt results in a peak in temperature-recalescence which
can be visually observed as a “flash”. If on recalescence the sample is reheated to the
equilibrium melting temperature, the true thermal arrest can be observed. Ideally, its
temperature should be used for emissivity calculation at the melting point.

In our experiments, we do not observe thermal arrest on recalescence. It is not
surprising for 2–3 mm beads with melting temperatures above 2400 ◦C. Due to the relatively
large surface to volume ratio and high temperatures, heat transfer by radiation does not
allow sample reheating to melting temperature by released heat of fusion.

Table 3 lists emissivity values calculated from Equation (2), taking the maximum
temperature of recalescence peak as the apparent melting temperature. The values calcu-
lated based on this method will always underestimate emissivity when the melting point
is not reached; therefore, they should be seen as a lower boundary. Measurements on a
curved surface will also underestimate emissivity; thus, these differences are expected.
While single-color pyrometry remains the fastest and most sensitive technique, it must
be noted that approaches which do not require knowledge of emissivity for temperature
measurements are well established, such as direct measurements of reflectivity [78] and
spectropyrometry [79–81].

Table 3. Emissivity values calculated from assumption that the recalescence peak reaches the melting
temperature (Tm).

Composition Tm
◦C [Ref.] εcalc (at Tm 650 nm) Ref.

Y2O3 2431 [58] 0.8 This work
Zr0.95Y0.05O1.975 2730 [64] 0.68 This work

Zr0.9Y0.1O1.95 2750 [64] 0.65 This work

4. Conclusions and Future Directions

This work demonstrates that reasonable values for density of liquid oxides can be
obtained from high-speed videography measurements with an aero-acoustic levitator.
Volume change on melting cannot be directly obtained from these experiments. While
videography can be used on solids, samples in this work were prepared by laser melting
and contained cavities formed on solidification. However, volume change on melting can
be derived by combining density data for liquids with thermal expansion data on solids
from X-ray diffraction [51,57,82].

The accuracy of the measurements can be significantly improved by back illumination
of the levitated samples, combined with appropriate filters on the camera [27,34], which is
known to aid edge detection in image processing. The multi-emitter single-axis acoustic
levitator introduced by Marzo et al. [50] allows levitation of non-spherical samples with
density up to 6.5 g/cm3. The adaptation of a new multi-emitter design for laser heating
and density measurements can simplify levitation, decrease the deformation of the liquid
sample by acoustic waves, and eliminate or drastically reduce the need for auxiliary
aerodynamic support of the sample.

The measurements of change in density with melt composition can be used to obtain
the excess volume of mixing in the liquid state for multicomponent systems and derive
realistic thermodynamic mixing models, as demonstrated by Fukuyama et al. [30] for metal
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alloy systems. Such measurements for key refractory oxide systems will be the subject of
future studies.

Supplementary Materials: The following are available online at https://www.mdpi.com/1996-194
4/14/4/822/s1, Video S1: Crystallization of 58.79 mg Y2O3 sample (500 μs acquisition interval, 200
μs exposure, exported to AVI format at 50 frames per second), Video S2: Crystallization of 119.50 mg
Y2O3 sample (1000 μs acquisition interval, 40 μs exposure, exported to AVI at 50 frames per second)
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