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Ocean flows and their interactions with marine structures, vehicles, etc., are of great
importance for the research of marine science and technology. The revealing of their mech-
anisms inevitably involves fluid mechanics. Computational fluid mechanics techniques are
developing to a higher level nowadays, with the flourishing of computer science. It is pos-
sible to predict ocean flow details and hydrodynamic interactions with increasing accuracy.

This book has collected cutting-edge developments in computational fluid mechanics
in the area of marine science and technology. Certain numerical methods and their engi-
neering applications have been covered by the 14 collected works. They can be divided
into five groups according to the following subjects:

(1) Hydrodynamics of surface vehicles

The dynamic interactions of a cable-laying vessel with a submarine cable during its
landing process were investigated in [1]. The effects of the cable length, the current velocity,
the incident wave, and the wind direction on vessel stability and the tensions in the mooring
lines and cable were investigated. The most unfavorable environmental conditions for
submarine cable laying were determined under different environmental conditions. The
results are critical to the safety of the cable. The resistance, squat, and ship-generated
waves of inland convoy passing bridge piers in a confined waterway were studied in [2].
The existence of piers was found to only influence the transient hydrodynamics of the
convoy, but not the averaged properties. Ship-generated waves, especially wave profiles
at a specific lateral position, were characterized. The motion of a large-scale unmanned
surface vessel in high sea-state waves was studied in [3]. The effects of different sea states,
as well as different wave directions, on the motion of a USV (unmanned surface vessel)
were compared. Sloshing characteristics in a liquid cargo tank under combination excitation
were investigated in [4]. The pressure distribution characteristics at different positions of
the cargo tank were discussed, along with the influence of different excitation conditions
on the pressure of the cargo tank. This is very significant for the stability and safety of
ship navigation.

(2) Hydrodynamics of underwater vehicles

The hydrodynamic characteristics of the tandem gliding of two manta rays were inves-
tigated in [5]. A numerical method was used to explore the influence of the front-to-back
distance and the angle of attack on the overall and individual hydrodynamic performance
of a pair of manta rays gliding. This provides a theoretical basis for understanding the
biological habits of manta rays and for the design of an underwater bionic robot group
system. Pressure fluctuations in the bow of a submarine at different velocities were stud-
ied in [6], and this can provide important clues for the hydrodynamic noise source of
underwater vehicles.
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(3) Hydrodynamics of trans-media vehicles

The air film fusion of a pressure-equalizing exhaust around the shoulder ventilation
of submarine-launched vehicles was investigated in [7]. A numerical calculation method
based on the VOF (volume of fluid) multiphase flow model was established to study the
fusion characteristics of the air film at the shoulder of the underwater vehicle, as well
as the distribution of surface pressure along the vehicle’s axial direction. The cavitation
and damping force characteristics for a high-speed supercavitation vehicle were studied
in [8]. A homogeneous equilibrium flow model and a Schnerr–Sauer model based on
the Reynolds-averaged Navier–Stokes method were used. The effect of the navigation
speed and angle of attack on the cavitation morphology and dynamic characteristics was
investigated. The propulsion performance and wake dynamics of heaving foils under
different waveform input perturbations were studied in [9]. This work further explains
the effect of different waveform perturbation signals on the base sinusoidal signal and
provides a new control idea for underwater vehicles.

(4) Hydrodynamics of propellers

The effects of blade number on the propulsion and vortical structures of pre-swirl
stator pump-jet propulsors (PJP) were investigated in [10]. It was found that the blade
number was also vital for further PJP design, particularly when the main concerns were
exciting force and noise performance. The influence of various stator parameters on the
open-water performance of pump-jet propulsion was studied in [11], in order to improve
the hydrodynamic performance of pump-jet propulsion. The torque balance locations
under various parameters were compared, and each component force was analyzed in
detail to explain the reason for performance variation.

(5) Heat and flow characteristics of jets

Convective heat flux on the flight deck of a naval vessel subjected to a high-speed
jet flame from VTOL (vertical take-off and landing) aircraft was numerically predicted
in [12]. A procedure for analyzing the convective heat transfer imposed on the deck by
the high-temperature and high-velocity impact of a VTOL jet was described. A horizontal
submerged jet (HSJ) based on the Wray–Agarwal turbulence model was studied in [13], in
order to further understand the mechanism of a HSJ. The results have a guiding significance
for engineering practice and academic research. The effect of port orientation on multiple
inclined dense jets was investigated in [14]. The outcomes may be favorable for outfall
system applications involving dilution.

In conclusion, this book presents 14 works regarding numerical methods and their
application to five different areas of marine science and technology, including the hydrody-
namics of surface vehicles, underwater vehicles, trans-media vehicles, propellers, and the
physics of jets. We hope these works provide some clues for related fundamental research
and engineering applications.

Author Contributions: Conceptualization, P.D. and A.O.; resources, P.D., A.O., H.H. and X.C.;
writing—original draft preparation, P.D.; writing—review and editing, A.O., H.H. and X.C.; supervi-
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Abstract: The average and unsteady hydrodynamics of an inland convoy passing bridge piers in
a confined waterway were investigated using both numerical and experimental approaches. The
numerical simulations are realized by solving the RANS (Reynolds-averaged Navier–Stokes) equa-
tions accounting for the solid body motion using the sliding mesh technique, while the experiments
were carried out in the towing tank. The advancing resistance, trim, sinkage and ship-generated
waves were analyzed as functions of the water depth, distance between bridge piers, draught and
velocity. The existence of the piers is found to only influence the transient hydrodynamics of the
convoy, but not the averaged properties. The ship-generated waves, especially the wave profiles at a
specific lateral position, were characterized. Two wave crests exist at the pier position because of the
additional reflections, creating a very complex wave pattern in the confined waterway.

Keywords: hydrodynamics; inland convoy; bridge pier; confined waterway; resistance

1. Introduction

The interactions between ships and structures in water are of great importance, and
include ship overtaking, passing moored vessels, crossing bridge piers, etc. They can
influence the kinematic and kinetic properties of ships, and have to be considered during
ship design and manufacture. When ships are maneuvered near these structures, special
attention should be given to the rudder action and propulsion of the ship to avoid instabili-
ties and possible collisions. Among these phenomena, the first three (ship encountering,
overtaking, the passage of moored vessels) have been widely investigated [1–6], either by
theoretical analysis, experiments or numerical simulations. However, the passage of bridge
piers has not been studied in depth, but is equally important for ship navigation, especially
in confined waters. Normally, there exist multiple bridge piers in water, which increase
the restriction level of the waterway. When the distance between piers is very small (less
than 4 times the ship breadth), this interaction becomes evident. Accidents are prone to
happen at the pier position if the vessel is not properly controlled, causing damage to both
the ship and bridge, especially in shallow waters. The hydrodynamics during the passage
are therefore extremely significant to avoid accidents under these conditions.

Some work has been done to investigate the impact during a ship-bridge collision,
with emphasis on the impact force of the collision and the damage [7–16]. However, the
hydrodynamics during the passage are rarely investigated [17–21]. Tan and Gan [22] mathe-
matically studied the influence of water level on ship-bridge collision. They concluded that
the turbulence area near the bridge pier has a negative impact on safe passage. Li et al. [17]
developed a 3-D Rankine boundary element method and simulated the unsteady hydrody-
namic interaction during the process. A free surface re-meshing algorithm was proposed
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to treat the relevant moving boundary problem. The characteristics of the hydrodynamic
loads were specified and the critical positions for the peak values have been identified.
Zhang et al. [18] used a 3-D Rankine source boundary element method fully based on
NURBS (non-uniform rational B-spline). The interaction forces and moments were numeri-
cally predicted. Zhang et al. [23] used CFD (computational fluid dynamics) techniques for
this problem, where the unsteady viscous effect was considered. The transient forces and
moments were predicted and the influence of the distance between the ship and the pier
was analyzed. Xiang et al. [24] extended a method for evaluating the calm water-interacting
loads with a submerged floating tube bridge up to the point of collision. Guo et al. [20]
proposed an empirical formula relating to the minimum distance between the navigation
ship and the bridge, which demonstrated that this distance increases logarithmically with
flow velocity, and linearly with the pier’s diameter in the channel. Zheng [25] found that
pier scouring made the bending moments of pier bodies increase under the same ship
impact force and the reduction effect of the ship impact resistance force on piers by scouring
cannot be ignored. Khangaonkar et al. [21] presented an assessment of zone of influence
(ZOI) from the Hood Canal Bridge in the Salish Sea, Washington. The results confirmed
that this bridge obstructs the brackish outflow surface layer, which induces increased local
mixing near the bridge, causes pooling of water (up-current) during ebb and flood, and
results in shadow/sheltering of water (down-current). The study of this phenomenon is
still worthy, which is promising to uncover the unsteady hydrodynamic process and give
useful insights and suggestions for ship maneuvering actions.

In this study, an inland convoy passing bridge piers was simulated using CFD methods
to investigate the influence of the piers on the inland convoy in a confined waterway. The
advancing resistance, squat and wave patterns are analyzed and characterized.

2. Numerical and Experimental Details
2.1. Governing Equations Accounting for Solid Body Motions

The governing equations of fluid flow (RANS) are as follows [26,27]:

∇ · u = 0, (1)

∂u
∂t

+∇ · (uu) = −∇p
ρ

+∇ · (νe f f∇u) + g + fσ, (2)

where u, ρ and p are the velocity, density and pressure of the fluid. The fluid is treated as
incompressible (ρ = const). The open-source code OpenFOAM is used throughout this
work. The pressure and velocity are decoupled using the merged-PISO-SIMPLE scheme,
which allows larger time steps and thus accelerates the simulations. νe f f = ν + νt is the
effective dynamic viscosity, consisting of the fluid viscosity (ν) and the eddy viscosity (νt)
calculated from a certain turbulence model. The SST k−ω model is adopted in this study.
It is a two-equation eddy-viscosity model which combines the advantages of the k − ε
and k−ω models. The k−ω model is used in the boundary layer and the k− ε model is
used in the free stream flow. Thereby it is less sensitive to free stream conditions and has
better performance predicting the flow separation and reattachment. Different turbulence
models, including the k− ε, k− w and SST k−ω models, were all tested as in Figure 1. It
can be observed that the SST k−ω model produces the most accurate resistance coefficient
among them. The SST k− ω model was ultimately selected, on account of its precision
performance.
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Figure 1. (a) Convergence histories of the drag (Fx) and (b) comparison of resistance coefficients 
with different turbulence models of a KVLCC2 model. CT, CF, CP are the total, frictional and pres-
sure resistance coefficients, respectively. The experimental data can be found in [28]. 

The VOF (volume-of-fluid) model is adopted to capture the free surface between wa-
ter and air: 

( ) [ (1 ) ] 0rt
α α α α∂ + ∇ ⋅ + ∇ ⋅ − =

∂
u u , (3) 

where ru  is the compressive velocity field acting in the normal direction towards the in-
terface. /wV Vα = is the phase fraction, also called the indicator function, where wV  is the 
volume of water inside a control volume V. The VOF method is conservative because α  
is bounded between 0 and 1. 0α =  and 1α =  correspond with air and water. The last 
term of Equation (3) can prevent excessive smearing of the free surface. 

When the solid in the computational domain moves, the surrounding cells should 
also be moved to maintain their shapes, i.e., the mesh quality. The grid velocity gu  
should thus be added into the momentum Equation (2) through the ALE (arbitrary La-
grangian–Eulerian) approach: 

 (( ) ) ( )g eff
p

t σν
ρ

∂ ∇+ ∇ ⋅ − = − + ∇ ⋅ ∇ + +
∂
u u u u u g f , (4) 

where the grid velocity gu  can be determined by the space conservation law: 

0
S gV
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∂ − ⋅ =
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During the simulation, the sliding mesh technique is utilized to account for the pro-
cess of the convoy passing the bridge piers. Interfaces are created between the domains of 
the convoy and the piers. The adjacent mesh domains exchange information through in-
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interface, with the weights defined as a fraction of the intersecting areas. For each face, the 
sum of the weights should be 1. Interpolation weights at the interface are constructed such 
that the interpolation results in conservation. Conservation errors are introduced as the 
sum of weights deviates from 1 where the patch geometries are not well matched. Con-
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Figure 1. (a) Convergence histories of the drag (Fx) and (b) comparison of resistance coefficients with
different turbulence models of a KVLCC2 model. CT, CF, CP are the total, frictional and pressure
resistance coefficients, respectively. The experimental data can be found in [28].

The VOF (volume-of-fluid) model is adopted to capture the free surface between water
and air:

∂α

∂t
+∇ · (αu) +∇ · [α(1− α)ur] = 0, (3)

where ur is the compressive velocity field acting in the normal direction towards the
interface. α = Vw/V is the phase fraction, also called the indicator function, where Vw is
the volume of water inside a control volume V. The VOF method is conservative because α
is bounded between 0 and 1. α = 0 and α = 1 correspond with air and water. The last term
of Equation (3) can prevent excessive smearing of the free surface.

When the solid in the computational domain moves, the surrounding cells should
also be moved to maintain their shapes, i.e., the mesh quality. The grid velocity ug should
thus be added into the momentum Equation (2) through the ALE (arbitrary Lagrangian–
Eulerian) approach:

∂u
∂t

+∇ · ((u− ug)u) = −
∇p
ρ

+∇ · (νe f f∇u) + g + fσ, (4)

where the grid velocity ug can be determined by the space conservation law:

∂

∂t

∫

V
dV −

∫

S
ug · dS = 0, (5)

During the simulation, the sliding mesh technique is utilized to account for the process
of the convoy passing the bridge piers. Interfaces are created between the domains of
the convoy and the piers. The adjacent mesh domains exchange information through
interpolation at the interfaces. Each cell face of the local patch (slave patch) accepts
contributions from the overlapping faces of the neighbor patch (master patch) at the sliding
interface, with the weights defined as a fraction of the intersecting areas. For each face,
the sum of the weights should be 1. Interpolation weights at the interface are constructed
such that the interpolation results in conservation. Conservation errors are introduced
as the sum of weights deviates from 1 where the patch geometries are not well matched.
Consistent and conservative discretization across the interface is achieved using weighted
interpolation [29,30].

For the flow variables from the master patch to the slave patch [31]:

φSi = ∑
n

WMn−Si φMn , (6)
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where φ and W denote the flow variable and the weight. The subscripts ’M’ and ’S’
represent the master and slave patches, respectively. It can be observed that the value of the
flow variable at the slave patch is calculated from the weighted sum of that at the master
patch.

For the ones from the slave patch to the master patch:

φMj = ∑
m

WSm−Mj φSm , (7)

in order for the interface discretization to remain conservative, the following three con-
straints are obeyed:

∑ WMn−Si = 1.0, (8)

∑ WSm−Mj = 1.0, (9)

WMn−Si

∣∣∣SMn

∣∣∣= WSm−Mj

∣∣∣SMj

∣∣∣=
∣∣∣SM∩S

∣∣∣, (10)

with the additional symmetry constraint:

WMn−Si > 0 ⇒ WSi−Mn > 0, (11)

where φS and φM are the variables of the slave and master patch, respectively. i and j
denote the ith and jth facets at the slave and master patches. n is the number of master
facets neighboring the slave facet i, and m is the number of the slave facets neighboring
the master facet j. WM−S and WS−M are the master-to-slave and slave-to-master weighting
factors, respectively. |SM|, |SS| and |SM∩S| are the surface area of the master facet, the
surface area of the slave facet and the intersection between the master and slave facets,
respectively.

The value of the weighting factors is basically the percentage of the surface intersection
between two overlapping facets deduced from Equation (10):

WM−Si =

∣∣SM∩Si

∣∣
|SMn |

∈ [0.0, 1.0], (12)

WS−Mi =

∣∣∣SS∩Mj

∣∣∣
|SSn |

∈ [0.0, 1.0], (13)

Because of the domain discretization, the two meshes may not overlap with each other,
making the weighting factors underestimated (smaller than 1.0), i.e., the simulation will
not be conservative. It is therefore suggested to use enough mesh resolution at the interface
and use similar mesh sizes between the master and slave patches for the sake of accuracy. If
this cannot be satisfied, remedies can be adopted. Corrections for low weight are used here,
which rescale the face weighting factors so they will sum up to 1.0. For each neighboring
face involved, the rescaling will be proportional to the initial value of the neighbor face
weighting factor, so the overall correction for each face ends up being weight interpolated.

2.2. Testing Setups

The experiments were carried out in the ANAST laboratory of the University of Liège.
The testing setup and parameter definitions can be found in Figure 2. The towing tank was
adjusted with trapezoidal banks with a slope of 2:1, resembling the real conditions of an
inland waterway. Two bridge piers were designed and placed symmetrically in the channel.
An inland convoy model with one pusher and one barge was used with the scale ratio 1/25,
according to the dimension of the towing tank. The length of the convoy in model scale
was 7.0 m. This convoy is widely-used during inland waterway transport in Europe. In the
experiments, the convoy model was towed by the carriage with a specific velocity. It passed
through the space between the piers, which are composed of two concrete blocks with the
dimensions 40 cm× 16 cm. A six-component dynamometer balance was used to measure
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the forces and moments on the vessel. The system was calibrated before the experiments,
with reported uncertainty of 8% for the force. More details about the experiments can be
found in [32,33].
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Figure 2. Schematic and photo of the inland convoy passing the bridge piers.

The computational domain was designed as the experiments in Figure 2. The length
of the channel was 14.5 m. Since the domain is symmetrical in the y direction, only one-half
was simulated with the symmetry boundary condition to reduce the grid number. The
boundary conditions and principal dimensions of the domain are denoted in the figure.
The advective boundary condition was adopted to avoid wave reflections at both ends
of the channel. The sliding interfaces were designed between the convoy and the bridge
pier/channel bottom [6]. The area near the pier is zoomed in Figure 3b to demonstrate
their relative position. The computational mesh is shown in Figure 3c. The areas of the
convoy, free surface and the bridge pier are clearly refined to capture the complex flow
and accurately calculate the forces. Boundary layers were added near the hull with the
dimensionless wall distance y+ being about 60. The converged solution of a towed case
was used as an initial condition to reduce the influence of the impulsive start.

The channel dimensions and testing conditions were designed as in Table 1. All
tests were performed with the channel bottom width 1.44 m. Two pier distances, two
draughts, three water depths and several velocities were tested during the simulations
and experiments. The maximum Froude number was 0.738, which means that all our tests
were in sub-critical conditions (Frh < 1). The initial position of the convoy was placed
6.5 m away from the pier to guarantee the fully-developed wakes generated by the vessel.
The vessel took about 16~18 s to finish the whole passing process in the current domain.
The dimensions of the channel and pier resemble real conditions during inland waterway
transport. The mesh was generated using the snappyHexMesh utility in OpenFOAM. The
mesh numbers can be found in Table 1.

Verification and Validation (V & V) studies were carried out in advance using the
standard hull forms KCS and KVLCC2. A grid convergence study with three mesh reso-
lutions and a time step convergence study with four timesteps were performed to select
appropriate mesh generation strategy and time steps. The resistance was also validated
with the ITTC benchmarks. Details of the grid and the time step independence study can
be found in our earlier work [34]. The accuracy of the simulation can thus be guaranteed.
A fixed time step of 0.001 s was selected in this work.
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Table 1. Test configurations and mesh numbers of the convoy passing the bridge piers. The units of
the channel bottom width Wb, distance between bridge piers Db, draught Td and water depth hw are
(m). The unit of the maximum velocity Vmax is (m/s). Frmax

h is the maximum depth-Froude number
in each case, corresponding with Vmax. Nmesh is the mesh number.

Case Wb Db Td hw Vmax Frmax
h Nmesh

1

1.44

0.7
0.04

0.12 0.80 0.738 1,284,531

2 0.18 0.91 0.685 1,423,626

3 0.24 0.91 0.593 1,426,806

4
0.1

0.18 0.80 0.602 1,340,223

5 0.24 0.91 0.593 1,437,711

6

0.8
0.04

0.12 0.80 0.738 1,278,281

7 0.18 0.91 0.685 1,419,086

8 0.24 0.91 0.593 1,534,598

9
0.1

0.18 0.80 0.602 1,331,889

10 0.24 0.91 0.593 1,471,276

During the solution of the RANS equations, the time derivative term was discretized
using the implicit Euler scheme. The convection terms in the momentum and VOF equa-
tions were discretized with the second-order linear upwind scheme and the second-order
TVD (total variation diminishing) scheme with van Leer’s flux limiter. The diffusion
term was discretized by a second order central differencing scheme with non-orthogonal
correction. Five outer corrections and two pressure corrections were employed for the
velocity–pressure coupling. All equations were solved to the tolerance of O(−8) [35,36].
Each case used 52 processors and takes about 12 CPU hours to finish. The actual physical
time was about the same level.
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To characterize the process of the convoy passing bridge piers, a parameter ξsb similar
to that of ship–ship interaction is defined in this study.

ξsb = xsb/Lm, (14)

where ξsb is the longitudinal distance between the convoy and the bridge pier.
Lm = (Ls + Lb)/2 is the average length of the convoy and the pier. The unsteady forces
and wave changes can then be characterized as functions of the relative position between
the amidships of the convoy and the pier. Figure 4 demonstrates the three most important
positions of the passing process. When ξsb = −1, the convoy meets the piers. When
ξsb = 0, the centers of the convoy and the pier are located at the same longitudinal position.
When ξsb = 1, the passing ends. The positions within −1 < ξsb < 1 are important for the
transient properties of the convoy.
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Figure 4. Relative position (ξsb) between the convoy and bridge piers.

3. Results and Discussions
3.1. Advancing Resistance during the Convoy Passing Bridge Piers

The transient effects while the convoy is passing bridge piers are significant since they
may change the unsteady hydrodynamics and maneuverability during the crossing. The
instantaneous resistance coefficient (Cx = Rx

1
2 ρv2BT

, B and T are the width and draught of

the vessel) is plotted against the relative position (ξsb) in Figure 5 as a function of the pier
distance, with two smaller windows showing a shorter period of time. To concentrate on
the transient process, the average value is removed from the resistance directly obtained
from the simulations. With a smaller pier distance, the oscillation of the resistance is
stronger since the space restriction is increased. The force oscillation mainly lies in the
range of −1 < ξsb < 1. The resistance changes intensively near the position ξsb = 0 where
the centers of the convoy and the piers coincide during the passing process. This means
that the convoy experiences the strongest time-varying interactions with the piers at this
position, to which attention should be paid during real maneuvering. Similar trends can be
found in Figure 6 as a function of the water depth. The oscillation is higher with a smaller
water depth. However, slight unsteady effects can also be observed when ξsb < −1 and
ξsb > 1. This can be caused by the disturbances introduced by the evolution of the system,
because the initial conditions may not be realistic at the beginning.
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Figure 6. Resistance coefficient (Cx) with the relative position (ξsb) under different water depths (hw).
The velocity and draught of the convoy are 0.91 m/s and 0.04 m, respectively. The pier distance
is 0.8 m.

The average resistance during the passing process is measured in the experiment. In
Figure 7a, the simulated values are compared with the experiments. The direction of the
convoy advancement is defined as positive, which is the reason why the resistance values
are all negative in the results. The simulations agree with the experimental data, but the
resistance was underestimated. The largest error between the two was about 7%. This
means that our simulations can predict the unsteady process with acceptable accuracy.
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Rx, hw, V, Db, Td are the resistance, water depth, convoy speed, distance between the bridge
piers and the draught, respectively. The units of hw, Db, Td are (m). The error bar denotes the error
between the experimental and simulation results.

All the advancing resistances with various water depths, pier distances, draughts and
velocities are demonstrated in Figure 7b. Clearly, the resistance increases with the convoy
velocity and draught. With the decrease of the water depth, the advancing resistance
increases because of the enhancement of the confinement level, which makes the convoy
consume more fuel and increases the difficulty of ship maneuvering. When the water
depth is too small, the possibility of grounding also increases. This relates to the squat
effect, a combination of trim and sinkage, which will be analyzed later. Similar to the water
depth, the resistance is reckoned to increase with the decrease of the pier distance, which
also increases the confinement of the waterway. However, this is not evident in the figure.
The distance between the bridge piers does not seem to influence the average resistance of
the convoy. The bridge piers do increase the confinement, however, because of their small
size, their influences are temporary and instantaneous. The unsteady effect of the passing
process will counteract it. Therefore, the appearance of structures near the convoy only
influences transient properties, but not averaged ones, which means that the overall fuel
consumption is not affected by the passing process.

3.2. Trim and Sinkage Analysis

Squat is caused by the overall reduction in under keel clearance (UKC) forward or aft
between a convoy at rest and underway due to the accelerated flow around the moving
body [37–40]. It greatly influences resistance and maneuverability. In shallow water, a
large squat can lead to grounding, posing potential dangers to the ship navigation. Squat is
actually the combination of the trim and sinkage of the convoy. As the resistance, averaged
trim and sinkage values are plotted against the water depth hw, distance between bridge
piers Db, draught Td and velocity V. Their definitions can be observed in Figures 8 and 9.
The trim is defined as the pitch angle underway. It can be seen that the trim increases with
the augmentation of the draught and velocity, and the reduction of the water depth. The
same trend can be observed for the sinkage. However, the distance between the bridge
piers does not influence the averaged properties. The trim and sinkage are caused by the
return current around the convoy. When the space is restricted, the flow there will be
accelerated, which leads to pressure reduction. Thus, an attracting force to the nearest wall
is generated, causing the so-called sinkage. Because of the flow direction and the hull form,
the motions of the bow and stern are different, a pitching moment is also generated; the
trim then appears.
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3.3. Ship-Generated Waves Influenced by Bridge Piers 
The appearance of the bridge piers will inevitably influence the wave pattern gener-
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3.3. Ship-Generated Waves Influenced by Bridge Piers

The appearance of the bridge piers will inevitably influence the wave pattern gener-
ated by the convoy. The ship waves with different speeds are shown in Figure 10, and were
well captured by our simulations. Two important positions with ξsb = 0 and ξsb = 1 are
demonstrated. The traditional Kelvin wave pattern can be clearly observed [41]. The waves
generated by the bows of the two barges and the pusher are the most evident. Because of
the bank, the waves are reflected and then superposes with the original ones, creating a
very complicated wave pattern. With a higher velocity, the wave change becomes more
intensive, which can be observed by the isolines in the figure. It is clear that the wave fields
are disturbed by the bridge piers. To quantitatively characterize the wave properties, the
wave profiles at the lateral position y/L = 0.037 (the center between the convoy and the
bridge pier) are extracted for comparison in Figure 11. The overall ship waves are lower
than the initial water level. The wave crests originate from the bows and sterns. A larger
speed makes the wave profile higher in front of the convoy and lower in the middle. The
wave change is more violent with a higher convoy velocity. At the position of the pier,
two wave crests were observed. The waves there are zoomed in Figure 11b. It can be seen
that this is caused by the wave reflection of the pier, which further superimposed with
the original wave pattern. Because of the restricted space, the wave change becomes more
intensive.
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Figure 11. Wave profiles at the lateral position y/L = 0.037 (the center between the convoy and the
bridge pier) with different speeds. L is the ship length. The red line denotes the sampling position of
the wave. (b) is the zoomed view of the box in (a). The draught, water depth and pier distance are
0.04, 0.24 and 0.8 m, respectively. The dotted lines in (b) represent the position of the pier.

Figure 12 demonstrates the influence of water depth. The wave contours are different
for the two water depths, especially near the pusher. The waves created by the two barges
finally superimpose with the pusher waves and form a very complex wave pattern. The
influence becomes clearer in the extracted wave profiles in Figure 13. The positions of
the wave crests remain the same. With a smaller water depth and pier distance, the wave
elevation becomes higher because of the space restriction. The water level is more easily
influenced by the channel bottom when the water depth is lower, creating a more deformed
wave pattern.
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The influence of the pier distance can be found in Figure 14. Since the pier distances 
are small, no significant differences can be observed. However, they are evident enough 
in the extracted profiles (Figure 15). The pier will create a more confined condition beside 
the channel, and the water level will be elevated. A smaller pier distance will create a more 
confined condition, which will make the water level higher. Nevertheless, the pier dis-
tance will not influence the overall wave pattern because the wave crests and troughs are 
at the same positions. This is also the reason why no significant differences can be seen in 
Figure 14. 
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0.91 m/s, 0.04 m and 0.8 m, respectively.
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the bridge pier) with different water depths. L is the ship length. The water levels are adjusted using
the initial value for comparison. The convoy speed, draught and pier distance are 0.91 m/s, 0.04 m
and 0.8 m, respectively. The dotted lines denote the positions of the convoy and pier.

The influence of the pier distance can be found in Figure 14. Since the pier distances
are small, no significant differences can be observed. However, they are evident enough in
the extracted profiles (Figure 15). The pier will create a more confined condition beside
the channel, and the water level will be elevated. A smaller pier distance will create a
more confined condition, which will make the water level higher. Nevertheless, the pier
distance will not influence the overall wave pattern because the wave crests and troughs
are at the same positions. This is also the reason why no significant differences can be seen
in Figure 14.

16



J. Mar. Sci. Eng. 2021, 9, 1125J. Mar. Sci. Eng. 2021, 9, x FOR PEER REVIEW 13 of 16 
 

 

 
Figure 14. Ship-generated waves with different distances of the bridge piers. 0sbξ =  for (a,b). 

1sbξ =  for (c,d). 0.8bD m=  for (a,c). 0.7bD m=  for (b,d). The convoy speed, draught and water 
depth are 0.91 m/s, 0.04 m and 0.24 m, respectively. 

 
Figure 15. Ship wave profiles at the lateral position / 0.037y L =  (the center between the convoy 
and the bridge pier) with different pier distances. L is the ship length. The convoy speed, draught 
and water depth are 0.91 m/s, 0.04 m and 0.24 m, respectively. The dotted lines denote the convoy 
and pier positions. 
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During inland shipping, vessels will inevitably pass bridges, where the bridge piers 

exert stronger confinement apart from the channel banks. The ship dynamics and maneu-
verability change during this process. In this study, the hydrodynamics including the ad-
vancing resistance, trim, sinkage and ship-generated waves of the inland convoy passing 
the bridge piers in a confined waterway were investigated using the CFD and experi-
mental approaches. The RANS equations were solved during the numerical simulations, 
using the sliding mesh technique for the motion of the convoy. The experiments were 
carried out in the towing tank of the ANAST laboratory in the University of Liège. 

The averaged and transient resistances were both analyzed as functions of water 
depth, pier distance, draught and velocity. The averaged values agree well between sim-
ulations and experiments. The averaged resistance was found to increase with the increase 
of the draught and velocity and the decrease of the water depth. The influence of the 
bridge piers on the mean properties is not evident, since the averaged resistance does not 
change with the distance between the piers according to our results. In reality, this means 
that the fuel consumption remains the same with or without the bridge piers. However, 
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for (c,d). Db = 0.8 m for (a,c). Db = 0.7 m for (b,d). The convoy speed, draught and water depth are
0.91 m/s, 0.04 m and 0.24 m, respectively.
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4. Conclusions

During inland shipping, vessels will inevitably pass bridges, where the bridge piers
exert stronger confinement apart from the channel banks. The ship dynamics and ma-
neuverability change during this process. In this study, the hydrodynamics including the
advancing resistance, trim, sinkage and ship-generated waves of the inland convoy passing
the bridge piers in a confined waterway were investigated using the CFD and experimental
approaches. The RANS equations were solved during the numerical simulations, using the
sliding mesh technique for the motion of the convoy. The experiments were carried out in
the towing tank of the ANAST laboratory in the University of Liège.

The averaged and transient resistances were both analyzed as functions of water depth,
pier distance, draught and velocity. The averaged values agree well between simulations
and experiments. The averaged resistance was found to increase with the increase of the
draught and velocity and the decrease of the water depth. The influence of the bridge piers
on the mean properties is not evident, since the averaged resistance does not change with
the distance between the piers according to our results. In reality, this means that the fuel
consumption remains the same with or without the bridge piers. However, the appearance
of the piers has great influence on the transient properties of the convoy. A parameter
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of the relative position between the convoy and the pier was defined to characterize the
crossing process. The fluctuation of the resistance during the procedure clearly increased
when the space restriction of the piers increased.

The increase of the squat may lead to grounding. To characterize the squat in a
confined waterway, the trim and sinkage were first analyzed as functions of the water
depth, pier distance, draught and velocity. The averaged characteristics were emphasized
here. Similar conclusions with the resistance can be drawn for the averaged squat.

The ship-generated waves were successfully captured by our simulations. Wave crests
were found to originate from the bow and stern. In a confined waterway where both sides
and the bottom are restricted, the ship waves are reflected at these positions, and further
superpose with the original ones, creating a very complex wave pattern in the waterway.
When influenced by the bridge piers, the waves will reflect once more, leading to the
appearance of two wave crests near the pier.

As a result, the averaged and transient parameters were analyzed for a convoy passing
bridge piers. The wave pattern near the bridge pier was analyzed to characterize the flow
fields. These data provide insights into this phenomenon and can be used for their further
predictions.
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Abstract: The rapid development of offshore electricity grid construction has led to a great demand
for submarine cable deployment. In this study, a numerical model is established based on the
commercial software ANSYS-AQWA to investigate the dynamic interactions between a cable-laying
vessel and a submarine cable during its landing process, which has not yet been reported and is
critical to the safety of the cable. The numerical model was validated by an experimental test on the
mooring stability of a vessel conducted in a wave tank. The effects of the cable length, the current
velocity, the incident wave, and the wind direction on vessel stability and the tensions in the mooring
lines and cable were investigated. When the cable length is short, the submarine cable acts as a
mooring cable that can stabilize the hull, but it is not safe to apply force to the submarine cable. At the
same time, an increase in the current speed also increases the tensile force of the submarine cable.
The influence of different incident wave directions and wind directions on the stability and tension of
ships in mooring lines and cables was studied, and the most unfavorable environmental conditions
for submarine cable laying were determined under different environmental conditions.

Keywords: cable-laying vessel; submarine cable; dynamic interactions; numerical simulation

1. Introduction

The rapid development of offshore resources, including islands, underwater minerals,
wind and marine energies, and aquatic products, necessitates more human activities that
involve electricity supply and transmission. Electricity is mainly transmitted by submarine
cables in offshore circumstances. The offshore power grid is the same as the onshore
grid, which needs more submarine cables to be laid to interconnect the networks [1,2].
Consequently, laying submarine cables safely has become an important mission for offshore
electricity transmission engineering.

Landing cables is the most difficult part of the entire process of cable laying. In addition,
a critical issue to prevent cable damage is to control the tension in the cable during laying [3,4].
Compared to the traditional landing methodology, floaters could be employed to provide
additional buoyancy to the floating cable and prevent possible overloaded friction and
bending stress concentration [5]. On the other hand, a reasonable design and deployment
of the mooring lines could enhance the stability of a cable-laying vessel in complicated sea
states and reduce the tension in the cable from the vessel motion. Therefore, the dynamic
interactions between the cable and floaters, vessel, and mooring lines play a critical role in
the safety and reliability of cable-laying engineering.

For the stability of the ships and offshore platforms, due to the large structures and
multiple external and internal loads, numerical simulations have become a popular method-
ology to study the effects of environmental forces and structural parameters on the motion
of ships and platforms. Hu et al. investigated the kinematic response of a liquified natural
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gas ship under the joint effects of waves, streams, and winds [6]. Shigunov et al. reported
the dynamic stability of an offshore service vessel under various operating conditions [7].
Liu et al. preliminarily estimated the intensity response of a deep-water ship in still water
and under regular wave conditions [8]. Putra et al. evaluated the tilting stability of a flat
shell ship under different environmental conditions [9]. Roy et al. conducted an integrated
numerical analysis on the motion and structural responses of an offshore spar platform
to irregular waves [10]. Banik et al. investigated the effects of incident wave direction on
the dynamic responses of a spar offshore platform [11]. Wang et al. proposed a motion
equation and used it to study the influences of wave group parameters on the ship motions
in random wave groups [12]. Su et al. investigated the seakeeping performance of a
variable-structure ship under regular and irregular waves [13].

The mooring line is also important for the stability of the ships. Liu conducted a
dynamic analysis of mooring lines and investigated their damping effects on floating
platforms [14]. Sarkar et al. proposed a dynamic stiffness method to handle the kinematic
problems of mooring lines [15] and considered seabed friction in a linear analysis under
irregular wave conditions [16]. Gao et al. studied the mooring performance of a multi-body
floating system under the joint impact of the wind, waves, and waterflow [17]. Nie et al.
refined the mooring forces using a time-domain method under environmental forces [18].
Zheng et al. investigated the tensions of the bow–stern mooring system of a single ship
under the combination impact of external loads [19]. Pham proposed a computational
fluid dynamic model to simulate the tensions of mooring lines under various operating
conditions [20]. Based on the experimental and numerical results, Nguyen et al. proposed
an empirical formula to calculate the tension of mooring lines for oil ships and studied the
effects of waterflow on mooring line tension [21].

For the stability and dynamic positioning of a cable-laying vessel, Fu et al. proposed
a self-adapted surface tracking control method [22]. Yang et al. analyzed the dynamic
responses of a submarine cable during the motion of a laying vessel and the kinematic char-
acteristics of a cable during its laying [23,24]. Under extremely shallow water conditions,
Cavefors et al. studied the motion effects of a cable-laying vessel on the tensions of the
mooring lines under various wave conditions [25]. Zhang et al. and Wang et al. analyzed
the effects of the vessel velocity, water depth, and length of the cable using models that
coupled the vessel with the submarine cable [26,27]. In addition, related scholars carried
out research related to cable structure health monitoring [28,29]. Drissi-Habti M et al.
simulated the real strain of copper wire in high-voltage electric transport phases using an
optical fiber sensor (FOS) [30].

From the literature review, it can be seen that most previous studies individually
focused on the vessel stability and tensions of submarine cables, while the dynamic inter-
actions between the moored cable-laying vessel and submarine cables during the cable
landing process have not yet been reported. In this study, due to the engineering demands
of the Qifan No. 9 vessel, a numerical model was established based on the commercial
computational fluid dynamic software Ansys-AQWA and validated by the corresponding
experimental data. The effects of the submarine cable length, current velocity, incident
wave, and wind direction on vessel stability and tensions in the mooring lines and cables
were investigated.

2. Numerical Model
2.1. Governing Equations

In this study, air and water are idealized and assumed to be incompressible, irrota-
tional, and non-viscous. Based on the three-dimensional potential flow theory, the velocity
potential φ satisfies the Laplace equation in the flow field [31]:

∇2φ = 0 (1)
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Introducing the complex form of the velocity potential φ:

φ = Re
(

ϕe−i ωt
)

(2)

where ω is the frequency of incident waves and t is the time.
The velocity potential can be divided into three parts: the incident potential φI,

the diffraction potential φD, and the radiation potential φR, which all satisfy the Laplace
equation. In addition, the incident potential can be written as follows:

φI =
Aig
ω

cos hki(z + d)
cosh kd

e[ik(x cos β+y sin β)] (3)

where Ai is the incident wave amplitude, ki is the wave number, h is the water depth,
g is the gravitational acceleration, and β is the intersection angle between the incident wave
direction and the positive direction of the x-axis.

The governing equation of the diffraction potential; boundary conditions for the free
surface, seabed, and rigid body surface; and definite condition at infinity can be written
as follows:

∇2 ϕD = 0 (4)

∂ϕD
∂z
− ω2

g
ϕD = 0 (z = 0) (5)

∂ϕD
∂z

= 0 (z = −d) (6)

∂ϕD
∂n

= −∂ϕI
∂n

(7)

limR→∞
√

R
(

∂ϕD
∂R
−iKϕD

)
= 0 (8)

If six degrees of freedom (DOFs) are considered, the radiation potential can be ex-
pressed as follows:

ϕR = iω∑6
j=1 ε j ϕj (9)

The governing equation of the radiation potential; the boundary conditions for the free
surface, seabed, and rigid body surface; and definite condition at infinity can be written
as follows:

∇2 ϕR = 0 (10)

∂ϕR
∂z
− ω2

g
ϕR = 0 (z = 0) (11)

∂ϕR
∂z

= 0 (z = −d) (12)

∂ϕj

∂n
= iωnj(j = 1, 2, . . . , 6) (13)

limR→∞
√

R
(

∂φR
∂R
− ikφR

)
= 0 (14)

where εj represents the motion at the jth degree of freedom, and ϕj represents the radiation
potential caused by the motion at the jth degree of freedom. n is the unit vector, which is
perpendicular to the floater boundary and points to the floater.

As the velocity potential and the surface pressure are determined, the wave force
acting on the body can be calculated as follows:

(
mij + µij

) ..
xj + λijxj + kijx = fi(i = 1, 2 . . . 6) (15)
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where m is the quality matrix, µ is the added mass matrix, λ is the damping coefficient
matrix, and k is the restoring force matrix. fi is the first-order wave force acting on the body.

Following the API codes [32], the wind force Fw and the water current force Fcs are
estimated as follows:

Fw = Cw ∑(CsCh A)Vw
2 (16)

Fcs = CssCd AV2
c (17)

where Cw is the wind force coefficient, which is commonly defined as 0.615 Ns2/m4. Cs and
Ch are the ship shape coefficient and ship height coefficient, respectively. A is the projected
area of the ship in the direction perpendicular to the incident wind direction, and Vw is
the wind velocity. Css is the water current force coefficient, which is commonly defined as
515.62 Ns2/m4. Cd is the drag coefficient of the water flow, which is 0.5 for a cylinder and
1.5 for a flat plate. A is the projected area of the ship in the direction perpendicular to the
incident water current, and Vc is the water current velocity.

2.2. Numerical Model Setup

The ship model is established based on the cable-laying vessel Qifan No. 9, designed
and owned by Zhejiang Qiming Electric Power Group Co. Ltd. (Zhoushan, China). As
shown in Figure 1, it is the first 5000 t professional vessel for submarine cable engineer-
ing [33]. The vessel is equipped with an advanced cable tray and a clean room for cable
connection on site. The single construction distance for 220 kV voltage level cables can be
enhanced from 30.0 km to 60.0 km. The eight-point mooring system enables the vessel to
resist force 10 winds.
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in Figure 2b. 

Figure 1. Qifan No. 9 cable-laying vessel.

The governing equations are solved in the commercial software Ansys-AQWA. The cable-
laying vessel is modeled in Design Modeler integrated in Workbench, as shown in Figure 2.
As the model structure affects the complexity and quality of the generated grids, and sub-
sequently the computational time and accuracy, the vessel structure is simplified, and the
extraction is conducted. The vessel draught is preset with centers of mass and gravity.
As the positions of anchor points and fairleads on the vessel are fixed, the material and
properties of the mooring lines are set in the model. The floating submarine cable for the
landing process is also set in the related modules following the same procedure, as shown
in Figure 2a. According to the vessel shape and size, the greatest length of the grid is
1.5 m. The primary grid shape is quadrangular with a total number of 11,371, as shown in
Figure 2b.
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ments were performed in the wave tank of the Shandong Provincial Key Laboratory of 
Ocean Engineering, Ocean University of China. Considering the vessel size, the tank size 
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following the Froude similarity law. The model vessel was designed with the parameters 
listed in Table 1 and manufactured using wood, as shown in Figure 4a. In addition, the 

(a) 

Submarine cable 

Mooring lines 

Vessel 

(b) 

① 

② ③ 

④ 

⑤ 

⑥ ⑦ 

⑧ 

Figure 2. Numerical model for the moored vessel and landing submarine cable. (a) Model setup for
the vessel, mooring lines 1©– 8©, and submarine cable. (b) Mesh structures of the vessel.

The simulation modules in the software Ansys-AQWA can be accessed from the Hy-
drodynamic Responses and Hydrodynamic Diffraction modules in the Analysis Systems in
Workbench. The module AQWA-LINE is responsible for the diffraction and radiation calcu-
lations, and AQWA-DRIFT is employed for the time-domain analysis of the second-order
Morison forces in irregular waves. The AQWA-FER module can be used for the frequency-
domain analysis with irregular waves. The nonlinear time-domain simulation of regular
and irregular waves can be calculated for the survival conditions in the AQWA-NAUT.
The module AQWA-Cable Dynamics can be integrated for simulations where the cables or
mooring lines should be considered.

The cable-laying missions conducted by Qifan No. 9 shall employ the floaters to
provide additional buoyancy to the landing cables in the future, as shown in Figure 3. Con-
sidering the primary function of the floaters, they are simplified as the uniform distributed
buoyancy acting on the cable. During the time-domain calculations, the computational
time step is 0.5 s with a total computation period of over 20,000 s.
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Figure 3. Floaters for submarine cable landing. Adapted from [34].

3. Experimental Validation of the Numerical Model
3.1. Experiment Setup

An experimental test was conducted to validate the numerical model. The experiments
were performed in the wave tank of the Shandong Provincial Key Laboratory of Ocean
Engineering, Ocean University of China. Considering the vessel size, the tank size and
capability, and the environmental conditions, a model scale ratio of 1:49 was used following
the Froude similarity law. The model vessel was designed with the parameters listed in
Table 1 and manufactured using wood, as shown in Figure 4a. In addition, the ballast of
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the vessel was carefully adjusted to satisfy the model weight, draught, and displacement.
The truncation method was employed for the modeled mooring lines to adapt to the
shallow testing water depth in the tank.

Table 1. Parameters for the prototype and model vessels.

Parameters Prototype Vessel Model Vessel

Vessel length (m) 99.0 2.02
Molded breadth (m) 32.0 0.65
Molded depth (m) 6.5 0.134

Maximum draft (m) 4.8 0.098
Maximum displacement (t) 14,300 0.122 *

Diameter of mooring lines (mm) 50.0 1.02
* Model weight: 0.069 t; ballast weight: 0.053 t.
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The model vessel was moored following the same distribution pattern shown in
Figure 2a. Only typical regular and irregular waves were used as the primary environ-
mental conditions. The incident wave direction was perpendicular to the bow-to-stern of
the vessel. The motions of the vessel in six DOFs were measured using an optical motion
sensor, as shown in Figure 4b. The tensions in the mooring lines were recorded by the
force transducers installed between the mooring lines and the vessel. The regular wave
condition included a wave height of H = 0.05 m and a wave period of T = 1.5 s. Further-
more, the irregular wave condition included a significant wave height of HS = 0.05 m and a
significant wave period of TS = 1.5 s. The JONSWAP spectrum was used to generate the
irregular wave scenario with an enhanced peak factor of γ = 3.3.

The kinematic responses in six DOFs and tensions in the mooring lines and submarine
cable are nondimensionalized. The nondimensional translational and rotational motions in
six DOFs ζ i and ζ j can be expressed as follows [35]:

ζ i =
ζi
H0

(i = 1, 2, 3), ζ j =
ζ j

kH0
(j = 4, 5, 6) (18)
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where k and H0 represent the wave number and incident wave height, respectively. ζi and
ζ j are the corresponding dimensional motions. i = 1, 2, 3, ζi represent the heaving, swaying,
and surging motions, respectively. j = 4, 5, 6, ζ j represent the rolling, pitching, and yawing
motions, respectively.

The nondimensional tension F can be expressed as follows:

F =
F

TM
(19)

where F is the tension in the mooring lines or the submarine cable. TM is the designed
breaking loads for the mooring line and submarine cable with values of 950 kN and
190 kN, respectively.

3.2. Validation of Numerical Model
3.2.1. Experimental Case in Regular Waves

An experimental case tested in regular waves is employed for numerical model
validation first. The testing conditions include a regular wave height of H0 = 0.05 m,
a regular wave period of T0 = 1.5 s, and a vessel starboard that is perpendicular to the
incident wave direction. The time histories of two typical motions of the vessel model are
compared in Figure 5 between the experimental and numerical results. For the heaving
amplitude in Figure 5a, the positive peaks in the numerical prediction are slightly larger
than those in the experimental test, while the negative peaks are well-correlated. For the
swaying motion in Figure 5b, the numerical amplitude also agrees well with experimental
results. In addition, the numerical curve shape is more uniform, and the experimental
negative peaks shift to the upstream of the time axis.
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The comparison of nondimensional tensions in mooring lines between numerical and
experimental results is shown in Figure 6. In most lines, the numerical model underesti-
mated the tensions because more uncertainty factors influence the experimental testing
process and results. The predicted results for four lines in the head waves have larger errors
than the experimental data in the tension, while the differences between the four mooring
lines on the other side are minor. Compared to the laboratory testing results, the numerical
errors fall within a range from 5% to 12%.
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3.2.2. Experimental Case in Irregular Waves

For the experimental case in irregular waves, the significant wave height and period
are HS = 0.041 m and TS = 1.43 s with an incident direction perpendicular to the vessel hull.
The comparison of peak amplitudes in the heaving and rolling motions between numerical
and experimental results are shown in Figure 7. The numerical predictions overestimated
the maximum amplitudes of the heaving and rolling motions because they were conducted
in an idealized environment. Meanwhile, the experimental setup had several restrictions,
such as the wave reflection by the end wall, bottom friction, and system errors from the
measuring system for the model scale.
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mental results.

The validation results of the numerical model on the tensions in mooring lines are
shown in Figure 8. The numerical predictions on the average tensions in most mooring
lines are overestimated, except for Line 1. In addition, the differences in the tensions of
mooring lines in the head waves between numerical and experimental results are larger
than those in the four lines on the other side. The average error of the numerical model for
the irregular wave condition is approximately 10.5%, which is significantly larger than that
in the regular wave condition because of the difficulties in force recording for the waves
with smaller wave heights and periods. Regardless, the numerical model in this study
shows reasonable accuracy in the prediction of critical performance indicators and will be
employed in further investigations.
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results under the irregular wave condition.
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4. Operating Performance in Actual Sea Conditions
4.1. Design of Testing Conditions

The numerical simulations for the vessel and submarine cable were all conducted
at the prototype scale, which were set in Cartesian coordinates, as shown in Figure 9.
The intersection angles of Lines 1 and 2 with the vessel hull are 22.5◦ and 112.5◦, respectively.
The other three series of mooring lines follow the same deployment format. The submarine
cable is pulled from the center of the shipboard and the distance from the vessel to the
anchor point on the coast is defined as Lc. The diameters and elasticity moduli of the
mooring line and submarine cable are DM = 0.05 m, DC = 0.25 m, EM = 6.9 × 103 MPa,
and EC = 4.5 × 103 MPa, respectively.
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Figure 9. The vessel with mooring lines 1©– 8© and the submarine cable in Cartesian coordinates.

The sea around the Zhoushan Islands is considered the operating area, which has
a great demand for submarine cable connections between islands. The water depth is
between 5.0 m and 13.0 m with a maximum value of 50.0 m. The current velocity is
approximately 4.0 knots, and the wind speed is around 6.0 m. The oceanic environmental
factors are designed and listed in Table 2 as typically representative of sea conditions.
As the vessel is close to the costal line during the cable-deploying operation, only the
longshore current is considered with an incident direction of 180◦. There are 16 testing
cases in total required for further investigation.

Table 2. Designed oceanic environmental factors.

Factors Designed Parameters

Incident waves
HS = 1.0 m

Direction 1 w: −45◦, −90◦, −135◦TS = 5.0 s
Current Velocity (m/s): 1.5, 2.0, 2.5 Direction 1: 180◦

Wind Wind speed: 6.0 m/s Direction 1 f : 0, −45◦, −90◦, −135◦, −180◦

Length of submarine cable LC 500.0 m, 520.0 m, 540.0 m, 560.0 m
1 Definition of direction: positive for counterclockwise rotation and negative for clockwise rotation from the
positive x-axis in Figure 9.

4.2. Effects of the Submarine Cable Length

Based on typical operating conditions, four typical lengths of submarine cable are
chosen in this section, as listed in Table 2. The incident current velocity is 2.0 m, and the
incident wave and wind directions are w = −90◦ and f = −45◦, respectively.

The effects of the submarine cable length on the peak amplitudes of the vessel motions
are shown in Figure 10. As the cable length increases, the nondimensional values of the
sway, surge, and roll increase. The peak values of ζ2 and ζ3 both exceed 20.0, while the
peak value of ζ4 is close to 1.0. The amplitude of yaw first increases and then converges as
the value of LC increases, while the heaving and pitching motions show little difference.
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The decrease in buoyancy caused by the reduction in cable length results in an increase in
the mooring function of the cable, and subsequently, the motions of the vessel all decrease.
For a longer cable, the stability of the vessel is mainly provided by the mooring lines.
The scattered dots on the right side represent motions without a submarine cable, which
are larger than those with a cable.
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Figure 10. Effects of the submarine cable length on the vessel motions.

The effects of the submarine cable length on the tensions in the mooring lines and
the cable are illustrated in Figure 11. As shown in Figure 11a, the tensions in Line 7 and 8
are larger than for the other cables because they are deployed in head waves to stabilize
the vessel. As the cable length decreases, the peak values of the mooring line tensions
all increase. For LC = 500.0 m, the peak nondimensional tension in Line 8 of 0.071 is the
maximum for all eight lines, which is much less than the safe threshold value of 1.0. For the
average values of the tension in the mooring lines in Figure 11b, the distribution patterns
are similar to those of the peak values. Furthermore, from Figures 10 and 11, the increase
in the cable length results in a buoyancy increase due to the floaters and a decrease in the
tension of the cable. Although the decrease in the cable length causes an increase in the
vessel stability, the tension in the cable also significantly increases, and the insecurity of
the cable also increases. Therefore, during deployment a floating length of the cable is
maintained to keep it safe.
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4.3. Effects of the Incident Current Velocity

The longshore current is the most critical type of current during cable landing from
the vessel to the shore. Three values of the current velocity are employed in this study:
1.5 m/s, 2.0 m/s, and 2.5 m/s. Other typical operating conditions include: LC = 500.0 m,
w = −90◦, and f = −45◦.

The effects of the current velocity on the vessel stability are shown in Figure 12.
The surging and swaying motions increase with the maximum nondimensional values of
20.6 and 17.7 as the current velocity increases due to the current acting on the vessel and
the submarine cable. The dynamic positioning system is activated under large velocity
conditions to stabilize the vessel. In addition, the rolling and yawing motions are restricted
due to the tensioning cable as the current velocity increases. On the other hand, variations
in the current velocity have little effect on the heaving and pitching motions, the values of
which are minor.
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Figure 12. Effects of the incident current velocity on the vessel motions.

The effects of the incident current velocity on the tensions in the mooring lines and
the cable are illustrated in Figure 13. The peak and average values of the tensions in the
mooring lines and the cable all increase with an increase in the current velocity. Moreover,
the mooring lines in head waves have larger tensions, which are focused on during the
operation. During cable landing, the cable has a horizontal shift due to the current acting
forces, and a significant increase in the cable tension can be observed. During cable
deployment, if the current velocity is too great, the anchor boat is advised to push the
floating cable to suitable positions to prevent over bending and over loading.
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4.4. Effects of the Incident Wave Direction

As the directions of the vessel and the current are determined by the cable-deploying
operations, the incident wave direction is varied to identify the most negative method of
offshore operation. Three incident wave directions were employed in this study: −45◦,
−90◦, and −135◦. Other typical operating conditions include LC = 500.0 m, a current
velocity of 2.0 m/s, and f = −45◦.

The effects of the incident wave direction on the vessel stability are shown in Figure 14.
As the wave direction changes from−45◦ to−135◦, the vessel bow is under the attack of the
waves, resulting in a significant increase in surging motion with a maximum amplitude of
26.1. As w = −90◦, the incident wave direction is perpendicular to the vessel hull, resulting
in the maximum amplitudes of the swaying and rolling motions. In addition, for w = −45◦

and −135◦, the yawing amplitude is increased due to the oblique wave-acting forces.
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The effects of the incident wave direction on the tensions in the mooring lines and the
cable are illustrated in Figure 15. For w = −45◦, as shown in Figure 15a, the vessel stern
is under the attack of the incident waves, resulting in larger tensions in Lines 5–8 with a
maximum nondimensional tension in Line 7 of 0.075. On the other hand, for w = −135◦,
the vessel bow is under the wave attack, with the maximum tension on Line 4 of 0.074.
If possible, a dynamic positioning system is recommended to provide additional power to
the bow and stern of the vessel under these two directions of incident waves.
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For the average tensions in Figure 15b, the values for different mooring lines have
minor differences, and the distribution pattern is similar to that of the peak values.
As w = −135◦, the incident waves and current have joint acting forces on the subma-
rine cable, and the tension in the cable is the largest with a value of 0.046. Therefore, under
this circumstance, the anchor boat is used to push the floating cable to reduce the tension,
which may lead to damage.

4.5. Effects of the Incident Wind Direction

During the cable deployment, the incident wind is another random environmental
factor. As the wave direction of w = −135◦ is identified as the most negative one, it is
employed in the tests in this section. Five incident wind directions are employed in this
study: 0, −45◦, −90◦, −135◦, and −180◦. Other typical operating conditions include
LC = 500.0 m and the current and wind velocities of 2.0 m/s and 6.0 m/s, respectively.

The effects of the incident wind direction on the vessel motions are shown in Figure 16.
As the wind direction changes from 0 to −180◦, the surging motion of the vessel is signifi-
cantly enhanced, and a maximum nondimensional value of 22.5 is obtained. As f = −90◦,
the vessel is affected by the wind perpendicular to the hull, resulting in maximum swaying
and rolling amplitudes with the same distribution pattern. Under these circumstances,
the dynamic positioning system or the barge shall be employed to push the vessel and
maintain the stability of the cable laying vessel. As the wind direction is parallel to the hull,
the yaw motion is minor, while the maximum nondimensional yaw amplitude is obtained
as 0.88. In addition, the heaving and pitching amplitudes are both minor.
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Figure 16. Effects of the incident wind direction on the vessel motions.

The effects of the incident wind direction on the tensions in the mooring lines and the
cable are illustrated in Figure 17. For the peak values in Figure 17a, as the vessel bow is
exposed to the incident wind (f = −180◦), the peak tensions in Lines 1–4 are on average
23.4% larger than those in Lines 5–8; as the stern faces towards the wind (f = 0), the peak
tensions in Lines 5–8 are on average 28.6% larger than those in Lines 1–4. The average
tension values in Figure 17b have the same varying trend and distribution pattern as the
peak values. For the submarine cable, as f = −135◦ and f = 180◦, the joint acting forces by
the wave, wind, and current can be observed through the larger amplitude of the tension.
Therefore, as the directions of the environmental forces tend to be the same, the tension in
the cable is enhanced and the safety coefficient decreases, which should be avoided during
cable landing operations.
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5. Conclusions

A numerical model was established based on Ansys-AQWA to simulate the dynamic
interactions between a cable-laying vessel and a submarine cable during the cable landing
process. The model was carefully validated by experimental data gleaned from a moored
vessel model tested in a wave tank.

As the length decreases, the floating submarine cable with the floaters acts more like
a mooring line for the vessel and enhances its stability with a significant increase in its
tension. A stronger current increases the perpendicular forces acting on the cable, and the
surging and swaying motions of the vessel are enhanced with increased tensions in both the
mooring lines and the submarine cable. As the incident wave direction is −135◦, the vessel
is exposed to more positive impacts from the waves and the surging and rolling amplitudes
are greater than those of the other DOFs. The joint effects from the waves and current cause
the largest tension in the cable.

If the incident wind direction is parallel to the vessel hull, the wind has a minor
influence on yawing motion, while its amplitude is enhanced at a wind direction of −135◦.
In addition, the tension in the cable is greatest under this wind direction due to the joint
effects of all environmental forces, which should be avoided during the cable-laying process;
otherwise, more safety steps should be implemented during operations.
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Abstract: The motion stability of the Unmanned Surface Vessel (USV) is threatened by the action of
waves under a rough sea state. In the present paper, the motion of a large-scale USV is numerically
simulated under high sea state of level 5 and 7. The overset grid method and Reynolds Averaged
Navier–Stokes (RANS) approach are employed to solve Navier–Stokes (N-S) equations. For the case
of wave incident angle 0◦ and 30◦, the heave, pitch and roll motion response of a large scale USV are
investigated by using the six Degrees of Freedom (6-DOF) numerical model. The effects of different
sea states, as well as different wave directions, on the motion of USV are compared. The comparative
results indicate that the response of this USV in waves is the periodic free-motion according to the
corresponding amplitude, which does not exceed the stable range, and there are no overturning and
other situations that may affect the safety, in the case of level 5 and 7 sea states. The corresponding
pressure at the bottom of this USV meets the range of material strength, and no structural damage
or injury to the hull occurs, although the pressure varies at different wave periods. For the case of
different wave directions, the analysis of the boundary layer thickness shows that the wave direction
is of great importance to the boundary layer thickness distribution, both in the level 5 and level
7 sea states.

Keywords: high sea state; USV; large scale; motion in waves; safety of the trip

1. Introduction

In recent years, a variety of unmanned surface vehicles (USV) have emerged around
the world for different operation requirements. As a new type of ocean carrying platform,
USV is widely used in civil and military fields because of its small size, high mobility, intelli-
gence, and all-weather operation. Spartan Scout of the United States, Silver Marlin of Israel,
and Venus of Singapore have excellent performance in environmental monitoring, search
and rescue activities, surveillance, and reconnaissance and patrol [1]. USV is becoming an
important way to explore the ocean and an important tool for marine operations.

The motion response and resistance performance in a real sea state are very important
for the safe and efficient completion of the task for USV. In real sea state, due to the
interaction of waves, the resistance is larger than that in still water [2]. The maximum
additional resistance of this part can reach 30% of the total resistance in still water [3].
At the same time, under the excitation of waves, the USV will produce obvious six degrees
of freedom motion response [4], especially in high sea state, the excessive motion response
will threaten its motion stability. The motion of ships in high sea states is related to the
safety of navigation. Kim D. et al. [5] studied ship maneuverability under different wave
conditions based on the CFD method. The main results of this study help to improve
the understanding of ship maneuverability in waves, thus as to improve the safety of
navigation. Jiri de Vos et al. [6] carried out statistical analysis on ship parameters of
unmanned ship safely and obtained the length of an unmanned ship with maximum safety
benefit. Chen et al. [7] did a detailed analysis of the relationship between ship responses
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and sea states under real rough sea conditions, which gives suggestions for ship safety
under severe weather conditions. It is of great significance to study the hydrodynamic
performance prediction of USV in high sea state for its shape design and hydrodynamic
performance analysis.

Hydrodynamic prediction is an important basis for the performance research of USV.
The common prediction methods include model experiments and numerical simulations.
The model test has high reliability, but it needs a lot of time and money. Now it is mainly
used as the final scheme verification and hydrodynamic mechanism research. Numerical
simulation is widely used as the simplest and convenient method. The numerical methods
for predicting ship motion response in waves include classical potential flow theory and
unsteady Reynold’s time-averaged equations (RANS). Tarafder and Suzuki analyzed the
free surface flow problem of Wigley catamaran based on the potential flow theory [8]. Based
on the potential flow theory, Fang and Chan predicted the motion responses (including
heave, pitch, and roll) of the Wave Piercing Catamaran (WPC) in regular and irregular
waves. The numerical results are in good agreement with the experimental data obtained
in SSPA [9]. Based on the linear potential flow theory, Ma and Wan studied the nonlinear
effects of heave and trim motion, wave resistance of four buoyant hull types (Wigley, S60,
DTMB5415, KCS) sailing in still water. The results show that the numerical prediction is
consistent with the experimental results, and the nonlinear free surface will increase wave
making [10]. Min Guk Seo and others used the Rankine panel method based on potential
flow theory to calculate the resistance of KVLCC2 ship in short wave. It was found that
when the face element scale was small enough, the additional resistance consistent with the
experimental measurement could be accurately predicted [11]. In most of the numerical
calculation methods, potential flow theory has high efficiency and accuracy under certain
conditions, but the method based on potential flow theory also has some shortcomings.
This method is mainly for medium speed design and does not consider the fluid viscosity.
In the prediction of ship motion response, the influence of the viscosity effect cannot be
ignored. Simonsen et al. also emphasized that the effects of breaking waves, turbulence,
and viscosity, which are ignored in potential flow theory, should be taken into account
in the numerical calculation [12]. RANS method based on CFD (Computational Fluid
Dynamics) breaks through the limitation of potential flow theory and is more accurate
in motion response and additional resistance prediction. Tahsin found that in the case
of high-speed navigation, the additional resistance and motion response obtained by the
RANS equation are most different from those based on potential flow theory [13]. Further
comparison with the model experiment shows that the prediction results of RANS equation
are more accurate. Deng Rui et al. studied the additional resistance and motion response of
the trimaran under different wave amplitude conditions by using the method of viscosity
based on RANS. The results show that the peak value of the additional resistance and
motion response of the trimaran is mainly affected by the wavelength [14].

In this paper, a catamaran USV is taken as the research object, and the mesh is
completed based on overlapping grid technology. The RANS method and SST k-ω are
applied as the turbulent model to solve the N-S equation and simulates the motion of
the USV in the high sea states of 5 and 7 levels. The motion response and resistance
performance of the USV under high sea states are analyzed. The differences of the motion
response under different wave directions are compared, and the hull pressure and boundary
layer distribution under different working conditions are studied.

2. Numerical Model
2.1. Governing Equations and Turbulence Models

The RANS method was applied to solve the N-S equation in this paper, which avoids
the huge amount of calculation caused by the direct simulation of turbulent pulsations
at various scales. The continuity and momentum equations can be written in Cartesian
coordinates as follows [15]:

∂ui
∂xi

= 0 (1)
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∂ui
∂t

+
∂ujui

∂xj
=

∂

∂xj
µ(

∂ui
∂xj

)− 1
ρ

∂p
∂xi

+ Sj (2)

where ui and uj (i, j = 1, 2, 3), p, ρ, and Sj represent the time-averaged values of velocity
components, time-averaged pressure, fluid density, and source term, respectively. The fluid
density was assumed constant for incompressible Newtonian fluids.

In this paper, The STAR-CCM+ commercial software package based on finite-volume
computational method was used to analyze the interaction between USV and waves.
The turbulence model used in this paper was the k-ω shear stress transport (SST) model [16].
The advantage of the SST k-ω turbulence model, compared with the standard k-ω model
and k-ω model has higher accuracy and credibility. The free surface of the numerical
wave tank was modeled using the two-phase volume-of-fluid (VOF) technique with the
high-resolution interface capturing (HRIC) scheme [17].

2.2. USV Model

The calculation model is a full-scale model of a catamaran USV. The USV models from
different perspectives are shown in Figure 1.
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Figure 1. USV model (a) side view; (b) stern view; (c) side view from the bow; (d) side view from the
stern).

The detailed main parameters of the model are shown in Table 1.

Table 1. Principal dimension of the USV.

Parameters Symbol Value

Length of overall (m) LOA 42.00
Length between

perpendiculars (m) Lpp 41.05

Breadth (m) B 12.00
Design draft (m) T 1.45

Depth (m) D 4.50

2.3. Degree of Freedom Model

In the simulation, the dynamic fluid body interaction (DFBI) module [18] combined
with overset mesh method simulates the heave, pitch, and roll motion of the USV in
response to forces exerted by the wave. The 6-DoF (degree of freedom) solver computes
fluid forces, moments, and gravitational forces on the USV, and pressure and shear forces
were integrated over the surfaces. Two coordinate systems were applied to solve the
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6 degrees of freedom equation. One is called the initial coordinate system (earth coordinate
system o′x′y′z′), the other is called the non-initial coordinate system (hull coordinate system
oxyz), as shown in Figure 2.
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Figure 2. Hull coordinate system and earth coordinate system.

The forward direction of the USV is the positive direction of the x-axis, the positive
direction of the y-axis points to the port side of the ship, and the z-axis points to the sky.
According to the right-hand rule, in the heave motion of the ship, the positive value is the
forward motion to the z-axis, and the negative value is the motion to the bottom. In the
rolling motion of the ship, the positive value is about the starboard side of the USV in
x-axis, and the negative value is about the port side of the ship in x-axis. In the pitch motion
of the ship, the positive value turns around the y-axis with bow diving. The negative value
is rotation around the y-axis with bow rising.

2.4. Computational Domain and Boundary Conditions

The computational domain of the USV in waves is shown in Figure 3. In order to
realize the numerical simulation of the USV in different wave directions without changing
the calculation grid and other conditions, the cylindrical calculation area is used.
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In order to ensure the full development of numerical wave and wake, there were
enough interaction and fluid development areas between the USV and free surface in the
domain. The axial range of the calculation area is −5.5 Loa ≤ x ≤ 5.5 Loa, the spanwise
range is −5.5 Loa ≤ x ≤ 5.5 Loa, and the vertical range is −1.25 Loa ≤ z ≤ 2.1 Loa, where Loa
is the total length of the USV. The boundary conditions are shown in Table 2.
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Table 2. Boundary conditions.

Boundary Name Boundary Conditions

Inlet
1. Velocity inlet; 2. Fifth order Stokes waves based on

VOF components of water vapor; 3. The relative velocity
of the USV is 18 kn; 4. The turbulence intensity is 0.01.

Outlet
1. Pressure outlet; 2. Fifth order Stokes waves based on
VOF components of water vapor; 3. Fifth order Stokes

wave hydrodynamic pressure.
Bottom Same as the inlet boundary condition

USV hull No-slip wall
Boundary of Overset region Overset mesh interface

2.5. Computational Mesh and Sensitivity Study

The mesh refinement blocks of the computational domain are shown in Figure 4,
and Figure 4a is the mesh block of the background region, Figure 4b is the mesh refinement
blocks of the overlapping zone and overset region, and Figure 4c is the mesh refinement
blocks in the free surface wave zone. There are two mesh refinement blocks in the free
surface wave zone, namely mesh refinement block of wave (Navier–Stokes Zone) and mesh
refinement block of wave (Theoretical Zone), a mesh refinement block for the overlapping
zone, a mesh refinement block for the overset region. For the wave zone, the Aspect Ratio
(AR = length of the cell/height of the cell) of the mesh refinement in the free surface wave
was 2. Moreover, about 40 cells per wave height (wave height = 9.0 m) and 300 cells per
wavelength (wavelength = 150 m) according to the Aspect ratio. The mesh size of the
overset boundary in the overset region was the same as the mesh size of the overlapping
zone, thus as to facilitate data transmission between background region and overset region.
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(b) mesh refinement block of the overlapping zone and overset region, (c) mesh refinement block in
the free surface wave zone.

The trimmed meshes and prismatic cell layers around the hull were generated using
STAR-CCM+, and three sets of coarse, medium, and fine meshes of varying resolutions
were generated and used for mesh sensitivity study. The level of the mesh resolution
was changed by adjusting the base size of the meshes while keeping the other settings
unchanged, and the total number of coarse, medium, and fine meshes meshes was 7.620,
12.207 m, and 22.220 million, respectively. In the present study, the Cartesian cut-cell
method was used to generate the computational mesh. Roy et al. [19] presented methods
for assessing the uniformity of the mesh refinement with Cartesian grid, and the mesh
refinement ratio rG was considered as follows:

rG =

( N f ine

Ncoarse

)1/d

(3)
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where the total number of meshes is noted as N, d is the dimensionality of the computing
problem, and its value in the present study is 3. The mesh refinement factor for the
fine/medium and medium/coarse meshes was 1.22 and 1.17, respectively. The mesh
refinement ratio of fine to medium (medium to coarse) grids was approximately 1.2, which
was consistent with references [20]. The heave and pitch motion plots of USV at 7 level sea
state with different meshes are shown in Figure 5. The comparative analysis indicates that
the three meshes with different resolutions were all able to accurately predict and calculate
the motion of the USV in a high sea state. Compared to the fine grid, the use of a medium
grid can reduce the computational cost considerably and still achieve a tolerable level of
numerical accuracy. Thus, the meshes generation for the cases of this paper was dependent
on the arrangement of a medium mesh. The time step in all cases was 0.005 s, and the free
surface convection courant number meets the requirement, that is, Courant–Friedrichs–
Lewy (CFL) number (CFL = U4t/4x, where CFL is the courant number, U is the reference
velocity,4t is the time step, and4x is the grid size) needs to be less than 1.
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Figure 5. Heave and pitch motion plot of USV at 7 level sea state with different grids: (a) Heave
motion, (b) Pitch.

The medium computational mesh of the USV in waves is shown in Figure 6, and Figure 6a
is the overall meshes of the computational domain, Figure 6b is the overset mesh, and local
mesh refinement of the free surface, overlap area, Figure 6c,d are the meshes around the
hull and boundary layer mesh.
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3. Numerical Wave Tank and Verification
3.1. Numerical Wave Tank

Wave generation of numerical wave tank was realized via the inlet and outlet bound-
aries, referred to as the boundary velocity input method. The velocity and pressure profile
over the water depth of waves were set at the inlet and outlet boundaries. The wave
generated by the fifth-order was more similar to a real wave than that generated by the
first-order method, and a fifth-order wave modeled by approximating the fifth-order to the
Stokes theory of waves was used as the numerical wave type in the study. The detailed
description of wave profile, including the wave phase velocity, depends on the water depth,
wave height, and current of fifth-order VOF waves can be found in the studies conducted
by Fenton [21].

When numerical wave propagates to the physical boundary, the boundary wave re-
flection usually occurs, and the boundary wave reflection will interfere with the calculation
and wave quality. The Euler-overlay method (EOM) [22] was adopted to address the
reflections of surface waves at boundaries. Detailed numerical wave tank and illustration
of the Euler overlay method are shown in Figure 7. There are three zones, namely the
inner CFD (Navier-Stokes zone), overlay, and outer Euler wave (theoretical solution zone)
zones. The overlay zone located between the outer Euler and inner CFD zones gradu-
ally blends the CFD and Euler solutions, applying source terms to VOF and momentum
equations. The reflections of surface waves are addressed via the forcing solution of the
discretized Navier–Stokes equations towards theoretical solution over a specified distance,
which increases the calculation efficiency and reduces the calculation time cost owing to
its use of reduced-size mesh refinement in the solution domain theoretical solution zone.
A detailed explanation and application of the Euler-overlay method (EOM) can be seen in
the references [23–26].
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The incident direction of waves and the sailing direction of the USV is shown in
Figure 8.
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3.2. Numerical Wave Tank Verification

In the verification study of the numerical wave, the fifth-order Stokes waves with level
7 sea state were simulated, and the obtained results were compared with the theoretical
solutions (See Section 3.1) to verify the accuracy of the numerical wave tank. To record
the change in water surface, a wave height detection point was set at the center of the
tank. The wave height versus time is shown in Figure 9. The wave height position point
distribution along the propagation direction is shown in Figure 10. The red curve is the
numerical simulation result, and the green circle is the theoretical analytical solution. It can
be seen from Figures 9 and 10 that the numerical simulation wave is in good agreement
with the theoretical analytical solution of the wave.
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The waveform of numerical wave propagation after 20 s is shown in Figure 11. The dis-
tribution of water and air composition after 20 s of numerical wave propagation is shown
in Figure 12. The waveform and the distribution of water and air components are well pre-
served after propagation for 20 s in Figures 11 and 12. The verification of numerical results
and theoretical analytical solutions can ensure that the calculation grid and calculation
strategy of this study meet accuracy requirements, and the numerical wave tank is reliable.
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4. Results

In this paper, the motion of the USV in waves under 5 level and 7 level states is studied.
The waves in the real sea state were all irregular waves. In this study, the waves in 5 level
and 7 level sea states were simplified and analyzed by regular waves. The wavelength,
height, and period of the simplified regular wave under 7 level states were 150 m, 9.0 m,
and 9.629 s, respectively. The wavelength, height, and period of the simplified regular
wave under 5 level states were 100 m, 3.25 m, and 7.961 s, respectively.

4.1. Six Degrees of Freedom Motion with Time History

The six degrees of freedom motion process was simulated at the 0◦ and 30◦ wave
direction angles under 7 level sea state. Figures 13–15 show the heave motion, pitch motion,
and roll motion with different wave direction angles, respectively, at 7 level sea state.
At the 0◦ and 30◦ wave direction, the heave amplitude ranged from −5 m to 5 m, showing
periodic variation. The pitch angle ranged from −12 to 12 degrees at 0◦ wave direction and
from −12 to 10 degrees at 30◦ wave direction. The positive value for bow raising and the
negative value for bow diving. The results show that the stable roll angle of the USV was
very small in the 0◦ wave direction, which was close to 0 degrees and had no significant
periodicity. The roll angle of the USV was obvious in the 30◦ wave direction, which ranged
from −7 to 6 degrees.
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Figure 15. The roll motion with different wave direction angles at 7 level sea state.

Figures 16–18 show the heave motion, pitch motion, and roll motion with different
wave direction angles, respectively, at 5 level sea state. At the 0◦ and 30◦ wave direction,
the heave amplitude ranged from −1.75 m to 1.75 m, showing periodic variation. The am-
plitude of heave in the 0◦ wave direction was slightly larger than that in the 30◦ wave
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direction, and the period of heave change in the 0◦ wave direction was slightly smaller
than that in the 30◦ wave direction. The pitch angle ranged from −7 to 5 degrees at the 0◦

and 30◦ wave direction. The amplitude of pitch in the 0◦ wave direction was slightly larger
than that in the 30◦ wave direction. The positive value for bow raising and the negative
value for bow diving. The results show that the stable roll angle of the USV was very small
in the 0◦ wave direction, which was close to 0 degrees and had no significant periodicity.
The roll angle of the USV was obvious in the 30◦ wave direction, which ranged from −4 to
4 degrees.
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Figure 17. The pitch motion with different wave direction angles at 5 level sea state.

In summary, the six degrees of freedom motion of the USV under different sea states
basically presents periodic changes, and the motion amplitude of the 0◦ wave direction
was slightly greater than that of the 30◦ wave direction. The rolling motion was not
obvious at 0◦, and the motion of the USV under different sea states and does not exceed
the stable range of motion, which meets the stability requirements, and there was no
overturning phenomenon.
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4.2. Resistance

Figures 19 and 20 show the total resistance curves in different wave directions. The total
resistance in the 0◦ wave direction was slightly greater than that in the 30◦ wave direction.
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4.3. The Attitude of USV in Waves at Typical Times under 7 Level Sea State

Figures 21 and 22 show the attitude of the USV in waves at a typical time when the
wave direction was 0◦ and 30◦ under 7 level sea state, respectively. T0 is the period of the
wave. When T = 0 to 1/4T0, the incident wave peak propagates from the bow to the stern,
and bow diving happens. The heave amplitude first increases and then decreases along the
positive direction. When T = 1/4T0 to 2/4T0, the wave trough gradually propagates to
the stern, the heave amplitude gradually increases along the negative direction, the pitch
amplitude gradually increases in the positive direction, and the bow rising happens. When
T = 2/4T0 to 3/4T0, the wave peak is transmitted to the bow, the heave amplitude reaches
the maximum in the negative direction, and the pitch amplitude reaches the maximum in
the positive direction, resulting in the maximum bow rising. When T = 3/4T0 to 4/4T0,
the wave trough is transmitted to the bow position, the heave amplitude reaches the maxi-
mum value in the positive direction, and the pitch amplitude reaches the maximum value
in the negative direction. The maximum bow diving happens. When T = 4/4T0 to 5/4T0,
the wave trough gradually transmitted to the stern, and the bow rising happens. The mo-
tion law of the 0◦ wave direction and 30◦ wave direction was consistent, and the motion
amplitude was slightly different. The motion amplitude of the 0◦ wave direction was larger
than that of the 30◦ wave direction. In the whole process of USV movement around the
waves, the stability of the USV meets the stability requirements, and no capsizing occurs.

4.4. Pressure Distribution at the Bottom of the USV at Typical Times under 7 Level Sea State

Figures 23 and 24 show pressure distribution at the bottom of the USV when the
wave direction was 0◦ under 7 level sea state, respectively. The positive pressure at the
bottom of the USV was mainly concentrated in the two side body areas, and the negative
pressure was mainly concentrated in the area between the side bodies. In addition, when
T = 0, the USV was in the initial wave state and had a large static pressure. The maximum
pressure reached 29,570 Pa. When T = 2/4T0 and T = 4/4T0, the bottom pressure was large,
including a large positive pressure and negative pressure, and the area was the largest.
When T = 4/4T0, the negative pressure reached the maximum value −18,738 Pa.
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Figures 25 and 26 show pressure distribution at the bottom of the USV when the wave
direction is 30◦ under 7 level sea state, respectively. When T = 0 and 4/4T0, the USV has
a large static pressure. The maximum pressure reached 28,390 Pa. When T = 2/4T0 and
T = 5/4T0, the bottom positive pressure was relatively large. When T = 2/4T0 and 4/4T0,
the bottom negative pressure was large. The maximum negative pressure reached −19,520 Pa.
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4.5. Free Surface Waveform and USV Three-Dimensional Attitude

Figures 27 and 28 show free surface waveform and USV three-dimensional attitude at
different times in different wave directions under 5 level and 7 level sea states, respectively.
It can be seen from Figure 27 that when the wave direction was 0◦ and T = 0 to 1/4T0,
the bow was in the wave trough, and the stern passes through the wave peak position.
The bow diving happens slightly. At this time, the stern causes wave and wake. When
T = 1/4T0 to 2/4T0, the whole USV hull is in the wave trough section, and the USV has
large sinking and bow diving. When T = 2/4T0 to 3/4T0, the whole USV is in the wave
peak section, and the USV begins to rise, which changes from the trim by bow state to the
trim by stern state, resulting in bow rising. When T = 3/4T0 to 4/4T0, the ship moves from
the wave peak to the wave trough. At T = 4/4T0, the bow is in the wave trough, and the
USV sinks and bow diving happens. When T = 4/4T0 to 5/4T0, the USV is between the
wave trough and the wave peak and has experienced a change process from bow diving
to bow rising. At T = 5/4T0, the stern is in the wave trough, and the bow is in the wave
peak. In Figure 28, the process of the USV motion in 30◦ wave direction is similar, but the
bow rising and bow diving amplitude in 30◦ wave direction are less than the 0◦ wave
direction, and the wave making and wake intensity in stern area are less than the 0◦ wave
direction. The USV rolling is obvious in 30◦ wave direction. The motion process of the USV
at different times under the 7 level sea state follows the wave periodic variation, which is
similar to the 5 level sea state. The difference is that the heave and pitch amplitude of the
USV under the 7 level sea state is very severe, which is much larger than the 5 level sea
state, but it still meets the stability requirements without capsizing.

4.6. Boundary Layer

Figure 29 is the boundary layer represented by slices colored with dimensionless axial
velocity limited to Ux/U0 = 0.9 at 5 level sea state with the 0◦ wave direction. Among
them, Figure 29a–d are the underwater perspectives of T = 1/4T0, T = 2/4T0, T = 3/4T0,
and T = 4/4T0, respectively. It can be found that the motion of wave and the USV has a
different influence on the boundary layer at different times. When T = 1/4T0, the USV
moves from wave trough to wave peak, and the bow just reaches the wave peak position.
Most of the bow submerges into the water, and the midship to the bow area has a thick
boundary layer. When T = 2/4T0, the whole USV is at the wave peak position (see
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Figure 22), and the boundary layer is the thinnest. When T = 3/4T0, the whole USV is at
the wave trough position (see Figure 22), and the bow is heading to the wave peak with
a thick boundary layer at the bow area. When T = 4/4T0, the whole USV is at the wave
peak position, the midship and the bow area have the thinnest boundary layer, and the
stern area is relatively thick. Figure 30 is the boundary layer represented by slices colored
with dimensionless axial velocity limited to Ux/U0 = 0.9 at 5 level sea state with 30◦ wave
direction. Among them, Figure 30a–d are the underwater perspectives of T = 1/4T0,
T = 2/4T0, T = 3/4T0, and T = 4/4T0, respectively. It can be found that the thickness
distribution of the boundary layer is very different with the 30◦ wave direction from that
of the 0◦ wave direction. When T = 1/4T0 and T = 3/4T0, the USV is at the wave trough
position, and the boundary layer is thin. When T = 2/4T0, the midship and the bow area
are at the wave peak position with a thick boundary layer, and the stern area is relatively
thin. When T = 4/4T0, the bow is heading from the wave trough to the wave peak. The bow
area has a thick boundary layer.
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Figure 29. Boundary layer represented by slices colored with dimensionless axial velocity limited
to Ux/U0 = 0.9 at 5 level sea state with the 0◦ wave direction. (a) T = 1/4T0; (b) T = 2/4T0;
(c) T = 3/4T0; (d) T = 4/4T0.
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Figure 30. Boundary layer represented by slices colored with dimensionless axial velocity limited
to Ux/U0 = 0.9 at 5 level sea state with the 30◦ wave direction. (a) T = 1/4T0; (b) T = 2/4T0;
(c) T = 3/4T0; (d) T = 4/4T0.

Figure 31 shows the boundary layer represented by slices colored with dimensionless
axial velocity limited to Ux/U0 = 0.9 at 7 level sea state with the 0◦ wave direction. Among
them, Figure 31a–d are the underwater perspectives of T = 1/4T0, T = 2/4T0, T = 3/4T0,
and T = 4/4T0, respectively. When T = 1/4T0, the USV moves from wave peak to wave
trough, and the bow just reaches the wave trough position, the stern reaches the wave peak
position (see Figure 21) with a thin boundary layer. When T = 2/4T0, the whole USV is at
the wave trough position (see Figure 21), the midship to the bow area has a thick boundary
layer. When T = 3/4T0, the whole USV is at the wave peak position (see Figure 21), and the
bow is heading to the wave peak with a thick boundary layer at the bow area. The stern is
at the transition region between the wave trough and wave peak, and the stern boundary
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layer is thick. When T = 4/4T0, the whole USV is at the wave trough position, the midship
and the bow area have the thinnest boundary layer, and the stern area is relatively thick.
Figure 32 shows the boundary layer represented by slices colored with dimensionless axial
velocity limited to Ux/U0 = 0.9 at 7 level sea state with the 30◦ wave direction. Among
them, Figure 32a–d are the underwater perspectives of T = 1/4T0, T = 2/4T0, T = 3/4T0
and T = 4/4T0, respectively. It can be found that when T = 1/4T0, the whole USV is at
the wave peak position, the bow is in the transition position from the peak to the trough,
and the stern boundary layer is thick. When T = 2/4T0, the whole USV is at the wave
trough position with a thin boundary layer. When T = 3/4T0, the bow area is at the wave
peak position. The stern is at the transition region between wave trough and wave peak,
and the bow area has a thick boundary layer. When T = 4/4T0, the whole USV is at the
wave trough position with a thin boundary layer.
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5. Conclusions

In this paper, the interaction between the wave and a catamaran USV is studied based
on the CFD method. The simulation results are concluded as follows:

(1) The amplitude of the heave motion in the 0◦ and 30◦ wave directions is basically
the same under the 7 level sea state, and it changes periodically in the range of −5 m to
5 m. The pitch angle ranged from −12 to 12 degrees at the 0◦ wave direction and from
−12 to 10 degrees at the 30◦ wave direction. The positive value for bow raising and the
negative value for bow diving. The stable roll angle of the USV is very small in the 0◦ wave
direction. The roll angle of the USV is obvious in the 30◦ wave direction, which ranged
from −7 to 6 degrees. The total resistance in the 0◦ wave direction is slightly greater than
that in the 30◦ wave direction. The six degrees of freedom (6DOF) motion of the USV under
5 level sea state is similar to that of 7 level sea state, but the 6DOF motion amplitude of the
5 level sea state is smaller than that of 7 level sea state.

(2) Taking the 7 level sea state as an example, the attitude of the USV in waves at
different times is analyzed. The results show that the USV moves with six degrees of
freedom following the wave cycle, and in the whole process of USV movement around the
waves, the stability of the USV meets the stability requirements, and no capsizing occurs.
From the pressure distribution analysis of the USV, the positive pressure at the bottom of
the USV is mainly concentrated in the two side body areas, and the negative pressure is
mainly concentrated in the area between the side bodies.

(3) The thickness of the boundary layer in the 0◦ and 3◦ wave directions of 5 level and
7 level sea states is analyzed, respectively. The results show that the wave direction has a
great influence on the boundary layer thickness. At the 0◦ wave direction, the distribution
of the boundary layer is thicker when the USV is at the wave trough position. At the 30◦

wave direction, the distribution of the boundary layer is thicker when the USV is at the
wave peak position. 5 level and 7 level sea states have the same conclusion.
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Abstract: Sloshing is a common flow phenomenon in liquid cargo tanks and has a great negative
impact on the stability and safety of ship navigation. It is important to understand the sloshing process
of tanks under the excitation of complex external conditions for the transportation of liquid cargo.
In this paper, the sloshing characteristics of a liquid cargo tank are studied under the combination
excitation conditions of roll and surge. The pressure distribution characteristics at different positions
of the cargo tank are discussed, along with the influence of different excitation conditions on the
pressure of the cargo tank. The results show that under the condition of combination excitation, the
fluid sloshes along the diagonal direction of the tank, and the peak liquid height and peak pressure
are located on the diagonal corner of the tank. The peak pressure at the lowest point on the diagonal
of the tank is proportional to the amplitude of the roll angle and surge, and the change in roll angle
amplitude has a significant impact on the pressure and liquid height at different positions.

Keywords: combination excitation; liquid cargo tank; sloshing

1. Introduction

With the continuous and in-depth implementation of international marine environ-
mental protection, liquefied natural gas (LNG) fuel has become increasingly used due to its
high efficiency and cleanliness. When an LNG carrier encounters adverse sea conditions,
the excitation of waves causes the mass center and free surface of the LNG in the cargo
hold to deviate from the original equilibrium state, resulting in sloshing. A strong impact
on the bulkhead structure when the ship encounters intense sloshing results in property
losses and casualties. However, LNG carriers in actual navigation encounter more complex
excitations (roll and surge) than single excitations (roll or surge). Therefore, the study of the
sloshing behavior and anti-sloshing design under the combination excitation is significant
for the navigation safety of LNG carriers.

In terms of theoretical research, Moiseev [1] proposed a nonlinear sloshing theory
based on potential flow theory using the asymptotic and modal methods. Faltinsen et al. [2]
used the boundary element method to predict the nonlinear sloshing model of a rectangular
tank under resonance excitation conditions. In another study, Faltinsen et al. [3] used the
modal analysis method to study the two-dimensional liquid sloshing process in a circular
tank. Budiansky [4] theoretically calculated the natural modes and frequencies of circular
tubes and spherical tanks at different liquid loading heights.

In terms of experimental research, Kim et al. [5] visualized the sloshing process using a
high-speed camera and discussed the causes of pressure measurement errors in the sloshing
experiment from both macroscopic and microscopic aspects. Trimulyono et al. [6] evaluated
the equivalent damping coefficient of an FPSO model storage tank under roll excitation at
different loading rates. The results showed that ship damping is inversely proportional
to the loading rate and the amplitude of the roll angle. Yu et al. [7] studied the sloshing
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mitigation characteristics of vertical grids under different frequency excitation conditions.
Akyildiz et al. [8] designed an experimental device for sloshing to study the pressure
distribution characteristics at different positions in the tank and the three-dimensional
effect caused by sloshing. Zou et al. [9] conducted a sloshing model experiment of viscous
liquid to study the influence of liquid viscosity on sloshing. The results show that viscous
friction has a certain dissipation effect on the sloshing pressure. Doh et al. [10] used a
panoramic particle image velocimetry (PIV) system to conduct experimental research on
the sloshing characteristics in the LNG ship cargo tank model. The results showed that the
oscillation amplitude has a large impact on the horizontal velocity of the liquid.

The numerical simulation of sloshing can be further divided into the finite difference
method (FDM) [11], the finite element method (FEM) [12], the finite volume element method
(FVM) [13], the boundary element method (BEM) [14] and the smooth particle dynamics
method (SPH) [15]. Considering the influence of the turbulence model on the numerical
simulation results of sloshing, Liu et al. [16] used the large eddy simulation method (LES)
and the Smagorinsky subgrid scale (SGS) to simulate the turbulence effect and verified the
accuracy of the model with experimental data. Tang et al. [17] used STAR-CCM+ software
to numerically simulate the sloshing process in the tank. The results showed that adjusting
the value of the gradient parameter k in the k-ε model can make the sloshing waveform
in the tank more realistic. In terms of free surface capture, the volume of fluid (VOF) free
surface capture algorithm has been used for sloshing numerical simulation research. For
example, Borg et al. [18] studied the sloshing characteristics of fluid in a rectangular box
with a chamfer and the sloshing reduction characteristics of the baffled tank under different
loading rates. Hoch et al. [19] studied the sloshing behavior of liquid in a storage tank. The
results showed that the VOF method better describes the change in the liquid level, but the
predicted sloshing impact pressure is lower than the experimental measurement. Based
on the OpenFOAM simulation platform, Xue et al. [20] numerically simulated the anti-
sloshing characteristics of porous media materials in cylindrical tanks. In addition, some
scholars have used the level-set method to capture sloshing free surfaces. For example,
Xin et al. [21] used the three-dimensional gradient-augmented level set (GALS) two-phase
flow model to capture the sloshing nonlinear free surface. The results showed that the
numerical simulation is in good agreement with the experiment.

In summary, the relevant theoretical analysis and research on liquid sloshing character-
istics in holding tanks have been relatively developed, but there are also some limitations.
For example, when the sloshing in the tank is intense and there are obvious liquid level
breaking and attacking phenomena, the theoretical analysis solution is no longer applicable.
Although numerical simulation studies can obtain more comprehensive flow information
of the flow field in the tank, the simulation results still need to be compared and verified
with experiments. Furthermore, in the existing studies, for both numerical simulation and
experimental research, scholars mostly focus on the sloshing characteristics of tanks under
a single degree of freedom, while the ship navigation process is mostly multi-degree-of-
freedom complex motion under the action of wind and waves. Therefore, it is necessary to
study the sloshing characteristics of liquid tanks under combination excitation involving
multiple degrees of freedom.

In this paper, the sloshing process of fluid in a cargo tank under the combination
excitation of roll and surge is the research object. Through numerical simulation and
experimental verification methods, the trend of the sloshing liquid level under combination
excitation is clarified, and the impact pressure distribution of the bulkhead under combined
excitation is explored. The research conclusions obtained in this paper provide theoretical
support for tank structure design and anti-sloshing design under combination excitation.

2. Numerical Model and Experimental Platform
2.1. Geometric Model

Figure 1 shows the geometric model of the cargo tank studied in this paper. The
model is a membrane-type cargo tank, commonly used in LNG carriers and proportionally
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reduced to laboratory scale. The size of the real cargo tank is 15.75 m × 15.55 m × 8.9 m
(width× length× height) at a scale of 1:50. The model size is 0.315 m × 0.311 m × 0.178 m
(width × length × height). The data monitoring points in the numerical simulation are
selected as the intersection points of the vertical lines and the horizontal lines as shown
in Figure 1. Among them, vertical lines P2 and S2 are located at the geometric centers of
the two sidewalls, while S4 is located at the edge of the geometric model, and straight
lines H89, H50 and H34 are horizontal lines with heights of 89 mm, 50 mm and 34 mm,
respectively. Monitoring points were named, for example, P1H50, which represents the
intersection of the vertical line P1 and the horizontal line at a height of 50 mm.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 3 of 18 
 

 

2. Numerical Model and Experimental Platform 
2.1. Geometric Model 

Figure 1 shows the geometric model of the cargo tank studied in this paper. The 
model is a membrane-type cargo tank, commonly used in LNG carriers and proportion-
ally reduced to laboratory scale. The size of the real cargo tank is 15.75 m × 15.55 m × 8.9 
m (width × length × height) at a scale of 1:50. The model size is 0.315 m × 0.311 m × 0.178 
m (width × length × height). The data monitoring points in the numerical simulation are 
selected as the intersection points of the vertical lines and the horizontal lines as shown in 
Figure 1. Among them, vertical lines P2 and S2 are located at the geometric centers of the 
two sidewalls, while S4 is located at the edge of the geometric model, and straight lines 
H89, H50 and H34 are horizontal lines with heights of 89 mm, 50 mm and 34 mm, respec-
tively. Monitoring points were named, for example, P1H50, which represents the inter-
section of the vertical line P1 and the horizontal line at a height of 50 mm. 

 
Figure 1. Three-dimensional model of cargo tank in experimental test and numerical simulation. 

2.2. Numerical Model 
The dynamic mesh method in the open source CFD tool OpenFOAM was adopted to 

solve the Navier‒Stokes and other transport equations under the combination excitation. 
The surfaces of the tank are the wall boundaries. The Navier‒Stokes equation was solved 
by the PISO method, and the turbulence model adopted the standard k-Ꜫ model. The 
Courant number was set to 0.2, and the time step was adaptively adjusted. The second-
order schemes Gauss vanLeer and Crank Nicolson were used for the spatial and time dis-
cretization, respectively. Hydrostatic pressure and zero velocity initialized the flow field. 
In all the cases of sloshing, the values of αl and αg were both 0.5. 

2.2.1. Volume Fraction Equation 
The primary focus of this paper is on gas–liquid two-phase flow, in which the liquid 

phase is water and the gas phase is air. The interface between the two phases can be ob-
tained by solving the continuity equation of the volume fraction. Equation (1) describes 
the volume fraction equation of the liquid phase as follows: 

( ) ( ) 0l l l l i
j

u
t x

ρ α ρ α∂ ∂+ =
∂ ∂

 (1)

where the subscripts l and g represent the liquid and gas phases, respectively; ρ  is the 
density; α is the volume fraction; and the volume fraction of the liquid phase and the gas 
phase are represented by αl and αg, respectively. Their relationship is shown in Equation 
(2) as follows: 
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2.2. Numerical Model

The dynamic mesh method in the open source CFD tool OpenFOAM was adopted to
solve the Navier-Stokes and other transport equations under the combination excitation.
The surfaces of the tank are the wall boundaries. The Navier-Stokes equation was solved
by the PISO method, and the turbulence model adopted the standard k-ε model. The
Courant number was set to 0.2, and the time step was adaptively adjusted. The second-
order schemes Gauss vanLeer and Crank Nicolson were used for the spatial and time
discretization, respectively. Hydrostatic pressure and zero velocity initialized the flow field.
In all the cases of sloshing, the values of αl and αg were both 0.5.

2.2.1. Volume Fraction Equation

The primary focus of this paper is on gas–liquid two-phase flow, in which the liquid
phase is water and the gas phase is air. The interface between the two phases can be
obtained by solving the continuity equation of the volume fraction. Equation (1) describes
the volume fraction equation of the liquid phase as follows:

∂

∂t
(ρlαl) +

∂

∂xj
(ρlαlui) = 0 (1)

where the subscripts l and g represent the liquid and gas phases, respectively; ρ is the
density; α is the volume fraction; and the volume fraction of the liquid phase and the gas
phase are represented by αl and αg, respectively. Their relationship is shown in Equation (2)
as follows:

αl + αg = 1 (2)
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2.2.2. Momentum Equation

In the VOF model, the entire computational domain shares a set of momentum equa-
tions, and the velocity field obtained by solving is composed of the gas phase and the liquid
phase. The momentum equations are shown in Equations (3)–(5) as follows:

∂(ρui)

∂t
+

∂
(
ρuiuj

)

∂xj
= − ∂p

∂xi
+ ρgi +

∂

∂xj

(
µ

∂ui
∂xj
− ρu′ iu′ j

)
+
→
F CSF (3)

ρ = αlρl + (1− αl)ρg (4)

µ = αlµl + (1− αl)µg (5)

where ρ is the average density of the fluid in the grid; µ is the average viscosity of the

fluid in the grid;
→
u is the vector velocity; and

→
F CSF is the surface tension. The continuum

surface force (CSF) surface tension model [22] was selected. The CSF surface tension model
is shown in Equation (6) as follows:

→
F CSF = σl.g

ρkl∇αl
1
2
(
ρl + ρg

) (6)

where σl,g is the surface tension coefficient between the gas and liquid phases where
σl,g = 0.071n/m; k is the surface curvature at the gas–liquid interface; and n is the surface
normal vector of the interface, which is defined in Equation (7) as follows:

n = ∇αl (7)

The surface curvature k at the gas–liquid interface is defined as the divergence of the
unit vector n̂ as follows:

n̂ =
n
|n| (8)

k = ∇·n̂ (9)

2.2.3. Transport Equations for the Standard k-ε Model

The turbulence kinetic energy, k, and its rate of dissipation, ε, are obtained from the
following transport equations:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM (10)

∂

∂t
(ρε) +

∂

∂xi
(ρεui) =

∂

∂xj

[(
µ +

µt

σε

)
∂ε

∂xj

]
+ C1ε

ε

k
(Gk + C3εGb)− C2ερ

ε2

k
(11)

µt = ρCµ
k2

ε
(12)

In these equations, Gk represents the generation of turbulence kinetic energy due to the
mean velocity gradients, calculated as described in Modeling Turbulent Production in the
k-ε Models; Gb is the generation of turbulence kinetic energy due to buoyancy, calculated
as described in Effects of Buoyancy on Turbulence in the k-ε models; and YM represents
the contribution of the fluctuating dilatation in compressible turbulence to the overall
dissipation rate, calculated as described in Effects of Compressibility on Turbulence in the
k-ε models.

2.3. Six-Degrees-of-Freedom Motion Experimental Platform

As shown in Figure 2, the six-degrees-of-freedom experimental motion platform built
mainly includes a sloshing tank, hydraulic cylinder and a six-degrees-of-freedom motion
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platform. The sloshing tank was installed above the platform. The motion platform is
driven by six hydraulic cylinders controlled by the host to move in six degrees of freedom
and further drive the movement of the tank to realize the sloshing of the liquid in the tank.
The motion of the experimental platform is shown in Equation (13) as follows [23]:

Z = A · sin(2π f · t) (13)

where Z is the response output, A is the motion amplitude, f is the motion frequency, and t
is the time. During the experiment, the motion platform was controlled by adjusting the
values of A and f. The experimental platform can run continuously for more than 12 h, and
the position drift of each hydraulic cylinder meets the requirements of less than 0.00025 m.
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3. Model Validation

To verify the accuracy of the numerical simulation method used in this paper, the
experimental results and numerical simulation results obtained under the same conditions
were compared and analyzed, including qualitative comparisons of the gas-liquid interface
profile (as shown in Figure 3) and quantitative comparisons of dimensionless liquid level
height variation characteristics (as shown in Figure 4). The selected conditions for validation
are shown in Table 1.

Table 1. Model validation parameter settings.

Type Roll Angle
ϕ (◦)

Surge Amplitude
λ (mm)

Frequency
f (Hz) Filling Rate

Roll excitation 10 - 0.58 0.5
Surge excitation - 50 0.58 0.5

Combination excitation 10 50 0.58 0.5

Figure 3 shows that the liquid surface topography obtained from the experiment and
simulation under the rolling, surge and combination excitation are consistent. Compared
with Figure 4, it can be seen that there is a slight deviation between the numerical simulation
results and the experimental data at the position near the wall, which is due to the wall
attachment effect of the fluid, but, in general, the numerical simulation is consistent with
the experimental curve, which means that the numerical model adopted can describes the
sloshing process of the tank exactly.
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4. Results and Discussion

To study the sloshing behavior of the tank under different excitation conditions,
numerical simulations of the tank motion under roll and surge conditions were carried out,
and the variation in tank pressure at each monitoring point on the sidewall was analyzed.
Then, the numerical simulation of the multiple-degrees-of-freedom sloshing process under
the combination excitation of roll and surge was carried out. The pressure variations at
different positions are mainly discussed, and the topographic variation characteristics of
the liquid surface at different times are quantitatively analyzed. The numerical simulation
conditions are as shown in Table 2.

Table 2. Numerical simulation case settings.

Type Roll Angle
ϕ (◦)

Surge Amplitude
λ (mm)

Frequency
f (Hz) Filling Rate

Roll excitation 10 - 0.58 0.5
Surge excitation - 50 0.58 0.5

Combination excitation 3, 6, 10 30, 40, 50 0.58 0.5

4.1. Liquid Sloshing Characteristics under Roll Excitation

Figure 5 shows the variation of the liquid level on the vertical line at different positions
of the tank under the excitation conditions of rolling (f = 0.58 Hz and ϕ = 10◦). The liquid
level on the S plane changes more than that on the P plane. The liquid level heights at lines
P1 and P3 show periodic changes in the range of 0.25 H, and the two curves have opposite
trends, while the liquid level height at the P2 position changes little. The liquid level at
S1–S4 also changes periodically, with a similar trend.

Figure 6 shows the pressure distribution at different positions during the roll. Be-
cause of the impact of the periodic liquid sloshing on the tank wall, the pressure of each
monitoring point changes periodically. At the same height, the pressure of the monitoring
point on the S plane is much greater than that on the P plane. Figure 6a,b show that for
the monitoring points on the same vertical line and at different levels, the more significant
pressure fluctuations are closer to the bottom of the tank. Figure 6c,d show the pressures of
monitoring points on the P plane and the S plane at the same height, respectively. Figure 6c
shows that the trend of pressure at the monitoring point on the P plane is consistent with
the trend of the liquid level in Figure 5a. This is because the pressure changes on the P plane
during rolling mainly come from the static pressure change caused by the liquid surface
change. Figure 6d shows that the pressures of the monitoring points at the same level on
the S plane are the same, and the pressure value is higher than that of the monitoring points
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at the same level on the P plane. The reason is that under roll excitation, the pressure on
the S plane includes not only the static pressure change caused by the change in the liquid
level but also the impact dynamic pressure on the S plane.
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Figure 6. Pressure variation of different monitoring points under roll excitation; (a,b) are the pressures
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monitoring points at 50 mm height on the P and S planes, respectively.

4.2. Liquid Sloshing Characteristics under Surge Excitation

Figure 7 shows the variation of the liquid level on lines P1–3 and S1–4 during the
sloshing process of the tank under the condition of surge excitation. It is show that the
liquid level on the P plane changes more dramatically than on the S plane, the liquid level
changes on lines P1, P2 and P3 are similar, the liquid levels on S1, S2, S3 and S4 are different,
the liquid level change of midline S2 is the smallest, and the liquid level change of S4
farther from the midline is the most severe. In addition, the liquid levels on S1 and S3
located at the same distance on both sides of S2 have the same degree of change, but in
opposite directions.
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Figure 7. Variation of the liquid level under the conditions of surge excitation (f = 0.58 Hz, λ = 50 mm):
(a) variation of the liquid level at P1–3; (b) variation of the liquid level at S1–4.

Figure 8 shows the pressure distribution of the monitoring points at different positions
under the surge condition. Comparing Figure 8a,b, the pressure distribution trends of
the monitoring points on lines P2 and S3 are similar, and at higher locations, the pressure
of the monitoring points is smaller, and the range of variation is smaller. However, as
the liquid surface mainly impacts the P plane during surge excitation, the pressure of
monitoring points on P2 is larger than that of S3 in general. Figure 8c shows that the
pressure distribution at the monitoring point at a height of 50 mm on the P plane is the
same because the liquid level on the P plane is at the same level under surge excitation.
Figure 8d shows that during surge excitation, the pressure change at the monitoring point
on the P plane is caused by the change in the liquid level and the change in the static
pressure at the monitoring point. Therefore, the trend of the pressure at the monitoring
point on the P plane is the same as that shown in Figure 7b.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 10 of 18 
 

 

  
(a) (b) 

  
(c) (d) 

Figure 8. Pressure variation curves of different monitoring points under surge excitation; (a) and 
(b) are the pressure distribution curves of monitoring points on P2 and S3, respectively; (c,d) are the 
pressure of monitoring points at a height of 50 mm on the P and S planes, respectively. 

4.3. Liquid Sloshing Characteristics under Combination Excitation 
Considering that the excitations of carriers during navigation are mostly combination 

excitations with multiple degrees of freedom, combination excitation with two degrees of 
freedom, roll and surge, is studied. The morphological characteristics of the liquid level 
in the tank and the variation of the liquid level height at different positions are analyzed, 
and the sloshing behavior under combination excitation conditions is studied. 

Figure 9a shows the change in the sloshing liquid surface profile under the combina-
tion excitation condition (f = 0.58 Hz, φ = 10°, λ = 50 mm). Compared with the liquid level 
variation under the single-degree-of-freedom excitation condition, the liquid level varia-
tion under the combination excitation condition is more complex and has significant 
asymmetry; overall, the liquid level changes periodically along the diagonal direction. 

  

(a) (b) 

Figure 9. Surface profile under combination excitation: (a) free surface change diagram and (b) dif-
ferent surface profiles. 

Figure 8. Pressure variation curves of different monitoring points under surge excitation;
(a) and (b) are the pressure distribution curves of monitoring points on P2 and S3, respectively;
(c,d) are the pressure of monitoring points at a height of 50 mm on the P and S planes, respectively.

67



J. Mar. Sci. Eng. 2022, 10, 1100

4.3. Liquid Sloshing Characteristics under Combination Excitation

Considering that the excitations of carriers during navigation are mostly combination
excitations with multiple degrees of freedom, combination excitation with two degrees of
freedom, roll and surge, is studied. The morphological characteristics of the liquid level in
the tank and the variation of the liquid level height at different positions are analyzed, and
the sloshing behavior under combination excitation conditions is studied.

Figure 9a shows the change in the sloshing liquid surface profile under the combination
excitation condition (f = 0.58 Hz, ϕ = 10◦, λ = 50 mm). Compared with the liquid level
variation under the single-degree-of-freedom excitation condition, the liquid level variation
under the combination excitation condition is more complex and has significant asymmetry;
overall, the liquid level changes periodically along the diagonal direction.
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To facilitate the observation and analysis of the liquid level change under combination
excitation, the cross sections z/L = 0.5, z/L = 0.25, z/L = 0, z/L = −0.25 and z/L = −0.5
were selected as shown in Figure 9b, and the surface profile characteristics at different times
were quantitatively analyzed. Figure 10 shows the distribution of the liquid level height on
the section at different times. When T/T0 = 0, the liquid level gradually decreased along
the positive x/S and negative z/L directions. The highest point, h/H = 0.85, occurred on
section z/L = 0.5, and the lowest point, h/H = 0.19, occurred on section z/L = −0.5. When
T/T0 = 0.125, compared with T/T0 = 0, the liquid level increased along the positive x/S
direction and the negative z/L direction, but the overall distribution is consistent with that
at T/T0 = 0. At the time of T/T0 = 0.25, the liquid level had a positive movement trend
along x/S, and the overall liquid level remained at h/H = 0.5. When T/T0 = 0.375 and
T/T0 = 0.5, the liquid level gradually increased along the positive x/S direction and the
negative z/L direction, and when T/T0 = 0.5, the maximum positive x/S liquid level was
h/H = 0.85.

Figure 11 shows the time-varying characteristic of the liquid level height at different
positions. Compared with Figures 5 and 7, the liquid level variation curves at different
positions under the combination excitation condition are different, and the peak value of
the liquid level height increases. After the sloshing is stable, the closer to P1 on the P plane,
the greater the liquid level fluctuation range. The maximum liquid level height at P1 can
reach h/H = 0.65, and the closer to S1 on the S plane, the greater the liquid level fluctuation
range. The maximum liquid level at S4 is h/H = 0.78.
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Figure 10. Changes in the liquid level at different times with combination excitation (f = 0.58 Hz,
ϕ = 10◦, λ = 50 mm): (a) T/T0 = 0, (b) T/T0 = 0.125, (c) T/T0 = 0.25, (d) T/T0 = 0.375, (e) T/T0 = 0.5.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 12 of 18 
 

 

the liquid level height increases. After the sloshing is stable, the closer to P1 on the P plane, 
the greater the liquid level fluctuation range. The maximum liquid level height at P1 can 
reach h/H = 0.65, and the closer to S1 on the S plane, the greater the liquid level fluctuation 
range. The maximum liquid level at S4 is h/H = 0.78. 

  
(a) (b) 

Figure 11. Liquid level variation curve under combination excitation: (a) P1–3 liquid level variation 
curve and (b) S1–4 liquid level change curve. 

The time-varying characteristics of pressure at different monitoring points under 
combination excitation are further discussed below. Figure 12 shows the pressure time-
varying curves of different monitoring points. The data in the figure show that under 
combination excitation, the degree of liquid sloshing is greater, and the sloshing form is 
more complex than that under the single degree of freedom excitation. The pressure peaks 
at all monitoring points are increased, and the pressure time-varying curves at some mon-
itoring points are more complex. The data in Figure 12a,c show that due to the influence 
of hydrostatic pressure, the overall pressure and peak pressure at the monitoring points 
near the bottom of the tank are larger. Figure 12b,d show that under the condition of com-
bination excitation, the liquid in the tank mainly sloshes along the diagonal direction of 
the tank. For the monitoring points at the same horizontal height, the closer to line S1 on 
the P plane, the greater the impact and the greater the pressure value. The pressure value 
at the monitoring point on centerline S2 on the S plane is the smallest, and the impact and 
pressure both increase with distance from the centerline. The maximum peak pressure at 
S4 can reach 900 Pa. 

  
(a) (b) 

Figure 11. Liquid level variation curve under combination excitation: (a) P1–3 liquid level variation
curve and (b) S1–4 liquid level change curve.

69



J. Mar. Sci. Eng. 2022, 10, 1100

The time-varying characteristics of pressure at different monitoring points under
combination excitation are further discussed below. Figure 12 shows the pressure time-
varying curves of different monitoring points. The data in the figure show that under
combination excitation, the degree of liquid sloshing is greater, and the sloshing form
is more complex than that under the single degree of freedom excitation. The pressure
peaks at all monitoring points are increased, and the pressure time-varying curves at
some monitoring points are more complex. The data in Figure 12a,c show that due to the
influence of hydrostatic pressure, the overall pressure and peak pressure at the monitoring
points near the bottom of the tank are larger. Figure 12b,d show that under the condition of
combination excitation, the liquid in the tank mainly sloshes along the diagonal direction
of the tank. For the monitoring points at the same horizontal height, the closer to line S1 on
the P plane, the greater the impact and the greater the pressure value. The pressure value
at the monitoring point on centerline S2 on the S plane is the smallest, and the impact and
pressure both increase with distance from the centerline. The maximum peak pressure at
S4 can reach 900 Pa.
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Figure 12. Liquid level variation curves under combination excitation (f = 0.58 Hz, ϕ = 10◦,
λ = 50 mm): (a,b) are the pressure distribution curves of monitoring points at different heights
on P1 and S4, respectively; (c,d) are the pressure at the monitoring point with a height of 50 mm on
the P and S planes, respectively.

4.4. Effect of Combination Excitation Intensity on Liquid Sloshing

To further explore the influence of combination excitation intensity on sloshing be-
havior, the variation characteristics of liquid surface height and the pressure time-varying
characteristics at different positions under different combination excitation intensity condi-
tions were compared and analyzed, and the influence of combination excitation intensity
on peak pressure after sloshing stabilization was explored.

Figure 13 shows the variation curves of the liquid level on lines S1, S3, P1 and P3 with
f = 0.58 Hz, λ = 40 mm at roll excitation angles ϕ of 3◦, 6◦ and 10◦. It is shows that with
the increase in the amplitude of the roll angle, the peak height of the liquid level increases,
and the liquid level at different positions changes periodically, with some differences. In
addition, the change in the amplitude of the roll angle has a significant effect on the height
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change of the liquid level at lines P1 and S3. The reason is that the liquid level mainly
sloshes along the diagonal direction of S4 under combination excitation, which makes the
height change sharper at the position closer to S4.
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Figure 15 shows the pressure variation at monitoring points P3H50 and S4H50 under 
different combination excitation conditions. It can be seen that the change in roll angle 
amplitude has a greater impact on the pressure at the monitoring point, while the surge 
amplitude has a smaller impact. In addition, The data in Figure 15a,b show that when λ 
is 50 mm and the roll angle amplitude φ varies in the range of 3~10°, the impact pressure 
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Figure 13. Liquid level variation curves under different roll angle amplitudes (f = 0.58 Hz, λ = 50 mm):
(a) and (b), ϕ = 3◦; (c) and (d), ϕ = 6◦; (e) and (f), ϕ = 10◦.

Figure 14 shows the variation of the liquid level when the sloshing frequency is 0.58 Hz,
the roll angle amplitude is 10◦, and the surge amplitudes are 30 and 50 mm. The data in
Figure 14 show that the change in the surge amplitude has a more severe impact on the
change in the liquid level on the P plane but has a lesser effect on the change in the liquid
level on the S plane.

Figure 15 shows the pressure variation at monitoring points P3H50 and S4H50 under
different combination excitation conditions. It can be seen that the change in roll angle
amplitude has a greater impact on the pressure at the monitoring point, while the surge
amplitude has a smaller impact. In addition, The data in Figure 15a,b show that when λ is
50 mm and the roll angle amplitude ϕ varies in the range of 3~10◦, the impact pressure on
the S plane increases with the increase in the amplitude of the roll angle, which makes the
peak pressure at monitoring point S4H50 show an increasing trend, while the change in
the amplitude of the roll angle has little impact on the impact pressure on the P plane. The
pressure change at the monitoring point on the P plane mainly reflects the static pressure
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change caused by the change in the liquid height. Therefore, in the first half of the sloshing
cycle, the peak pressure at monitoring point P3H50 increases with increasing amplitude
of the rolling angle. In the second half of the sloshing period, the amplitude of the roll
angle decreases with increasing roll angle amplitude. The data in Figure 15c,d show that
for monitoring point S4H50, the peak pressure is in the first half cycle, during which the
impact force of the fluid on the monitoring point is positively correlated with the surge
amplitude; thus, the peak pressure of monitoring point S4H50 increases with the increase in
the surge amplitude when the roll angle amplitude is certain. For monitoring point P3H50,
the peak pressure occurs in the second half cycle, and the pressure at the monitoring point
mainly reflects the static pressure change. Therefore, the larger the surge amplitude, the
smaller the increase in liquid height. Hence, the surge amplitude increases, and the peak
pressure at monitoring point P3H50 decreases.
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The above analysis shows that compared with single-degree-of-freedom excitation, the
pressures of the monitoring points at different positions under the combination excitation
condition are different, and the variation of the peak pressure with the excitation intensity
is more complicated. The focus in engineering practice is on the maximum peak pressure
generated by sloshing. The data in Figure 12 show that under the combination excitation
condition, the monitoring point with the largest pressure peak (of the monitoring points
shown in Figure 1) is S4H34. Thus, the following will take the peak pressure of monitoring
point S4H34 as the research object to further explore the variation characteristics of the
peak pressure at monitoring point S4H34 with changing combination excitation intensity.

As shown in Figure 16, the peak pressure of monitoring point S4H34 varies with the
combination excitation intensity (ϕ and λ). It is shows that when the combination excitation
intensity is ϕ = 3◦ and λ = 30 mm, the minimum peak pressure at the monitoring point
is 731.5 Pa, while when the combination excitation intensity is ϕ = 10◦ and λ = 50 mm,
the maximum peak pressure at the monitoring point is 1033.37 Pa. The peak pressure
values under different combination excitation intensities are basically in the same plane
in three-dimensional space. In addition, with the increase in roll angle amplitude and
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surge amplitude, the impact force of the fluid on the monitoring point will increase, and
the peak pressure of monitoring point S4H34 will also increase, showing a linear positive
relationship. Among these, the impact of roll angle amplitude on the peak pressure of
monitoring point S4H34 is more significant.
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5. Conclusions

In this paper, the liquid sloshing characteristics of a tank under a single degree of free-
dom and combination excitation conditions are studied by numerical simulation combined
with experimental verification. The characteristics of the sloshing liquid surface profile
and pressure distribution of the liquid tank under typical combination excitation were
compared and analyzed in detail. The influence of the combination excitation intensity on
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the liquid level and the time-varying characteristics of the monitoring point pressure and
peak pressure were discussed. The main conclusions are as follows:

(1) The characteristics of the liquid level variations are obvious under excitation with
a single degree of freedom. Meanwhile, the variation in the height of the liquid
level noticeably increases with the intensity of single-degree-of-freedom excitation.
Moreover, the pressure of the tank wall increases with sloshing. The height of the
liquid level and the pressure of the wall have a linear increasing relationship with the
sloshing intensity.

(2) The height of the liquid level varies periodically under the combination excitation.
Furthermore, the liquid level in the cargo tank and the pressure of the wall vary more
intensely compared with the single excitation. The peak pressure of the inner liquid,
which is greater under the combination excitation, also changes significantly.

(3) When the liquid tank encounters the combination excitation (roll and surge), the angle
of rolling has a great impact on the pressure of the inner wall of the liquid tank. There
is a slight increase with the surge amplitude, and the change in the liquid level is
also sensitive to the rolling angle, while the surge amplitude is not obvious. Under
the combination excitation condition, the peak pressure at the lowest point of the
tank diagonal increases linearly with increasing amplitude of the roll angle and the
amplitude of the surge.
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Nomenclature
u Velocity of the flow field in the x-direction (m/s)
v Velocity of the flow field in the y-direction (m/s)

Denomination (unit) w Velocity of the flow field in the z-direction (m/s)
P Internal pressure of an LNG ship (Pa) λ Amplitude of surging (mm)
H Height of the cargo tank (m) Vx Velocity of the cargo tank in the x-direction (m/s)
S Width of the cargo tank (m) Vy Velocity of the cargo tank in the y-direction (m/s)
L Length of the cargo tank (m) Vz Velocity of the cargo tank in the z-direction (m/s)
µl Viscosity of water (Pa·s) T0 Period of sloshing (s)
ρl Density of water (kg/m3) T Time of cargo tank motion(s)
µL Viscosity of water (Pa·s) g Acceleration of gravity (m/s2)
αl Volume fraction of water (-) Hi Height of the surface P (-)
ul Velocity of LNG (m/s) f Frequency of sloshing (Hz)
VOF Volume of fluid method (-) ϕ Angle of rolling (◦)
Re Reynolds number (-) Pi Vertical lines of the surface P (-)
CSF Continuum surface force (N) Si Horizontal line of the sidewall (-)
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Abstract: Collective motion is a unique biological habit of manta rays. As the most basic unit, the
hydrodynamic mechanism of tandem gliding deserves further study. In this paper, a numerical
simulation method was used to explore the influence of the front-to-back distance and the angle
of attack on the overall and individual hydrodynamic performance of a pair of manta rays gliding.
Specifically, a numerical simulation of the hydrodynamic parameters and the distribution of pressure
and velocity fields was carried out when the pair of manta rays were arranged at a distance of
0.25–1 times the body length and the angle of attack was −8◦ to 8◦. The simulation results show that,
when a pair of manta rays glide at close range, compared to a single manta ray gliding, the resistance
of the leader is greatly reduced, and the lift changes little, while the resistance of the follower is
greatly increased, and the lift is significantly reduced. For the average resistance of the system, in the
specific scenario of a close range and a small negative degree angle of attack, the two manta rays’
tandem gliding system can significantly reduce the resistance and play a role in reducing resistance
and saving energy. The research content of this paper provides a theoretical basis for understanding
the biological habits of manta rays and designing an underwater bionic robot group system.

Keywords: manta rays; fish schooling; tandem gliding; hydrodynamic characteristics

1. Introduction

Long-term natural evolution has endowed fish with extraordinary movement and
survivability: long-distance cruise with low energy consumption, high-efficiency propul-
sion with large thrust, powerful explosive force and maneuverability, sensitive perception
and positioning capabilities, excellent self-protection and precise attack capabilities. Manta
rays are ray-like creatures with flat bodies, large aspect ratios, and cruising speeds of
0.25–0.47 m/s [1]. The Median and/or Paired Fin (MPF) mode is the steady-state cruising
mode of manta rays [2], and the efficiency can be as high as 89%, which is higher than that
of aquatic organisms such as eels and trevallies [3,4]. It has extraordinary advantages in
mobility and concealment. Manta rays have obvious shape features, efficient propulsion
performance, and energy-saving group swimming, which give them great bionic value.

Collective motion is a common phenomenon in fish biology [5], which is also present
in manta ray species. Studies have shown that, for fish, swimming in groups is usually more
efficient than swimming alone. In nature, more than 50% of fishes exhibit synchronized and
coordinated group swimming at some point [6]. When migrating, many fish swim in groups
in the same direction and maintain a near-constant separation from their neighbors [7]. In
addition to the sociological advantages of avoiding natural enemies [8,9] and improving
the success rate of predation [10–12], group swimming is also considered to be effective in
reducing energy consumption [13–17].

In view of the high efficiency and energy-saving characteristics of fish group swim-
ming, researchers have conducted a lot of research hoping to reveal the inherent mechanism
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of fluid mechanics. At present, the common research methods are as follows: 1. Fish colony
observation method; 2. Computational fluid dynamics simulation method; 3. Experimental
research method using bionic robotic fish.

The fish colony observation method used in earlier periods, due to the limitation of
equipment and technology, mainly used the observation of the swimming characteristics of
fish combined with the method of hydrodynamic theoretical analysis. Breder was the first
to study the energy-saving mechanism of fish swimming. He believed that the complete
wake vortex structure scale was an important factor affecting the distribution interval of
individuals [18]. With the continuous development of observation technology, high-speed
cameras and digital particle image velocimetry technology are used more and more by
researchers to extract and observe the performance information, morphological structure,
and eddy current characteristics of fish schools. Then, the energy consumption data can be
obtained through theoretical calculation or DPIV experiment, so as to reveal the energy-
saving mechanism of fish swimming. Marras et al., tested the collective motion of liza
aurata at different flow rates and found that individuals in the best position in the flock
reduced their tail-wagging frequency by up to 28.5% compared to swimming alone. It was
also found by DPIV that the swing of an anterior individual helps its neighboring fishes to
swim forward [19].

With the continuous development of computer technology and fluid simulation tech-
nology, the method of computational fluid dynamics is more and more widely used in
the study of the mechanism of fish school energy saving. Unlike the observation method,
which can only obtain some qualitative conclusions, the CFD simulation method can quan-
titatively measure the force of each individual in the fish group more accurately, making
the analysis results more reliable and intuitive. Pan et al. [20], Shao et al. [21], and Xiao
et al. [22,23] used the immersion boundary method to numerically simulate the passive
motion of the flexible plate behind the D-shaped cylinder. The former can obtain thrust
from the wake vortex of the former, which greatly improves the propulsion efficiency;
Chao et al. [24,25] used a commercial CFD software package to numerically simulate the
double-body system of a D-shaped cylinder and a NACA0012 flexible plate. It was found
that the thrust of the downstream airfoil was improved due to the presence of the cylinder.
Based on the theory of potential flow and viscosity, Fish et al., estimated the propulsion
efficiency of manta rays and found that most of the thrust is generated by the distal end of
the fin during its movement [26]. Zhang Dong et al., used the immersion boundary method
to simulate the process of a manta ray flapping and advancing and explored the influence of
motion parameters, such as flapping amplitude and frequency, on its propulsion effect [27].

On the basis of the first two methods, some researchers have begun to design ex-
perimental devices in recent years hoping to study the energy-saving mechanism of fish
swimming through experimental methods. Dewey [28] and Boschitsch [29] experimen-
tally studied the propulsion characteristics of two parallel and series flapping airfoils in a
uniform incoming flow, respectively. The experimental system investigates the effects of
wing-flap phase difference and separation distance. The study found that, for the tandem
structure, the thrust and efficiency of the front wing were consistent with the single wing
shape when the separation distance was large, while the dynamic characteristics of the rear
wing were related to the separation distance and phase difference due to the influence of
the wake of the front wing. For the parallel configuration, the propulsion characteristics
of the two airfoils are the same: when flapping in-phase, efficiency increases and thrust
decreases (relative to a single airfoil); when flapping in anti-phase, thrust increases while
efficiency remains largely unchanged.

From the current research status, it can be seen that most of the work focuses on
two-dimensional airfoils or flexible sheets, rather than on real three-dimensional creatures.
Moreover, the research mainly focuses on the group travel over the two-dimensional plane
and does not consider the effect of a real three-dimensional situation on the results. For
the two-body tandem system, less research has been done on underwater targets, and
more research has been focused on the water surface or in the air. Zhang Dong et al., used
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the CFD method to study the hydrodynamics of rotary underwater vehicles in series and
gave the law of mutual influence between the front and rear individuals [30,31]. Yuan,
Zhi-Ming et al., simplified the swimmer’s model, used the CFD method to simulate the
swimming process in an actual competition, and gave the law of influence of resistance
on the back of the athlete with the distance [32]. Using the same method, they simplified
the duck model to explain the hydrodynamic reasons why ducklings swim with their
mother ducks in nature [33]. Blocken et al., used a combination of CFD and experiments
to study the process of two cyclists following movement back and forth and gave the
advantages of the two-body system and the wind resistance law of each single body [34].
None of the previous studies involved the simulation of manta rays group gliding, and
this issue has not been systematically studied, so it is innovative and scientific to a certain
extent. Research on the energy-saving mechanism of collective motion can, on the one
hand, give us a deeper understanding of animal habits, and on the other hand, can provide
inspiration and help for the design and control of underwater robots, especially underwater
bionic robots, so as to improve operational efficiency and to develop and utilize marine
resources more efficiently. Therefore, this paper focuses on a real, three-dimensional manta
ray pair’s tandem gliding system, explores the gliding hydrodynamic performance of
manta rays at different distances, reveals the hydrodynamic mechanism of biological long-
distance schooling fish migration, and provides a theoretical basis for the group design of
underwater bionic robots.

The second chapter describes the goals and problems of the simulation and verifies the
calculation method and grid independence. The third chapter records the simulation results,
analyzes the hydrodynamic characteristics of the manta ray pair’s gliding system., com-
pares it with the single manta ray, and gives a formation scheme that can reduce resistance.
The fourth chapter summarizes the full text and lists all the important conclusions.

2. Problem Definition and Methodology
2.1. Biological Model and Reference Dimensions

Through the real observation of the biological shape of the cow-nosed ray and three-
dimensional software modeling, the final numerical simulation target model was obtained
as shown in Figure 1. The dimensions of each model were defined as follows: body
length (BL) = 1800 mm, spanwise length (SL) = 2900 mm, and maximum thickness length
(TL) = 350 mm. This paper takes BL as the reference length and BL2 as the reference area.

Figure 1. The 3D model of a manta ray.

2.2. Simulation Method Validation

In order to ensure the correctness of the numerical simulation results, the calculation
method was first verified. At present, domestic and foreign scholars have not carried
out numerical simulation work on manta ray gliding. In addition, the model has an
irregular shape, a high proportion of curved surfaces, and is difficult to process, which
can only be obtained by additive manufacturing. Machining the model and performing
wind-tunnel or water-tunnel experiments on it would have disadvantages, such as a high
cost and long time, which do not meet the requirements of previous mechanistic research.
Therefore, the method of CFD simulation was used to study this problem. Observing
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the shape characteristics of the manta ray, it can be seen that its topology is similar to
the three-dimensional hydrofoil. The scholar Zarruk [35] experimentally measured the
hydrodynamic parameters of a graphical model 3D hydrofoil with different materials,
Reynolds number (Re), and angle of attack (α). The root chord length of the model was
0.12 m, the wing chord length was 0.06 m, and the spread length was 0.3 m. The average
chord length of 0.09 m was taken as the reference length. For this model, the grid was
drawn as shown in Figure 2. The numerical simulation method and turbulence model of
SST k-ω in this paper was used to calculate the variation, with the angle of attack law for
the three-dimensional hydrofoil lift coefficient and resistance coefficient when the Reynolds
number is 1 × 106. ν is the kinematic viscosity coefficient of water, which is 1.003 × 10−6.
The simulation results were compared with the experimental values, and the results are
shown in Figure 3. It can be seen that the simulation results were in good agreement
with the experimental data, indicating that the calculation method used in this paper
has great reliability.

Figure 2. Grid of hydrofoil model for method validation.

Figure 3. Method validation and comparison results.

2.3. Grid Independence Validation

The numerical simulation results are closely related to the number of cells. In order to
ensure the correctness of the manta ray gliding simulation, it was necessary to carry out
grid-independent verification. Draw the manta ray structure grid as shown in Figure 4.
The typical y+ value of the first grid point near the manta ray surface was set as 1, and
the Re was 9 × 105. The overall grid distribution density was changed and the lift and
resistance values of the manta ray model was recorded for different numbers of cells, as
shown in Figure 5. It can be concluded from Figure 5 that, when the number of cells is
small, the lift and resistance values under the same working conditions change drastically
with the increase in the number of cells. When the number of cells reaches 4.5 × 106, the lift
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and resistance values no longer change with the grid number. On the premise of ensuring
the reliability of the simulation results, in order to improve the calculation efficiency and
save simulation time, the grids of all subsequent working conditions were drawn using the
node distribution law with the number of cells being 4.5 × 106. The number of cells of the
manta ray pair system increases to 6.1 × 106 due to the addition of one individual and will
further grow as the distance between the two manta rays increases.

Figure 4. Structure grid of manta ray.

Figure 5. Simulation results under different numbers of cells.

In order to explore the hydrodynamic characteristics of the manta ray pair’s tandem
gliding system, the structure grid was drawn as shown in Figure 6. The two manta rays
were distributed forward and backward along the x-axis, and the distance between the
tail of the leader and the head of the follower was defined as ∆s, which is measured as a
multiple of the BL. Since the structure of the manta ray model was symmetrical, in order to
reduce the number of cells and improve the calculation efficiency, half of the grid domain
was drawn. The boundary condition on the left side was set as the symmetry plane, so the
numerical simulation of the whole can be completed. In addition, the front side was set as
the velocity inlet, the rear side was set as the pressure outlet, the surface of the manta ray
model was set as a non-slip wall, and the other surfaces were set as free-slip walls. The
overall computational domain was a cuboid. The height was set as 20 TL; the width was
set as 2 SL; the leader’s head was 4 BL from the velocity inlet; the follower’s tail was 7 BL
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from the pressure outlet. The computational domain size and boundary condition settings
are shown in Figure 6.

Figure 6. Computational domain size and boundary condition settings.

2.4. Simulation Domain and Boundary Condition Settings

After completing the grid-drawing work, we simulated the conditions by numerical
simulation method. The finite volume method was used to discretize the Navier-Stokes
equation, the second-order upwind style was used to discretize the momentum, the deriva-
tive was calculated based on the least-squares method, and the SIMPLEC algorithm was
used to calculate the pressure in the continuous equation. As for the selection of the
turbulence model, Lyu Da et al., used the SST k-ω model to accurately simulate the hy-
drodynamic parameters of the flying wing underwater glider [36]. The manta ray model
in this study has certain similarities with the flying wing underwater glider. The related
content regarding method verification in Section 2.2 also shows that the SST k-ω turbulence
model can accurately simulate the underwater airfoil problem. In summary, we used the
SST k-ω turbulence model for simulation calculations, and the convergence residual was
set to 1 × 10−5.

3. Result and Discussion

In this section, we compare and analyze the hydrodynamic performance differences
between a single manta ray and a pair of manta rays when gliding at different angles of
attack and consider the influence of distance on the system when two manta rays tandem
glide. The resistance of the manta ray was defined as D and the lift as L. The above
parameters were non-dimensionalized as:

CD =
D

0.5ρU2(BL)2 , CL =
L

0.5ρU2(BL)2 (1)

where ρ is the density of the water, which was set to 1000 kg/m3; U is the incoming velocity,
which was set to 0.5 m/s; BL is the reference length. The Reynolds number at this time was
calculated to be 9 × 105.

The average resistance and coefficient of the system was defined as:

Dave−system = (Dleader + D f ollower)/2, CDave−system =
Dave−system

0.5ρU2(BL)2 (2)
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3.1. Numerical Simulation Results of a Single Manta Ray

In this part, we first study the hydrodynamic performance of a single manta ray
gliding. Figure 7 shows the variation of the resistance coefficient and lift coefficient with
the angle of attack when the manta ray is gliding. It can be seen from Figure 7 that in the
range of −8 to 8◦ angle of attack, the lift received by the manta ray increases linearly with
the change of the angle of attack, and the resistance shows a quadratic function with the
angle of attack. It can be clearly seen from Figure 8 that the manta ray has a relatively flat
lower surface and a raised upper surface in terms of biological structure. Therefore, when
the angle of attack is 0◦, the water velocity near the upper surface of the manta ray is fast,
and the water velocity near the lower surface is slow. Therefore, the pressure difference in
the vertical direction of the upper and lower surfaces causes the manta ray to experience a
small lift at this time. When the angle of attack is −2◦, the water velocity distribution near
the upper and lower surfaces is relatively close, so the vertical pressure difference is small.
Therefore, the lift force is approximately equal to 0, and the resistance on the manta ray
reaches the minimum value at this time.

Figure 7. Variation of a single manta ray gliding: resistance coefficient and lift coefficient with angle
of attack.
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Figure 8. Longitudinal symmetry plane velocity distribution and manta ray surface pressure distri-
bution during single gliding at α = 0◦ (up) and α = −2◦ (down).

3.2. Numerical Simulation Results of Two Manta Rays Tandem

This part studies the differences in the hydrodynamic performance of two manta
rays gliding. As shown in Figure 6, the leader manta ray and the follower manta ray are
arranged horizontally along the x-axis, and the angle of attack changes synchronously from
−8 to 8◦. The hydrodynamic performance at the distances ∆s = 0.25 BL, 0.5 BL, 0.75 BL,
1 BL were simulated, respectively, and the results are shown in Figure 9.

Figure 9. The variation of the resistance coefficient and lift coefficient with the angle of attack of two
manta rays at different distances.
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It can be seen from Figure 9 that, when the pair of manta rays are arranged horizon-
tally along the x-axis, the hydrodynamic performance trend of each individual remains
unchanged. The lift received by the manta ray increases linearly with the change of the
angle of attack, and the resistance shows a quadratic function with the angle of attack.
However, for the leader, compared with the single manta ray gliding, the resistance is
greatly reduced, and the lift force is slightly increased, while for the follower, the resistance
force is greatly increased, and the lift force is greatly reduced. This phenomenon—that the
resistance of the leader decreases and the resistance of the follower increases—is close to
the conclusion of Zhang et al. [30,31]. For targets on the water surface, such as swimmers
or ducks, their followers can greatly reduce resistance with the help of the team [32,33],
which is contrary to our conclusion. In addition, some studies have found that, when
two cyclists ride in tandem, the resistance of each individual, whether the leader or the
follower, is less than that of a single person. This conclusion is also different from our
research results [34]. The main reason some results obtained from the above studies are
different from our conclusions is that the research targets are located in different media
and environments.

It is worth noting that, as the distance between the leader and the follower increases,
the resistance of each individual quickly converges to the resistance data of a single manta
ray, while the difference in lift decreases very slowly. Taking an angle of attack of 4◦ as an
example, when the distance is 0.25 BL, the resistance of the follower is about 1.47 times
that of the leader, and the lift is 51.5% that of the leader. When the distance increases to
1 BL, the resistance of the follower decreases to 1.06 times that of the leader, while the lift
is 52.1% that of the leader, showing an increase of only 0.6%. In the process of increasing
the distance, for the resistance value, the leader increases and the follower decreases to
the single manta ray situation, respectively. For the lift value, the leader is not affected
from the beginning, and it is always the same as the single manta ray situation; while the
follower is strongly affected by the leader at close range and returns to the single manta ray
level slowly, as shown in Figure 10. To summarize, for the manta ray tandem system, the
resistance value of the manta ray is more sensitive to a change in the distance, and the lift
value changes very slowly with the increase in the distance.

Figure 10. The variation of the gliding resistance coefficient and lift coefficient of two manta rays
with distance at α = 4◦.
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3.3. Analysis of Resistance Reduction Effect and Flow Field Mechanism

This part explores the hydrodynamic performance of the tandem gliding system
under the influence of the two manta rays. Figure 11 shows the average resistance of the
system Dsystem relative to the resistance of a single manta ray when gliding under different
distances and angles of attack. It can be seen from Figure 11 that, for most working
conditions, the average resistance of the system is higher than that of the single case. After
2◦ angle of attack, the relative value of average system resistance gradually increases with
the increase in attack angle. For example, when the angle of attack is 8◦ and ∆s is 1 BL,
the average resistance of the system is about 6.6% higher than that of the single case. It
shows that, in most cases, the average resistance of the pair of manta rays’ tandem system
is higher than the single manta ray’s resistance, and the energy consumption of the system
increases. Interestingly, however, we found that when the angle of attack is −6◦ to −2◦, the
average resistance of the system is lower than the single resistance at some certain distance
cases, which can play a role in reducing resistance and saving energy. For example, when
the angle of attack is −2◦ and ∆s is 0.25 BL, the average resistance of the system is about
2.3% lower than that of the single manta case.

Figure 11. Relative value of the two manta rays gliding system average resistance coefficient.

In order to explore the fluid mechanism of the average resistance of the system, we
give the pressure and velocity distribution of α = −2◦, ∆s = 0.25 BL and α = 8◦, ∆s = 1 BL,
respectively, as shown in Figures 12 and 13. Figure 12 shows the surface pressure distri-
bution of the tandem manta rays at α = −2◦, ∆s = 0.25 BL, and the velocity distribution of
some section planes are also given in the figure. Comparing Figures 8 and 12a, it can be
seen that a continuous low-speed zone is formed between the tail of the leader and the
head of the follower. Due to the presence of this area, the pressure on the leader’s tail and
the follower’s head increases. Under the premise of little change in the rest, the front-to-
back pressure difference of the leader decreases, resulting in decreased resistance. The
front-to-back pressure difference of the follower increases, resulting in increased resistance.
As for the overall system, the low-speed area at the tail of the leader has not closed and dis-
appeared, and it is affected by the follower and continues to develop backward. Therefore,
a coherent high-pressure area is formed between the leader and the follower, as shown in
Figures 12 and 13, which makes the average resistance of the system decrease slightly.
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Figure 12. Surface pressure distribution and typical cross-sectional velocity distribution of two
manta rays tandem system at α = −2◦, ∆s = 0.25 BL. (a): Surface pressure distribution. (b): Velocity
distribution of symmetry plane. (c): Velocity distribution of section at z = 1 m.

Figure 13. Surface pressure distribution and streamline diagram of the symmetry plane of two manta
rays tandem system at α = −2◦, ∆s = 0.25 BL.

Figure 14a shows the surface pressure distribution of the tandem manta ray at α = 8◦,
∆s = 1 BL, and Figure 14b,c shows the velocity distribution of some section planes. Com-
pared with the single manta ray gliding at 8◦, the tail flow field of the leader and the lower
flow field of the follower have obvious mutual influence. For the leader, superimposing
the large distance factor, its surface pressure distribution is almost unaffected, so its lift
and resistance are not much different from those of the single gliding; for the follower, the
low-pressure area on the upper surface is significantly reduced, and the high-pressure area
on the lower surface expands. The pressure difference between the front and rear leads
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to an increase in the resistance, and the pressure difference between the upper and lower
sides decreases, so that the lift force is greatly reduced.

Figure 14. Surface pressure distribution and typical cross-sectional velocity distribution of two manta
rays tandem system at α = 8◦, ∆s = 1 BL. (a): Surface pressure distribution. (b): Velocity distribution
of symmetry plane. (c): Velocity distribution of section at z = 1 m.

4. Conclusions

In order to explore the hydrodynamic mechanism behind the group swimming phe-
nomenon during the biological migration of manta rays in nature, we used a numerical
simulation method to systematically analyze the basic group swimming component of a
two-body tandem. The changes in hydrodynamic parameters and surrounding pressure
field and velocity field when two manta rays glide at different distances and angles of attack
were mainly discussed. The variation law of each individual and group in the two manta
rays system under different working conditions was obtained, which provides a strong
theoretical support for understanding the collective motion habits of manta rays and the
group formation design of underwater bionic vehicles. The main simulation conclusions
are as follows:

1. When a single manta ray glides, the lift coefficient is a linear function of the angle
of attack, and the resistance coefficient is a quadratic function of the angle of attack.
This law does not change when two manta rays are gliding in series. Whether it is the
leader or the follower, the lift coefficient and resistance coefficient change with the
same angle of attack, and the difference lies in the magnitude of the value.

2. In the two manta rays tandem system, compared with the single-body gliding, the
resistance of the leader is greatly reduced, and the lift of the leader is almost un-
changed, while for the follower, the resistance is greatly increased, and the lift is
greatly reduced.
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3. With the increase in the distance between the front and rear of the two manta rays, the
resistance of the leader increases rapidly, and the resistance of the follower decreases
rapidly, and the two tend to be the same; in terms of lift, the leader maintains the lift
regardless of the distance. The lift is stable, not much different from the single-body
gliding situation. The lift experienced by the follower is greatly reduced when the
distance is small, and the growth recovers slowly with the increase in the distance.

4. For the average resistance of the system, in the specific scenario of a close-range, small
negative degree angle of attack, the double manta rays series system can effectively
reduce the resistance and play a role in reducing resistance and saving energy. For
example, when the distance between the front and rear of the double manta rays
is α = −2◦, ∆s = 0.25 BL, and the two attitudes maintain a −2◦ angle of attack,
the average resistance of the system is reduced by about 2.3% compared with the
single resistance. This is of great significance for understanding biological habits and
designing underwater bionic vehicle group formations.

According to the above research results of a manta ray pair’s tandem gliding, perhaps
in the future, when unmanned underwater vehicles travel in groups, due to the increase in
the resistance of the leader, we need to pay more attention to the energy consumption of the
leader. Change the group formation in time, or let the leader carry more energy. It should
be pointed out that the hydrodynamic characteristics of the two manta rays gliding are only
the most basic and smallest unit in the study of manta ray group swimming. In our future
series of research, we will further consider the problem of manta rays group swimming
with more individuals, more complex movement modes, and multiple formations so as to
reveal the hydrodynamic characteristics behind the group swimming of this species.
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Abstract: A numerical analysis based on stress-blended eddy simulation was conducted to investigate
the pressure fluctuation of the bow of a submarine at various velocities (5.93 kn, 10 kn, and 12 kn).
The simulation results were compared with the experimental data to demonstrate the validity of the
numerical method. Self-power spectrum and wave-number frequency spectrum were discussed from
the perspective of energy. The results show that with increasing submarine velocity, the pressure
fluctuation in the axial direction increases, the transition point moves forward, and the frequency of
the Tollmien–Schlichting wave raises.

Keywords: the bow of the submarine; turbulent boundary layer; pressure fluctuation; stress-blended
eddy simulation

1. Introduction

Turbulent wall pressure fluctuation is an important hydrodynamic noise source, and
it is necessary to carry out the corresponding calculation and experimental research. In
addition, the sonar is installed on the bow of the submarine, and it is easily affected by
self-noise. Therefore, it is important to understand the change in the flow field on the bow
at different velocities to improve the performance of the submarine itself.

Benefiting from the development of computer technology, computational fluid dynam-
ics (CFD) is increasingly applied to submarine hydrodynamic research. Huang et al. [1]
analyzed the wake of the SUBOFF model with various appendages through experiments
and provided the velocity information, which was used to develop the CFD capability
for the prediction of flow fields around underwater bodies. Abedi et al. [2] used the
Reynolds-averaged Navier–Stokes (RANS) to calculate the three-dimensional axisymmetric
flow of the SUBOFF without any appendages and carried out numerical simulation and
comparison of the cross-flow vortex structure of the submarine with the SUBOFF and
DRDC STR precursors. The calculated data agreed with the experimental. Manoha et al. [3]
used the large eddy simulation (LES) to calculate the pressure fluctuation of the unsteady
flow field at the blunt trailing edge of the thick plate, then analyzed the pressure fluctuation
on the wall of the trailing edge, and the evolution of its amplitude, frequency, and flow
direction. Both were in good agreement with the measurements of blunt trailing-edge
airfoils. Posa et al. [4] simulated the submarine wake flow field based on LES and it was
shown that the wake of the body was affected mainly by the shear layer from the trailing
edge of the fins and the turbulent boundary layer growing along the stern, while the
influence of the wake of the sail was minimal. Broglia et al. [5] analyzed both the global
loads and the vortices originating from the sail of submarine, but focused on the coherent
structures shed from the tip and the root of the appendages, where the results showed that
the pattern of the coherent structures produced by the stern appendages was substantially
dependent on the maneuvering conditions. Ashok et al. [6] used PIV to investigate the
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turbulent wake of the submarine, that in yaw was expected to generate wakes that were
inherently more persistent than one in pitch, and the strong asymmetries in yaw were
expected to produce a net rolling moment on the body. In recent years, hybrid formulations
such as the detached eddy simulation (DES) [7] and stress-blended eddy simulation (SBES)
have been widely used. The starting point for the hybrid formulation was designed to
cover all attached boundary layers in the RANS model and to only switch to the LES model
in detached zones. Alin et al. [8,9] used LES, DES, and RANS models to investigate the
effect of the different simulation methods and to demonstrate the feasibility of using DES
and LES on the relatively coarse grids for submarine flows. Liu et al. [10] adopted the DES
model to investigate the horseshoe vortex generated around the appendage-body junction
of submarines and analyzed the flow characteristics around the appended submarine
body, where a new method on the vortex control baffle was presented. Wang et al. [11]
studied the effect of the enclosure shape on the hydrodynamic noise of the submarine
by the SST-SBES turbulence model and analyzed the influence of the leading and trailing
edges with different shapes on the flow field and noise of the underwater vehicle, where
the results demonstrated that the front edge of the enclosure could effectively suppress the
noise. Magionesi et al. [12] investigated the physical properties of the pressure fluctuation
under the turbulent boundary layer on the ship wall through a self-power spectrum and
cross-spectrum to reduce the vibration source that may cause noise. Bhushan et al. [13] ap-
plied the SST-URANS, SA-DDES, k-ω-DDES, and RANS/LES hybrid methods to simulate
the flow field and vortex structure around the SUBOFF enclosure and wake, respectively.
Magionesi et al. [14] used Farabee’s semi-empirical formula to compare with measure-
ments of the mean square value of the pressure fluctuation in the turbulent boundary
layer of the bow sonobuoy, and found that the experimental values of the zero pressure
gradient test section agreed better with the empirical values, and the experimental values
of the inverse pressure gradient test section were significantly higher than the empirical
values. Li et al. [15] used the IDDES model to capture the variation characteristic of the
eddy and showed that the pump-jet propulsor had significant force fluctuation and more
complex vortices evolution in drifts. Dietiker et al. [16] used the DES method to calculate
the pressure fluctuation of the backstage flow, and the calculated main frequency was in
good agreement with the test, and the power spectrum was consistent with the empirical
model. Meng et al. [17,18] applied the LES method to calculate the pressure fluctuation
in the low-speed case of a thin-plate wing with arching and combined it with the FW–H
equation for radiated noise. The calculated frequency spectrum and spreading correlation
of the pressure field in the edge region of the wing surface were in good agreement with
the experiment.

At present, there are few researchers exploring the analysis of pressure fluctuation
from the perspective of energy. Based on the analysis of the law of axial pressure change,
this paper analyzed the variation of pressure fluctuation at the bow of the submarine from
the perspective of energy change under different velocities by calculating the self-power
spectrum and wave-number frequency spectrum.

2. Numerical Simulation Methods

The flow of the submarine was simulated based on the RANS equations. In this paper,
the SST-SBES (stress-blended eddy simulation, SBES) model was used. The SBES model
shielding properties were much improved relative to the current DES/DDES model formu-
lations and SBES allowed for a much more rapid RANS-LES transition than DES/DDES [19].
SBES is expressed as

∂(ρk)
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∂
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εSDES = −β∗ρwkFSDES (3)

FSDES =

[
max

(
Lt

CSDES∆SDES
(1− fSDES), 1

)
− 1
]

(4)

where ρ is the fluid density; p is the fluid pressure; µ is the fluid dynamic viscosity; U is
the velocity vector; t is the time; k is the turbulent kinetic energy; and ω is the turbulent
dissipation rate.

The SBES model takes the dissipative term ε replaced with Equation (3). Compared
with DES, the shielding function of SBES can realize fast conversion between RANS and
LES. The stress tensor is obtained by

τSBES
ij = fSDESτRANS

ij + (1− fSDES)τ
LES
ij (5)

where τRANS
ij and τLES

ij are the RANS and LES parts of the model stress tensor, respectively,
fSDES is the shielding function. If the two models are based on the eddy-viscosity, the
formula can be simplified as

νSBES
t = fSDESνRANS

t + (1− fSDES)ν
LES
t (6)

where νSBES
t is the eddy viscosity and νRANS

t and νLES
t are the RANS and the LES eddy

viscosity, respectively. In addition, it should be noted that the equations were solved
based on the ANSYS Fluent V2020. The detailed information of other parameters can be
found in [20].

After selecting the SBES model for the hybrid model, ANSYS Fluent provides four
subgrid-scale (LES) models as options: the Smagorinsky–Lilly model, dynamic
Smagorinsky–Lilly model, wall-adapting Local eddy-viscosity (WALE) model, and al-
gebraic wall-modeled LES S−Ω (WMLES S-Omega) model. In this paper, WALE was
selected as it provides the lowest eddy viscosity in 2D flow regions and thereby allows the
flow to quickly develop 3D turbulence structures in separating the shear layers. The combi-
nation of SBES with the WMLES S-Omega formulation is likely not a useful combination,
as the SBES-WALE model combination can by itself act in a WMLES mode [20].

In the simulation, the PISO (pressure-implicit with splitting of operators) algorithm
was used. The Eulerian terms and viscous terms were discretized by a standard second-
order scheme, and a bounded second-order scheme was used for the physical time dis-
cretization. Pressure-velocity coupling was SIMPLIC and the time-step was 5 × 10−5.

3. Numerical Simulation of Submarine
3.1. Model Geometry

In this paper, the 1:24 scaling SUBOFF model was used. The geometric model was
based on the SUBOFF geometric model published by the David Taylor Research Center [21].
The total length of the model was 4356 mm, the head was 1016 mm, the middle part was
2229 mm, and the tail was 1111 mm. The leading edge of the sail was located at 924 mm
of the submarine, the length was 368 mm, and the height was 206 mm. The trailing edge
of the stern appendage was 349 mm away from the tail end of the submarine, which was
arranged in a cross shape. The SUBOFF model is shown in Figure 1.
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3.2. Mesh and Numerical Setup

The entire computational domain was divided into two subdomains: the inner domain
and outer domain. The outer domain is shown in Figure 2. The submarine worked in a
cylinder tunnel with a length of 25 m, and a radius of 10 m. The blockage ratio of the water
domain was 0.0025, which was small enough that the blockage effect of the SUBOFF model
could be ignored. The inlet was located 8 m upstream of the submarine. For the outlet
boundary, it was defined as the pressure outlet boundary. Smooth wall conditions (zero
shear) were defined as the side of the cylinder boundary, and the SUBOFF surface was
considered to be the no-slip wall.
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Figure 2. Computational domain and boundary conditions.

In order to obtain better turbulent structural characteristics of the submarines, mesh
densification was carried out on the sail, the tail rudder, and the tail area. Meanwhile,
considering the calculation power, the entire computing domain was divided into two
parts: the inner domain and the outer domain. By refining the mesh, the outer domain
can appropriately reduce the number of elements, so that the mesh can be effectively
concentrated around the submarine. The submarine mesh is shown in Figure 3. In the
numerical simulation of the submarine, high-quality results can be obtained only when all
boundary layer solutions are sufficient. In this paper, the y+ was set to 1, the width of the
first cell to the wall y was set to 1× 10−5 m, and it increased exponentially according to 1.1.
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3.3. Verification of Mesh

The mesh density and quality have an important influence on the calculation results,
and CFD uncertainty analysis was carried out with the numerical results of the submarine
drag. Three groups of meshes were generated for verification, having approximately
23 million (coarse mesh), 44.3 million (medium mesh), and 82 million (fine mesh) cells. The
verification simulations are presented at an operating velocity of 5.98 kn. Table 1 lists the
number of meshes with different scales and resolutions.

Table 1. The calculation results of the total drag coefficient.

Mesh Groups ID Number (M) Drag Force (N)

Coarse 1 23 97.3
Medium 2 44.3 99.6

Fine 3 82 100.7

Next, two steps were performed to complete the mesh-independent verification.
Step 1: Calculate the convergence ration Rk according to the following formula:

Rk = εk32/εk21 (7)

εk32 = Sk3 − Sk2 (8)

εk21 = Sk2 − Sk1 (9)

where εk21 is defined as the changes between ID1 and ID2, in the same way as εk32.
The Rk = 0.4783. Because 0 < Rk < 1, the three different meshes presented monotone

convergence, and the convergence was satisfied.
Step 2: Calculate the order of accuracy and one-term estimates:

pk1 =
ln(εk32/εk21)

ln(rk)
(10)

δ∗REk1
=

εk21

rpk1
k − 1

(11)

The correction factor Ck is

Ck1 =
rpk1

k − 1

rpkest
k − 1

(12)

Because Ck = 1.8572 >1, according to the ITTC (2017) recommendation, when the Ck >1,
the mesh uncertainty Uk is

Uk =
∣∣∣Ck1δ∗REk1

∣∣∣+
∣∣∣(1− CTk1)δ

∗
REk1

∣∣∣ (13)

The comparison error ek is
Ek = D− S (14)

The validation uncertainly Uv is

Uv =
√

U2
SN + U2

D (15)

After calculation, Ek = 1.60, Uv = 3.42. For validation of the uncorrected simulation,
|Ek| < Uv, so that the validation of Uv was achieved. Therefore, the medium met the
requirement of mesh independence. Meanwhile, the result of the medium was 99.6 N, the
experimental [22] result was 102.3 N, and the error was 2.64%, which met the requirements.
Therefore, the mesh with 44.3 million was chosen for further simulation.
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3.4. Verification of Numerical Method

In order to verify the validity of the numerical calculation method adopted in this
paper, the numerical simulation under the working condition of 5.93 kn was carried out,
and the results were compared with the experimental results [23], which were used to
verify the pressure coefficient Cp and the surface friction coefficient Cf along the upper
meridian line of the submarine longitudinal section obtained by numerical simulation. The
formulas of Cp and Cf are shown as follows:

Cp =
p− pre f

0.5ρre f ν2
re f

(16)

C f =
τw

0.5ρre f ν2
re f

(17)

where p is the static pressure; τω is the wall shear stress; pre f is the reference pressure; ρre f
is the reference density; and vre f is the reference velocity, in this paper, vre f refers to the
flow velocity.

It can be seen from Figures 4 and 5 that Cp and Cf are in good agreement with the
experimental value. The pressure coefficient Cp values of the bow, the sail, and the tail of
the SUBOFF were larger, while the Cp values of other parts of the submarine were smaller,
which is consistent with the actual flow field. It was noted that the lift force was the integral
of the pressure on the surface of the submarine, so it can be represented with the integral
of the pressure coefficient. The experimental [23] value was −0.03615 and the calculated
value was −0.03721. The error was 2.93%, which met the requirement of less than 5%.
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Through the comparison, it could be found that the numerical calculation in this paper
was in good agreement with the experimental results, which verifies the accuracy and
feasibility of the numerical method used in this paper.

4. Results and Discussion
4.1. Overview of the Fluid and the Boundary Layer Transition

In this section, the characteristics of the overall and bow flow field of the submarine
under three velocities (5.93 kn, 10 kn, 12 kn) were studied. Figure 6 shows the simulation
results of the three pressures. It can be seen that the pressure distribution on the surface of
the submarine was similar under three velocities. The places where the pressure changed
strongly were the bow, the front of the sail, and the front of the tail, which is consistent
with the actual flow field. According to Bernoulli’s principle, the impact of the fluid on the
wall caused the velocity to decrease and the pressure to increase.
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The surface distribution of the velocity gradient tensor under three velocities was the
second invariant, as seen in Figure 7, where VA denotes the inflow velocity. The vortex
structure around the submarine was clearly visible, which could well capture the horseshoe
vortex and top vortex pair at the bottom of the sail and the bottom of the rudder.
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Table 2 compares the total drag, the drag coefficient, and main parameters of the
horseshoe vortex in the sail of the submarine under three velocities, where ReL is the
Reynolds number with the length as the characteristic length; Fx is the drag; Cd is the drag
coefficient; A and Γ are the size of the vortex and the flux of the circulation as the flow
direction vorticity, respectively. Γ is expressed as

Γ =
x

A

wxdA (18)

where ωx is the vorticity component along the x-axis perpendicular to the measurement plane.
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Table 2. The drag and structural parameters of the horseshoe vortex at three velocities.

Velocity (kn) ReL Fx (N) Cd A (m2) Γ (m2/s2)

5.93 1.322 × 107 99.6 0.106 8.195 × 10−5 5.397 × 10−4

10 2.230 × 107 262.2 0.098 7.902 × 10−5 1.482 × 10−3

12 2.676 × 107 370.7 0.096 7.528 × 10−5 1.815 × 10−3

It can be seen from Table 2 that as the velocity increased, the drag on the submarine
increased, the drag coefficient decreased slightly, and the structure of the horseshoe vortex
in front of the sail became smaller, but the strength of the vortex increased.

Extracting the pressure coefficient distribution on the ridge of the longitudinal pro-
file in the submarine, we compared the pressure coefficient of 5.93 kn with [23], which
was closer to the literature results. Here, it can be seen that for the SUBOFF standard
model, the velocity had essentially no effect on the distribution of the pressure coeffi-
cients (Figure 8), and the pressure coefficients for all three velocities reached their lowest
values at x/L = 0.025.
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Table 3 shows the specific location of the turning point calculated by the intermittent
factor under the three cases. S is the arc length to the transition point at the bow, and Res
is the Reynolds number with S as the characteristic length. As can be seen from the table,
with the increase in the velocity, the position that reached the critical Reynolds number
moved forward, so the turning point position moved forward gradually. The intermittency
phenomenon occurred as the boundary layer developed along the flow direction from
laminar to fully developed turbulence, that is, during the transition between laminar and
turbulent periods. The intermittency factor is typically used to describe the intermittent
phenomena. Intermittent phenomena can also occur in the normal upward direction such
as in the areas where turbulent patches arise, where the turbulence is fully developed inside
the patches, and the laminar is outside the patches. The intermittency factor γ is the time
average of the intermittency function I(x,y,z,t), which has a value of 0 in laminar flow and 1
in turbulent flow. The relationship between the two is expressed as

γ =
1
T

T∫

0

I(x, y, z, t)dt = γ(x, y, z, t) (19)
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Table 3. The parameters of the transition point at different velocities.

Velocity (kn) S (m) Res

5.93 0.2925 8.880 × 105

10 0.2235 1.144 × 106

12 0.1718 1.056 × 106

Figure 9 depicts the distribution of the bow’s intermittent factor, and the position of
the transition point of the 1:24 scaling model of SUBOFF at 5.93 kn could be obtained. The
arc length of the surface through which the fluid flowed was 0.2925 m at x = 0.20 m. Taking
the arc length as the characteristic length, the critical Reynolds number Res = 8.880 × 105

was obtained. The distribution of the intermittency factor allowed us to observe the
location where the transient occurred, where the higher the velocity, the more forward
the transition location, and Figure 10 shows the distribution of the intermittency factor at
different velocities.
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Figure 11 shows the time-averaged velocity profiles at the positions of x = 0.03 m,
0.087 m, 0.2 m, and 0.5 m, respectively. Based on the previously obtained positions of the
transition points, when x < 0.0976 m, the boundary layers of the three cases were in laminar
flow and the velocity distribution curves had inflection points, as shown in Figure 11a,b.
When x = 0.2 m (Figure 11c), the case of 5.93 kn was still laminar, while the 10 kn and 12 kn
were already after the turning point, and the distribution of the 10 kn and 12 kn velocities
along the normal direction at this time also showed the typical turbulent boundary layer
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velocity profile characteristics. When x = 0.5 m (Figure 11d), the boundary layer of all
three cases developed into a turbulent state, and the boundary layer was no longer a single
laminar structure, but an inner and outer layer, and the velocity distribution profiles of the
linear bottom layer, transition layer, logarithmic layer, and outer layer were characterized.
This significant change in the velocity pattern is that the velocity profile with flow direction
is an important sign of the boundary layer transition phenomenon.
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Figure 11d shows the distribution of the turbulent boundary layer velocity along the
normal direction at x = 0.5 m, where the velocity stratification structure of the inner layer
was consistent with the wall rate of the turbulent boundary layer at the linear bottom layer
(0 ≤ y+ ≤ (5 ∼ 8)), with

u+ = y+ (20)

In the logarithmic layer ((30 ∼ 50)ν/µτ ≤ y ≤ 0.2δ), the velocity distribution satisfies
the logarithmic law of the form:

u+ =
1
κ

ln y+ + C (21)

Since there is still no consensus on the choice of coefficients, the calculated results
of the three cases were fitted here, and 1/κ and C are shown in Table 4. Combined with
Figure 11d, it is clear that at the same flow position, in the inner layer with y < 0.2δ, the
profiles of the boundary layer with various mainstream velocities were very similar and
did not change significantly with the change in velocity. While in the outer layer with
y > 0.2δ, the data points for different mainstream velocities fell on different profiles, and
the appearance of this dispersion implies a change in the turbulence characteristics.

Table 4. The fitting results of 1/κ and C.

Velocity (kn) 1/κ C

5.93 3.1379 1.9797
10 3.1086 1.5708
12 3.1146 1.5411

100



J. Mar. Sci. Eng. 2022, 10, 1188

4.2. Axial Pressure Distribution

As shown in Figure 12, thirty sample points were arranged along the mid-longitudinal
profile ridge on the surface of the bow. Figure 13 shows the curves of the pressure fluc-
tuation at several of the selected sample points with time. Due to the small velocity, the
pressure fluctuation at different flow locations was not visually distinguishable in the time
domain, so Cp′ is needed to be used to measure the magnitude of the pressure fluctuation,
which represents the strength of the pressure fluctuation, and is expressed as

Cp′ =
p′rms
Qv
× 100% (22)

where p′rms is the root mean square value of pressure fluctuation; Qv is the pressure of the
fluid velocity.
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The pressure fluctuation data at the bow were extracted for the three cases, and the
variation curves of the pulsation pressure with times at several sample points at 12 kn are
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shown in Figure 13. At a higher velocity of 12 kn, it can be observed from the time domain
that the amplitude of pulsation pressure was very small in the laminar region, there was a
sudden increase in the transient region (Res = 1.011 × 106), and then there was a certain
decrease in the turbulent region, but it was still higher than the laminar.

Figure 14 gives the strength of the pressure fluctuation at different velocities for the
first 20 sample points along the axial direction at three velocities. This is in agreement
with the time-domain characteristics where the pressure fluctuation is small in the laminar
region and has a clear peak at the transient region, after which it decays rapidly and
develops to the turbulent phase, where the pressure fluctuation magnitude is maintained
at a lower level, but is somewhat larger than in the laminar. This feature of the boundary
layer pressure fluctuation is also one of the most effective methods to detect boundary layer
transitions. For example, Hu et al. [24] used the pulsation pressure test technique to detect
the boundary layer transitions in a 10◦ cone in a wind tunnel and obtained the evolution of
the pulsation pressure coefficient along the bus.
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Comparing the pressure fluctuation evolution law for three velocities, the transition
point at the bow moved forward with increasing velocity and the pressure fluctuation
coefficient declined, while the strength of the pressure fluctuation in the transient region
increased, and the magnitude of the increase grew larger. In conclusion, the pressure
fluctuation strength in the transient area may be separated from the laminar and turbulent
flow more clearly when the velocity is higher.

4.3. Self-Power Spectral of Wall Pressure Fluctuation

The self-power spectral of the pressure fluctuation at the sample point at different
velocities is given in Figures 15–17. According to Parseval’s theorem, the total energy of
the signal in the time domain was equal to the total energy of the signal in the frequency
domain. From the random signal through Fourier transform, and then through the fol-
lowing calculation, we could find its self-power spectrum. In this paper, the frequency
characteristics of the pressure fluctuation are represented by the power spectrum Gp and is
defined as

Gp = 10lg
G( f )
p2

re f
(23)

where pref is baseline sound pressure; pref = 1 µ pa; G(f ) is the pressure fluctuation power
spectral density function calculated with fast Fourier transform.
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Figure 16. The self-power spectral of the pressure fluctuation at the velocity of 10 kn. (I) Res = 2.275 
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Figure 15. The self-power spectral of the pressure fluctuation at the velocity of 5.93 kn.
(I) Res = 1.349 × 105, (II) Res = 6.060 × 105, (III) Res = 7.409 × 105, (IV) Res = 8.760 × 105,
(V) Res = 1.482 × 106.
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Figure 16. The self-power spectral of the pressure fluctuation at the velocity of 10 kn.
(I) Res = 2.275 × 105, (II) Res = 5.668 × 105, (III) Res = 7.939 × 105, (IV) Res = 1.136 × 106,
(V) Res = 1.590 × 106.

In the low- and medium-frequency range, each velocity case followed the same pattern
of the highest spectral level occurring in the transient region, the lower spectral level in
the region toward turbulence, and the lowest spectral level in the laminar region. In the
frequency range around 100 Hz, a peak gradually appeared during the development from
the laminar to the transient, which was associated with the T–S wave generated in the
sensible phase and growth in the linear phase. The frequency and spectral level of this
peak at each velocity transient point are given in Table 5. It is clear that as the velocity rises,
the T–S wave frequency and spectral level increased.
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Figure 17. The self-power spectral of the pressure fluctuation at the velocity of 12 kn.
(I) Res = 2.730 × 105, (II) Res = 5.441 × 105, (III) Res = 8.175 × 105, (IV) Res = 1.090 × 106,
(V) Res = 1.499 × 106.

Table 5. The parameters of the T–S wave at different velocities.

5.93 kn 10 kn 12 kn

fTS (Hz) 93.33 133.33 166.67
Spectrum level (dB) 135.70 141.84 149.92

4.4. Wave-Number Frequency Spectrum of Wall Pressure Fluctuation

The pressure fluctuation was subjected to a two-dimensional Fourier transform from
time–space to the wave-number frequency domain in order to examine the movements of
the bow turbulent boundary layer vortices and the distribution of energy. With a sampling
time step of 0.001 s, only the low-frequency portion of the spectrum, which corresponds to
the large-scale eddies, was studied in this paper.

Fourier transform of the correlation function of the turbulent pressure fluctuation
time-space signal was used to define the wave-number frequency spectrum. The equation
is as follows:

Φ
(→

k , w
)
=
∫ +∞

−∞
R
(→

ξ , τ

)
e−i(

→
k ,
→
ξ +ωτ)d

→
ξ dτ (24)

By applying a fast Fourier variation to the discrete spatial and temporal signals
of turbulent pressure fluctuation and methodically averaging the square of its ampli-
tude, it is typically possible to derive the wave-number frequency spectrum in practice.
The formula is:

Φm(k, w) =

〈∣∣∣∣
N
∑

n=1

M
∑

m=1
W(xm, tn)pm(xm, tn)e−i(kx xm+wtn)∆x∆t

∣∣∣∣
2
〉

(2π)2NMCw
(25)

where pm is the pressure fluctuation from the mth sensor. N is the number of time nodes
and M is the number of sensors. ∆x is sensor spacing and ∆t is the time step.

xm = (m− 1)∆x (26)

tn = (n− 1)∆t (27)

W(xm, tn) = W(xm)W(tn) (28)
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where W(xm) and W(tn) are window functions. The Hanning window was used in this paper.

Cw =

N
∑

n=1

M
∑

m=1
W2(xm, tn)

NM
(29)

In the wave-number domain, the range was −π⁄d to π⁄d with a resolution of 2π/Nd,
where D is the distance between adjacent sampling points and N is the number of sampling
points. With an interval of 4.2 mm between adjacent monitoring points, 100 points were
placed along the ridge line of the mid-longitudinal profile in the fully developed turbulent
area at the bow to increase the resolution of the wave-number domain. According to
Figure 18, the first sample point was situated at x = 0.3 m.
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Figure 18. The position of the sample points.

Figure 19 shows the wave-frequency spectrum of the wall pressure fluctuation at three
velocities. The acoustic component is what led to the highest value at k = 0. It is clear
that the migratory ridge was readily visible. With an increase in frequency, the amplitude
lowered, the wave number decreased to the peak value of the migration ridge, and the
migration ridge widened. The highest portion of the wavenumber-frequency spectrum,
or the distribution of energetic vorticity with the highest energy, had a frequency domain
range that expanded with increasing velocity from the standpoint of energy distribution.
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Figure 19. Two views of the wave-number frequency spectrum at different velocities.

Table 6 lists the computed results for the wave-number frequency spectrum parameters.
The three velocities had peak spectral levels of 21.79 dB, 64.61 dB, and 83.57 dB, respectively.
These values are consistent with the change in the self-power spectral level, which rises
with increasing velocity. The migration velocity is one of the crucial physical quantities to
examine the turbulent wall pressure, which reflects the motion velocity of the turbulent
vortex cluster structure.

Table 6. The parameters of the wave-number frequency spectrum.

Item 5.93 kn 10 kn 12 kn

Spectral peak level (dB) 21.79 64.61 83.57
Frequency range (Hz) (0,250) (0,450) (0,500)

Wavenumber range (rad/m) (−529,0) (−680,0) (−695,0)
Migration rate (m/s) 2.17 3.62 4.49

Dimensionless migration rate 0.71 0.70 0.73

The calculated migration velocities for 5.93 kn, 10 kn, and 12 kn were 2.17 m/s, 3.62 m/s,
and 4.49 m/s, respectively, while the corresponding dimensionless velocities were 0.71 m/s,
0.70 m/s, and 0.72 m/s, meaning that the migration velocities rose as the main flow velocities
rose, while the corresponding dimensionless velocities hovered around 0.7.

5. Conclusions

For the SUBOFF standard model 5.93 kn, 10 kn, and 12 kn cases, calculations were
carried out to determine the flow field structure and pressure fluctuation for various
velocities. The following conclusions were drawn after data analysis.

(1) The distribution of pressure coefficients along the ridge of the mid-longitudinal profile
and the distribution of pressure and velocity in the flow field of the submarine under
various velocities essentially followed the same pattern. The influence of velocities on
the flow field was more apparent in the numerical magnitude of pressure and velocity
as well as the size and intensity of the vortex structure. With increasing velocity, the
submarine experienced an increase in both the drag coefficient and the total drag
force. However, the size of the horseshoe vortex at the sail deck’s bottom leading edge
decreased as the velocity rose, and its intensity increased.

(2) Using the horizontal distance to the stationary point of the bow as the characteristic
length, the critical Reynolds number of the submarine’s bow was 6.339 × 105. With
the higher velocity, the crucial Reynolds number was positioned further ahead and
the transient point was located farther forward.

(3) When the transient occurred, the pressure fluctuation amplitude greatly increased
and appeared to reach a high peak before swiftly decaying and dropping to a lower
level in the turbulent region. The pressure fluctuation at the wall of the submarine’s
bow was relatively modest in the laminar region. The peak obtained in the transient
region rose under conditions of increasing velocity and advanced with it.
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(4) As the pulsation energy of each frequency component significantly increased at the
transient compared to laminar flow, the magnitude of the pressure fluctuation was
reflected in the self-power spectrum. During the development from laminar to the
transient, a peak gradually appeared in the frequency range of about 100 Hz, which
was associated with the T–S wave generated in the perceptive phase and growing
in the linear phase. The T–S wave frequency rose with increasing velocity, and the
spectral level followed suit.

(5) In the fully developed turbulent region’s wave-number-frequency spectrum, a clear
migration ridge with energy focused in the lower frequency range could be seen. The
migration ridges increased in frequency, width, and amplitude as they migrated in
the direction of lower wave numbers. The migration velocity was the vortex cluster’s
average movement speed; the larger the velocity, the higher the migration velocity,
which was maintained at 0.7.
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Abstract: In order to study the influence of pressure-equalizing exhaust at the shoulder of a
submarine-launched vehicle on the surface hydrodynamic characteristics, this paper establishes
a numerical calculation method based on the VOF multiphase flow model, the standard RNG tur-
bulence model and the overset mesh technology; the method compares the fusion characteristics of
the air film at the shoulder of the underwater vehicle, as well as the distribution of surface pressure
along the vehicle’s axial direction. The results show that the approximate isobaric zone derived from
air film fusion can greatly improve the hydrodynamic characteristics of the vehicle, and the number
of venting holes determines the circumferential fusion time of the air film. The greater the number of
venting holes, the sooner circumferential fusion starts.

Keywords: submarine-launched vehicle; pressure-equalizing exhaust; multiphase flow; air film fusion

1. Introduction

In recent years, launch modes relying on underwater launch platforms have received
increasing attention from various countries for their high stealth, long endurance, and
high hitting accuracy. However, the progress of related research and testing has not been
smooth, mainly due to the lack of systematic and reliable knowledge of the hydrodynamic
load problem when the vehicle is not in the water.

During the movement of an underwater vertically launched vehicle, its structure
is completely closed. When the vehicle is constantly close to the free liquid surface, the
hydrostatic pressure of the external environment decreases sharply; because of the closeness,
once the load of internal pressure exceeds the safety margin of the structure design, the
vehicle will be damaged.

The vertical launch process of a submarine-launched vehicle in the water can be
roughly divided into three stages: the barrel-out stage, the free navigation stage, and
the water-out stage [1]. During the barrel-out stage, the vehicle’s energy is gas at high
temperature and high pressure, and its speed is increasing; at the same time, cavitation
occurs and develops quickly in the low-pressure area at the shoulder of the vehicle. In
the free navigation phase, the vehicle is approaching the water surface at decreasing
speed. Subsequently, the back jet causes cavitation bubbles to gradually fall off from
the end. During the water-out stage, the fluid medium undergoes a sudden change,
and the cavitation is continuously collapsed by the interference of the liquid surface. The
unsteady, high-frequency, transient-impact load directly acts on the surface of the vehicle [2],
which will affect the movement posture and surface of the vehicle. The structure has a
serious impact.

In view of the impact load of the vehicle in the process of entering the water, scholars
at home and abroad have carried out a series of numerical simulations and experimental
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testing research and have achieved diverse results. In 1945, Reichardt [3] proposed active
ventilated cavitation technology. Later, Knapp et al. [4] directly demonstrated the feasibility
of forming cavitation through ventilation technology. Zhang Naimin et al. [5] established a
theoretical calculation model of porous exhaust bubble morphology based on the principle
of independent cavitation expansion. Ma Guihui et al. [6] studied the effects of single-
row exhaust and double-row exhaust combined on the body-fitted air film around the
flow field during the vertical water discharge process of the vehicle. Huang Biao [7]
carried out research on the dynamic characteristics of unsteady cavitation fluid of a rotating
body in a closed water tunnel. Sun Tiezhi [8] carried out research on the influence of
the ventilation position on the hydrodynamic characteristics of the submarine-launched
vehicle by solving the RANS equation of the mixed medium based on the homogeneous
balance flow theory. Gaoshan et al. [9] carried out a refined study on the water exit process
of a three-dimensional double-shot salvo based on the VOF multiphase flow model and
dynamic mesh technology. Chen Fu et al. [10] simulated the underwater vertical motion
process of a vehicle with isobaric exhaust, and analyzed the effect of the exhaust angle on
the unsteady development process of the isobaric film and the flow field characteristics of
the flow around the vehicle. Bao Wenchun et al. [11] used the VOF multiphase flow model
and dynamic grid technology to simulate the bubble development process and pressure
distribution on the surface of an underwater launch vehicle. Zhang Ke et al. [12] conducted
a numerical study on the exhaust process of an underwater launch vehicle based on the
VOF multiphase flow model, and analyzed the development and evolution of cavitation
shapes during the navigation and exit stages of the vehicle. Kang Yazhuo et al. [13]
simulated the launch process of the vehicle based on the dynamic grid technology and
the VOF multiphase flow model, and finally summarized the evolution of bubbles during
the whole process of the vertical launch of the vehicle. Yan Guojun et al. [14] obtained the
distribution characteristics of the flow field and the pressure on the outer surface of the
vehicle through the coupling calculation of the multiphase flow field and the ballistic of
the vehicle during the water exit process of a submarine-launched vehicle. Liu Junjun [15]
studied and analyzed the influence of various parameters such as the gas pressure, launch
speed, and inclination angle of the vehicle on the water outflow of the vehicle. Wang
Kelin [16] combined experiments and simulations to study the two-phase flow problem
of the double-hole jet flow field under the conditions of multiple flow field parameters
and structural parameters. Li Renfeng et al. [17] conducted numerical simulations on the
exit and flow field of missiles at different launch speeds. They found that the lateral force
produced by the pressure difference between the front and back surfaces of the missile is
the reason for the deflection. Zhang Zhao [18] constructed a hybrid mathematical model
of the dynamics of underwater-launching high-speed vehicles, and used this model to
simulate the dynamics of underwater-launching high-speed vehicles. Based on the RANS
equation, Wu Yuyan [19] analyzed the action mechanism of the development of the air mass
at the mouth of the launching tube, the internal pressure of the launching tube, and the
evolution of the gas–liquid two-phase flow field when the underwater vertically launched
vehicle exits the tube. Sun Longquan et al. [20] studied the mechanism of opening a small
annular groove at the bottom of the exhaust ring to promote the circumferential fusion
of bubbles. They carried out research on the fusion of bubbles by the annular groove
under various working conditions and found that the groove can effectively improve the
circumferential fusion of the air film. Qiu Yang [21] conducted a numerical simulation
study of the multiphase cavitation flow generated by the exhaust gas from the interior
cavity of the vehicle, and studied the effect of the exhaust cavitation on the underwater
launch process. Duan Lei et al. [22] combined experimental and numerical calculation
methods to study the ventilating cavitation flow field around the rotating body. Ren Zeyu
et al. [23] used a new type of experimental platform to conduct underwater vertical launch
experiments and study the influence of the cavitation number and Froude number on the
development and evolution of bubbles. Zhang Subin et al. [24] used numerical simulation
methods to study the cavitation flow during the underwater vertical launch of a vehicle.
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Recently, great progress has been made in the research of cavitation flow of underwater
vertically launched vehicles; however, most of them study supercavitating flow at a method
of interface capture. Scholars rarely study the evolution process of local cavitation in
ventilation and the influence of local cavitation on the hydrodynamic characteristics of the
surface of the vehicle.

The shoulder venting technique can effectively improve the hydrodynamic properties
of the vehicle surface. In the initial stage of exhaust, bubbles are attached to the outer
surface of the vehicle in a bundle. With continuous movement, the bubbles develop, mix,
fuse, and finally fall off, especially when the exhaust bubbles fuse into a large bubble,
which can greatly improve the force characteristics of the navigation body and improve the
stability of the navigation body’s underwater ballistics, as the interior of the bubbles is an
approximately isobaric zone.

The hydrodynamic load of high-speed vehicles is the most important basic issue in
the underwater vertical launch process; in addition, the stability of cavitation and the
characteristics of the collapse load are important objects via which to study this problem.
Carrying out a simulation study on the cavitation fusion characteristics of the underwater
vehicle shoulder in the circumferential exhaust process can more clearly elucidate the
mechanism of the cavitation fusion, which is useful for optimizing the surface structure
of the vehicle. It has very important significance to improve the water characteristics and
motion stability of the vehicle.

In this paper, based on the VOF multiphase flow model, the overset mesh technique is
used to study the air film fusion characteristics of a submerged vehicle. The structure of
this paper is as follows: the second part describes the numerical method; the numerical
calculation model is established in the third part; the fourth part analyzes the results of the
simulation; and the fifth presents the conclusions drawn from the study.

2. Numerical Calculation Method
2.1. Governing Equation

The basic governing equations describing the multiphase flow of underwater ver-
tical launch mainly include the continuity equation, momentum equation, and energy
conservation equation. The basic form of the equations is as follows:

Continuity equation:
∂ρm

∂t
+

∂

∂xi
(ρmui) = 0 (1)

Momentum equation:
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Energy equation:
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2.2. Turbulence Equation

In this paper, the RNG model is used for simulation calculation. The turbulence
equations are as follows:

ρ
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∂
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2.3. Multiphase Flow Model

This paper uses the VOF multiphase flow model; an equation regarding the phase
volume fraction can be established, based on the continuity equation and momentum
equation of the mixed phase:

∂α

∂t
+∇ · (αU) = 0 (6)

The solution of the equation can be divided into the following situations:
When α = 0, it means that the phase fluid does not exist in the unit;
When 0 < α < 1, it means that the unit contains the interface of this phase fluid and

other phase fluids;
When α = 1, it means that the unit contains only the fluid of this phase.

2.4. Overset Meshing

As shown in Figures 1 and 2, the basic idea of the overset meshing technique is to use
the sub-domain mesh to interpolate in the overlapping area, and then achieve the effect
of real-time transmission of flow field information. There are three types of points in the
overset mesh: in-cavity points, computational points, and interpolation points. The in-
cavity points are not involved in the flow field calculation, while the computational points
are, and the interpolation points are used for the transmission of flow field information. In
this study, the computational domain is divided into a background domain and an overlap
domain, and the overset mesh is a combination of the background-region mesh and the
overlap-region mesh, which overlap in space but are not connected and exist independently
of each other.

Figure 1. Schematic of overset mesh.

2.5. Numerical Method Verification

In order to verify the effectiveness of the numerical algorithm in this paper, experimen-
tal data from the literature [25] are used. The experimental model uses a semi-cylindrical
shell with a size of 150 mm× 100 mm× 120 mm (diameter× height× shell thickness), and
the speed is 1.2 m/s. The boundary conditions and meshing are shown in Figures 3 and 4.
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Figure 2. Process flow chart of overset mesh.

Figure 3. Boundary conditions.

Figure 4. Meshing.

As shown in Figure 5, we used high-speed cameras to capture the growth process of a
bubble in the experiment. From the comparison of the maximum thickness of the bubble,
it can be found that the bubble has approximately the same shape, with a trapezoid on
the top and a spherical shape on the bottom. Since the surface of the cylinder is set as a
non-slip wall and there is no contact angle during the numerical calculation, the results of
the simulation are somewhat different from the experimental observations, but they are
generally close.
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Figure 5. Comparison between numerical and experimental results of cavity.

Tables 1 and 2 show the comparison of the length and width of the air film at different
times. The maximum error between the experiment and the numerical calculation is 7.14%
and 9.37%, and the error is within the acceptable range, so this research method can be
considered effective in studying the size of the bubble.

Table 1. Comparison of bubble length in experiment and CFD.

Time 0.067 0.323 0.331 0.353 0.357 0.360 0.363 0.366

CFD 13 18 23 34 38 42 45 46

Exp 14 19 24 36 40 44 46 48

Error 7.14% 5.26% 4.2% 5.55% 5% 4.55% 2.17% 4.2%

Table 2. Comparison of bubble width in experiment and CFD.

Time 0.067 0.323 0.331 0.353 0.357 0.360 0.363 0.366

CFD 3 5.5 7.5 10 10 11 11 11

Exp 3 6 8 11 11 12 12 12

Error 0 8.33% 9.37% 9.09% 9.09% 9.09% 9.17% 9.17%

3. Numerical Calculation Model
3.1. The Establishment of the Geometric Model

We establish a scaled model of a vehicle with exhaust. As shown in Figure 6, the
diameter of the vehicle (D) is 40 mm, the length (L) is 230 mm, and the venting hole’s
diameter (d) is 0.6 mm.

Figure 6. Geometric model.
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3.2. Computational Domain and Boundary Condition Division

As shown in Figures 7 and 8, the computational domain is divided into a background
domain and an overlapping domain. The top of the background domain is the pressure
outlet, and the vehicle part of the overlap domain is the overset mesh. All other surfaces
are non-slip wall, except for the symmetry plane.

Figure 7. Computational domain.

Figure 8. Boundary conditions.

The notations used in this paper are as follows: density of water ρw, body diameter
D, length L, velocity v, time T∗ et al. In order to facilitate the research and analysis, the
physical quantities of pressure, time, cavity length, and cavity diameter are treated as
dimensionless in Table 3:

Table 3. Non-dimensionalization of physical quantities.

Pressure Time Cavity Length Cavity Diameter

−
p =

p∗

1/2ρwv2

−
T = T∗

D/v

−
L = L∗

L

−
D = D∗

D
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3.3. Meshing

As shown in Figure 9, the STAR-CCM+ software is used for meshing. In order to
ensure the symmetry of the initial bubble as much as possible, the background mesh and
the sub-domain mesh are trimmed volume mesh.

Figure 9. Schematic of numerical mesh.

It is necessary to refine the mesh near the motion area of the vehicle and the surface of
the water. In addition, in order to reduce the workload and improve the calculation effi-
ciency, we carried out research on the half-mode. The number of meshes in the background
domain is around 4.2 million, and that in the sub-domain is around 5.3 million, which meet
the calculation requirements of the overset mesh while ensuring calculation accuracy.

3.4. Mesh Independence Verification

In order to verify the influence of the number of grids on the simulation results,
we analyzed two different numbers of numerical grids under the first layer height of
0.05 mm. Based on the grid independence approach, coarse grids Ncoarse= 9.5M and fine
grids N f ine= 14.3M are generated. The grid convergence index (GCI) is used for reporting.

The error of coarse grid is defined as:

Ecoarse =

∣∣∣∣
rpε

1− rp

∣∣∣∣ (7)

ε = f2 − f1 (8)

r = (
N f ine

Ncoarse
)

1/d

(9)

In this study, f1 and f2 represent the minimum dimensionless pressure on the surface
of the vehicle on the coarse and fine grids, p is the formal order of accuracy of the algorithm
(p = 2), r is the refinement factor between the coarse and fine mesh, and is the dimension
of the simulation. The GCI of the coarse grid is defined as:

GCIcoarse = Fs|Ecoarse| (10)

where Fs is the safety factor and, in this study, Fs = 3.
In this study, the minimum dimensionless pressure on the surface of vehicle is used

for the irrelevant verification of the different grid numbers. The calculation results are
shown in Table 4. From Table 4, the calculation results show that the results of the two
kinds of grids are similar, and the GCI of the coarse mesh result is within 2%, which meets
the calculation requirements.
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Table 4. Analysis of physic coefficients under different grid numbers.

Physic Coefficients Coarse Fine Ecoarse GCIcoarse

Min dimensionless pressure 0.496 0.497 0.0042 1.26%

4. Analysis of Numerical Results
4.1. Analysis of Air Film Fusion Characteristics

Figure 10 shows the fusion process of the air film when the speed of the vehicle is
3.71 m/s, the number of venting holes in a single row is 50, and the diameter is 0.6 mm.

Figure 10. Evolution of exhaust air film at different times.

As shown in the Figures 11 and 12, the evolution process of the air film can be roughly
divided into three stages: the initial growth stage, the mixing and fusion stage, and the late
stage of air film fusion.

Figure 11. Three stages of air film development.

In the initial stage, the vehicle leaves the launch tube and moves to the water surface;
the external hydrostatic pressure in the area where the venting holes are located decreases
continuously, resulting in the ideal gas in the shoulder cavity being discharged from the
venting holes. As for the air film, the upper part is elongated and the lower part becomes
spherical. It is obvious that multiple rows of air film with a bundle shape are attached to
the surface of the vehicle side-by-side.

In the mixing and fusion stage, the hydrostatic pressure decreases faster, and the
pressure difference between the inside and outside of the cavity increases continuously. At
the same time, the gas flow rate of the venting holes increases, and the initial side-by-side
bundle-shaped air film expands significantly in both axial and circumferential directions
under the supplement of sufficient high-pressure gas; the shape of the air film gradually
becomes strip-like, completely covering the area below the venting holes.
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Figure 12. Distribution of phase volume fraction.

In the late stage of fusion, the fused air film continues to develop down to the bottom
of the vehicle to cover the surface below the shoulder and eventually develops from a
strip-like to sheet-like structure. When the head of the vehicle reaches the free liquid
surface, the air film covering the surface of the vehicle begins to fall off, and, finally, the
vehicle is completely out of the water.

4.2. Research on the Characteristics of Surface Pressure of Vehicle

In order to study the influence of the air film on the surface pressure characteristics of
the vehicle, as shown in Figure 13, the pressure distribution on the axial centerline of the
vehicle’s surface with or without venting holes was examined.

Figure 13. Distribution of surface pressure along vehicle.

From the distribution of the graph in Figure 14, it can be seen that the existence of
venting holes will only affect the area covered by the air film, while the pressure distribution
in other areas on the surface of the vehicle is approximately the same. The fusion of the air
film causes a low-pressure area at the shoulder of the vehicle and a peak in pressure at the
end of the film. The pressure fluctuation at the rear of the vehicle is due to the fusion of the
air film wrapped in the upper region of the center of mass, while the lower region of the
center of mass is not completely covered and the bubble is partially dislodged.
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Figure 14. Schematic of the exterior of vehicle.

It can be seen from Figure 15, during the movement of the vehicle, the peak pressure
appears at the very front of the head, while a low-pressure region appears in the shoulder
region as well as near the tail. The appearance of low pressure in the region of the shoulder
comes from the generation of the air film near the venting holes, and the low pressure
in the region of the tail is due to the flow separation of the fluid in the tail of the vehicle.
The pressure cloud map near the venting hole shows that the top of the hole is a high-
pressure area, and the pressure decreases along the incoming flow direction to be similar
to that around the hole. In the Figure 16, from the cross-sectional pressure distribution,
the pressure increases gradually along the radial direction, with the air film as the center.
The generation of the air film makes the pressure near it lower than the local hydrostatic
pressure, so it can well improve the flow field environment around the vehicle.

Figure 15. Pressure distribution in the computational domain at different moments.

As time goes on, the vehicle keeps moving upward, the depth of water decreases
gradually, and the pressure of the local flow field also decreases. The low-pressure area
at the shoulder expands continuously, while the high-pressure area at the head decreases
gradually. In the movement to T = 80 ms, the high pressure in the head completely
disappears; the reason for this is that the head of the vehicle has been out of the water so
is no longer subject to water pressure but standard pressure. After the head of vehicle is
out of the water, the low-pressure area in the shoulder completely disappears; the reason
for this is that the air film passes through the water surface, and surrounding media from
water to air. The internal equilibrium of the attached bubble is broken due to the pressure
difference between the internal and external areas and the complex force acting on the
surface of the vehicle, and it eventually collapses.

119



J. Mar. Sci. Eng. 2022, 10, 39

Figure 16. Distribution of pressure near the air film.

4.3. Effect of the Number of Holes on Air Film Fusion and Pressure Distribution

In this section, the evolution process of the bubble and the pressure distribution
characteristics of the double row of holes with the spacing of 6 mm, 7 mm, 8 mm, 9 mm,
and 10 mm at the velocity of 3.71 m/s is considered.

In order to study the effect of double-row pores on the evolution of the vacuole
morphology, the length and thickness of the vacuole were measured at different moments,
and the evolution is shown in Figure 17.

Figure 17. Three-dimensional shape of the air film at different times.
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As can be seen from Figures 18 and 19, with the development of time, the maximum
length of the air film grows linearly as a whole, and the maximum diameter grows faster in
the first period, slows down in the later period, and finally stays the same. At the same
time, the larger the spacing between the double-row holes, the larger the maximum length
of the air film and the smaller the maximum diameter. As for the structure, the exhaust
area of the double-row holes is twice as large as that of the single-row holes, and the larger
exhaust area determines the higher expansion rate of the air film. Due to the same volume
of gas in the cavity, the excessive consumption of gas in the initial stage also determines the
slow rate in the later stage, and the maximum diameter growth rate slows down gradually,
as seen in the graph.

Figure 18. Evolution of length.

Figure 19. Evolution of diameter.

In order to demonstrate the difference in the effect of the air film on the surface
pressure distribution of the vehicle in different cases, the distribution of the model surface
pressure along the axial direction is given in Figure 20.

In the early stage of exhaust, the double-row hole solution is significantly better than
the single-row hole solution for the expansion rate of the approximate isobaric zone in the
axial direction; meanwhile, in the late stage of exhaust, the growth rate of the approximate
isobaric zone with larger axial dimensions slows down, and the magnitude of the strong
inverse pressure gradient caused by the hysteresis effect at the rear of the air film decreases.
Generally speaking, axial coverage is better than that of the single-row hole. In the early
stage of exhaust, an approximate isobaric zone with a small axial pressure gradient is
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formed between the two rows of holes, which can effectively improve the hydrodynamic
characteristics of the vehicle. In addition, the bubbles produced by the first row of holes
cover the surface of the second row; compared with the single row, the surface of the second
row is no longer a high-speed transverse water flow, but a low-pressure, low-density gas,
and the shearing effect of the axial incoming flow on the second row is weaker, which is
more conducive to the fusion of the air film.

Figure 20. Distribution of surface pressure along vehicle’s axial direction.

5. Conclusions

Based on the VOF multiphase flow theory, standard RNG turbulence model, and
overset mesh technology, this paper establishes a numerical calculation model for the
pressure equalization exhaust of a submarine-launched vehicle and simulates the evolution
and development of the air film on the shoulder of the vehicle under different exhaust
conditions. The conclusions are as follows:

(1) Pressure-equalizing exhaust is the passive exhaust process of gas under the joint
action of the incoming shear force and the hydrostatic pressure drop of the holes. The
gas morphology of the holes develops from a bundle-like to a strip-like structure, and
finally develops into a sheet-like structure and achieves complete fusion.

(2) The fusion film forms an isobaric zone in the coverage area, which reduces the ampli-
tude of the surface pressure of the vehicle and effectively improves the hydrodynamic
characteristics of the vehicle.

(3) Compared with the single row of holes, the double row has a greater speed of axial
advance, radial expansion, and circumferential fusion, and the approximate isobaric
zone inside the film also develops faster, so the double row is more conducive to
improving the hydrodynamic characteristics of the vehicle.
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Abstract: In this study, an attempt has been made to investigate the supercavitation and hydrody-
namic characteristics of high-speed vehicles. A homogeneous equilibrium flow model and a Schnerr–
Sauer model based on the Reynolds-averaged Navier–Stokes method are used. Grid-independent
inspection and comparison with experimental data in the literature have been carried out to verify
the accuracy of numerical methods. The effect of the navigation speed and angle of attack on the
cavitation morphology and dynamic characteristics has been investigated. It has been demonstrated
that the angle of attack has a remarkable influence on the wet surface and hydrodynamic force,
whereas navigation speed has little effect on the position force of the vehicle under the circumstance
of no wet surface. The hydrodynamic force changes periodically with the swing of the vehicle, but its
maximum is greater than that for the direct navigation state at the same attack angle. Moreover, the
damping effect obviously affects the hydrodynamic force amplitude and movement trend.

Keywords: high-speed supercavitation vehicle; wet surface; hydrodynamic force; damping force;
periodic swing

1. Introduction

Supercavitating vehicles have received much attention in recent years due to their
advantages of high speed, energy savings, and environmental friendliness [1,2]. The
supercavitating vehicle can avoid direct contact with liquid, reduce its surface wettability
and viscous resistance during sailing, and increase sailing speed. However, due to the
fast-moving speed of the supercavitating vehicle, a small area of wetting can produce a
huge force, accompanied by a nonnegligible damping force. Therefore, there is important
theoretical and practical significance in studying changes in the supercavitation shape and
the damping force characteristics of underwater vehicles.

Numerous investigations on supercavitation underwater vehicles have been con-
ducted. Semenenko [3] proposed the basic physical properties and computational methods
of artificial cavitation (ventilation) flows. Karn [4] revealed the effect of internal flow
physics on the characteristics observed during supercavity formation and closed mode
transitions. Ahn [5] analyzed the general characteristics of supercavitation and experimen-
tally observed the size of supercavitation. Based on the slender body theory, Vasin [6–9]
explored the supercavitation flow field under subsonic, transonic, and supersonic condi-
tions; analyzed the cavitation state and stress characteristics under corresponding condi-
tions; and reached a conclusion different from that under common low-speed conditions,
which has greatly developed the research on the insurmountable sound speed in water.
Logvinovich [10] proposed the principle of independent expansion of cavitation sections in
1969. The expansion law of cavitation on any fixed section formed by a high-speed moving
object is the same and has nothing to do with the movement of the cavitating object before
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or after the moment. Vasin [11] and Serebryakov [12] derived the section development
equation based on this principle.

Fu et al. [13] studied the supercavitation resistance characteristics of a rotating body
based on the Kubota cavitation model. Yi et al. [14] studied the change in the drag
coefficient of a supercavitating vehicle at speeds of 300 m/s to 900 m/s and explored the
relationship between the drag coefficient and cavitator diameter. The results showed that in
the supercavitation shape, the drag coefficient of the vehicle at the head of the disk cavitator
was inversely proportional to the area of the cavitator, and increasing the slenderness ratio
of the vehicle was conducive to the drag reduction effect of the supercavitation. Based
on the relationship between cavitation shape, drag characteristics, and cavitation number,
Xiong et al. [15,16] studied the influence of attack angle on the cavitation shape and drag
characteristics under small angles. Li [17] investigated the cavitation morphology and tail
beat effect of underwater vehicles at high speed (1000 m/s). The numerical simulation was
in good agreement with the experimental results. Li [18] conducted a detailed study on
the variation trend of the supercavitation shape of underwater vehicles with cavitation
number, attack angle, and rudder angle at small speed (100 m/s) and analyzed the force
variation characteristics of underwater vehicles.

The present research focuses on supercavitating vehicles under 100 m/s, while studies
on supercavitation vehicles with high subsonic, transonic, or even supersonic speeds
are rarely involved. Therefore, in this paper, the CFD (Computational Fluid Dynamics)
commercial software FLUENT 18.2 (Ansys Inc., Canonsburg, PA, USA) is used to carry
out the numerical simulation of direct navigation and periodic swing of a high-speed
supercavitation vehicle. The effects of the attack angle, navigation speed, and swing
motion on the cavitation shape and hydrodynamic force are analyzed. Then, the damping
force characteristics are discussed in detail.

2. Numerical Calculation Model

The high-speed supercavitation vehicle is a typical slender body, as shown in Figure 1.
The front body is composed of two directly transitional cones, the middle is a cylinder, and
the tail is equipped with six wings. The computing domain and boundary conditions are
shown in Figure 2. Different cavitation number conditions are obtained by adjusting the
incoming flow velocity. Based on the finite volume method, the fully implicit multigrid
technique [19,20] is used to solve the momentum equation, continuity equation, and
energy equation at the same time, and then scalar equations such as turbulence are solved.
The transient term of the governing equation is discretized by a second-order implicit
Euler scheme.
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The computational mesh around the underwater vehicle is shown in Figure 3. The
multiblock structured grids were used. The calculation domain is divided into two parts.
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The grid of the inner region is dense, and the outflow region is sparse, thus reducing the
total number of grids and improving the calculation efficiency. These two regions are
connected through the interface. The grid refinement algorithms are conducted in the
boundary layer near the wall and the water–vapor interface. Moreover, adaptive mesh
refinement according to the pressure and velocity gradient is utilized to accurately capture
the evolution of the cavitation shape during the calculation.
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3. Cavitation Flow Control Equation
3.1. Homogeneous Equilibrium Flow Model

Cavitation multiphase flow is involved in high-speed supercavitation. According
to the published literature, the homogeneous equilibrium flow model is widely used in
numerical simulations and performs well in predicting natural cavitation. Generally, there
are two models, the mixture model and the VOF (Volume of Fluid) model, which are
suitable for the natural cavitation and ventilated supercavity, respectively. For the mixture
model, there is a unified velocity field and pressure field in the unit volume, and no relative
velocity between the two phases is considered. The flow field density is determined by the
volume fraction and density of the two phases. In this paper, natural cavitation is studied,
so the mixture homogeneous equilibrium flow model is adopted. The main equations
involved include the continuity equation, momentum equation, and energy equation.

(1) The continuity equation:
∂ρ

∂t
+∇•(ρu) = 0 (1)

ρ =
n

∑
k=1

αkρk (2)

u =
1
ρ

n

∑
k=1

αkρkuk (3)

where ρ is the fluid mixing density; u is the mixing speed; and n is the number of
phases. Since noncondensable gas is considered, n = 3, αk, ρk, and uk are the volume
fraction, density, and velocity of the k-th phase.

(2) The momentum equations:

∂(ρu)
∂t

+∇•(ρuu) = −∇p +∇•τij + S (4)

τij = µ

[(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
δij

∂uk
∂xk

]
, δij =

{
1 (i 6= j)
0 (i = j)

(5)

µ =
n

∑
k=1

αkµk (6)

where p is the pressure, and S is the source term. The term τij represents the shear
stress, which is written as (5). µ is the hybrid viscosity, and its expression is (6). µk is
the dynamic viscosity of the k-th phase.
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(3) The volume fraction equation of water vapor phase:

∂ρvαv

∂t
+∇•(ρvαvu) =

.
m+

+
.

m− (7)

where ρv is the water vapor density, and αv is the water vapor volume fraction. The
term

.
m+,

.
m− represents the condensation rate and vaporization rate of water vapor,

which are described in the cavitation model.
(4) The energy equation:

∂

∂t

n

∑
k=1

(αkρkEk) +∇
n

∑
k=1

(αkvk(ρkEk + p)) = ∇
[
ke f f∇T

]
+ SE (8)

Ek = hk −
p
ρ
+

v2
k

2
(9)

ke f f =
n

∑
k=1

αk(kk + kl) (10)

where the term Ek represents the internal energy of the k-th phase; for a compressible
flow, Ek = hk; and hk is the apparent enthalpy of the k-th phase. ke f f is the effective
thermal conductivity, kl is the turbulent thermal conductivity, and T is the local
temperature.

3.2. Viscous Model

The flow around the high-speed supercavitation vehicle has strong turbulence char-
acteristics. Therefore, the viscous model plays an important role in the simulation of
turbulence. In this paper, the realizable k-ε model based on the RANS (Reynolds-Averaged
Navier-Stokes) method is adopted. Moin [21] pointed out that the standard k-ε model may
have negative positive stress when the time-average strain rate is large. Shin [22] combined
Cµ and the strain rate in the turbulence formula to mathematically constrain the normal
stress to ensure that the flow conforms to the physical laws and proposed a realizable k-ε
model that is more in line with the actual situation. The modeled transport equations for k
and ε in the realizable k-ε model are

ρ
Dk
Dt

+
∂
(
ρkuj

)

∂xj
=

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (11)

ρ
Dε

Dt
+

∂
(
ρεuj

)

∂xj
=

∂

∂xj

[(
µ +

µt

σt

)
∂ε

∂xj

]
+ ρC1Sε− ρC2ε2

k +
√

vε
+ C1ε

ε

k
C3εGb + Sε (12)

C1 = max
[

0.43,
η

η + 1

]
, η = S

k
ε

, µt = ρCµ
k2

ε
, (13)

In these equations, Gk represents the generation of turbulence kinetic energy due
to the mean velocity gradients. Gb is the generation of turbulence kinetic energy due to
buoyancy. Ym represents the contribution of the fluctuating dilatation in compressible
turbulence to the overall dissipation rate, and the term incompressible flow is 0. C2 and C1ε

are constants. σk and σε are the turbulent Prandtl numbers for k and ε, respectively. Sk and
Sε are user-defined source terms. µt is the turbulent viscosity coefficient. In the realizable
k-ε model, Cµ is a function of the strain rate and curl, and its value is 0.09 on the viscous
bottom layer.

3.3. Cavitation Model

Cavitation models are widely used in CFD calculations. This type of model uses
mass source terms to simulate the mass conversion between water and vapor, as well as
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the unsteady characteristics of flow. The Schnerr and Sauer model proposed in 2001 [23]
is used in this article. This model relates the volume fraction of the vapor phase to the
number of cavitations per unit volume of fluid. The expressions are





.
m+

= ρl ρv
ρw

αnuc(1− αnuc)
3

RB

√
2
3

pv−p
ρl

p < pv
.

m+
= ρl ρv

ρ αnuc(1− αnuc)
3

RB

√
2
3

p−pv
ρl

p > pv
(14)





RB =
(

αnuc
1−αnuc

3
4π

1
n

) 1
3

αnuc =
4
3 πR3

B NB

1+ 4
3 πR3

B NB

(15)

where
.

m+ is the evaporation rate.
.

m− is the condensation rate. ρl and ρv are the water and
vapor densities, respectively. ρw is the water density. αnuc is the gas core volume fraction.
RB is the gas core cavity diameter. n is the number of cavities per unit volume.

4. Verification of the Calculation Model

The numerical simulation method established above is evaluated for the supercavita-
tion flow around a flat-headed conical vehicle (as shown in Figure 4). The experiment was
conducted by Hrubes [24]. The test uses a 30 mm caliber underwater gun to launch at a
depth of 4 m. The animation of the water entry process is taken by a high-speed camera.
The laser is used to measure the velocity of a vehicle. In this paper, the simulation is carried
out for the condition with a water depth of 4 m at room temperature and an incoming
flow velocity of 970 m/s corresponding to a cavitation number of σ = 2 × 10−4, which is
defined as follows:

σ =
P∞ − Pv

1
2 ρV2

(16)

where P∞ and Pv represent the environment pressure and the saturate pressure, respectively.
ρ is the density of the water, and V is the velocity of the main flow.
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where 𝑚+̇  is the evaporation rate. 𝑚−̇  is the condensation rate. 𝜌𝑙 and 𝜌𝑣 are the water 

and vapor densities, respectively. 𝜌𝑤 is the water density. 𝛼𝑛𝑢𝑐 is the gas core volume 

fraction. 𝑅𝐵 is the gas core cavity diameter. n is the number of cavities per unit volume. 
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Figure 4. Experimental model of high-speed vehicle.

Figure 5 shows the comparison of the density distribution between the experimental
and numerical results. The vehicle has been enveloped by the cavitation, showing an
obvious state of supercavitation. The simulation result is in good agreement with the test
result. Figure 6 shows the cavitation radius at different positions from the head of the cavi-
tator calculated by the test, simulation, and semiempirical formula. The simulation of the
supercavitation shape in this paper has good accuracy and high reliability. Therefore, the
above numerical methods are further used in the later simulation of supercavitation flow.

In addition, the drag coefficient obtained by using five different grids is shown in
Figure 7. The numbers of grids are 3.5× 105, 4.3× 105, 5.4× 105, 6.6× 105 and 7.3× 105,
respectively. The drag coefficient Cd is defined as follows:

Cd =
Fd

1
2 ρV2S

(17)

where Fd is the drag force, ρ is the density of the water, and V is the velocity of main flow.
S is the area of the cavitator.
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It can be observed that with the number of grids increasing, the drag coefficient rises
slightly. When the number is larger than 540,000, the variety of the drag coefficient is within
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0.5%. Therefore, the number of grids in this paper is set to 540,000, and the numerical
simulation is validated.

5. Cavitation Evolution Characteristics of High-Speed Vehicles

Due to the high speed of the vehicle, such as with the ejection tube used for testing
in Ukraine and the United States, the velocity is more than 1000 m/s, and the trajectory
is relatively stable for horizontal straight navigation. However, for the condition with an
attack angle, the projectile trajectory is extremely easy to be made unstable. Even a small
attack angle below 1◦ would significantly affect the projectile motion and cavitation shape.
Therefore, the flow field and cavitation shape of a projectile at high speed at different
attack angles are studied and analyzed in detail in this paper. The incoming flow velocity
considered ranges from 300 m/s to 1500 m/s, and the corresponding Reynolds number
Re = VD

υ ranges from about 450,000 to 2,250,000. The attack angle ranges from 0◦ to 3◦.
Due to the max diameter being small, the gravity effect is not considered in the numerical
simulation. Therefore, the Froude number is not involved in this paper.

Figures 8–11 show the density distribution on the projectile surface at different speeds
and attack angles, as well as the comparison of the isosurface with the contour density
surface of 500 kg/m3 (which is defined as the cavitation interface in this paper). The redder
the color is, the greater the density is. In the local cavitation state, the cavitation number has
a great influence on the cavitation shape. When supercavitation occurs (as shown by the
equal density surface of 500 kg/m3), the shape of the cavitation around the projectile under
different cavitation numbers is basically the same in the cases with the same attack angle.

When the speed is the same (300m/s), the attack angle has a significant effect on the
shape of the cavity and its positional relationship with the projectile. With an increasing
attack angle, the offset of the back surface of the cavitation increases significantly. When
the attack angle is 0◦, the projectile is cavitation-wrapped. As the attack angle increases
to 1◦, the wing is slightly wetted, indicating that the cavitation part is punctured, and a
secondary cavitation appears near the wetted part of the wing. When the attack angle
increases to 2◦ (as shown in Figure 10), the wing on the water-facing surface has been
fully wetted, and the wetted area has transitioned to the body. The bottom cavities are
fully pierced by the wing, but at the tip of the wing, they are still in a state of cavitation.
In addition, the conical transition zone of the second part of the projectile also appears
partially wet. When the attack angle is 3◦, the conical transition zone of the first part of
the projectile is wetted on a large scale, secondary cavitation appears, and the shape of the
cavitation is more complicated. Therefore, as the attack angle increases, the cavitation on
the water-facing surface is more severely compressed by the incoming flow, and the offset
of the cavitation to the back surface becomes increasingly serious.
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angle 3◦).

To quantitatively measure the magnitude of the offset, Figure 12a shows the compari-
son of the cavitation interface on the back water surface at different attack angles. From
0◦ to 3.0◦, the upper boundary of the cavitation in the longitudinal plane continuously
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removes wards of nearly 9 mm. From the given radial offset distribution of the cavitation
axis relative to the axis when the attack angle is 0◦ at each attack angle, it can be seen that at
the same position, the larger the attack angle is, the greater the offset is. However, from the
amount of change, the tendency of the increase slows down as the attack angle increases.
At the same attack angle, the distance from the cavitator is also positively correlated with
the offset, and the farther it is from the cavitator, the more violently the offset increases.
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Figure 12. (a) Upper half of the cavitation shape at different attack angles (v = 300 m/s). (b) The offset of the cavitation axis
in the longitudinal plane at different angles of attack (v = 300 m/s).

Figure 13 gives the comparison of the cavitation morphology of different axial cross-
sections. The cross-section of the cavitation is a regular circular shape 100 mm behind the
cavitation when the attack angle is 0◦. With an increasing attack angle, the cross-sectional
shape gradually changes to an ellipse. When the angle of attack increases to 2.0◦ and
2.5◦, the shape is not smooth, and a pit appears. When the attack angle reaches 3◦, the
strong effect of the attack angle and secondary cavitation severely flattens and elongates
the cross-section of the cavity, and an irregular contour appears, making the edge of the
cavity more complicated.

Downstream of the projectile (160 mm behind the cavitator), a small attack angle
(such as 0.5◦) also causes the wing tip of the missile to wet and an accompanied secondary
cavitation. Furthermore, at an attack angle of 3.0◦ the secondary cavitation is more pro-
nounced. Therefore, the edge shape of the downstream cavitation is also obviously affected
by the wing.

In summary, as the attack angle increases, the wetness of other parts starts from the
bottom wing tip to the wing root, the tail of the projectile, the second part of the tapered
transition zone, and the first part except for the foremost cavitator. In this process, every
time a part of the wetted area is increased and the conditions for generating cavitation
are reached, secondary cavitation will appear here, causing the flow field to become
more complex, and the cross-sectional profile of the cavitation is more irregular. Flat and
elongated cavities are added to the ellipsoid, and this situation becomes more serious as
the attack angle increases.
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Figure 13. Cavitation cross-sectional shape at different positions of the cavitator with different attack angles. (a) Cavitation
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6. Damping Characteristics Analysis of Ultrahigh-Speed Vehicles

Ignoring the inertial force, the hydrodynamic forces of the ultrahigh-speed vehicle
when rotating or swinging in a fixed period include the position force and damping force.
First, we conduct a numerical simulation study on the direct navigation conditions of
ultrahigh-speed vehicles and obtain the position force characteristics in the longitudinal
plane at different speeds and angles of attack. Comparing the direct sailing conditions
with the oscillating conditions of the vehicle, the damping force characteristics of the
ultrahigh-speed vehicle at a given angular velocity are obtained.

6.1. Position Force Characteristics of Ultrahigh-Speed Vehicles

The variation in the hydrodynamic coefficient with the attack angle at different speeds
under the direct navigation condition is shown in Figure 14. For a high speed with
supercavitation, the vehicle is wrapped by cavitation, and the drag coefficient and lift
coefficient are slightly affected by the speed when the attack angle is constant. With the
change in attack angle, the hydrodynamic force of the projectile changes sharply. At the
same speed, when the attack angle increases, the wetted state of the missile body and
wing changes significantly (as shown in Figures 7–10 above), so the fluid force (including
resistance, lift, and pitch moment) changes accordingly. For example, as the attack angle
changes from 0◦ to 3◦, the drag coefficient increases sharply from 0.83 to 2.9, and the lift
coefficient increases from 0 to 5.7.

In Figure 14c, since the wetted area at the tail of the wing is large, the lift generated
on the after part of the projectile is larger than that generated by the cavitator and the
conical transition zone at the front part, and an obvious negative value of the pitching
moment coefficient is observed, resulting in a pitch down moment. Therefore, in the range
of the attack angle, the given vehicle presents static stability characteristics, which are the
excellent characteristics required by the supercavitation vehicle.

The changes in lift and pitching moment coefficients with attack angle and speed
in Figure 14b,c are basically consistent with the changes in drag coefficient, which are
all caused by the wetted area. The difference is that due to the larger wetting area of
the tail of the wing projectile, the lift generated by the wing missile is larger than that
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generated by the cavitator and the tapered transition zone of the front end, which results in
a significant negative value of the pitching moment coefficient, that is, a bowing moment.
Within the range of the attack angle under study, the given ultrahigh-speed vehicle exhibits
static and stable characteristics, which are the excellent characteristics required by the
ultrahigh-speed vehicle.
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6.2. Damping Characteristics of Ultrahigh-Speed Vehicle

Numerical simulations of the supercavitation vehicle oscillating periodically around
the z-axis are carried out to study the damping characteristics. The swing of the supercav-
itation vehicle is shown in the Figure 15, The working conditions are as follows: sailing
speed of 300 m/s, swing amplitude of 3◦, and swing period of T = 4 ms. The swing angle
is calculated by Equation (18):

α(t) = − 3π

180
sin(500πt) (18)
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Figure 15. Schematic diagram of the swing of the ultrahigh-speed vehicle.

The user-defined function (UDF) provided by FLUENT is used for secondary devel-
opment, and the projectile angular velocity is given to simulate the periodic swing. The
time step is 0.02 ms, corresponding to 1/200 of the swing period. The damping force char-
acteristics at the corresponding angular velocity and velocity are obtained by subtracting
the hydrodynamic force at the corresponding attack angle and velocity from the direct
navigation condition.

The coefficients of the high-speed supercavitation vehicle under periodic swing condi-
tions are shown in Figures 16–18. For comparison, the force and torque coefficients under
constant direct navigation conditions are also given. Generally, when the high-speed vehi-
cle swings periodically, the hydrodynamic force changes correspondingly. From Figure 16,
as the attack angle of the vehicle first increases to the maximum value and then decreases,
the resistance coefficient increases from small to large and then decreases accordingly. How-
ever, before the attack angle reaches the maximum, the maximum resistance coefficient is
observed in advance. In Figure 17, the change in the lift characteristic is more complex
than that of the drag coefficient. At the same angle, the lift coefficient is different in the
process of raising the head and lowering the head. In addition, similar to the variation in
the drag coefficient, the lift coefficient reaches the maximum value in advance before the
attack angle reaches the maximum value.
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From the change in pitching torque shown in Figure 18, at the beginning of the swing
of the high-speed vehicle (or at a small attack angle), the shoulder is not wet, and the tail
is slightly wet. During the continuous head-up motion of the vehicle, the damping force
presents a positive effect on the motion, and then the torque coefficient quickly reaches
the maximum value. When the head lowers, due to the hysteresis of the damping force,
part of the position torque is offset. As a result, the change process of the torque is also
relatively gentle.

Overall, the force and moment coefficients of the high-speed vehicle increase with
increasing attack angle. In the swing process, due to the damping force, the variation
of the force and moment coefficients with the attack angle is obviously different. When
the vehicle gradually rises from zero, the damping force increases sharply to quickly
reach the extreme value greater than that in direct navigation. When moving back from
the maximum attack angle, the position force is partly offset by the damping force, thus
delaying the variation of the force. Therefore, for the high-speed vehicle involved in the
wet state, the damping term will have an important impact on the magnitude and the
variation trend of the hydrodynamic force.
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7. Conclusions

In this paper, the hydrodynamic characteristics of a high-speed vehicle under direct
navigation at different speeds and angles of attack are simulated. Then, the damping
force of the ultrahigh-speed vehicle during the periodic swing is analyzed. It can be
concluded that:

(1) When there is no wet surface on the surface of an ultrahigh-speed vehicle, its position
force characteristics are less affected by the navigation speed. At the same velocity,
with the increase of the attack angle, the wet area of the tail increases gradually, and
then the fluid force is also enlarged. At the same attack angle as the wet surface, the
drag coefficient decreases slightly with increasing velocity.

(2) The hydrodynamic force changes roughly periodically according to the swing of the
high-speed vehicle, whereas the maximum value is greater than that during the direct
navigation state with the same attack angle.

(3) The damping term has an obvious impact on the amplitude and change trend of the
hydrodynamic force. When the high-speed vehicle gradually rises from a zero attack
angle, the damping force plays a driving role. When it reaches the maximum attack
angle and swings low, the damping force acts as an obstacle, and a hysteresis effect is
observed for the force and torque coefficients.
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Abstract: A numerical simulation is used to investigate the effects of adding high frequency and low
amplitude perturbations of different waveforms to the sinusoidal-based signal of the heaving foil
on the propulsion performance and wake structure. We use the adjustable parameter k to achieve a
heaving motion of various waveform cycle trajectories, such as sawtooth, sine, and sq3e. Adding a
perturbation of whatever waveform is beneficial in increasing the thrust of the heaving foil, especially
by adding a square wave perturbation with a frequency of 10 Hz, pushes the thrust up to 10.49 times
that without the perturbation. However, the addition of the perturbation signal brings a reduction in
propulsion efficiency, and the larger the perturbation frequency, the lower the efficiency. The wake
structure of the heaving foil behaves similarly under different waveform perturbations, all going
through some intermediate stages, which eventually evolve into a chaotic wake with the increase in
the perturbation frequency. However, a lower frequency square wave perturbation can destabilize the
heaving foil wake structure. This work further explains the effect of different waveform perturbation
signals on the base sinusoidal signal and provides a new control idea for underwater vehicles.

Keywords: heaving foil; different waveform perturbation; hydrodynamic characteristics; vortex structure

1. Introduction

Motion is the fundamental property and the existing mode of matter. From running
cheetahs to flying swallows and swimming carp, and even to bacteria, moving organisms
can be commonly observed. Birds and fish, which usually overcome drag by flapping their
wings or fins, can drive themselves with fewer power costs and greater maneuverability
after more than 500 million years of natural selection.

Over the past century, researchers have made numerous efforts to learn about the
physical mechanisms at the back of flapping propulsion and apply them to bionic vehicles,
such as the pioneering work of Garrick [1] and Gray [2], and the theoretical investigations
presented by Lighthill [3] and Wu [4]. As the saying goes: three parts land, seven parts
ocean. With the over-exploitation of land resources, humans gradually shifted their focus to
the ocean, which has more resources, and thus bionic underwater vehicles were born. With
the development of technology, scholars have analyzed the skeletal–muscular structure of
marine organisms through technical means such as X-ray scanning and dissection, and also
used high-speed cameras to photograph the movement of different fishes, summarizing a
large number of kinematic equations, which have greatly contributed to the development
of bionic vehicles. [5–8]

Most commonly studied today is the replacement of fins/wings of fish and birds
by a simplified model (flapping foil), while simulating biological motion by forcing an
excitation signal on the leading edge of the foil. Previously, smooth and periodic excitation
signals (sinusoidal, non-sinusoidal, asymmetric functions, etc.) were often chosen to
control the foil to accomplish a pure pitch motion, pure heave motion, or a combination
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of both. Mao et al. [9] used a computational fluid dynamics (CFD) approach to study the
hydrodynamic characteristics of 3D flapping foil with different bias angles in pitch motion,
and his results can be used to improve control systems for the heave and pitch motions of
vehicles. Wu [10] conducted a numerical study on the self-propulsion problem of rigid–
flexible composite plates, in which he applied forces to the connection points to keep the
rigid part in a given pitch motion, while the deformation of the flexible part was consequent.
The effect of the stiffness of the flexible plate was investigated by varying the length ratio
of the flexible and rigid parts to simulate the composite plate. In the experiments of
Cros [11], a transverse harmonic displacement is applied at the fixed leading edge of the
flexible plate. The excitation frequency and air velocity are the two control parameters in
their experiment. Their experimental results demonstrate that the resonance phenomenon
exhibited by the cantilever plate in the airflow is consistent with the linear theoretical
predictions of Eloy [12] and Michelin [13].

However, the simple excitation signals mentioned above cannot accurately represent
the mechanisms that generate motor output in biological systems. The reasons for this are
mainly the following: Firstly, when fish move, their fins and bodies are deformed, thus
generating multiple waves [14,15]. Secondly, the biological locomotor signal is not formed
by a single signal, it is generated by a combination of central modulation signals and organ
feedback signals [16–18]. Finally, the marine environment in which fish live is complex
and variable. Therefore, fish must adapt their movements to the changing ocean currents
for efficient propulsion. Lehn et al. [19] conducted perturbation experiments in a closed
recirculating water tank, where he added a high frequency, low amplitude sinusoidal
perturbation signal to the base signal of a sinusoidal heave motion, and the experimental
results showed that the addition of the perturbation resulted in a substantial increase in
thrust. Inspired by Lehn et al. [19], we add the nonsinusoidal perturbation signal to the
sinusoidal base signal and investigate the effects of different waveforms of the perturbation
signal on the hydrodynamic characteristics of the heaving foil using numerical simulations.

In this paper, we give the description of the problem and the methodology in Section 2,
where the schematic representation of the flow configuration and the kinematics of heaving
foil are described. We also define the relevant parameters and validate the numerical
method in this section. Then, we discuss the wake structure and hydrodynamics in
Section 3. The last section concludes the paper with a summary of our results.

2. Problem Definition and Methodology
2.1. Problem Definition

Figure 1 depicts this problem through a flow schematic. A two-dimensional NACA0012
foil is placed in a uniform flow with constant velocity U in the x-direction. The control
signal h(t) consists of the base signal hb(t) and the perturbation signal hp(t). The base signal
is a sinusoidal signal, which has a heaving amplitude (A) of 0.25 times the chord length (c)
and a fixed frequency (fb) of 1 Hz. The heaving amplitude (0.1 A) of the perturbation signal
is 0.025 times the chord length (c) and the frequency (f p) ranges from 0 to 10 Hz with
increments of 2 Hz, but its waveform is not fixed, and we will give a detailed definition of
the perturbation signal later.

Different from Lehn et al. [19], the adjustable parameter k is used to achieve pertur-
bation signals of various waveform cycle trajectories, such as sawtooth, sine, and square.
According to the work of Lu [20], we define the nonsinusoidal heaving perturbation signal
of the foil as follows:





hp(t) =
hp0 sin−1[−k sin(2π fpt)]

sin−1(−k)
,−1 ≤ k < 0

hp(t) = hp0 sin(2π fpt) , k = 0

hp(t) =
hp0tanh[k sin(2π fpt)]

tanhk , k > 0

(1)
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where hp(t) denotes the instantaneous heaving perturbation amplitude, hp0 is the maxi-
mum heaving amplitude, f is the heaving frequency, and t is the instantaneous time. In
Equation (1), we regulate the trajectory of the heaving perturbation signal through an
adjustable parameter k. As k increases, the heaving perturbation signal changes from a
sawtooth wave to a sine wave and finally to a square wave. In Figure 2, we use the k
adopted in this study to show the waveform shapes of various perturbation signals.
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We present several dimensionless parameters to describe the motion of the foil. The
non-dimensional heave amplitude h, Reynolds number Re, and non-dimensional frequency
f are defined:

h =
A
c

(2)

Re =
Uc
υ

(3)

f =
2π f c

U
(4)

where v is the kinematic viscosity of the fluid, U is the incoming flow velocity, which has
been described earlier, A is the heaving amplitude of the base signal, c is the chord length,
and here f is the base frequency (fb).

To analyze the forces produced by the heaving foil, we use the symbols CT and CL to
represent the instantaneous thrust coefficient and the instantaneous lift coefficient of the
heaving foil, respectively. Where s is the span length. Hence, the time-averaged coefficients
over a motion period are calculated as:
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



CT = FT
1/2ρU2cs

CL = FL
1/2ρU2cs

CT−mean = 1
T
∫ T

0 CT(t)dt

CL−mean = 1
T
∫ T

0 CL(t)dt

(5)

According to the definition, it can be easily found that CT−mean > 0 produces thrust
while CT−mean < 0 produces drag. From the previous study [21], we computed the instan-
taneous power coefficient, CP, as CP(t) = CL(t)

.
h(t). Therefore, the time-averaged input

power coefficient is calculated as:

CP−mean =
1
T

∫ T

0
CL(t)

.
h(t)
U

dt (6)

Thus, the propulsion efficiency of the heaving foil is determined as:

η =
CT−mean
CP−mean

(7)

2.2. Numerical Approach

Numerical simulation of the unsteady flow field around the heaving foil is performed
with the software Fluent 20.0. The finite volume method (FVM) is used to discretize the
Navier–Stocks equations. The PISO (Pressure-Implicit with Splitting of Operators) algo-
rithm is used to solve the coupled velocity–pressure solution. Momentum discretization is
performed using the second-order windward method and derivatives are calculated on the
basis of Green-Gauss nodes. The foil motion is achieved by user-defined functions (UDF).

The computational domain consists of two parts: the inner domain and the outer
domain. The total size of the computational domain is a rectangle of 20c × 12c, and the inner
domain is 10c × 3c. The inner domain uses an unstructured grid to reduce computational
resources by the dynamic diffusion grid method and avoid obvious changes in the grid,
and the outer domain uses a structured grid.

The boundary conditions of the calculation area are set as follows: the inlet boundary
is the velocity inlet; the outlet boundary is the pressure outlet, and the no-slip boundary
conditions are used for the foil’s surface and the upper and lower boundaries.

2.3. Validations

To verify the grid-independence, three grid sizes (coarse, medium, and fine) were
selected, and the number of grids in grid 1 to 3 was 9 × 104, 2 × 105, and 3 × 105. The
CT curves of the heaving foil at h = 0.25, fb = 1 Hz, and fp = 0 Hz were used to verify the
grid-independence. The convergence validation of grids 1 to 3 is shown in Figure 3a. There
is no significant difference in the CT variation under the three grid scales, indicating that
the numerical calculation is grid convergent, and the subsequent results are analyzed using
the calculation results of grid 2.

To verify the reliability of the calculation method, the results of this paper are com-
pared with those of Heathcote [22] and Ashraf [23]. Heathcote conducted experiments on
a NACA0012 airfoil with an amplitude h = 0.175 at different frequencies f . To determine
whether turbulence effects play an important role in the flow, Ashraf compared his cal-
culations with the Sparlart–Allmaras turbulence model and the experimental results of
Heathcote. It was shown that the NS (Navier-Stokes) laminar simulation results coincided
with the turbulence simulation results and were similar to the experimental data when
the product of the dimensionless amplitude h and the dimensionless frequency f was less
than 1.5 ( f h < 1.5). From Figure 3b, we can see that the calculation results of the method
in this paper are in good agreement with the experimental results and are better than the
calculation results of Ashraf. A time-step refinement study has also been performed by
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varying the number of time steps per cycle. For this study, 500, 800, 1000, and 1500 steps
were used, using a medium grid for each cycle. As shown in Figure 3c, increasing the
resolution of the time step from 1000 to 1500 steps per cycle does not change the thrust
coefficient. Therefore, in our study, we use 1000 steps for further simulations.
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tion method validation and (c) validation for present numerical simulation.

3. Result and Discussion

To investigate the physical mechanism behind the effect of different waveform per-
turbation signals on the heaving foil, this section shows the average thrust coefficient,
propulsion efficiency, and wake structure of the heaving foil for different waveforms of
perturbation signals.

3.1. Force Measurement

From the preceding parameter settings, we can see that the base frequency fb has been
kept constant at 1 Hz and the perturbation frequency fp is in variation. Therefore, the
calculation period is determined by the base frequency, which means that one calculation
period is 1 s and the total calculation time is 10 s. Note that all calculations are averaged
over the last two cycles.

The variation of the thrust coefficient of the heaving foil with the perturbation fre-
quency for different waveform perturbations is shown in Figure 4. The comparisons
between square and sine, and sawtooth and sine waves are carried out in Figure 4a,b,
respectively. The 0 Hz perturbation frequency means that the input signal is only the base
signal.
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The thrust coefficient of the heaving foil gradually improves as the perturbation fre-
quency increases, which is consistent with the conclusion reached in the experiment of
Lehn et al. [19]. We also observe that the sine wave perturbation signal brings a slightly
better thrust enhancement than the sawtooth wave, while the square wave perturbation
signal brings a substantial thrust enhancement, and we can observe that at k = 5 and
fp = 10 Hz, the thrust is directly raised to 1049.89% of that without the addition of perturba-
tion. However, we did not observe the peak thrust as in the experiment of Lehn et al. [19],
perhaps because the stiff foil used in his experiment is defined only relative to the flexible
foil he used and is not an absolutely rigid body.

For the purpose of quantifying the effect of perturbation frequency on the thrust coef-
ficient, we attempted to fit a response function from the data to derive the corresponding
thrust coefficient based on the input perturbation parameters. We fitted a polynomial of the
fourth order to the existing thrust coefficient and perturbation frequency curves to obtain
the following equation.





y = 1.0807 × 10−5x4 − 1.3154 × 10−4x3 + 0.0048x2 − 0.002x + 0.2748, k = −1

y = 2.8125 × 10−5x4 − 5.2407 × 10−4x3 + 0.0067x2 − 0.0024x + 0.2745, k = −0.8

y = 3.9583 × 10−5x4 − 7.544 × 10−4x3 + 0.0086x2 − 0.0061x + 0.2747, k = 0

y = 6.6406 × 10−6x4 − 5.4456 × 10−5x3 + 0.0073x2 + 4.7447 × 10−4x + 0.2747, k = 2

y = 1.3750 × 10−4x4 − 9.2546 × 10−4x3 + 0.0222x2 − 0.0066x + 0.2749, k = 5

(8)

where y represents the value of the thrust coefficient and x represents the value of the
perturbation frequency. To test the accuracy of the empirical equation we obtained, we
numerically simulated that the value of the thrust coefficient under a 12 Hz sinusoidal wave
perturbation is 0.9429, which was calculated from our fitted equation as 0.9505, resulting in
an error of 0.81%. This indicates that the fitted equation is predictive and yields a universal
relationship between the perturbation parameters and the thrust coefficients.

Figure 5 illustrates the variation pattern of propulsion efficiency with perturbation
frequency for heaving foil under five perturbation waveforms. As can be seen from the
figure, the propulsion efficiency of the heaving foil tends to decrease as the perturbation
frequency increases, regardless of which waveform perturbation is added. The propulsion
efficiency performance of heaving foil under the perturbation of five waveforms can
be roughly classified into three levels: excellent (k = −0.8, 0), good (k = 2), and poor
(k = −1, 5). No increase in propulsion efficiency similar to that obtained experimentally
by Lehn et al. [19] was found in our numerical simulations, but there is a large number
of previous research [24] showing differences in the propulsive performance of flexible
and rigid foils. Therefore, we have reason to believe that the reason for this difference is
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because the research object of this paper is a rigid foil, and the effect of flexibility on the
foil motion performance is not considered.
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To explore the physical mechanism of the efficiency decrease, we show the variation
of the input power coefficient CP with the perturbation frequency fp at different base
frequencies fb in Figure 6. It can be observed that the input power coefficient almost
always increases, while the perturbation frequency gradually increases. Since the increase
of the perturbation frequency makes the foil move more distance at the same time, it
inevitably leads to the increase of the input work, which causes the increase of the input
power coefficient. Since the increase of input power coefficient is much larger than the
increase of thrust coefficient, the propulsion efficiency of foil decreases with the increase of
perturbation frequency. Meanwhile, we see that the input power coefficient at k = −1 is
much larger than k = 0, −0.8, which explains why the propulsion efficiency is low when
the perturbation signal is a sawtooth wave.
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Considering the thrust and propulsion efficiency performance of the heaving foil
under different perturbations, it seems that this can give us some inspiration for the drive
mechanism of the bionic vehicle. First, the control signal of the vehicle trys to avoid the use
of the sawtooth wave signal. The thrust gain from the sawtooth wave is not significantly
different from the sine wave, but the sawtooth wave brings a significant reduction in
propulsion efficiency. Second, it can consider sacrificing part of the propulsion efficiency
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and adding a square wave signal to the drive signal to promote the vehicle, gaining great
thrust. Next, to ensure high propulsion efficiency for a long voyage, a sinusoidal signal (or
a signal with k = −0.8) can be added to the drive signal. Last, the waveform signal with
k = 2 seems to be the most cost-effective choice, which provides a larger thrust without a
very drastic decrease in propulsion efficiency.

3.2. Wake Structures

In this section, we study the wake structure as well as the wake evolution to better
understand the foil propulsion properties, and we summarize all the wake structures into
a (k, fp) map.

It can be seen from Figure 7 that the wake evolves similarly when the waveform
parameter k is less than 0, in other words, when the perturbation signal is in the sawtooth
to sine wave range. The transition from rbvk wake in the absence of perturbation to an
asymmetric wake then goes through a complex wake phase and finally evolves to a chaotic
wake. Even when the perturbation signal is a square wave, the wake still behaves as an
asymmetric wake at fp = 2 Hz, and the difference starts to appear when the perturbation
frequency reaches 4 Hz. Also, this confirms the thrust curve, where the difference of thrust
is small when k = −1, −0.8, 0; the difference in thrust also occurs at fp = 4 Hz for k = 2, 5.
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Because the flow structure is similar, this paper only shows the wake structure of the
heaving foil at different perturbation frequencies at five different moments (0 T, 1/4 T,
1/2 T, 3/4 T, T) in one computational period for k= −1, 2, 5, with the initial motion direction
all along the positive y-axis.

From Figure 8, it can be found that at fb = 1 Hz, the wake structure behaves as an rBvk
wake at fp = 0 Hz. When fp increases to 2 Hz, the wake structure is presented as asymmetric
wake and the vortex pair deflects upward. When fp increases to 4 Hz, the wake structure
is not chaotic and sheds four vortices respectively in one cycle; when the perturbation
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frequency continues to increase to 6 Hz, the trailing edge structure starts to become chaotic.
As can be seen from the Figure 4b, the thrust coefficient is increased when the perturbation
frequency reaches 4 Hz. The reason for this phenomenon is that the number of wake vortex
pairs increases and is accompanied by an increase in vortex strength when the perturbation
frequency is 4 Hz. In particular, when the perturbation frequency is greater than 6 Hz,
vortices start to fall off at the leading edge of the foil and converge into the wake, further
enhancing the thrust coefficient.
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Figure 8. Instantaneous wake structure for foil at k = −1.

The wake evolution at k = 2 is shown in Figure 9. When a perturbation of 2 Hz is
added, the wake structure also deflects and appears as asymmetric wake, and the degree of
deflection is greater than k ≤ 0. Unlike the sine and sawtooth wave perturbations, the wake
structure remains as asymmetric wake when the perturbation frequency increases to 4 Hz
and becomes chaotic when the perturbation frequency reaches 6 Hz. Because of this pattern
of change in wake structure, no increase in thrust coefficient is observed at a perturbation
frequency of 4 Hz as at k = −1. Instead, a significant increase in thrust coefficient is
observed at fp = 6 Hz. In addition, it can be observed that when the perturbation frequency
is higher than 6 Hz, the vortex density and vortex intensity are significantly increased
relative to those at k = −1, which also leads to a significant increase in the heaving foil
thrust coefficient.
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Figure 10 shows the wake structure when k = 5, in other words, when the perturbation
signal is a square wave. Unlike the two evolutionary modes mentioned previously, the
wake structure becomes directly chaotic when the perturbation frequency increases to 4 Hz.
This fits with the phenomenon in Figure 4a that the thrust coefficient produces a large
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enhancement when the perturbation frequency reaches 4 Hz when k = 5. Furthermore,
by comparing the wake structure diagrams for k = −1, 2, 5, it can be observed that the
vortex strength is greatest when k = 5. This also explains why the square wave perturbation
brings the most significant thrust improvement for the same perturbation amplitude and
perturbation frequency.
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From the above analysis, it can be observed that although we add different perturba-
tion waveforms, there is no significant effect on the wake structure of the heaving foil at
perturbation frequencies below 4 Hz, which means that a higher perturbation frequency
is beneficial for the perturbation signal to affect the flow structure. At the same time, this
can also trigger us to think about why the effect of different waveforms of perturbation on
the heaving foil wake structure is only different when the perturbation frequency is more
or equal to 4 Hz. Our preliminary speculation is that this perturbation frequency value is
related to the parameters, such as the base frequency we selected and the amplitude ratio
between the base signal and the perturbation signal, which will also be the focus of our
subsequent research.

4. Conclusions

A systematic numerical investigation of the fluid dynamics around the heaving foil, in-
cluding the time-averaged thrust coefficient, time-averaged input work coefficient, propul-
sion efficiency, and the wake structure generated by the foil, was conducted to better
understand the effects of different waveform perturbations on the heaving foil force gener-
ation and wake structure, and to provide recommendations for underwater vehicle motion
parameter settings from a hydrodynamic perspective. The simulation results are concluded
as follows:

1. The addition of any waveform perturbation increases the axial thrust, especially when
a square wave (k = 5) perturbation with a frequency of 10 Hz is applied, which directly
raises the thrust to 10.49 times higher than when no perturbation is added. A response
function is obtained which gives the relationship between the input perturbation
parameters and the thrust coefficients.

2. However, the propulsion efficiency decreases gradually with the increase of the
perturbation frequency, especially when a sawtooth wave perturbation (k = −1) is
applied, which brings limited thrust gain but a rapid decrease in the propulsion
efficiency.

3. The wake structure is roughly the same for different waveform perturbations, all of
which first go through an asymmetric wake phase (at fp = 2 Hz). With increasing
perturbation frequency, adding sine wave perturbation (k = 0) and sawtooth wave
perturbation (k = −1, −0.8) leads to a complex wake phase (at fp = 4 Hz) and then
evolves to a chaotic wake; adding square wave perturbation (k =2) keeps the asym-
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metric wake at fp = 4 Hz and then evolves to a chaotic wake; adding square wave
perturbation (k = 5) leads to a direct evolution from an asymmetric wake to a chaotic
wake.

4. The simulation results have a guiding meaning for the setting of the vehicle motion
parameters. The control signal of the vehicle tries to avoid the use of sawtooth wave
signal. It can consider sacrificing part of the propulsion efficiency and adding a
square wave signal to the drive signal to promote the vehicle gaining greater thrust.
To ensure high propulsion efficiency for a long voyage, a sinusoidal signal (or a signal
with k = −0.8) can be added to the drive signal. The waveform signal with k = 2
seems to be the most cost-effective choice, which provides a larger thrust without a
significant decrease in propulsion efficiency.
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Abstract: Reducing the noise of the underwater propulsor is gaining more and more attention in the
marine industry. The pump-jet propulsor (PJP) is an extraordinary innovation in marine propulsion
applications. This paper inspects the effects of blade number on a pre-swirl stator pump-jet propulsor
(PJP) quantitatively and qualitatively. The numerical calculations are conducted by IDDES and
ELES, where the ELES is only adopted to capture the vortical structures after refining the mesh. The
numerical results show good agreement with the experiment. Detailed discussions of the propulsion,
the features of thrust fluctuation in time and frequency domains, and the flow field are involved.
Based on the ELES results, the vortices in the PJP flow field and the interactions between the vortices
of the stator, rotor, and duct are presented. Results suggest that, though changing the blade number
under a constant solidity does not affect the propulsion, it has considerable effects on the thrust
fluctuation of PJP. The wakes of the stator and rotor are also notably changed. Increasing the stator
blade numbers has significantly weakened the high-intensity vortices in the stator wake and, hence,
the interaction with the rotor wake vortices. The hub vortices highly depend upon the wake vortices
of the rotor. The hub vortices are considerably broken by upstream wake vortices when the load per
rotor blade is high. In summary, the blade number is also vital for the further PJP design, particularly
when the main concerns are exciting force and noise performance.

Keywords: pump-jet propulsor; hydrodynamics; blade number; vortices

1. Introduction

Nowadays, the pump-jet propulsor (PJP) has been widely equipped in torpedos and
submarines owing to its high efficiency and outstanding noise resistance. PJP is a multi-
component underwater propulsor consisting of a duct and a stator and rotor vane cascades
inside the duct. The stator can be installed either upstream or downstream of the rotor,
whose installed position categorizes the PJPs into two main forms: the pre-swirl stator
form and the rear stator form. The PJP hydrodynamics sets the characteristic performance
of the underwater vehicles, and hence the PJP is receiving increased attention.

The propulsion features and flow of PJPs have been widely studied through both
numerical approaches and experiments. Suryanarayana et al. [1] evaluated the PJP per-
formance in a wind tunnel and then Suryanarayana et al. [2] evaluated the PJP perfor-
mance again in a cavitation tunnel and considered the trim angle effects. Later, Surya-
narayana et al. [3] obtained the cavitation performance of a PJP. Results show that the tip
clearance between the rotor blade tip and the duct is the easiest cavitation place.

Since computers have become powerful, investigating the PJP via the numerical
method is the main strategy. Many aspects of the PJP investigation have been studied
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via computational fluid dynamics (CFD), including the performance [4–9], flow charac-
teristics [10–12], cavitation [13,14], and noise [15]. Besides, the panel method based on
potential flow theory is an alternative to obtain the performance [16,17], which plays
an important role in quickly obtaining PJP performance and optimization. In CFD, the
Reynolds-averaged Navier–Stokes (RANS) approach is preferred to obtain the PJP per-
formance and flow [4–10]. However, the RANS approach is not expert in modeling the
turbulence structures as the Reynolds-averaged method smoothes many details. The large
eddy simulation (LES) and even the direct numerical simulation (DNS) are outstanding
in modeling the complex turbulence and have been successfully applied in modeling the
flow around propellers [18–20] and a propeller blade [21]. However, it is still a challenge
when employing the LES to model the whole flow field of a complex propulsor due to
the mesh requirement of LES. Up to now, the hybrid RANS/LES is a compromise to
model the interesting flow region, which has been employed in underwater propulsors
for performance and flow details [11,12,22]. Li et al. [11] comparatively investigated the
PJP wake vortical structure with different hybrid RANS/LES approaches, which suggests
that the improved delayed detached eddy simulation (IDDES) and stress-blended eddy
simulation (SBES) have an outstanding ability to model the wake. Then, they revealed
the underlying mechanism of the wake instability [12]. Pan et al. [14] obtained the PJP
cavitation performance in the hull condition via the RANS approach with the shear stress
transport (SST) k−ω turbulence model. The results illustrated that the cavitation begins at
the tip clearance region. The cavitation in tip clearance leakage flow enhances the leakage
flow vorticty [23] and accelerates the expansion and contraction of the tip vortex [24].
These studies further suggest that controlling the tip clearance leakage flow is important.
Sun et al. [15] investigated the feasibility of using a serrated trailing edge duct in a PJP for
noise reduction. Su et al. [25] concluded that the force fluctuation of the rotor dominates
the vibro-acoustics response caused by PJP.

As PJP is a multi-component propulsor, most investigations on PJP performance
and flow are conducted focusing on the effects of these component parameters. The ro-
tor is the working component and there is a tip clearance between the rotor blade tip
and duct. The tip clearance forms a characteristic flow in the PJP flow field and signif-
icantly affects the PJP performance [6,7,9]. Ji et al. [26] assessed the effects of thicken-
ing and raking the rotor blade tip on attenuating the tip clearance flow. Decreasing or
thicking and raking tip clearance considerably weakens the intensity of the tip vortices.
Yu et al. [8] investigated the effects of stator incidence angle, stator-rotor spacing, and stator
chord length on PJP performance, which shows that the first two parameters considerably
affect the rotor force fluctuations. Huang et al. [9] studied the effects of duct main parame-
ters on PJP performance. The expansion ratio of the duct outlet and the incidence angle of
the duct also significantly affects the tip clearance flow.

The tip clearance and duct also exist in a ducted propeller. According to the investi-
gations on the ducted propeller, the duct existence delays the wake constraction [27] and
changes the tip vortex trajectory [28]. The bio-inspired blade also weakens the effects of
low pressure in tip clearance leakage flow on the blade suction side [29]. For a propeller,
the tip flow characterizes its wake topology. Without holding the propeller expansion
area ratio, directly changing the blade number notably changes the performance [30–32]
while the tip vorticity is not notably changed [31] as the load on per blade is not changed.
Besides, the blade trailing wakes in propeller wake are restrained by increasing the skew
angle [32,33].

The stator and rotor as vane cascades in a PJP, their blade numbers characterize the
wake topologies of the stator and rotor, also the tip clearance leakage flow for the rotor,
hence affecting the interactions between the stator, rotor, and duct, as well as the PJP wake
features. As introduced before, the effects of blade number under constant solidity on
the PJP performance and flow vortical structure are not considered. So, in the present
work, the effects of blade number under constant solidity are investigated. In the following
content, the research models and methodology are discussed in Section 2, followed by the
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computational setting overview in Section 3. Finally, detailed analysis and discussion are
presented in Section 4, and the conclusion in Section 5.

2. Research Object

In the present work, the considered PJP model is a pre-swirl stator form, as shown in
Figure 1. The basic PJP model has an eight-bladed stator (Zs = 8) and a six-bladed rotor
(Zr = 6). Figure 2 presents the sketch of the flow velocity into the stator and rotor vane
cascades at radius r, where V∞, n, and α are the oncoming flow velocity of the PJP, the
revolution speed of the rotor, the angle of attack of the rotor blade section, respectively. The
symbol V denotes the velocity, where the subscripts ‘u’ and ‘m’ indicate the circumferential
and meridional components of velocity, and the subscripts ‘1’, ‘2’, and ‘3’ indicate the axial
locations. The rotor diameter Dr (Dr = 2Rr) is 0.1664 m and the tip clearance between the
tip and the duct inside is 0.001 m. The rotor blade is zero skew and rake. The pitch angle of
the rotor blade βr in the radial direction is given in Table 1. The stator axial length Ls is
constant in the radial direction while the pre-swirl angle of the stator blade β1 is variable,
as presented in Table 1. The stator and rotor sections are the NACA66 and NACA16 series,
respectively. The blade-to-blade distance of the stator ts, the blade-to-blade distance of
the rotor tr, and the chord length of the rotor blade section Lr are sketched in Figure 2.
Particulars of the duct section are given in Table 2. Table 3 gives the blade numbers of the
stator and rotor of the derived PJP models. The solidities of the stator and rotor are held
constant as same as the basic PJP model (S8R6). Hence, the product of the chord length
and blade numbers are held constant according to the solidity definition. The PJP is mainly
working behind the submarines, and hence the rudder wakes are even number. So, the
blade with an even number is not considered. The stator and rotor of the derived PJP
models are shown in Figure 3.

In Figure 1, two inertial reference frames are shown: a cartesian coordinate system
Oxyz and a cylindrical coordinate system Oθrz. The PJP advance direction is the z negative
direction. The rotor rotates around the z axis, and the rotation direction is right-handed.
The axis direction of the cylindrical coordinate system Oθrz is oriented towards the z axis.

Figure 1. The PJP model in experimental configuration (a) and numerical configurations (b,c).

Figure 2. The sketch of the velocity across the blades: (a) stator blades; (b) rotor blades.
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Table 1. The radial distribution of the stator pre-swirl angle β1 and rotor pitch angle βr, as shown
in Figure 2.

r/Rr 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
β1 (rad) 0.2009 0.2716 0.3146 0.3311 0.3246 0.2967 0.2399 0.1705

r/Rr 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
βr (rad) 0.8161 0.7061 0.6075 0.5287 0.4649 0.4012 0.3351 0.2658

Table 2. The duct section, where yi and yo denote the duct inside and outside the y coordinate.

z/Dr 0.000 0.0250 0.050 0.075 0.100 0.200 0.300 0.400

yi/Dr 0.6393 0.6156 0.6053 0.5952 0.5866 0.5582 0.5361 0.5182

yo/Dr 0.6393 0.6548 0.6567 0.6588 0.6592 0.6561 0.6445 0.6307

z/Dr 0.500 0.600 0.700 0.800 0.900 1.000 1.025 1.050

yi/Dr 0.5076 0.5060 0.5060 0.4990 0.4762 0.4468 0.4421 0.4387

yo/Dr 0.6151 0.5978 0.5758 0.5488 0.5168 0.4795 0.4681 0.4582

Table 3. The PJP model with different rotor and stator blade numbers (Zr and Zs).

PJP Model S8R6 S9R7 S11R7 S11R9 S13R7 S13R9 S13R11
ID 1 2 3 4 5 6 7

Zr 6 7 7 9 7 9 11
Zs 8 9 11 11 13 13 13

Figure 3. The rotor and stator under different blade numbers.

The following dimensionless coefficients are used to describe the PJP propulsion
performance:

J =
V∞

nDr
; KTr =

Tr

ρn2D4
r

; KQr =
Qr

ρn2D5
r

; KTs =
Ts

ρn2D4
r

; KQs =
Qs

ρn2D5
r

; KTd =
Td

ρn2D4
r

, (1)

where J is the advance coefficient. Tr, Ts, and Td are the thrust of the rotor, stator, and
duct, respectively, and their corresponding dimensionless coefficients are KTr, KTs, and KTd.
The total thrust coefficient of PJP is defined as KT = KTr + KTs + KTd. Qr and Qs are the
torques of rotor and stator, respectively, and similarly, their corresponding dimensionless
coefficients are KQr and KQs. Unless otherwise specified, all quantities are in dimensionless
form using the rotor diameter Dr, the velocity nπDr, and the fluid density ρ = 998.2 kg/m3

as reference values. The dynamic viscosity of the fluid is µ = 0.001003 kg/(m·s).
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3. Computational Overview
3.1. Numerical Method

As discussed in Section 1, the hybrid RANS/LES [34,35] is preferred to model the
flow structures in PJP investigations. So, the IDDES [11,22,36] is employed to obtain the
PJP propulsion and flow as it is a further developed formulation in the hybrid RANS/LES
family. In the RANS portion, the SST k−ω [37] turbulence model is employed. Considering
that in the IDDES strategy, the wall boundary regions are modeled by RANS, the transition
model [38] with cross-flow effect is included in the RANS portion during the IDDES
calculation. Moreover, to better capture the vortical structures and reduce the RANS
portion effects, the embed LES (ELES) is adopted to model the flow structures. The ELES is
also a hybrid RANS/LES form, and its main difference with IDDES is that the LES region
can be manually assigned. In ELES, the Wall-Adapting Local Eddy-viscosity (WALE) [39]
subgrid-scale model is employed to model the turbulence where the scale is smaller than
the filtering scale. In this work, the body force and gravitational acceleration are ignored.

3.2. Mesh and Computational Setting

All meshes are hexahedral structural, the details of which are presented in Figure 4. For
IDDES and ELES calculations, the y+ on the model surfaces is controlled close to 1. The
computational fluid domain is shown in Figure 5. The whole computational domain
is a cylinder with a diameter of 10Dr and a length of 30Dr. The PJP is located at 10Dr
downstream of the inlet. The domain was divided into four subdomains for the convenience
of generating mesh and modeling the rotor revolution, including the rotor domain, stator
domain, outer0 domain, and outer1 domain. These divided subdomains are connected
by interior interfaces. Details of mesh count are given in Table 4. The discussion on the
effects of mesh density on the prediction of PJP performance is not presented in the current
investigation as the meshing strategy and mesh density are based on Refs. [9,11], where
more information about the discussion on mesh density can be found. Moreover, the
total mesh count is more than that in previous work [9,11]. The mesh of outer0 and outer
domains are further refined for better capturing the vortices in ELES calculation, where the
calculations in the rotor, stator, and outer0 domains are in LES.

Figure 4. The PJP mesh (a–c), and the further refined mesh (d).
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Figure 5. The computational domain and boundary conditions.

Table 4. Mesh count (milllions).

PJP Subdomains S8R6 S9R7 S11R7 S11R9 S13R7 S13R9 S13R11

rotor 6.97 6.83 6.83 6.99 6.83 6.99 7.51
stator 5.73 6.14 6.76 6.76 6.96 6.96 6.96
outer0 8.15
outer1 1.89

outer0 (refined) 20.63
outer1 (refined) 5.70

Figure 5 presents the boundary conditions of calculation. The turbulence intensity and
turbulent viscosity ratio of the inlet are 1% and 10%, respectively. These values are based
on the experiments and a previous investigation [40]. The domain outlet is a pressure outlet
where constant static pressure is placed. The lateral wall is specified as a zero shear stress
wall boundary. The revolution speed of the rotor is n = 20 r/s. Then, the inlet velocity is
specified according to the advance coefficient J. Six advance coefficients from 0.2 to 1.2 with
a step of 0.2 are considered in all IDDES calculations, while J = 0.2, 0.6, and 1.0 are mainly
considered in the ELES calculations. According to previous investigations, the timestep ∆t
is the time of the rotor rotating one degree: ∆t = 1/(360n). For IDDES, the simulation time
is eight times the period of the rotor. The discussion on the force fluctuation is based on the
next ten times period calculation. The ELES simulation time is also eight times the period
of the rotor, and the next five times period calculation is used to get the phase-averaged
flow field. The pressure-based solver in all simulations is under the SIMPLEC algorithm.
The bounded central differencing scheme and bounded second-order implicit scheme are
used for the momentum and time terms, respectively.

3.3. Comparison with Experiment

The y+ distribution of PJP S8R6 at J = 1.0 condition, shown in Figure 6, suggests that
the near-wall mesh satisfies the y+ requirement of IDDES and ELES. The instantaneous
LES region in IDDES calculation identified by the ratio of lIDDES/lRANS indicates that the
concerned regions are in LES resolution. In ELES calculations, the stator, rotor, and outer 0
regions are all in LES resolution as these regions are further refined and manually specified.
The comparison between the IDDES and experimental results is given in Figure 7, where
the numerical results are the time-averaged values of the last two-period. The deviation is
mainly shown in torque coefficient and has the largest value of 6.8% at J = 1.2. The torque
deviation is potentially caused by the insufficient prediction of the friction on rotor blades.
The deviation shows a larger value owing to a larger contribution of friction to torque at a
high advance coefficient. Overall, the IDDES prediction has an acceptable deviation with
the experiment.
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Figure 6. (a) the y+ distribution at J = 1.0, and (b) the LES region in corresponding IDDES calculation,
identified by the ratio lIDDES/lRANS.
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curves, (b) deviation.

4. Results and Discussion
4.1. Propulsion

Though the main purpose of changing the blade number is to inspect the thrust
fluctuation and the flow characteristics, a check on the PJP loading is also needed. The total
loading change of PJP is negligible when changing the blade numbers of the stator and rotor
with constant solidities. As shown in Figures 8 and 9, the notable relative deviations are
mainly shown in the thrust and torque of the stator. The stator loading is also not affected
when only changing the rotor blade number. However, the rotor loading has a noticeable
but very slight change when only changing the stator blade number. Comparatively, the
relative deviation on the duct loading is very small when changing the blade numbers.
According to Figure 9c, increasing the blade number of the stator or rotor, the zero torque
balance point moves towards the high advance coefficient. However, this movement is
almost negligible.

The rotor undergoes a non-uniform oncoming flow generated by the stator and shows
noticeable fluctuations of thrust and torque, as presented in Figure 10. The stator also has
an obvious torque fluctuation owing to the rotor revolution. Comparatively, the thrust
fluctuation is dominated by the rotor in the axial direction, while in the side directions, it is
dominated by the side forces of the duct, as depicted in Figure 11, where KTr(x), KTr(y),
KTs(x), KTs(y), KTd(x), and KTd(y) indicate the side forces in the x and y directions of the
rotor, stator, and duct. The duct has almost an equivalent fluctuation level of side forces to
the axial thrust fluctuation of the rotor. However, the duct side force shows slight changes
in fluctuant degree between different advance coefficients. Figures 12 and 13 give the
RMSE (root mean squared error) values of all mentioned dimensionless coefficients of
all PJP models. KTr, KTd(x), and KTd(y) have larger RMSE values under different blade
numbers. The main difference is that the fluctuation of KTr considerably increases when
PJP works at a low advance coefficient. KQr and KQs also have almost equivalent RMSE
values, and they notably increase at heavy loading. Nevertheless, the fluctuation of KQs
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and its change tendency with the PJP loading condition is not affected when changing the
blade numbers.
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the rotor and stator: (a) 10KQr, (b) 10KQs, (c) 100(|KQs| − KQr)/KQr, where KQr is normalized by the
corresponding one of PJP S8R6 at J = 0.2 while KQs is normalized by the corresponding one of PJP
S8R6 at J = 1.2.

160



J. Mar. Sci. Eng. 2021, 9, 1406

0 2 4 6 8- 0 . 0 1 5
- 0 . 0 1 0
- 0 . 0 0 5
0 . 0 0 0
0 . 0 0 5
0 . 0 1 0
0 . 0 1 5

10K
Qs

t / T

 J = 0 . 2   J = 0 . 6   J = 1 . 0

0 2 4 6 8- 0 . 0 1 5
- 0 . 0 1 0
- 0 . 0 0 5
0 . 0 0 0
0 . 0 0 5
0 . 0 1 0
0 . 0 1 5

K T
s

t / T

 J = 0 . 2   J = 0 . 6   J = 1 . 0

0 2 4 6 8- 0 . 0 1 5
- 0 . 0 1 0
- 0 . 0 0 5
0 . 0 0 0
0 . 0 0 5
0 . 0 1 0
0 . 0 1 5

K T
d

t / T

 J = 0 . 2   J = 0 . 6   J = 1 . 0

0 2 4 6 8- 0 . 0 1 5
- 0 . 0 1 0
- 0 . 0 0 5
0 . 0 0 0
0 . 0 0 5
0 . 0 1 0
0 . 0 1 5

10K
Qr

t / T

 J = 0 . 2   J = 0 . 6   J = 1 . 0

0 2 4 6 8- 0 . 0 1 5
- 0 . 0 1 0
- 0 . 0 0 5
0 . 0 0 0
0 . 0 0 5
0 . 0 1 0
0 . 0 1 5

K T
r

t / T

 J = 0 . 2   J = 0 . 6   J = 1 . 0

( e )( d )

( c )( b )( a )

Figure 10. Thrust and torque fluctuations of the rotor, stator, and duct of the PJP model S8R6: (a) KTr,
(b) 10KQr, (c) KTd, (d) KTs, (e) 10KQs.
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Figure 11. Side force fluctuations of the rotor, stator, and duct of the PJP model S8R6: (a) KTr(x),
(b) KTd(x), (c) KTs(x), (d) KTr(y), (e) KTd(y), (f) KTs(y).
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Figure 12. RMSE values of the fluctuation component of thrust and side forces: (a) KTr, (b) KTr(x),
(c) KTr(y), (d) KTs, (e) KTs(x), (f) KTs(y), (g) KTd, (h) KTd(x), (i) KTd(y).
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Figure 13. RMSE values of the fluctuation component of torque: (a) 10KQr, (b) 10KQs.

As shown in Figure 14, KTr has a dominant peak at the frequency of four times BPF
(blade passing frequency) in the frequency domain while KTd(x) does not show a noticeable
peak. It should be noted that the value of BPF is different for different PJP models. Unlike
the fluctuation of KTd in the side directions, the fluctuation of KTr notably decreases in the
whole frequency band when the PJP loading decreases. The range of thrust fluctuation
has a considerable increment with increasing the PJP loading when the blade numbers of
the rotor and stator are close, as depicted in Figure 15, where the PJP models, S8R6, S9R7,
S11R9, and S13R11 have large thrust fluctuations at the heavy loading (J = 0.2). It is not
beneficial for the thrust fluctuation in the axial direction when the rotor blade number
is close to the stator’s. In the frequency domain, as shown in Figure 16, the number of
dominant peaks decrease or disappear when the blade numbers between the rotor and
stator are coprime. At the light loading (J = 1.0), a visible high peak occurs at BPF or 2BPF
when the difference in blade number between the rotor and stator is large, while at the
heavy loading (J = 0.2), the frequency curve has more peaks when the blade numbers
of the rotor and stator are close. According to Figures 17 and 18, the fluctuant range of
the duct side force is not affected when changing the blade number. However, unlike the
original model, the fluctuation of the duct side force produces visible peaks in the frequency
domain, particularly when the blade numbers between the rotor and stator have a large
difference. Overall, focusing on weakening the characteristic peaks of thrust fluctuation in
the frequency domain, adopting a rotor and a stator with coprime blade numbers and a
large difference in blade number is better. However, this configuration will exaggerate the
fluctuation of side force on the duct.
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Figure 14. Frequency domain curves of KTr, KTd(x) and KTd(y) of the PJP model S8R6: (a) KTr,
(b) KTd(x), (c) KTd(y).
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Figure 15. Time domain curves of fluctuation component of KTr. (from (a–f) corresponding to PJP
model ID 2 to 7).
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Figure 16. Frequency domain curves of fluctuation component of KTr. (from (a–f) corresponding to
PJP model ID 2 to 7).
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Figure 17. Time domain curves of fluctuation component of KTd(x). (from (a–f) corresponding to
PJP model ID 2 to 7).
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Figure 18. Frequency domain curves of fluctuation component of KTd(x). (from (a–f) corresponding
to PJP model ID 2 to 7).

4.2. Flow Field

The pressure distribution on blades determines the rotor thrust, and its low value
mainly distributes on the suction side and the region under the effects of the tip clearance
leakage flow. Figure 19a shows the pressure on the suction side of the rotor blade of the
original PJP model at different advance coefficients. The low-pressure area on the blade
leading edge decreases as the loading decreases. At the lightest loading, the low pressure
mainly exists on the inner radii part of the leading edge. The tip clearance leakage flow
causes considerable low pressure on the suction side near the blade tip. This low-pressure
area gradually decreases and disappears as the advance coefficient goes up. Changing the
blade number under a constant solidity means the total loading on the rotor or the pre-swirl
effect of the stator does not change. Hence, increasing the rotor blade numbers decreases
the loading per blade. As shown in Figure 19b, the pattern of pressure distribution does not
change. For the low-pressure region on the suction side caused by the tip clearance leakage
flow, increasing the blade number decreases its size in the chord direction but does not
change its radial size. The tip clearance leakage flow is driven by the pressure difference
between the pressure side and the suction side. Consequently, its relative beginning place
along the blade chord is not changed.

Figure 20 presents the Cp iso-surface lower than −0.25. The iso-surface of the low-
pressure region on the leading edge of the rotor blade decreases as the loading decreases.
Though the low-pressure area caused by the tip clearance leakage flow gradually thins
as the loading decreases, it maintains a long distance downstream at the high advance
coefficient. Besides, low pressure also occurs on the duct leading edge due to the PJP
duct undergoing a large angle of attack in the open water condition. Like the pressure
distribution on the blade surface, the main difference is the change of the low-pressure
region in the tip clearance leakage flow under different blade numbers. Increasing the
blade number weakens the effect of low-pressure in tip clearance leakage flow on the rotor
suction side and decreases this low-pressure region size. However, this low-pressure region
does not shorten its evolution distance downstream.
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Figure 19. Pressure distribution on the suction side of a rotor blade. (a) PJP model S8R6, (b) derived
PJP models ID 2-7.

Figure 20. Pressure iso-surfaces (Cp = −0.25) in the PJP flow region. (a) PJP model S8R6, (b) derived
PJP models ID 2-7.

The stator has a pre-swirl effect on the rotor oncoming flow. As shown in Figure 21,
increasing the advance coefficient, the inner radii of the stator blades have a considerable
circumferentially wide wake, whose radial length and circumferential width depend on the
flow velocity through the stator blade cascade. Besides, at the heaviest loading (J = 0.2), the
duct leading edge forms a flow separation on the inside, exaggerating the non-uniformity
of the stator wake. This phenomenon further increases the thrust fluctuation of the rotor
and causes more peaks in the frequency domain when the blade number of the rotor is
close to the stator’s, as discussed in Section 4.1. At the middle (J = 0.6) and light (J = 1.0)
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loadings, the aforementioned wide wake of the stator blade mainly has a notable decrease
in the circumferential direction when increasing the blade number of the stator. Moreover,
the velocity gradient in this wake is also weakened.

After the duct, the PJP forms a high-velocity wake, as shown in Figure 22. In the wake
inner region, there exists distinguishable wake topologies of the stator and rotor (hereafter,
the two wake topologies are named stator wake and rotor wake, respectively). Different
style circles are used to mark the radial areas of these distinguishable wake topologies.
According to the previous investigations, the two wakes come from the trailing edge wake
of the inner radii blade [11,12]. The rotor wake depends on the rotor loading, while the
stator wake depends on the flow velocity through the stator. However, the two wakes are
concurrently weakened as the advance coefficient increases owing to their interaction [12].
Unlike the stator wake between the stator and rotor, as shown in Figure 21, increasing the
stator blade number decreases the radial size of the stator wake in the PJP wake. Increasing
the rotor blade number has the same tendency, but the rotor wake’s effect on the stator
wake is weakened. As shown in Figure 22b, the stator wake is more distinguishable when
increasing the rotor blade number and holding the stator blade number.

Figure 21. Velocity magnitude Vm at z = −0.3Dr slice, where the radii of the dashed circle and the
solid circle are 0.45Dr and 0.35Dr, respectively. (a) PJP model S8R6, (b) derived PJP models ID 2-7.
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Figure 22. Velocity magnitude Vm at z = 0.5Dr slice, where the radii of dashed circle and solid circle
are 0.30Dr and 0.15Dr, respectively. (a) PJP model S8R6, (b) derived PJP models ID 2-7.

4.3. Vortices

The vortices in the PJP flow field are identified by the Ω method [41,42]. Figure 23
presents the vortical structures of the original PJP model S8R6 at loading J = 0.6, and the
size of iso-surface shows the vortex intensity. More discussion on these vortices under the
effects of the mesh and turbulence model and the evolution mechanism is documented in
Refs. [11,12], respectively. Here, the interaction between the duct shedding vortex (DSV)
and tip clearance leakage vortex (TCLV) near the duct outlet, the interaction between the
wake vortices of the stator and rotor, and hub, are mainly discussed under the effects of
blade numbers, where the rotor wake vortices represent the vortices shedding from the
trailing edge of the rotor blade, particularly the ones in the inner radii. More about the
discrimination of these vortices are in the investigation [12].

Figure 23. (a) vortices identified by the Ω method in the flow field of PJP model S8R6 at J = 0.6;
(b) back view.

Increasing the rotor blade number results in a blade loading decrement. As shown in
Figure 24, the TCLV intensity decreases when the rotor has more blades under the same
constant. Hence, the TCLV is more unstable during the evolving downstream along the
contracted duct. Near the duct shrinkage stage, TCLVs become twisted. They lost their
helical topologies as their intensities are not enough to maintain their shape (as depicted in
Figure 24 when the rotor blade numbers are nine and eleven). Then, they are broken into
‘Ω’ or ‘C’ shape segments. These segment vortices twine or bridge each other. Increasing
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the rotor loading exaggerates this phenomenon. The DSVs bridge to these upstream
segment vortices at the duct outlet and many secondary vortices occur. According to the
investigation on propeller vortical structure [12,43], these secondary vortices include the
ones induced by primary vortices and the ones developing from the DSVs. The primary
structure of TCLV is not distinguishable after the duct outlet. When the TCLV intensity
is high enough to maintain its primary vortex shape, the essential break of the primary
vortex comes from the DSV interaction and the development of the secondary vortices. So,
the primary structure is distinguishable in the near field after the duct outlet owing to an
incomplete break from secondary vortices at this time.

Figure 24. Interaction between the tip clearance leakage vortex and the duct shed vortex.

The stator wake includes many wake vortices interacting with the downstream rotor,
as presented in Figure 25. The stator wake vortices depend on the flow velocity through
them. Every stator blade forms a high-intensity vortex evolving downstream when the
stator undergoes a high-velocity flow. The flow separation occurs near the duct leading
edge at the heaviest loading condition and generates many vortices. As documented in the
investigation [12], the aforementioned high-intensity wake vortex of the stator blade plays
the main role in interacting with the rotor blade and rotor blade wake vortices.

Figure 25. Interaction between the blade wake vortices of the rotor and stator of PJP model S8R6.

Figure 26 shows the wake vortices of the rotor and stator under different rotor blade
numbers. The evolution of rotor blade wake vortices is considerably affected due to the
decrement of the intensity of per blade wake vortex. Though the total loading on the
rotor is not changed, the wake vortices quickly dissipate downstream owing to the lower
intensity when increasing the rotor blade number. The downstream rotor does not show
noticeable effects on the wake vortices of the stator. As shown in Figure 27, increasing the
stator blade number means the wake vortices per blade are weakened. However, the stator
blade also has considerable separating vortices on its suction side owing to the constant
camber. Increasing the stator blade number mainly affects the high-intensity vortices in
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the blade trailing edge wake. As the flow velocity through the stator determines these
high-intensity vortices, the rotor wake vortices show a noticeable difference caused by the
stator wake vortices when the PJP is at a high advance coefficient. A high-intensity vortex
occurs in the wake vortices of the stator blade at the high advance coefficient (J = 1.0)
when the blade number is less (Zs = 9). This high-intensity vortex has a longer evolution
distance downstream and successfully interacts with the rotor blade and its wake vortices.
After interacting with the rotor wake vortices, the high-intensity stator wake vortices are
broken into segments but show distinguishable structures after the duct outlet.

Figure 26. Interaction between the blade wake vortices of the rotor and stator of PJP models
withholding the stator blade numbers: (a) different rotor blade numbers under 11 stator blades,
(b) different rotor blade numbers under 13 stator blades.
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Figure 27. Interaction between the blade wake vortices of the rotor and stator of PJP models
withholding the rotor blade numbers.

After the duct outlet, the wake vortices of the rotor and stator considerably affect the
evolution of hub vortices, where the wake vortices of the rotor blade play the dominant
role. The wake vortices can be weakened by increasing the blade number. Increasing
the stator blade number results in a longer distance of blade wake vortices in PJP wake
and a more unstable topology of hub vortices, which can be clearly evidenced from the
Figure 28 where the rotor blade number is seven or nine. The effects of stator blade wake
vortices on rotor wake vortices are decreased, and hence the rotor blade wake vortices can
more affect the hub vortices. This phenomenon is noticeable at the low advance coefficient.
However, it presents an inverse phenomenon at the high advance coefficient owing to the
high-intensity vortices in the stator wake vortices when the stator blade number is less. As
the rotor blade wake vortices play the main role in affecting the stability of hub vortices,
increasing the rotor blade number results in fewer rotor wake vortices around the main
hub vortex tube. Then, the hub vortex tube can maintain its stable primary vortex structure
long distance.

Figure 28. Hub wake vortices under different rotor and stator blade numbers.
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5. Conclusions

In the present study, the effects of blade number on the propulsion, flow, and vortices
of a pre-swirl stator pump-jet propulsor are concerned under constant solidities. The
original has an eight-bladed stator and a six-bladed rotor. The stator and rotor with
coprime blades numbers are derived for new PJP models. The thrust fluctuation, flow field,
vortical structures of these PJP models are discussed and analyzed after discussing the
derivation method of these PJP models, the numerical method, and the verification of the
original PJP model. The conclusions can be drawn as follows:

(1) Changing the blade number does not affect the PJP performance when the solidities
of the stator and rotor are not changed;

(2) Adopting coprime blade numbers of the stator and rotor decreases the peak am-
plitude of the rotor thrust fluctuation in the frequency domain. Nevertheless, the
rotor thrust shows a large fluctuant range when the rotor blade number is close to
the stators;

(3) The duct side force shows a noticeable fluctuation, and a large difference in blade
numbers between the stator and rotor causes high peaks in the frequency domain;

(4) Increasing the rotor blade number decreases the effect range of tip clearance leakage
flow on the suction side in the chord direction, while the effect range does not change
in the radial direction. A rotor with more blades also results in a radially narrow core
region in its wake. The intensity of the tip clearance leakage vortex is also decreased,
and hence this vortex prematurely becomes more unstable before it is out of the duct.
However, the total break of this vortex is completed after the interaction with the
duct shedding vortex. The rotor wake vortices are notably weakened, and hence
their effects on the stability of hub vortices decrease. Compared with the effects of
stator wake vortices, the rotor wake vortices dominate the effects on the instability
of hub vortices. Consequently, the hub vortices maintain a stable primary vortical
structure with a long distance when increasing the rotor blade;

(5) Increasing the stator blade number decreases the velocity gradient in the inner radii
of the stator wake and results in a radial narrow stator wake in the rotor downstream.
The decreased loading per stator blade weakens the high-intensity vortex in the
stator wake vortices. Hence, the effects of this high-intensity vortex on the rotor
wake vortices decrease.
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Abstract: In order to improve the hydrodynamic performance of pump-jet propulsion (PJP) when
matching stator with the rotor, the RANS method with SST k-ω turbulence model is employed to
study the influence of six kinds of stator parameters, which are classified into three groups, i.e., stator
solidity, stator angles and rotor–stator spacing (S). Results show that the stator solidity involves the
blade number (Ns) and chord length (L), has an obvious acceleration effect at and after stator, and
produces a higher thrust and torque with a slight efficiency change. Further comparing Ns and L
results, we find greater distinctions between the two cases when stator solidity is greatly adjusted.
Three stator angles, i.e., stagger angle (α), lean angle (γ), and sweep angle (β), are studied. The α

has the biggest effect on the thrust, torque, and efficiency; meanwhile, it shifts the advance number
that corresponds to maximum efficiency. The effect of γ is similar to α, but its influence is far less
than α. However, there is little difference between various β cases except for off-design conditions,
where the efficiency drops dramatically as β increases. The S has a slight effect on PJP performance.
Even though S decreases 34% relative to the original PJP, the rotor thrust and torque increase by
less than 1%. In addition, we compare torque balance locations under various parameters, and each
component force is analyzed in detail to explain the reason for performance variation. The present
work is conducive to future optimization in PJP design.

Keywords: pump-jet propulsor; SST; stator solidity; stator angle; rotor–stator spacing

1. Introduction

The pump-jet propulsion (PJP), which consists of a stator (a stationary blade row),
a rotor (a rotating blade row), and a duct, is a special type of underwater thruster. PJP
has been widely used for various underwater vehicles. According to the position of the
stator, there are two types of PJP: pre-swirl PJP and post-swirl PJP. The submarines and
some offshore vessels generally adopt the former for noise reduction [1]. In contrast,
underwater vehicles such as torpedoes typically employ post-swirl PJP, for the post-stator
can recover part of the wake energy that is lost with conventional propellers. Hence, the
stator generates more thrust and improves the open-water efficiency of PJP.

In earlier years, PJP research mainly focused on the design method. Mccormick et al. [2]
are the first academics who discussed the design of a post-stator PJP. They performed the
numerical evaluation of the efficiency and cavitation of PJP. The shroud and propeller
were replaced by an equivalent system of ring source and sinks, ring vortices, and vortex
filaments. Henderson et al. [3] introduced a method for the design of PJP. A quasi-one-
dimensional method of blade design was described that used compressor data. Meanwhile,
the arrangement of shroud and vanes is discussed. Furuya et al. [4] presented a report de-
scribing the blade-to-blade design with corrections due to the three-dimensional approach.
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There is some literature about hydrodynamic research on PJP by experimental and
numerical methods. In the experimental study, Zierke et al. [5] are earlier researchers who
performed various test methods in the underwater turbomachine with stator. They con-
ducted experimental measurements of a high Reynolds number axial pump in the Applied
Research Laboratory (ARL) at Penn State. Flow visualization and velocity measurement by
laser doppler velocimeter (LDV) were carried out. In addition, both slow-response and fast-
response pressure probes were used to test pressure fluctuation. Suryanarayana et al. [6–8]
conducted a series of experiments of PJP on an axisymmetric underwater body. The in-
vestigation of PJP was tested at a wind tunnel, which focuses on the axial velocity and
tangential velocity, the self-propulsion point, thrust magnitude, and torque balance. In
addition, experiments at the cavitation tunnel showed that the inception position took
place at the rotor tip at a high advance ratio and the leading edge of the suction side at a
low advance ratio. However, the duct and stator were free from cavitation. Shirazi et al. [9]
also investigated a post-swirl PJP on a full-scale underwater vehicle experimentally and
numerically. The experiments include the bollard pull, self-propulsion, and bare hull
resistances were conducted to validate the design procedure and verify the numerical
results. Further conditions in which PJP works were numerically studied.

In numerical simulation, many academics utilized the RANS method with various
turbulence to study PJP; Lee et al. [10] investigated an IGV/rotor propulsion pump using
a standard k-ε turbulence model with a low-Reynolds-number approach near the wall.
Results such as blade loadings and wake vortex patterns are compared with Zierke’s [5]
experimental results. The authors of [11–13] also used the k-ε model to investigate the
hydrodynamic performance of PJP in torpedo propulsion. Park et al. [14,15] presented
a numerical simulation of the waterjet propulsion system and single-stage ducted ma-
rine propeller, respectively; both of which solved RANS equations with the k-ε model.
Huyer [16] also employed the k-ε model to study the lateral force of a post-swirl propulsor
under a controllable pitch stator; both ducted configuration and open case were researched.
Ahn [17] studied a pump-jet with and without a ring by solving the Spalart–Allmaras
equation. The ring cases showed lower vortex strength at the tip. The tip clearance is a
key factor for the shrouded rotor and has been a research hotspot for PJP. The authors
of [18–21] numerically investigated the influence of tip clearance on post-stator PJP. Results
showed that efficiency is closely related to the size of clearance due to the energy loss
generated by tip leakage vortex (TLV). The larger the tip clearance size, the lower efficiency
of PJP, while the efficiency remains unchanged when it increases to a certain value. The tip
vortices, including tip separation vortex (TSV) caused by separation at the leading edge
of the rotor and TLV, are also influenced by clearance. As the tip clearance size increases,
the TSV spreads toward the suction side. Decreasing the advance ratio (increasing rotation
speed or decreasing the inlet velocity) will reinforce the vortices and make the cavitation
phenomenon more possible to happen.

Reviewing the previous literature, most researchers focus on the hydrodynamics of
the rotor and flow details around the rotor, especially the tip clearance between the rotor
and duct inner surface. Little research has been conducted on pre-swirl stator parameters
except for [22], which mainly investigated the rotor fluctuation but ignored some important
results of PJP components, such as the stator force, stator torque, and duct force. From
Yu’s work, it is obvious that the pre-whirl stator has a significant impact on PJP global
performance. The fundamental reason is that the hydrofoil performance [23] of rotor
blade is influenced by the inflow condition caused by various stator parameters. The
comprehensive study of stator parameters is worthwhile for future PJP design. In this
paper, six kinds of stator parameters, organized into three groups, are thoroughly studied
based on the RANS method. Apart from the hydrodynamics of all components of PJP, we
emphasize the flow field between stator and rotor. The layout is as follows:

Section 2 presents the governing equations and the details of numerical discretization
method. In Section 3, the geometry of prototype PJP and the definition of stator parameters
are given. The computational domain and numerical setup are described in detail. Then,
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we perform the validation of the numerical method. Section 4 presents the detailed
hydrodynamic results of PJP with various parameters. Finally, Section 5 gives the summary
of key results.

2. Numerical Simulation Methods

PJP works in a uniform flow, and the fluid is water at a constant temperature, and
thus heat transfer effect is neglected. Due to an extremely low Mach number, the water is
treated as an incompressible fluid. In the present work, the steady simulation is adopted
to investigate the open-water performance of PJP under the different stator parameters.
Reynolds Averaged Navier–Stokes (RANS) equations include mass conservation equation
and momentum conservation equation are:

∂Ui
∂xi

= 0 (1)

ρuj
∂ui
∂xj

= ρFi −
∂p
∂xi

+
∂

∂xj

(
µ

∂ui
∂xj
− ρu′iu

′
j

)
(2)

In the equations, ρ is water density, xi and xj are cartesian coordinate components
(i = 1, 2, 3; j = 1, 2, 3), and F represents the mass force of an element, such as gravity. For
the present work, the F equals to zero. µ and p are the dynamic viscosity and pressure,
respectively. ui and uj are the absolute velocity component. ρu′iu

′
j is the Reynold stress. ui

and uj represent the time-averaged item, the turbulence model is needed for the closure of
Equation (2).

The SST k-ω turbulence model is a two-equation eddy-viscosity model proposed by
Menter [24], which has become widely used in flow simulation of underwater vehicles and
PJP [25–31]. The shear stress transport (SST) formulation combines the best of k-ω model
and k-ε model, is able to investigate a model of low Reynolds number without using the
wall function method. In the free-stream far away from the wall, the SST can freely switch
to the k-ε formulation and thus avoids the common problem exists in k-ω formulation
that the model is too sensitive to the inlet free-stream turbulence conditions. Meanwhile,
the SST has a better behavior in adverse pressure gradients and separating flow. Qin [19]
carried out numerical simulations of PJP with three different turbulence models, namely
standard k-ε, realizable k-ε, and SST k-ω turbulence models. The results showed that the
SST configuration is much more accurate. Therefore, the SST k-ω formulation is chosen to
study the performance and flow characteristics of PJP. The turbulent kinetic energy k and
specific dissipation rate ω formulations can be written as follows:

Uj
∂k
∂xj

= Pk − β∗kω +
∂

∂xj

[
(ν + σkνT)

∂k
∂xj

]
(3)

Uj
∂ω

∂xj
= αS0

2 − βω2 +
∂

∂xj

[
(ν + σωνT)

∂ω

∂xj

]
+ 2(1 − F1)σω2

1
ω

∂k
∂xi

∂ω

∂xi
(4)

where the Pk is the production rate of turbulence used to prevent the built-up of stagna-
tion regions:

Pk = min

(
τij

∂Ui
∂xj

, 10β∗kω

)
with τij = νT

(
∂Ui
∂xj

+
∂Uj

∂xi

)

To properly predict the onset and amount of flow separation from the surface, the eddy-
viscosity νT should be limited, where vT = a1k/ max(a1ω, SF2). Notice that vT = µT/ρ.
S0 is an invariant measure of strain rate and F2 is a blending function similar to F1. Specific
formulations and constant values can be found in reference [32].
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In the present work, the Ansys/CFX solver is employed to numerically investigate the
global performance of PJP. The solver uses the element-based finite volume method. The
governing equations are reorganized in the volume integral and surface integral forms and
then discretized with each element. The advection scheme for four equations from (1) to (4)
all adopt a high-resolution scheme to ensure a more accurate result and good robustness.

3. Numerical Simulation of PJP
3.1. Model Geometry

Figure 1 shows the typical model-scaled PJP. The pre-swirl stator with eight blades
is fixed on the conical hub, which is the extension of the submarine tail and has the same
conical degree. The six-post rotor blades are installed on a cylindrical hub, with a tip
clearance equal to 1 mm. In this paper, the rotor has a diameter of Dr = 146 mm. The
area ratio and hub diameter ratio of the rotor are 0.8 and 0.3, respectively. Both the profile
curves of stator hub and shroud are not parallel to the flow direction, thus resulting in
unequal diameters of stator at upstream and downstream, which are Dsin = 101.8 mm and
Dsout = 91.6 mm, respectively. The duct length is Ld = 177.8 mm, and the diameters of inlet
and outlet are Din = 210.4 mm and Dout = 146.0 mm, respectively.
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Figure 1. The pump-jet propeller model.

At present, we classify six stator parameters into three groups, i.e., stator solidity,
stator angle, and rotor stator spacing (S). The first includes two parameters, the blade
numbers (Ns) and chord length (L). The second contains three angles, as shown in Figure 2.
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In Figure 2 view1, i.e., the circumferential view, the original foil and the modified foil
at 0.7 span are presented. We adjust the stagger angle (α) of the original model with a step

178



J. Mar. Sci. Eng. 2021, 9, 1396

of 4◦. However, the blade height (h) increases to h1 when decreasing α. In order to exclude
the influence of blade height on performance of PJP, the chord length (C) is scaled in a
proper ratio. The scaled ratio in Figure 2 should be h1/h.

In Figure 2 view2, i.e., the meridional view, a swept blade with a sweep angle β = 4◦

in dashed line is shown.
In Figure 2 view3, i.e., the axial view, the solid line, and dashed line are the leading

edge of the stator. The lean angle (γ) with a positive value means that the blade leans to
the pressure side. Accordingly, negative γ denotes blade leans to the suction side.

The third parameter S is the axial distance between the trailing edge of the stator and
the leading edge of the rotor at the root of the blade. It will be modified by translating
the stator blade along the axial direction with a step 5 mm and treated as a dimensionless
value normalized by Dr. The S for the original PJP is 0.35 Dr.

In the present work, five sets of cases for each parameter will be studied. The compu-
tational cases are listed in Table 1.

Table 1. Computational cases for each stator parameters.

Case
ID

Stator Parameters

Solidity Angle Rotor–Stator
Spacing

Ns L α β γ S

1 6 6/8C −8◦ −8◦ −4◦ 0.35Dr (origin)

2 7 7/8C −4◦ −4◦ 0◦

(origin) 0.32Dr

3 8 (origin) 1.0C (origin) 0◦ (origin) 0◦ (origin) 4◦ 0.29Dr
4 9 9/8C 4◦ 4◦ 8◦ 0.26Dr
5 10 10/8C 8◦ 8◦ 12◦ 0.23Dr

3.2. Mesh and Numerical Setup

The entire computational domain is divided into three subdomains: external domain,
stator domain, and rotor domain. The external domain is shown in Figure 3. PJP works
in a cylindrical tunnel with a length of 15Dr, and a radius of 5Dr. The inlet is located 5Dr
upstream of the rotor, and the outlet is located 10Dr downstream of the rotor. Both the
stator and rotor domains are generated by a single periodic domain that contains one blade.
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Figure 4 shows the coarse grid, the medium grid, and the fine grid of the single
domain of rotor and stator. Table 2 lists the number of meshes. The relation between y+

and the width of the first cell to the wall y is driven by the Blasius equation, expressed
as follows:

y = 6
(Vre f

ν

)− 7
8
( Lre f

2

) 1
8

y+ (5)
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where the Vref is reference velocity, defined as
√

V2
A + (πnDr)

2 (VA denotes the inflow
velocity, n denotes the rotation speed). The Lref is reference length, corresponding to the
chord length of rotor blade at r/R = 0.75. According to Equation (5), the height of first
layers, under the typical operating condition of VA = 2.6 m/s and n = 20 r/s, is 2 × 10−6 m
for all solid surface except the tunnel wall.
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Table 2. Mesh number.

Mesh
Groups ID Stator

Domain (M)
Rotor

Domain (M)
External

Domain (M) Total (M)

fine 1 5.13 6.07 3.73 14.92
medium 2 1.35 1.45 2.69 5.49
coarse 3 0.52 0.61 0.87 2.01

The boundary conditions can be seen in Figure 3. A uniform inflow velocity VA is
added at the inlet boundary, and the turbulence intensity is set to 1%. For outlet boundary,
an average static pressure of zero is imposed to simulate the far-field. The solid surface
of all PJP components is consider to be the no-slip wall. The outer tunnel wall is set to
a free-slip wall. In addition, three subdomains need to be connected with the interface
boundary. There are three types of interfaces provided by CFX for frame change models,
the mixing plane, frozen rotor, and transient rotor–stator methods. Among them, the frozen
rotor is the most useful way to produce a steady-state solution for the multi-frame problem,
and is adopted in this work. The external domain and stator domain are set to stationary.
The rotor domain is set to rotate around the negative z-axis with a constant speed of 20 r/s.
The alternate rotation model, in which the absolute frame velocity is advected instead of
relative frame velocity, is chosen for a significant reduction in numerical error.

3.3. Verification of Grid

In order to assess the performance of PJP, the dimensionless hydrodynamic coefficients
are defined as follows.

J =
VA
nDr

, KTr =
Tr

ρn2D4
r

, KTs =
Ts

ρn2D4
r

, KTd =
Td

ρn2D4
r

, KT =
Tr + Ts + Td

ρn2D4
r

= KTr + KTs + KTd

KQr =
Qr

ρn2D5
r

, KQs =
Qs

ρn2D5
r

, η =
TVA

2πnQr
=

(Tr + Ts + Td)VA
2πnQr

=
J

2π

KT
KQr

(6)

where J is the advance ratio. T is the thrust, with the subscript of r, s, d denote stator,
rotor and duct. Q represents torque, Qr and Qs are the torque of rotor and stator, respectively.
KTr, KTs and KTd are the thrust coefficient of the rotor, stator, and duct, respectively. KQr
and KQs are the torque coefficient of the rotor and stator, respectively. η is the open-water
efficiency. During calculation, the rotor speed is fixed at 20 r/s. By adjusting the VA, we
can acquire the PJP’s performance at various J.
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This section mainly discusses the results of the KT and KQr to verify the grid. The
formulations will be illustrated by taking the KT as example. The convergency ratio of
thrust coefficient R(KT) is:

R(KT) =
S2(KT) − S1(KT)

S3(KT) − S2(KT)
(7)

where the ‘S’ with subscript ‘1’, ‘2’, ‘3’ represent three different configurations with fine,
medium, and coarse meshes. According to the results of R(KT), three conditions are
obtained as follows:

(1) 0 < R(KT) < 1: Monotonic convergence.
(2) −1 < R(KT) < 0: Oscillatory convergence.
(3) |R(KT)| > 1: Divergence.

The uncertainty can be calculated by a correction of factor [33,34] or factor of safety [35].
The present work uses the factor of safety, i.e., value of 1.25 to calculate the uncertainty,
which has an alternate definition: the Grid Convergency Index (GCI). The GCI for a fine
mesh is defined as:

GCI21
Fine(KT) =

1.25δa
21(KT)

rpl(KT) − 1
= U(KT) (8)

The following formulations are used to calculated the GCI21
Fine(KT),

p(KT) = 1
ln(ri)

[
ln
(

S3(KT) − S2(KT)
S2(KT) − S1(KT)

)
+ q(p(KT))

]

q(p(KT)) = ln
(

r
pl (KT )
21 − s(KT)

r
pl (KT )
32 − s(KT)

)

s(KT) = 1 ∗ sign
(

S3(KT)−S2(KT)
S2(KT) − S1(KT)

)

δa
21 =

∣∣∣ S2(KT) − S1(KT)
S1(KT)

∣∣∣

(9)

where the order of accuracy p(KT) is generally calculated by the fixed-point iteration
method, but the refinement ratio ri is set to a constant value of 1.4 in this work, which
means the q(p(KT)) is zero. Meanwhile, we can use the KT and ri to solve p(KT). Following
the above steps, we can also obtain the CGI of KQr.

Table 3 lists the verification results under different J. The convergency ratio of KT
and KQr are all located between 0 to 1, illustrating that the mesh groups are monotonic
convergence. Although the GCI of KT and KQr are discrepant at different J, all of them are
below 1%, demonstrating that the refinement of grid does not cause a significant change
of hydrodynamic coefficients. In order to get a more detailed flow field, the fine mesh is
adopted for a further study of the effect of the stator on the PJP’s performance.

Figure 5 presents PJP performance curves with fine mesh. The curves of KT, KTr and η
are plotted in solid line. The dash lines are applied to other thrust coefficients and torque
coefficients of PJP components. In addition, the experiment data of KTr and KQr [36] are
given in the style of the symbol. The results show that the changing trend of KT, KQr, and
η is similar to conventional propellers. The difference is that η for PJP has a relatively
large value in a wide range of J. The maximum η location is approximately 0.9 of J, where
the η reach up to approximately 0.6. Furthermore, the duct generates additional effective
thrust at low J, but produces resistance at high J; the turning point of J after which the duct
never produce effective thrust is approximately 0.7. In contrast, the stator always provides
drag force.
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Table 3. Uncertainty analysis under different advance coefficients.

J = 0.2 J = 0.4 J = 0.6

ξ = KT ξ = 10KQr ξ = KT ξ = 10KQr ξ = KT ξ = 10KQr

S1(ξ) 0.6306 0.9818 0.6306 0.9818 0.6306 0.9818
S2(ξ) 0.6284 0.9655 0.6284 0.9655 0.6284 0.9655
S3(ξ) 0.6218 0.9403 0.5975 0.9152 0.6218 0.9403
R(ξ) 0.3447 0.6445 0.6579 0.8444 0.3493 0.7900
p(ξ) 3.1656 1.3054 1.2443 0.5025 3.1259 0.7005

δa
21(ξ) 0.0036 0.0166 0.0058 0.0258 0.0013 0.0182

GCI21
Fine(ξ) 0.0024 0.0376 0.0140 0.1751 0.0009 0.0857

J = 0.8 J = 1.0 J = 1.2

ξ= KT ξ= 10KQR ξ= KT ξ= 10KQR ξ= KT ξ = 10KQR

S1(ξ) 0.5274 0.8669 0.4638 0.8062 0.3755 0.6867
S2(ξ) 0.5263 0.8513 0.4632 0.7867 0.3751 0.6723
S3(ξ) 0.5246 0.8288 0.4625 0.7622 0.3745 0.6512
R(ξ) 0.6683 0.6906 0.7390 0.8008 0.5705 0.6818
p(ξ) 1.1976 1.1003 0.8990 0.6603 1.6678 1.1386

δa
21(ξ) 0.0021 0.0180 0.0012 0.0243 0.0010 0.0209

GCI21
Fine(ξ) 0.0054 0.0501 0.0041 0.1220 0.0017 0.0561
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Figure 5. PJP performance with fine mesh.

Comparing the KTr and KQr obtained by numerical simulation with the experimental
data, it is evident that the numerical results at the whole range of J are relatively smaller than
experiment data, especially at large J. The maximum error of KTR and KQR appears at J = 1.2
is 8%; other errors range 4%~7%. We think this relatively high error should be attributed
to inherent numerical analysis, plus an unconformity with experimental environments,
such as attachment used for fixing PJP components or relatively small flow tunnel may
have an undesirable influence. However, the trend of numerical results corresponds well
to experimental data. The numerical method is acceptable to get a further study on PJP. In
addition, the torque directions of the stator and rotor are opposite to each other. The larger
difference in rotor torque and stator torque may generate a high overturning moment for
the submarine, affecting its maneuverability. Therefore, we define the torque difference
∆KQ as (KQR − KQS)/KQS × 100 for a quantitative evaluation. Figure 5b exhibits the ∆KQ
at different J. It is clear that the absolute value of ∆KQ reduces first and then increase with
the increase in J. The optimum condition is where the ∆KQ equals zero, which means that
the submarine does not need to produce extra force to balance the overturning moment.
The balance condition of torque for the original PJP locates at slightly higher than 0.9 of J.
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Figure 6 shows the contour of wall y+ at J = 0.8. The rotor exhibits a high y+ compared
with the stator and duct. Meanwhile, the y+ at the leading edges of the stator, rotor, and
duct is relatively higher than at other regions. The mean y+ at the stator and duct are 0.3
but 0.8 at the rotor, satisfying the turbulence model demand and is appropriate for high
Reynolds number flow.
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4. Flow Results of Different Stator Parameters
4.1. Influence of Stator Solidity

The stator solidity, determined by Ns and L, is generally one of the first key factors in
the design procedure. The stator solidity increases proportionally to the increase in Ns or L.
In order to compare the effect of these two parameters on the PJP’s performance, the range
and interval of stator solidity of Ns cases and L cases are kept the same.

A. Stator number

The hydrodynamic performance of PJP at J = 0.2~1.2 with five sets of stator numbers
is presented in Figure 7, where the case of Ns = 8 represents the original case. As shown
in Figure 7a, the thrust and torque of PJP increase linearly with the increase in Ns. The
difference in total thrust and torque at low J between two adjacent Ns cases ranges 4% ~ 5%.
The efficiency of PJP slightly changes or even presents a negligible change with the increase
in Ns, and the maximum efficiency locates at J = 0.9. However, after the 0.9 of J, the
efficiency reduces dramatically with the decrease in Ns, especially at J = 1.2. For instance,
the efficiency of Ns = 6 at J = 1.2 is reduced by 16% relative to the original case. The thrust
coefficients of PJP, which consist of KTr, KTs, KTd, are plotted in histogram form in Figure 7b.
It is clearly seen that the larger the Ns, the more resistance the stator creates. For each
additional stator blade, the resistance increases by 2.5 N at J = 0.8, or causes an increase in
KTs by 15%~20%. For KTr and KTd, there is an approximate 5% and 2% increase, respectively.
Figure 7c exhibits torque difference at the whole operating conditions. Generally, the
change rules of torque and thrust with J are similar. That is, both KQr and KQs increase with
the increase in Ns. However, the different increased rate of KQr and KQs with Ns eventually
shifts the torque balance position. As Ns increase, the balance condition moves toward
lower J. Specifically, the torque balance positions for Ns = 6~10 are located at 1.1, 1.0, 0.9,
0.8, and 0.7, respectively.
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B. Chord length 
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Figure 7. PJP performance with different stator number.
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Figure 8 presents pressure contour at the plane of x = 0 and velocity contour at four
different planes under J = 0.8 (principal analysis condition in later). The four planes are
separately located upstream of the stator, in the middle of the stator, downstream of the
stator, and upstream of the rotor. Note that the plane of A4 located in the rotor domain, the
variable ‘velocity in stn frame’, which denotes the absolute velocity, is plotted to avoid all-
one-color at A4 or other planes due to excessive velocity difference between stator domain
and rotor domain. In addition, both the pressure and velocity are dimensionless quantities
normalized by 0.5ρVA

2 and VA, respectively. The contour of CP shows some local-low
pressure regions which correspond to free vortices in the wake of the rotor. Results indicate
that the local low-pressure position and magnitude are essentially unchanged as Ns varies.
The velocity contours at A3 and A4 show some low-speed zones, and the shape of which
get narrow from the hub to the shroud. The radial-going trail of the low-speed zone at A3
resembles the form of the trailing edge of the stator.
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Figure 8. The contours of velocity and pressure.

Comparing the velocity contour at the surface of A1~A4, there is a significant accelera-
tion effect for flow velocity. It is worth noting that flow velocity gradually becomes more
uniform between two adjacent stator blades with Ns increase. Meanwhile, the velocity
magnitude at A3 is gradually increased from VA to 1.2 VA as Ns increases from 6 to 10.
Since the larger Ns, the narrower flow passage between two adjacent stator blades and the
more obvious acceleration effect it performs. The increased velocity of incidence flow for
the rotor eventually causes an increase in rotor thrust. Since the increased amplitude of
rotor thrust is greater than the resistance of stator, the total thrust of PJP keeps growing
even though more drag is produced by added stator blade.

B. Chord length

It is necessary to investigate the effect of chord length on the PJP’s performance before
studying other paraments. Because when changing other paraments, such as stagger angle
or sweep angle, the chord at each stator profile will vary inevitably. In this section, the
chord is modified on the basis of Ns studied before. The chord of the original PJP is taken
as a reference to other cases with extended foil or shrunken foil, namely L = 6/8C, 7/8C,
9/8C, and 10/8C. Figure 9 presents the performance of PJP with different chord length.
In order to get a distinct contrast with the Ns effect, the ordinate scales are the same as
that of Figure 7. According to the figures, the trend of all coefficients with L and with Ns is
similar. The increase in KT and KQR range 3%~5% as L increase. The efficiency basically
stays the same value at lower J but drops quickly at high J. Further, both KTs and KTr grow
with the increase in L as rapidly as with the increase in Ns, and the KTd also become larger
as L increases when the duct produces thrust but become smaller when it generates drag.
As for the torque difference, there are distinct differences of balance position between
Ns configurations and L configurations under the same stator solidity. For L = 6/8C and
10/8C, the balance condition of J is slightly smaller than 1.1 and slightly higher than 0.7,
respectively. However, for L = 7/8C and 9/8C, the balance conditions are the same as with
the corresponding Ns cases (Ns = 7 and Ns = 9), i.e., J = 0.8 and J = 1.0, respectively.
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Figure 9. PJP performance with different chord length.

To further figure out the difference in the effect of Ns and L on the PJP’s open-water
performance, each hydro-coefficient difference between two sets under the same stator
solidity is plotted in Figure 10. We define the difference as ∆ϕ = 100 · (ϕ1 − ϕ2)/ϕ2 ,
among which the ϕ represents hydrodynamic coefficients such as KTr or KTs, with the
subscript ‘1′ and ‘2′ separately denote the coefficients of L and Ns configuration. The labels
from ‘conf.1′ to ‘conf.4′ at the horizontal axis represent the cases of Ns = 6, 7, 9, 10, and each
of them corresponds to L = 6/8C, 7/8C, 9/8C, 10/8C. Note that the conf.2 and conf.3 are
reduced and increased stator solidity, respectively, based on the original PJP cases with a
same magnitude, so are the conf.1 and conf.4.

As is shown in the figure, the difference in all coefficients under conf.1 is distinctly
larger than conf.2. Take the KTr as an example, the ∆ϕ for KTr is 3.16% under conf.1, but
reduces to 1.03% under conf.2; similarly, the ∆ϕ under the conf.4 is larger than that under
the conf.3 except for the KQs, which illustrates the higher extent of stator solidity modified,
the more distinct difference between Ns effect and L effect on the PJP’s performance even
under the same stator solidity. Furthermore, all the signs of coefficients for increased stator
solidity are opposite to those for reduced except for KQs. For the increased stator solidity
cases, i.e., the conf.3 and conf.4, the ∆ϕ are positive except for KTd, which indicates the effect
of L is more significant than Ns for increasing the PJP’s thrust or efficiency, and the higher
of stator solidity, the more obvious this effect. However, for the reduced stator solidity
cases, i.e., the conf.1 and conf.2, the ∆ϕ is negative except for KTd and KQs, which indicates
the reduction in the Ns is more likely to deteriorate the PJP’s performance compared with
the decrease in L. Based on the above analyses, we can draw a conclusion that it is more
obvious to modify L for the improvement of PJP’s performance rather than adjust Ns.
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Figure 10. Hydro-coefficients difference under same stator solidity.
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To further investigate the reason for the L effect on the PJP’s performance, it is essential
to study the flow field at and downstream of the stator. Figure 11 presents the CP contour
at the suction side and pressure side of the stator blade. The limiting streamlines are also
exhibited. The label ‘H’ at ordinate represents the maximum span length in x-axis.
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Figure 11. Limiting streamlines at stator (top: suction side; bottom: pressure side; the columns from left to right: L = 6/8C,
7/8C, 1.0C, 9/8C, 10/8C).

The contour of the pressure side presents a decrease in pressure from top left to bottom
right, with streamlines parallel to the conic surface of the hub and shroud. It seems that the
chord length L has little impact on streamline direction. The corner between the trailing
edge and hub exhibits a low-pressure region that gradually enlarged with the increase in L.
The results of the suction side surface show a local high-pressure region (axial direction:
0~0.3L, radial direction: 0.8~1H) in the corner between the shroud and leading-edge,
which may be influenced by high stagnation pressure of duct inlet. The separation of the
boundary layer occurs near the trailing edge. As L increases, the separation position moves
downstream, namely from 0.8L to 0.9L. At the same time, the streamlines on the root of the
suction side present radial-going flow and concentrate near the trailing edge. Furthermore,
a small vortex is obviously presented close to the shroud and trailing edge. Due to the
enormous pressure difference between the pressure side and suction side, together with
a low-energy at the stator boundary layer, a secondary crossflow occurs, and the flow
direction points to the hub.

Figure 12 presents the velocity distribution at the slice of A3 and A4. The figure shows
narrow low-velocity regions along circumferential direction periodically. The periodicity
of the low-speed zones at A3 along circumference direction is consistent with Ns, i.e., eight;
this is because of the occurrence of separation at stator trailing edge and its prolonged
effect on downstream. However, the influence on location at A4 by stator wake is not as
strong as at A3. Thus, the periodicity turns into six (the number of rotor blades), with some
small strip-shaped and round-shaped low-speed regions existing due to the slight impact
of stator wake. The results also show that a slight grow of velocity magnitude with the
increase in L.

In order to investigate the flow details at A3 and A4, the velocity V and velocity
components: axial velocity Vz, circumferential velocity Vc, radial velocity Vr along the
circumferential direction at three different spans are presented in Figure 13. The circumfer-
ential angle at the horizontal axis is described in Figure 12. For the Vr, the direction from
hub to shroud denotes positive; the opposite direction is negative.
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The velocity components change periodically except at 0.3span of A4. The periodicity
at A3 is eight but six at A4 except for Vr. However, the Vr at A4 has the same periodicity
as at A3, which indicates Vr is deeply influenced by the stator. The stator effect is also
observed at 0.3span of A4, since there are induced peaks by stator blade for Vz and Vc,
thus causing an uncertain periodicity. The proportions of the three velocity components
vary greatly. Take the 0.3span of A3 as an example, the Vz curves are especially close to V
curves, meaning that the highest velocity proportion is Vz, the maximum value is above
0.9VA. Followed by the Vc, the maximum value is approximately 0.4 VA.

Comparing the velocity components with various L, the large L seems to accelerate
flow. Both Vz and Vc get larger as L increases. That explains why the larger L, the closer the
boundary layer separation position to the trailing edge of the stator. In contrast, the L has
little effect on Vr. The Vr curves at A3 and A4 under for various L cases almost coincide
with each other. The resultant velocity finally has a 1.5%~2% increase with the increase in
chord length.
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4.2. Influence of Stator Angles 
The stator angles can be summarized as three parameters in cylindrical coordinate 
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Figure 13. Detailed Velocity component (the rows from top to bottom: A3, A4; the columns from left to right: span = 0.3,
0.5, 0.7).
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4.2. Influence of Stator Angles

The stator angles can be summarized as three parameters in cylindrical coordinate
views as described previously: the stagger angle for the circumferential view, the lean
angle for the axial view, and the sweep angle for the meridional view. Each parameter is
modified with a same step (4◦) to investigate and compare their effect.

A. Stagger angle

The stator stagger angle α is an essential parameter for PJP performance, since it
greatly influences the effective incidence angle of rotor, while the blade height will be
changed when adjusting the angle directly. Therefore, the chord length of hydrofoil at each
section needs to be scaled to maintain a constant blade height. Table 4 lists the specific
scaled factor of various angle cases of each stator profile.

Table 4. The scaled factor of various stator blade.

Cases #1 #2 #3 #4 #5 #6 #7 #8 #9 #10

α = −4◦ 0.9922 0.9903 0.9866 0.9833 0.9814 0.9804 0.9801 0.9808 0.9825 0.985
α = −8◦ 0.9894 0.9856 0.9782 0.9719 0.968 0.9661 0.9655 0.967 0.9702 0.9751
α = 4◦ 1.0128 1.0149 1.0188 1.0223 1.0245 1.0255 1.0259 1.025 1.0232 1.0205
α = 8◦ 1.0311 1.0353 1.0436 1.0508 1.0554 1.0577 1.0584 1.0566 1.0528 1.0471

Figure 14 shows the PJP’s performance with different α. In Figure 14a, as α increases,
the KT and KQr increase considerably. The α has a greatly obvious effect on the PJP’s
performance compared with the previous parameters. The growth rate of KT from −8◦ to
−4◦ is 13.96% relative to the former. The KT increases by 13.78% from −8◦ to 0◦, followed
by 12.68% and 12.96% for 0◦ to 4◦ and 4◦ to 8◦, respectively. The growth rates of KQr are
11.58%, 12.16%, 12.09%, and 13.7%, respectively, for −8◦ to −4◦, . . . , and 4◦ to 8◦. The
different growth rates of KT and KQr eventually lead to a slight efficiency difference at
J = 0.8, which is a turning point of the efficiency difference between various α cases. For
J < 0.8, the η stays almost the same, but when J is greater or equal than 0.8, the η increase
considerably as α increase. Further, the large α will cause the highest efficiency to move
slightly toward high J.
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Figure 14. PJP performance with different chord length.

As shown in Figure 14b, the KTr and KTs positively correlate with α. However, for the
KTd, it increases with the increase in α when the duct provides thrust but decreases when
the duct generates drag. In general, KTs and KTr are the most affected coefficients with the
rise of α. The average growth rates for KTs and KTr are approximately 50% and 13% at
J = 0.8.

Figure 14c exhibits a relatively larger torque difference value compared with the
configurations of the previous two parameters. The maximum ∆KQ locates at J = 0.2
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exceeds 100% when α = −8◦. As α increases, the torque balance position moves toward
low J. For α = −8◦~4◦. The balance points locate separately at J = 1.2, 1.05, 0.9, 0.7, 0.4.

Figure 15 shows the Cp contour for various cases at three different spanwise surfaces.
Each subfigure exhibits only half of the computational domain for saving space. Obviously,
the α has a dramatic influence on the pressure distribution in both stator and rotor domains.
The pressure at the suction side of the stator and rotor reduces with the increase in α, but
there is little change at the pressure side. It can be inferred that the rise of α will produce
a larger stagnation pressure at the leading edge of the stator and cause the separation on
the suction side of the stator to occur in advance. Meanwhile, the velocity flow direction
is changed along the stator section as α increases and eventually leads to a larger attack
angle for hydrofoil at each rotor blade section, which is similar to the function of increasing
the pitch angle of the rotor. The large pressure-reduced area near the suction side of the
rotor not only produces thrust and torque but may affect the contiguous region around
the stator. The drag force caused by the stator is much higher at the same time when α
increases, but the increased resistance of the stator is insufficient to offset the increased
thrust of the rotor. Further, the increased rate of stator torque is also far less than the rotor.
Consequently, the large α contributes to the increase in PJP total thrust and causes a higher
torque difference at usual working conditions, further making torque balance point move
to higher J. In addition, a strong change of pressure at 0.95 span near the tip of the rotor
blade is observed, which results in tip leakage flow and rotor wake.
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B. Lean angle

In this section, the lean angle γ, as one of the secondary parameters in PJP design, is
modified with the same step of 4◦ as α does. A series of PJP performances with various
γ are presented in Figure 16. Similar to other previous parameters, as γ increases, KT,
KQr, and η all increase in varying degrees. The increased rate of KT and KQr between two
adjacent γ cases distributes in the range of 2%~4% at J = 0.8. In contrast, the η has a slight
change but no more than 1%. For the component thrust, the KTr and KTs also increase
linearly at 3% and 11% with the increase in γ, respectively. However, for KTd, the relative
variation between two adjacent configurations does not exceed 3%. As for torque difference,
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the change in ∆KQ with γ is opposite to KT or KQr. The maximum variation of ∆KQ is
located at J = 0.2 for γ = −8◦, and it is smaller than that for previous parameters that have
been analyzed. Consequently, the torque balance condition of J for γ = −8◦ turns small,
i.e., J = 1.0; For γ = 8◦, it locates at J = 0.8. However, in other cases, the balance positions
distribute between J = 0.8 and 1.0.
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Figure 16. PJP performance with different lean angle.

Further analysis on velocity distribution, as shown in Figure 17 between stator and
rotor, is needed to better understand the reason for performance variation. As has been
shown in Figure 12, there are six radial-going low-velocity-belts distributed evenly at
constant Z plane due to stator wakes, with high-velocity between two adjacent belts.
When γ increases, the velocity at the high-velocity region becomes slightly larger. The
same phenomenon is obviously seen at 0.5 span, especially at the stator wake region. In
Figure 18, the flow angle ϕ, defined as arctan (Vz/Vc), is presented at 0.5 span. It is found
that ϕ decreases slightly with the increase in γ, especially at the region between stator
and rotor. However, the decreased rate of flow angle is far less than the increased rate of
velocity, thus causing an increase in KT and KQr.
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Figure 17. Velocity distribution at surface of A4 and 0.5 span (top: A3, bottom: 0.5 span; from left to right: γ = −8◦~8◦).
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Figure 18. Flow angle at 0.5 span.
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C. Sweep angle

In previous parameters, the stator always maintains a constant value of blade height
to avoid the possible influence on the PJP’s performance. In this section, we will inves-
tigate the global performance of PJP with various sweep angle β. Considering the mate
dimensions of duct and stator, the lower bound of β is −4◦, with a step length and upper
bound are 4◦ and 12◦, respectively. The open-water performance and thrust coefficient
of all components are plotted in Figure 19a. The results show that the β has little effect
on the performance of the rotor, with no more than a 1% difference in KT, KQr, η between
two different β situations without considering the off-design condition. The thrust of
all components, including the stator, rotor, and duct, are plotted in Figure 19b. The KTr
changes little. However, there are slight changes in KTs and KTd. Take J = 0.8 as an instance,
the KTs and KTd separately decrease and increase with an average rate of 2% as a 4◦ step
increase in β. Since both of KTs and KTd are in the same order of magnitude, the resistance
decreased on stator just offset the increased drag of duct, hence the thrust coefficient of PJP
is essentially unchanged. For torque difference, a slight difference yields at low and high J
compared with the original PJP, whereas the ∆KQ stays almost the same at middle J, which
results in a fixed torque balance position.
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Figure 19. PJP performance with different sweep angle.

Figure 20 presents the CP at a constant span of 0.5. There are intense pressure changes
at the leading edge and trailing edge. However, the curves of various β situations coincide
with each other well. The same phenomena exist at other profile foils, thus demonstrating
that changing β has essentially no effect on the pressure of the rotor.
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Figure 20. The static pressure coefficient of rotor at 0.5 span (s: the distance from leading edge; c:
chord length).

The pressure coefficient of the stator blade is presented in Figure 21. The local high
pressure in the upstream shroud-corner region on the suction surface for β = −4◦ is much
higher than for other cases. With the increase in β, namely the increase in the distance from
the duct inlet to the high-span leading edge of the stator, the local high pressure gradually
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fades away. Finally, it forms a low-pressure belt at three sides, enclosing a much lower
pressure region, which is obvious for high β. Thus, we can deduce that the pressure at
the upstream shroud corner is deeply affected by the distance from the duct inlet to the
leading edge of the stator. Compared with the negative β or lower β case, the higher β
may benefit to structural performance due to a more uniform pressure distribution on the
surface rather than a high local pressure that may result in stress concentration. Another
noticeable phenomenon is that the concentrated point of streamlines near the hub and the
trailing edge shifts slightly toward upstream when β increases. The vortex at the shroud
corner of downstream is observed when β equals 8◦ and 12◦, which will give rise to a
large shear action on fluid tightly close to this area. Similarly, the CP of pressure surface at
the upstream shroud-corner position is higher in the β equals −4◦ case than others, with
the increase in β, the high-pressure area gradually reduced, thus causing the decrease in
stator resistance.
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Figure 21. The CP contour of stator blade (top: suction side covered with limiting streamlines;
bottom: pressure side).

Figure 22 shows the velocity components Vi obtained from 0.5 span at the cut plane of
A3 and A4. The influence of β on Vi at A3 is more obvious than at A4. A tiny distinction
between various β cases is observed, while at A4, the curves almost coincide. As for the
flow angle, the maximum value is generally smaller at A3 than at A4. Specifically, the value
of the flat part does not exceed 68◦ at A3, but it is larger than 70◦ when the flow enters
the rotor domain. Since the absolute increase in Vz is larger than Vc, the flow gradually
deflects towards the axis direction after passing through the stator. It is also found that ϕ
curves are much more identical at A4 than at A3 except for some special flat parts at A4,
thus explaining the identical pressure distribution of the rotor blade section for various β
cases, as shown in Figure 20.

4.3. Influence of Rotor–Stator Spacing

The stator-rotor spacing S is an important parament in the design of PJP. Since the
rotor–stator interaction become intense when the S becomes small and causes a disastrous
hydro-oscillation force on the rotor. In contrast, a big S will cause hydraulic loss that may
have an adverse impact on the performance of PJP. According to some design manuals,
the values of S typically shall not be less than 0.05Dr in axial-flow pump design, and
the smallest S modified in this paper far satisfy the devising standard. In this section,
the interface stays the same location. Only the stator blades are moved toward the rotor.
Numerical simulation settings remain the same except that the number of nodes in the
stator domain is properly increased and decreased before and after the stator.
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Figure 22. Velocity component and flow angle at 0.5 span (the first two columns: Vi at A3 and A4, respectively; the third
column: flow angle at A3 and A4).

Figure 23 presents the performance of different S situations, the KQr and η of PJP are
slightly affected by S, while the KT gives the same value for all cases. By further studying
the force of each component, it is found that the variation of force for duct and stator
between all cases is highly varied than that of rotor force. For example, when J = 0.8,
although the increased rates of KTs and KTd are separately approximately 2.5% and 1.5%,
the KTr increases less than 1%. Eventually, the KT is almost unchanged because of one
magnitude order larger than KTs and KTd that KTr owns. For torque difference, as J reduces,
the variation of ∆KQ gradually becomes larger. The maximum difference between the case
of maximum S and minimum S (i.e., 0.35Dr and 0.23Dr) is less than 10%. The balance
conditions for all S cases regularly distribute at approximately J = 0.9.
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Figure 23. PJP performance with different rotor–stator spacing.

Due to the slight change of KTr, the pressure curves at 0.5 span rather than pressure
contour are presented in Figure 24 to investigate the main reason for slight change of the
performance coefficients. The figure shows that the Cp at the pressure side has no change
with variation of S. However, the Cp at the suction side decreases slightly with the reduction
in S, especially within the range of 0~0.5 chord of the rotor. Thus, it causes a slight increase
in KTR when S becomes smaller.

Figure 25 presents the velocity component at 0.5 span. Due to the frozen interface
between stator and rotor, the flow is interrupted when entering into the rotor domain,
thus causing the length of wake to decrease accordingly with the decrease in S, which is
non-physical. The rotor acceleration is obviously seen in the figure of Vz contour. The Vz
increases to approximately 1.4 VA at the channel and wake of the rotor. However, the Vc,
plotted in the absolute coordinate reference system, is close to zero on the pressure side, so
are the regions after the rotor. However, the high Vc exists on the suction side of the rotor
and stator. The difference is that the high Vc locates at the trailing edge of the stator, but it
locates at the leading edge of the rotor. As for Vr, there are negative values in a wide area,
especially near the pressure side of the stator, which demonstrates that the flow has a trend
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towards the hub. Additionally, the velocities distribution becomes more complicated as S
decreases due to the more intense interaction between stator and rotor. Further transient
simulation is worthwhile for the study of the fluctuant pressure and the PJP’s oscillation
force.
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Figure 24. The static pressure coefficient of rotor at 0.5 span (s: the distance from leading edge; c:
chord length).
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Figure 25. Contour of velocity component contour at 0.5 span (s: the distance from leading edge; c: chord length).

More specific velocity components along the circumferential direction of 0.5 span at
A3 and A4 are plotted in Figure 26. It is evident that the lower S leads to a higher velocity
at A3. The maximum value of Vc increases tremendously with the decrease in S compared
with Vz and Vr; however, the effect of S on the velocity at A4 seems not as obvious as at A3.
The flow angle varies erratically at A3, yet in most regions, it presents an increasing trend
with the decrease in S; whereas at A4, the change in flow angle becomes regular with S, i.e.,
increase slightly with S decreases, thus causing a slight increase in KTr.
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Figure 26. Velocity component and flow angle at 0.5 span (the first two columns: Vi at A3 and A4, respectively; the third
column: flow angle at A3 and A4).

5. Conclusions

We have numerically investigated the hydro-performance of PJP with different stator
parameters and classified these parameters into three groups:

(A) The blade number Ns, chord length L;
(B) The stagger angle α, lean angle γ, sweep angle β;
(C) The rotor–stator spacing S.

The SST k-ω turbulence model and frozen interface technique are employed to predict
performance at various conditions. Based on RANS results, the verifications of mesh groups
are performed to confirm appropriate mesh for further study. The results of the selected
mesh give good accuracy with experiment results, which demonstrates the computation
model is reasonable to predict the PJP’s performance. To better understand why PJP global
performance varies, we mainly analyze the global performance and flow results under
J = 0.8, where the efficiency of the original PJP is a little lower than maximum efficiency.
The numerical results are summarized as follows:

The parameters related to stator solidity, i.e., Ns and L, can accelerate flow when
increasing them, yield higher incidence velocity for the rotor, and increase thrust and
torque. At the same time, the efficiencies at design conditions stay almost the same.
In addition, there are some distinctions between the two parameters for effect on PJP
performance. The higher degree of stator solidity varies from the original PJP, the greater
variation of results for two parameters.

The stator angles defined in various views are modified with the same step value
(4◦) to investigate their influence. The results indicate that KT, KQr, and η are positively
associated with α and γ. However, no significant change occurs when adjusting β except
for the off-design condition. The α has a greatly higher influence on the PJP’s performance
than the other two angles. The operating condition of J corresponding to maximum
efficiency is shifted to a higher value when α increases. However, the γ only slightly affects
the maximum efficiency, which increases with the increase in γ. In addition, we noted
that a higher γ case gives a larger velocity and lower flow angle upstream of the rotor
and eventually results in a rise of rotor thrust owing to a greatly higher change rate of
velocity than flow angle. From the steady simulations, increasing α produces a large area
of low-pressure regions on the suction side of the stator or rotor, which may lead to a
higher fluctuation pressure and deteriorate the noise performance. In addition, the higher
β, the lower chance of the local high-pressure region at shroud corner close to the leading
edge of the stator, which can relieve the stress concentration without changing the PJP’s
performance and merits a further assessment.

The rotor–stator spacing has only a slight or limited influence on PJP performance.
Even the stator has been translated towards the rotor 20 mm, or S decreases 34% relative
to the original PJP, the rotor thrust at J = 0.8 rise only 1%, so does the KQr or η. Further
investigation on the pressure coefficient of profile foil illustrates that Cp within 50% chord
length from leading-edge becomes lower as S decrease.
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Overall, among these stator parameters, the α mostly affects the PJP’s global perfor-
mance, followed by Ns and L, then is γ, the last two are S and β. In general, the torque and
thrust for the blade (including stator and rotor) increase or decrease synchronously. The
share of rotor thrust is extremely higher than the stator at design conditions. The increased
KTs, caused by the increased α, stator solidity, or γ, does not significantly change KT. In
comparison, the duct provides thrust at heavy-loading conditions, which occupies 25% and
14% of the total thrust at J = 0.2 and J = 0.4 for the original PJP. A significant change of KTd
hence leads to an obvious change of KT. For normal operating conditions, i.e., J = 0.8, the
proportion of KTd is as small as that of KTs and less than 10%, which is also not enough to
change the total thrust. The ∆KQ mainly is related to the change of KQr. The change rates of
KQr for studied stator parameters are higher than KQs. The higher of KQr, the ∆KQ becomes
lower. Consequently, the J corresponding to torque balance location becomes lower.
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Abstract: This study examines the heat flux and convective heat transfer generated when a vertical
take-off and landing (VTOL) aircraft takes off and lands on the flight deck of a naval vessel. A
procedure for analyzing the convective heat transfer imposed on the deck by the high-temperature
and high-velocity impingement of a VTOL jet is described. For the analysis, the jet velocity and the
deck arrival temperature were calculated by applying computational fluid dynamics (CFD), assuming
that the heat flow is an impingement jet. The relationships between the diameter of the jet, the speed
of impingement, and the exhaust temperature of VTOL are introduced to assess the inlet condition.
Heat flow was analyzed using CFD techniques, and Reynolds-averaged Navier–Stokes (RANS) and
k-εmodels were applied to model the turbulent motion. A procedure for evaluating the convection
coefficient and convective heat flux from the calculated local velocity and temperature is presented.
Simultaneously, a method for compensating the convection coefficient considering the singular
velocity at the stagnation point is proposed. Furthermore, the accuracy was verified by comparing
the convective heat flux and deck temperature predicted using CFD with the existing experimental
studies. Finally, by applying finite element analysis (FEA) based on the thermal-structural interaction,
the magnitude of thermal deformation due to conductive temperature and heat flux was presented
as a design application of the flight deck.

Keywords: convective heat transfer; impinging jet; VTOL (vertical take-off and landing); thermal
flow; stagnation point; CFD (computational fluid dynamics)

1. Introduction

Flame jets from vertical take-off and landing (VTOL) aircraft harm the flight decks of
naval vessels, generating excessive thermal deformation and thermal stress. The purpose
of this study is to predict the magnitude of the convective heat transfer of jet flames
that generate thermal stresses on the flight deck. For predicting the distribution of local
convective heat transfer, it is necessary to analyze the thermal flow and convective heat
flux simultaneously. The turbulent thermal fluid flow of the VTOL represents an impinging
jet. For predicting convective heat transfer, several variables such as the velocity and
temperature of the flow and the temperature-dependent material properties must be
considered. The complexity of the jet impingement makes it challenging to predict the
convective heat transfer to surfaces that receive these violent flows.

Various studies have been conducted on the heat transfer of jet impingement for the
Reynolds number, the shape and array of the nozzle, and the standoff distance of the nozzle
and impingement wall. Most of them use both experimental measurement and numerical
analysis to predict convective heat transfer. Jambunathan et al. [1] reviewed experimental
data on heat transfer rates for circular jets impinging on a flat surface. The effects of the
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Reynolds number, jet-to-surface distance, nozzle geometry, and jet orientation and shape
have been most widely studied. Katti and Prabhu [2] experimentally investigated the effect
of the nozzle-to-plate spacing and Reynolds number on the heat transfer distribution to
normally impinging circular air-jet on a flat surface. VTOL heat flow can be expressed
as a turbulent thermal flow of exhaust gas on the thermal deck. Crosser [3] and Naval
Surface Warfare Center (NSWC) research [4] performed real-scale experimental results for
a VTOL. Crosser [3] experimentally presented the convective heat transfer coefficient and
temperature distribution of VTOL exhaust gas. NSWC [4] measured the heat effect of a
land-based experiment of a VTOL for the flight deck. This experiment presented the history
of maximum temperature on the thermal deck according to the operating conditions of
the VTOL

Zuckerman and Lior [5] presented a series of different turbulence models used to
examine their performance in simulating jet impingement cooling of a flat target under
a round jet. Pattamatta et al. [6] focused on the theoretical treatment of the problem by
numerical model or experiments with laboratory-controlled systems using axisymmetric
jets impinging on flat plates. Barata [7] performed laser doppler anemometry (LDA)
measurements and numerical simulations for impinging jets and studied the effect of flow
on the impinging jets below a VTOL aircraft in the ground. Matsumoto et al. [8] examined
the heat transfer and the flow pattern from an impinging jet. However, the Reynolds
number and scale frame jet VTOL are distinct problems from those in the investigated
studies. Furthermore, several studies use a Nusselt number or convection coefficient with
interest in heat convection at the stagnation point. Gauntner et al. [9] suggest that the
local radial velocity gradient parameter at the stagnation influences stagnation point heat
transfer coefficients. Because the horizontal velocity (parallel to the impingement wall) is
zero in the stagnation region, Martin and Boyd [10] considered the vertical velocity of the
arrival stream. Although several studies on jet impingement have proposed convection
coefficient equations for various Reynolds numbers and nozzle sizes, it is difficult to use
the proposed convection coefficient equations because the Reynolds number and nozzle
size of VTOL jets are very large compared to the studies investigated.

Considering relatively little has been published about the computational model where
the thermal deck is heated by hot impingement, this study aims to examine the heat transfer
characteristics of a VTOL jet impinging onto the deck of a naval vessel. The primary goal
of the present study is to numerically predict the distribution of convective heat flux
delivered to the flight deck by the nozzle flame. The literature to date agrees on the use
of computational fluid dynamics (CFD) using Reynolds-averaged Navier-Stokes (RANS)
equations in a turbulence model to study the effect of the heat transfer rate between the jet
gas and the heated surface. CFD enables simulating convective heat flux and heat energy
transfer on the impingement wall. This study analyzes the heat flow behavior using a three-
dimensional (3D) finite volume method and a k-ε turbulence model based on the RANS
equation. Transient heat conduction and thermal-structural analysis are then introduced.

2. Problem Description of VTOL with an Impinging Jet
2.1. Characteristic of Heat Transfer by VTOL

VTOL aircrafts operate on small-to-medium aircraft carrier naval vessels. VTOL can
hover, take off, and land vertically on the flight deck. This study is concerned with the
exhaust flame of the MV-22 Osprey, a tilt-rotor type VTOL aircraft designed to operate
on naval vessels. The Osprey is unique because it uses two engines positioned on fixed
wingtips housed in nacelles that rotate to enable the MV-22 to land and take off vertically.
For take-off and landing, it typically hovers using vertical nacelles and horizontal propeller.
Exhaust heat from the turboprop engines can potentially damage the flight decks of a
ship [11]. A schematic view of an impinging jet issuing from a nozzle of the VTOL on a
flat deck is depicted in Figure 1, which was adapted from Annaswamy (2003) [12] and
Choi (2005) [13]. The exhaust gas of VTOL is vertically sprayed from two turboprops to the
flight deck during landing and take-off operation. A ground effect occurs because there
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are two adjacent jets, and each impinging downward jet creates an upward reingestion of
exhaust gases.
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Considering that the impingement of each jet onto a surface leads to a highly localized
heat flow rate at the centroid, the modeling of one jet can lead to a more conservative
prediction of the amount of heat flow. Therefore, the present study focuses on the flow of
a single jet rather than the wake of the two jets. Two assumptions are made to adopt the
one impingement in the analysis: (1) The distance between the two jets is far enough so
that the thermal flow of the jet is not amplified. (2) The distance between the jet nozzle and
the deck was assumed to be that of the landing status. Therefore, the distance between
the jet flame and the deck when the VTOL landed, was reflected in the analysis. This is
because the impinging flame transfers the largest heat to the deck at the moment of landing.
The distance between the nozzle and the deck is fixed for the computational model. The
gas flow rate, nozzle diameter and shape, standoff distance from the nozzle to the deck,
and operation condition of VTOL should be considered in the CFD model. In all cases,
the temperature and velocity distribution of the jet stream over the surface are required to
approximate the magnitude of the heat flow. This heat flow has two consequences: (1) the
high-temperature gradient generated by the heat flux and (2) the development of thermal
stress and deformation of the flight deck.

Beltaos [14,15] and Rajaratnam [16] also divided the flow region into three regions
(Figure 2): free jet, impingement, and wall jet. Figure 2 was modified from Beltaos [14,15]
and Rajaratnam [16]. Katti and Prabhu [6] also divided the three regions of the impingement
wall that extend to a distance from the center by the spread of the fluid; three regions can be
listed, shown in Table 1 as suggested by Katti and Prabhu [2]. The hydrodynamic pattern of
an impinging jet is crucial in studying the thermal effects of exhaust gas acting orthogonally
on the target surface. The potential core can be observed until H/D = 4–6 (H: standoff
distance from nozzle to deck, D: diameter of nozzle) and exists within the free jet region
where the jet exit velocity is conserved and the turbulence intensity level is relatively low. A
shear layer exists between the potential core and the ambient fluid where the turbulence is
relatively high, and the mean velocity is lower than the jet exit velocity. The potential core
diminishes in width as the shear layer around the jet grows. After the jet is fully developed,
the axial velocity profile can be represented by a Gaussian distribution. The shear layer
entrains ambient fluid and causes the jet to spread radially. Beyond the potential core, the
shear layer spreads to the point where it penetrates the centerline of the jet. At this stage,
the centerline velocity decreases, and the turbulence intensity increases. The stagnation
region spans approximately 1.00 times the nozzle diameter for a laminar flow and varies
in size for a turbulent flow [17–20]. The stagnation region includes the stagnation point
where the mean velocity is zero. Within this region, the free jet is deflected into the wall jet
flow and the flow is affected by the presence of the impingement surface.

201



J. Mar. Sci. Eng. 2022, 10, 260

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 4 of 21 
 

 

deflected into the wall jet flow and the flow is affected by the presence of the impingement 

surface. 

The flow accelerates as it advances through the stagnation region due to the differ-

ence in static pressure between stagnation and an outer region. The flow velocity becomes 

higher than the velocity at the nozzle exit to maintain continuity of the flow. This region 

is called the acceleration region. The viscosity effects and loss of momentum cause the 

flow velocity to decrease gradually as the fluid progresses through the acceleration region 

parallel to the surface. The behavior of the wall jet region is characterized by a flow in the 

outward radial or spanwise direction. The wall jet region has a lower velocity than the 

acceleration region due to the loss of momentum. In this study, the characteristic of heat 

transfer developed in the stagnant region was analyzed in Section 4.4. 

 

Figure 2. Schematic diagram of the flow region of a circular impinging jet. 

Table 1. Regions of the impingement wall. 

Region Stagnation Region Transition Region Wall Jet Region 

Section 0 < r/D ≤ 1 1 < r/D ≤ 2.5 2.5 < r/D 

2.2. Schematic Formulation of Convective Heat Transfer by the Impinging Jet 

Jet impingement heat transfer and flow features depend on parameters such as the 

jet’s Reynolds number, Prandtl number, nozzle geometry, spacing between nozzle exit 

and impingement plate, and distance from the stagnation point. The heat flow rate of im-

pingement can be expressed as the convective heat transfer of a turbulent flow, where the 

convective heat transfer applies to heat transfer through a fluid to a solid. This mode prop-

agates heat via the mixing of fluid regions on both molecular and large scales. The heat 

flux from the jet fluid to the target surface can be described by Newton’s law as: 

𝑞” = ℎ (𝑇𝑠 − 𝑇𝑗𝑒𝑡), (1) 

where 𝑞” is the convective heat flux and ℎ, 𝑇𝑠, and 𝑇𝑗𝑒𝑡 are the convection coefficient, the 

temperature on the target surface exposed to the jet flow, and the temperature of a jet 

fluid, respectively. The convection coefficient is derived from the Nusselt number (𝑁𝑢), 

as defined by Equation (2). 

ℎ = 𝑁𝑢
𝑘

Characteristic lengh
= 𝑁𝑢

𝑘

𝐷
, (2) 

Figure 2. Schematic diagram of the flow region of a circular impinging jet.

Table 1. Regions of the impingement wall.

Region Stagnation Region Transition Region Wall Jet Region

Section 0 < r/D ≤ 1 1 < r/D ≤ 2.5 2.5 < r/D

The flow accelerates as it advances through the stagnation region due to the difference
in static pressure between stagnation and an outer region. The flow velocity becomes
higher than the velocity at the nozzle exit to maintain continuity of the flow. This region
is called the acceleration region. The viscosity effects and loss of momentum cause the
flow velocity to decrease gradually as the fluid progresses through the acceleration region
parallel to the surface. The behavior of the wall jet region is characterized by a flow in the
outward radial or spanwise direction. The wall jet region has a lower velocity than the
acceleration region due to the loss of momentum. In this study, the characteristic of heat
transfer developed in the stagnant region was analyzed in Section 4.4.

2.2. Schematic Formulation of Convective Heat Transfer by the Impinging Jet

Jet impingement heat transfer and flow features depend on parameters such as the
jet’s Reynolds number, Prandtl number, nozzle geometry, spacing between nozzle exit
and impingement plate, and distance from the stagnation point. The heat flow rate of
impingement can be expressed as the convective heat transfer of a turbulent flow, where
the convective heat transfer applies to heat transfer through a fluid to a solid. This mode
propagates heat via the mixing of fluid regions on both molecular and large scales. The
heat flux from the jet fluid to the target surface can be described by Newton’s law as:

q” = h
(
Ts − Tjet

)
, (1)

where q” is the convective heat flux and h, Ts, and Tjet are the convection coefficient, the
temperature on the target surface exposed to the jet flow, and the temperature of a jet
fluid, respectively. The convection coefficient is derived from the Nusselt number (Nu), as
defined by Equation (2).

h = Nu
k

Characteristic lengh
= Nu

k
D

, (2)
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where k represents the thermal conductivity. The Nusselt number (Nu) on the imping-
ing wall is represented by the functions of the jet Reynolds number (Re), Prandtl num-
ber (Pr), and H/D, where H is the stand-off distance from the jet nozzle to the wall,
respectively [2,17,21]. Because D is constant in this study, the Nusselt number can be ex-
pressed by the function of both the Reynolds number and the Prandtl number. Therefore,
the numerical result of the jet flow is used to find both the Reynolds number and the
Prandtl number.

The next section presents the results of the Nusselt number predicted based on the
resultant motion of the jet flow. For the Nusselt number, the Reynolds number (Re) is
determined according to the nozzle diameter (D) and jet velocity (V) as ρ f V·D/µ f , where
µf is the viscosity of the jet fluid. In this study, Re is adjusted by a calibrated velocity at the
stagnation point, as explained in Section 4.4 because ν is a temperature-dependent variable
used in calculating the Reynolds number. The Prandtl number (Pr) means the ratio of fluid
thermal diffusivity to viscosity and is obtained by ν/α, where ν and αmeans the kinematic
viscosity and thermal diffusivity of the jet fluid, respectively. Based on the definition of
thermal diffusivity, the value of α can be calculated by k/ρc, where ρ and c denote the
density of exhaust gas and the specific heat, respectively. The value of the Prandtl number
is approximately 0.7~0.8 in the gas state [22]. Therefore, the Nusselt number is expressed
by a function of Re and Pr in Equation (3).

Nu = f (Re, Pr, with constant H/D). (3)

Finite element analysis (FEA) modeling of heat conduction and thermal deformation
inside the impinging wall can then be implemented based on the heat flux models, heating
and cooling boundary conditions, and temperature-dependent material properties. Based
on the above equations, this paper divides the heat transfer behavior of exhaust gas into
three steps, as depicted in Figure 3.
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Figure 3. Analysis procedure of VTOL on a naval vessel deck.

First, the heat convection coefficient is calculated from the thermal flow behavior
predicted by the analysis. The temperature distribution and velocity and pressure of the jet
flow on the surface are then used to predict the Nusselt number and calculate the convection
coefficient. Furthermore, the Reynolds number and Prandtl number are predicted. Second,
the convective heat transfer coefficient is compensated by considering the vertical velocity
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and the dynamic pressure in the centroid stagnation zone. Third, the convective heat
transfer coefficient predicted in the second step is applied to the coupled thermal-structural
FEA. The coupled thermal-structural FEA is used to calculate the temperature distribution,
thermal deformation, and thermal stress field inside the flight deck. The exhaust gas
temperature distribution and dynamic pressure of impacting flow on the deck were applied
as the load conditions.

2.3. Governing Equation

Many studies [5,23,24] have shown that CFD can be used to solve the convective heat
transfer of impinging jets. In this study, a numerical procedure that simulates the thermal
flow of VTOL impingement was performed using ANSYS™ CFX Solver®under Work-
bench™ version 2021R1 (ANSYS Inc., Canonsburg, PA, USA). The equations describing the
thermal flow of the impinging jet are represented by transport equations of momentum
(Navier-Stokes equations) and energy (heat diffusion equation for the flow), developed
from the mass conservation law (the continuity equation), momentum, and energy conser-
vation (Olsson et al. [23]). The thermal flow is governed by the incompressible form of the
RANS equations and by the equations describing the transport of energy, momentum, and
energy [23].

∂Uj

∂xj
= 0, (4)

ρ
∂Ui
∂t

+ ρ
∂
(
UiUj

)

∂xj
= − ∂P

∂xi
+

∂

∂xj

(
τij + τturb

ij

)
, (5)

ρcp
∂T
∂t

+ ρcp
∂
(
UjT

)

∂xj
=

∂

∂xj

(
qj + qturb

j

)
, (6)

where Ui is the velocity of the fluid, ρ is the density of the fluid, τij is the Reynolds shear
stress, cp is the specific heat, T is the temperature, and qi is the heat flux. P is the pressure,

and superscript turb is the turbulence. Those variables are defined by: τij = µ
(

∂Ui
∂xj

+
∂Uj
∂xi

)
,

τturb
ij = −ρu′iu′j, qj =

µcp
Pr

∂T
∂xj

, qturb
j = −ρcpu′jT′, where µ is the dynamic viscosity of fluid,

u′i and T′ are the fluctuating velocity and temperature, and Pr is the Prandtl number. It
would be impossible to solve these equations analytically because of non-linearity and
the stochastic nature of turbulence. The additional terms that appear due to averaging
the velocity and temperature are the Reynolds stresses and the turbulent heat flux. These
models are the closure problem of turbulence.

Angioletti et al. [24,25] extensively investigated the flow field behavior in the vicinity of
the stagnation region. They found that the k-w SST(Shear Stress Transport) model produces
suitable results for a lower Re, while k-ε performed better for a high Re. Furthermore, in the
study by Achari and Das [26] and in the studies by Coussirat [27,28], the standard k-ε model
was adopted. The standard k-ε model is widely used and has relatively high accuracy for
fluid flow analysis. With the standard two-equation k-ε model, the turbulent viscosity is
evaluated from µt = ρCµ

k2

ε . where µt is the turbulent viscosity, k is the turbulent kinetic
energy, ε is the dissipation rate of the turbulent kinetic energy, Cµ is a turbulence constant,
and ρ is the density of the fluid. The turbulent kinetic energy, k, and the dissipation rate
of turbulent kinetic energy, ε, are obtained by solving a conservation equation for each of
these two quantities. Those equations are defined by Equations (7) and (8).

∂ρk
∂t

+
∂
(
UjT

)

∂xj
=

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xi

]
+ Pk − ρε + Pkb, (7)

∂ρε

∂t
+

∂
(
ρUjε

)

∂xi
=

∂

∂xi

[(
µ +

µt

σε

)
∂ε

∂xi

]
+

ε

k
(Cε1P− Cε2ρε), (8)
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where Pk is the production rate of the turbulent kinetic energy defined as Pk = −ρuiuj
∂Uj
∂xj

.
Cµ, σε, σk, Cε1, and Cε2 are empirical constants as shown in Table 2. These default values
are defined from experiments with air or water for fundamental turbulent shear flows
including homogeneous shear flows and decaying isotropic grid turbulence. [29–31].

Table 2. Empirical constants for the standard k-ε model.

Parameter Value

Cµ 0.09

σk 1.0

σε 1.3

Cε1 1.44

Cε2 1.92

3. VTOL Simulation Model
3.1. Estimation of Nozzle Velocity

In this study, it is assumed that the VTOL engine is a turboprop type, and the schematic
view of that engine’s propulsion is illustrated in Figure 4. The turboprop simplifies the
VTOL thrust power so that the exhaust velocity can be estimated based on the two types of
thrust with the propeller (Tprop) and turbojet (Tjet).
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Figure 4. Schematic turboprop engine operation.

Bolkcom [32] suggests that the maximum weight of the take-off (W) was about 25 tons
(55,000 lbs). The sum of thrust must be equal or greater than the weight of the VTOL to
hover or take off. Benson [33] expressed the thrust force of turboprop as in Equation (9).
Rotaru and Todorov [34] expressed the propeller thrust as (10) for the VTOL to maintain
the hovering state.

W = ∑ Trust = 2Tprop + 2Tjet = 2
( .
m0(V0 −V1) +

.
me(Ve −V1)

)
= 244.8[kN], (9)

Tprop =
.

m0(V0 −V1) = 2ρa ApV2
1 , (10)

Tjet =
.

me(Ve −V1) = ρe AeVe(Ve −V1), (11)

where Tporp is the thrust of a propeller, ρa is the density of air, Ap is the area of a propeller,
V1 is the induced velocity, Tjet is the thrust of a jet, ρe is the density of exhaust gas, Ae is
the area of a nozzle, and Ve is the exhaust gas velocity. The predicted VTOL velocity is
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21.2 m/s [35]. Assuming that the motion of the VTOL is hovering, and the turboprop thrust
force is the same as the weight of the VOTL, the exhaust gas velocity is assumed to be
approximately 105 m/s.

3.2. Description of Simulation Model Set Up

The steady-state analysis in three dimensions of the heat transfer associated with the
local Nusselt numbers from an exhaust jet impinging on a solid were performed in CFX.
The Nusselt number describes the dimensionless heat transfer represented by convective
heat flux, while the Reynolds number is based on the jet velocity and the width of the jet.
This study was assumed to be completely turbulent when exiting the nozzle and adiabatic
at the solid wall. The simulation model was defined by simplifying the geometry and the
domain (Figure 5).
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Figure 5. Schematic diagram of VTOL on the deck.

The length of an impingement wall (L) is defined as r/D = 11(L = 10,000 mm) from the
center. The jet nozzle and propeller diameters are 900 mm and 11,580 mm, and their heights
from the impingement wall are 1320 mm and 6100 mm. The geometry specifications of the
analysis model are summarized in Table 3, and the simulation model is depicted in Figure 6.

Table 3. Simulation model geometry.

Specification Value

Weight 24,950 (kg)

Nozzle Diameter (Dnozzle ) 0.9 (m)

Nozzle− to− Plate (Hnozzle ) 1.32 (m)

Propeller Diameter (Drortor ) 11.6 (m)

Propeller− to− Plate (Hrortor ) 6.1 (m)

Length of simulation mode 10 (m)

The parameters for the computational domain and the boundary conditions for the
simulations are summarized in Table 4 and Figure 7. CFD methods based on unstructured
grids have the advantage of efficiently handling complex geometries and can improve
solution accuracy by refining cells locally as required. In this study, unstructured volume
meshes were created using ANSYS 2021 R1 Meshing tool (ANSYS Inc., Canonsburg, PA,
USA). Although an unstructured mesh consisting of tetrahedral elements was generated,
the finer mesh was generated in the nozzle and impinging wall to compute the local velocity
and temperature in the region.
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Table 4. Simulation model summary.

Analysis Model Description

Analysis Type Steady state

Domain Exhaust gas and air

Multiphase Model Homogeneous model

Turbulence Model Standard k-ε

Initial Condition
Temperature: 25 (°C)

VF (volume fraction): Air (1.0), exhaust gas (0.0)

Boundary Condition
(Inlet and Outlet)

Inlet condition: Exhaust nozzle
- Velocity: 105 (m/s)

- Temperature: 260 (°C)
- VF (Volume fraction): Exhaust gas (1.0), Air (0.0)

Inlet condition: Propeller
- Velocity: 21.2 (m/s)

- Temperature: 25 (°C)
- VF (volume fraction): Exhaust gas (0.0), Air (1.0)

Outlet: Opening condition
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For analysis efficiency, a half-model with a symmetrical condition applied at the center
was used. The k-εmodel was adopted for the turbulence model, and the analysis domain
is defined as air and exhaust gas. The inlet condition of the propeller is air at 21.2 m/s and
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25 ◦C; the inlet condition of a jet nozzle is exhaust gas at 100 m/s and 260 ◦C. An outlet
with opening condition (Zero relative pressure) was given to the side walls of domain
where the exhaust gas exits. The inlet and outlet boundary conditions used in the analysis
are described in Figure 7. The values of the initial conditions and boundary conditions are
also described in Table 4.

In order to check the grid dependence on the convergency of temperature and velocity,
the results at the stagnation region according to the grid sizes are summarized in Table 5.
Our values of interest are the velocity and temperature of flow, we make sure that these
have converged to a steady value when the grid size is less than 80 mm. Ensuring that these
values have reached an almost steady solution, the grid density of 21,791,040 elements for
50 mm was chosen for the CFD simulation.

Table 5. Convergence of temperature and velocity using grid refinement.

Grid Size (mm)
T [K] V (m/s)

Value Difference Value Difference

200 537.796 - 81.451

180 538.585 0.15% 86.207 5.84%

150 538.892 0.06% 88.707 2.90%

120 539.643 0.14% 92.717 4.52%

100 539.874 0.04% 94.259 1.66%

80 539.974 0.02% 95.166 0.96%

50 540.007 0.01% 95.504 0.36%

4. Numerical Results and Discussion
4.1. Velocity and Streamline of the Exhaust Gas

The fully developed turbulent 3D, steady, incompressible, single confined impinging
jet flow is numerically simulated. The radial-velocity profiles of exhaust gas in the im-
pingement wall are also depicted in Figure 8, revealing that the velocity in the stagnation
region is much lower than in the other locations. Furthermore, the velocity vector and
streamline distributions are depicted in Figure 9. The stagnation region is characterized by
the dramatic curvature caused by the flow obstructing the impingement wall. The local
radial velocity gradient is a parameter influencing the heat transfer coefficients.
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4.2. Volume Fraction of the Exhaust Gas

Volume fraction represents the ratio of exhaust gas to air. CFX calculates the convection
coefficient based on momentum without considering the volume fraction of exhaust [36].
That is, despite the low volume fraction of exhaust gas, CFX yields an excessive convective
heat transfer coefficient. As shown in Figure 10, a large convective heat transfer coefficient
is calculated despite the very low volume fraction of the exhaust gas on the upper surface.
Therefore, it is necessary to correct the convection coefficient by multiplying the volume
fraction of the injection gas. The distribution of the volume fraction of exhaust gases at the
impact wall is shown in Figure 11.
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4.3. Temperature and Pressure Distribution of Exhaust Gas

This section analyzes the temperature and dynamic pressure distribution as factors
considered for thermal-structural analysis of the deck and temperature. The dynamic
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pressure distribution as r/D is depicted in Figure 12. The temperature distribution and
the contour of the impingement gas are depicted in Figure 13. The maximum temperature
reaches 545 K (276.6 ◦C), and the average temperature is 542.7 K (271.8 ◦C) in the stagnation
region. As the radial distance increases, the temperature decreases on the wall jet region.
Not only the temperature and the convection coefficient but also the dynamic pressure of
exhaust gas is acting on the deck. The maximum pressure of exhaust gas is 3.8 kPa; the
pressure profile is depicted in Figure 14.
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Figure 13. Temperature contour distribution of the exhaust gas. Top view (left) and section
view (right).
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4.4. Calibration of Convection Coefficient at the Stagnation Point

The convection coefficient is the major parameter of thermal load to evaluate the
thermal effect on the deck. Although similar experiments [3,4] showed that the convection
coefficient at the stagnant point was higher than that in the transition region, the convective
coefficient predicted by CFX yields a maximum value in the transition region and a lower
value in the stagnant region as shown in Figure 15. This discrepancy comes from the
calculation procedure of CFX to compute the convection coefficient. CFX uses the difference
between the temperature of the exhaust gas and the temperature of the impinging wall in
steady state to calculate the convection coefficient as it calculates the convection coefficient
through the equation h = heat f lux/(Ts − T∞), where Ts and T∞ represent the temperature
of the impinging wall and the gas, respectively [36]. The higher the temperature of the
impinging walls, the lower the convection coefficient, whereas the opposite is observed
in the experiment. Hannat and Morency [37], Park et al. [38], and Heyrichs et al. [39] also
observed the heat flux profile falling at the stagnation point in the CFD analysis of the jet.
The unreasonable profile of heat flux at the stagnation point is also due to the zero velocity at
the stagnation point above the heat conduction media. Several numerical studies suggested
methods to correct the convection coefficient and the Nusselt number at the stagnation
point. In particular, they suggested that it is reasonable to consider the vertical velocity
just before the jet impacts the impinging wall in order to calculate a reasonable convection
coefficient at the stagnation point. Katti and Prabhu [2] and Vlachopoulos and Tomich [22]
successfully presented an interpolation method for the Nusselt number at stagnation using
the velocity field of fluid above the impinging wall. Therefore, it is reasonable to obtain the
convection coefficient directly from the flow velocity and temperature at the moment of
reaching the wall. That is, the Prandtl number, Reynolds number, Nusselt number, and
convection coefficient should be assessed from the flow field of exhaust gas just above
the wall. Therefore, in this study, the convection coefficient at the stagnation point was
assessed based on the temperature and velocity above the impinging wall.

According to Gauntner et al. [9], the local radial velocity gradient at stagnation affects
the stagnation point heat transfer coefficient. The local radial velocity gradient at the
stagnation point is also considered as the static pressure distribution at the stagnation point,
assuming incompressible flow. Therefore, in this study, the local convective heat transfer
coefficient of the stagnation point was corrected by reflecting the flow pressure and velocity
immediately before the impinging at the stagnation point, as defined by Equation (12).

Veq(r) =

√
2
(

P(r)
ρ(r)

+
V2(r)

2

)
, (12)

where Veq(r), P1(r), and ρ(r) are the equivalent velocity, pressure, and density of the
exhaust gas at local point r, respectively. Furthermore, the Reynolds number in Equation (3)
was calculated using the equivalent velocity with the dynamic viscosity and the diameter
of a nozzle as Equation (13) in the impingement jet problem [1,2,5,6,22]. The maximum
value is approximately 2.2 million at the stagnation point. The Prandtl number is the ratio
of dynamic viscosity and thermal diffusion, as defined by Equation (14). In this study, Pr(r)
is obtained at the local point r and its range is calculated as 0.7–0.71.
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The local Nusselt number (Nu(r)) can be estimated with the local Prandtl (Pr(r)) and
local Reynolds (Re(r)) numbers defined by Equation (15) [40]. The distribution of the local
Nusselt and Reynolds numbers is depicted in Figure 16. The convection coefficient was
then calculated from the equivalent velocity, and an appropriate thermal load distribution
was presented.

Re(r) =
ρ f (r) Veq(r)·Dnozzle

µ f (r)
, (13)

Pr(r) =
c f (r)·µ f (r)

k f (r)
, (14)

Nu(r) = 0.0308 Re(r)0.8 Pr(r)
1
3 . (15)
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The heat flux by convection of exhaust gas analysis neglects the effect of a volume
fraction of exhaust gas in the heat transfer. The efficiency of heat transfer where the VF is
1 and close to 0 are considered the same. Therefore, considering the heat transfer effect
by the volume fraction, the convection coefficient was multiplied by the volume fraction.
The maximum value of the convection coefficient is approximately 144 W/m2K at the
stagnation point.

To validate the accuracy of the convection coefficient and temperature results, their
distributions are compared with the experimental data presented by Crosser [3]. The
local convective heat transfer coefficient acting on the plate was calculated using the local
Nusselt number relational Equation (16), with the distribution of the convection coefficient
depicted in Figure 17. The distribution of the convection coefficient and the temperature
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were estimated from the contour obtained through experiments on VTOL. Compared with
the results of Crosser’s study, these results by distance (r) illustrate that the temperature
decreases slowly, and the convection coefficient decreases rapidly, as shown in Figure 18.

hex(r) =
Nu(r)·k f (r)

L
∗VF(r). (16)
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Figure 18. Comparison of experimental and numerical convection coefficient (left) and tempera-
ture (right).

The result of the convection coefficient was approximately 15% higher in the stagna-
tion point than the experimental result, but the experimental result was higher after the
stagnation region. Furthermore, both the numerical and the experimental temperature
results are approximately 250 ◦C at the stagnation point. However, as r increases, the
numerical results are larger than the experimental data. The heat flux was calculated to
analyze the thermal load of convection heat transfer; the heat flux results are depicted in
Figure 19. As shown in Figure 19, the convective heat transfer coefficient and tempera-
ture distribution are different from the experimental values. The maximum value at the
stagnation point has a difference of about 10%, but the further away from the stagnation
point, the smaller the difference between the experimental value and the numerical result.
Nonetheless, the heat flux distribution showed an acceptable level of difference.
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Figure 19. Comparison of experimental and numerical heat flux.

4.5. Heat Transfer Analysis

The temperature history and distribution were calculated using heat transfer analysis
to estimate the thermal stress and deformation of a deck by the flame jet. The results of
thermal flow analysis were applied as the thermal load conditions, and the maximum
temperature history of a deck was compared with the results of a real-scale experiment [4].
The size of a deck is 15× 15 m and it is considered a dangerous area for propeller downwash,
as defined by the Naval Air System Command [41]. The geometry of the deck is as depicted
in Figure 20, and the spacing and shape of the longitudinal frame and transverse web frame
were defined from the study by Wadley et al. [42]. For efficiency of time cost, a symmetric
condition was applied to define a quarter model. The deck was modeled by the shell
element. Information on boundary conditions and material properties are summarized in
Tables 6 and 7. Forced convection by jet was applied on the upper side of the deck, and
natural convection was applied to the others. The deck material was defined as HY100
steel, which is commonly used in a naval ship, and the effects of coating, painting, and
insulation were not considered.
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Figure 20. Simulation model of the heat transfer and thermal structure (deck).

The distribution of temperature and history of maximum temperature at the deck and
frame are depicted in Figure 21. The maximum temperature is approximately 231 ◦C on
the center of a deck after 1800 s. The temperature increased to 203 ◦C at the longitudinal
frame and 150 ◦C at the transverse web frame by conduction. The history of the maximum
temperature on the deck is compared with the experimental results [4] from the real-
scale structure, as depicted in Figure 22. These results are reasonable considering natural
convection conditions and paint insulation under real-scale experimental conditions.
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Table 6. Summary of heat transfer analysis.

Specification Value

Thickness of deck 0.013 (m)

Initial Temperature 25 (◦C)

Forced convection by Impinging Jet hex(r), Tex(r) depicted in Figure 15

Natural convection by Ambient (ha ) 5
(
W/m2K )

Ambient Temperature (T∞) 22 (◦C)

Analysis time 1800 (s)

Table 7. Material properties of HY 100.

Material Property Value

Density 7744
(
kg/m3 )

Specific Heat 407 (J/kg·K)

Thermal Conductivity 34 (W/m·K)
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4.6. Transient Thermal-Structural Analysis

The thermal-structural analysis was performed with transient analysis, and a safe
operation time was suggested based on the results. The thermal-structural analysis model
is depicted in Figure 23 (left); the fixed condition was applied at the side edge. The temper-
ature gradient was imported from heat transfer analysis to thermal-structural analysis. The
distribution and history of deck temperature (Figure 23, right) are applied to the thermal-
structural analysis. The material properties of a deck used to calculate the thermal stress
are summarized in Table 8.
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Table 8. Deck material properties.

Material Property Value

Elastic Modulus 207 (GPa)

Poisson’s Ratio 0.3

Yield Stress 690 (MPa)

Thermal Expansion Coefficient 1.4 × 10−5 (1/K)

In this study, only the elastic properties were considered because the yield stress of
the material was defined as a safety criterion. The contour and history of thermal stress
and deformation results of the deck are depicted in Figures 24 and 25. The yield stress was
reached in approximately 450 s (7 min 30 s) at the center of a deck and the longitudinal
frame in Table 9. As mentioned in the second section, the present study assumed that the
exhaust gas was sprayed onto the deck while the VTOL was fixed in the landing state.
Although this assumption overestimates the thermal stress of the deck, it is a conservative
design condition to ensure the structural safety of the deck. In an actual VTOL operation,
the time to reach the yield stress is expected to be more than 450 s because the height
changes dynamically during take-off and landing. Therefore, it is necessary to estimate the
exact time to reach the yield stress by considering the dynamically changing VTOL height
through future study.
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Table 9. Thermal-structural analysis results.

Structural Member Arrival Time at Yield Stress

Deck 450 (s)

Web frame 810 (s)

Longitudinal 450 (s)

5. Conclusions

In this study, thermal flow analysis was performed to calculate the thermal load on
the deck structure from the high-speed and high-temperature exhaust gas during landing
and take-off. However, it was a physically unreasonable steady-state result because the
coefficient of convection has a low value in the stagnation region. A reasonable convection
coefficient was calculated using equivalent velocity based on the law of energy conservation
considering the velocity and pressure. The heat transfer analysis was applied based on
the thermal load conditions obtained from thermal flow analysis, and the temperature
distribution and history were calculated. The temperature and convection coefficient
distribution of exhaust gas were compared and verified with a real-scale experiment.
Subsequently, the history of maximum temperature on the deck was verified again with
the result. The results of thermal load were reasonable. Therefore, the distribution and
history of temperature on the deck were applied to the thermal-structural analysis. Finally,
this study suggested the time to reach the yield of the deck by the thermal stress and
deformation from the thermal-structural analysis.
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Abstract: The horizontal submerged jet (HSJ), as a special form of jet, is widely used in aerospace, food
and drug, water engineering, and other industries. In order to further understand the mechanism of
the HSJ, the Wray–Agarwal turbulence model was used to predict the HSJ with different incidence
heights H/D and Reynolds number (Re) conditions in this paper. The results show that the jet
horizontal height H/D has a large influence on the flow field structure. The unsteady flow within the
flow field is dominated by vortexes. In addition, their distribution is relatively independent of H/D.
Under different H/D conditions, the axial velocity distribution of the jet has very high similarity, all
of them have an obvious velocity inflection point at x = 10D. When H/D is small, the wall attachment
effect of the jet and the boundary layer effect generated at the bottom of the fluid domain have a
certain role in maintaining the velocity of the jet near the wall, resulting in a significantly higher axial
velocity than other H/D conditions, up to 1.29 times. In this paper, we thoroughly investigated the
structure of the internal flow field and velocity distribution of the submerged horizontal jet. The
results have a guiding significance for engineering practice and academic research.

Keywords: horizontal submerged jet; Wray–Agarwal turbulence model; flow field structure; speed
distribution

1. Introduction

With a relatively simple flow structure, jet streams are widely used in engineering
practice, especially in the fields of water conservancy and marine engineering [1]. The
difference between an ordinary jet and a submerged jet is that the submerged jet will form
a velocity shear layer at the jet boundary during the flow process, and the destabilization
of the shear layer will generate vortexes. The vortexes will continuously deform, break,
and merge during the movement and finally develop into turbulence. They will entrain
the surrounding fluid into the jet area, triggering the exchange of lateral momentum, heat,
and mass between the jet and the ambient fluid. The submerged jet is widely used in
scenarios such as underwater dredging and ship propulsion due to the above-mentioned
characteristics, and, in view of this, the research related to the submerged jet was initiated
earlier. As early as 1953, Rouse [2] made a detailed analysis of the cavitation phenomenon
in the region of submerged jets by means of high-speed photography and found that the
maximum intensity of jet turbulence decreases with increasing mean velocity; the authors
concluded that the origin of this phenomenon lies in the velocity fluctuations caused by
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vortexes. Law et al. [3] studied the submerged shock jet in two dimensions in 1983 and
found that the submerged shock jet flow field is mainly controlled by the recirculating vortex
near the confinement plate and smaller vortexes on the impingement plate. Over time, the
research focus has gradually changed from the analysis of macroscopic flow and flow field
characteristics of submerged jets to the analysis of internal flow structure and dynamics.
Wen et al. [4] studied the interaction between the submerged jet and the free surface at
the spatial scale based on visualization experiments and found that the high Reynolds
number jet is detrimental to the development of large-scale vortex structures in the flow
field. Liu et al. [5] studied the characteristics of high-pressure submerged water jets using
the Particle Image Velocimetry (PIV) technique, focusing on their cavitation phenomenon,
and came to similar conclusions as Rouse [2]; they summarized the cavitation evolution
process into three features: cavitation cloud extending, cavitation cloud preserving, and
cavitation cloud shrinking. Yang et al. [6] considered the effect of shear stress in the study
of high-pressure submerged jet cavitation using numerical simulations and experiments.
They found that shear stress plays an important role in the formation of high-pressure
submerged jet cavitation.

The HSJ, i.e., a submerged jet with an incidence angle of 0◦, is a special form of the
submerged jet. Unlike oblique or forward inundation jets, horizontal jets do not have
the limitation of walls when developing horizontally, and turbulence can develop more
fully, possessing a higher coiling and diffusion rate than impact jets under the same ini-
tial conditions. The HSJ has also been studied theoretically to some extent by domestic
and foreign scholars. Ma et al. [7] focused on the motion trajectory and flow law of the
submerged horizontal jet in a stationary, ambient fluid and established an accurate mathe-
matical model of the jet trajectory which provides some reference for the flow prediction
of the HSJ. Yang et al. [8] qualitatively analyzed the flow characteristics of a gas-liquid
two-phase horizontal jet in a water tank with annular injection by high-speed photography
and found that at high entrainment ratios, the two-phase HSJ flows as a thin film around
the mixing tube wall to form an annular flow [9]. Shao et al. [10] used Planar Laser Induced
Fluorescence (PLIF) to explore the flow patterns and stability of horizontal buoyant jet
diffusion for different densities and Froude numbers (Fr) and identified three flow patterns
with unstable small-scale structural features. At the same time, the engineering applica-
tions of horizontal inundation jets have received equal attention, especially in the areas
of hydraulic scouring and energy dissipation. Chatterjee et al. [11], in 1994, studied the
local scouring and sediment transport phenomena caused by horizontal inundation jets
produced by sluices and found that the maximum scouring depth at equilibrium can be
expressed as Fr based on the jet development thickness and is related to the particle size
of the scoured media. Immediately after, Chiew et al. [12] investigated the local scouring
caused by circular jets under deep submergence using comparative experiments. It was
found that the scouring effect gradually decreases with the increase in the horizontal jet
offset distance. Additionally, under the same conditions, the scouring pits produced by
horizontal air jets are always larger than those produced by submerged horizontal jets.
With the rapid development of computer technology and the iterative update of algo-
rithms [13,14], Abdelaziz et al. [15] added the open channel sediment transport calculation
module to FLOW-3D and studied the effect of horizontal jet flow on the calculation of
stream-bed deformation in the flume. At the same time, Li et al. [16] used a combination of
model tests and numerical simulations to evaluate the effectiveness of multi-stream multi-
layer horizontal jets in hydraulic energy dissipation projects and found that multi-stream
multilayer horizontal inundation jet energy dissipation workers can better solve the flood
dissipation problem in actual projects.

In summary, HSJs, as a special form of submerged jets, have been more comprehen-
sively studied. Based on the extremely strong engineering application background of
horizontal inundation jet, experts and scholars are more inclined to explore its macroscopic
characteristics in practical engineering applications, especially in the field of horizontal
inundation jet scouring and cavitation [17], and a large number of research results have
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built a more complete theoretical system. It is worth noting that, in the case of HSJ, the
engineering application theory is more perfect; the study of its own flow structure and
coupled flow characteristics with the environment fluid is less so, the submerged flow field
in the fine flow structure is not yet clear, and in the development process of the jet flow
vortex and other unsteady flow field derivation and transfer law has not yet been mastered.
In this paper, the Wray–Agarwal turbulence model is used to numerically simulate the
HSJ under different incidence heights H/D and Re conditions, focusing on capturing the
typical flow structure and flow characteristics during the development of the jet, and
dissecting the interaction mechanism and coupling law between the jet and the ambient
fluid which can not only provide a basis for implementing flow control and improving
the flow characteristics but also provide some theoretical support for actual engineering
practice and optimization.

2. Modeling and Numerical Methods
2.1. Model Building

The horizontal jet fluid is injected into a square sink through a circular jet pipe parallel
to the bottom wall, as shown in Figure 1. In order to investigate the general law of the flow
structure of the HSJ, the geometrical parameters are made non-dimensional by dividing
the inner pipe diameter D (D = 20 mm), given in Table 1. While ensuring the accuracy
of the article presentation, the spatial right-angle coordinate system oxyz, with the center
of the jet pipe exit circle as the coordinate origin, is established to better analyze the flow
characteristics of the HSJ. The coordinate origin is set at the center of the circle at the outlet
of the jet pipe.

J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 3 of 23 
 

 

background of horizontal inundation jet, experts and scholars are more inclined to explore 
its macroscopic characteristics in practical engineering applications, especially in the field 
of horizontal inundation jet scouring and cavitation [17], and a large number of research 
results have built a more complete theoretical system. It is worth noting that, in the case 
of HSJ, the engineering application theory is more perfect; the study of its own flow 
structure and coupled flow characteristics with the environment fluid is less so, the 
submerged flow field in the fine flow structure is not yet clear, and in the development 
process of the jet flow vortex and other unsteady flow field derivation and transfer law 
has not yet been mastered. In this paper, the Wray–Agarwal turbulence model is used to 
numerically simulate the HSJ under different incidence heights H/D and Re conditions, 
focusing on capturing the typical flow structure and flow characteristics during the 
development of the jet, and dissecting the interaction mechanism and coupling law 
between the jet and the ambient fluid which can not only provide a basis for implementing 
flow control and improving the flow characteristics but also provide some theoretical 
support for actual engineering practice and optimization. 

2. Modeling and Numerical Methods 
2.1. Model Building 

The horizontal jet fluid is injected into a square sink through a circular jet pipe 
parallel to the bottom wall, as shown in Figure 1. In order to investigate the general law 
of the flow structure of the HSJ, the geometrical parameters are made non-dimensional by 
dividing the inner pipe diameter D (D = 20 mm), given in Table 1. While ensuring the 
accuracy of the article presentation, the spatial right-angle coordinate system oxyz, with 
the center of the jet pipe exit circle as the coordinate origin, is established to better analyze 
the flow characteristics of the HSJ. The coordinate origin is set at the center of the circle at 
the outlet of the jet pipe. 

Table 1. Detailed dimensions of the computational model. 

Abbreviations Meaning 
Dimensionless 

Length 
Actual 
Length 

H 
Vertical distance of the horizontal jet 

axis from the bottom - - 

L Vertical distance of the horizontal jet 
outlet from the right wall 

- - 

Lj Length of jet pipe 50 D 1000 mm 
Lw Length of sink 55 D 1100 mm 
Ww Width of sink 15 D 300 mm 
Hw Height of sink 12 D 240 mm 

 
Figure 1. Schematic diagram of the three-dimensional horizontal submerged jet. 

  

Figure 1. Schematic diagram of the three-dimensional horizontal submerged jet.

Table 1. Detailed dimensions of the computational model.

Abbreviations Meaning Dimensionless
Length

Actual
Length

H Vertical distance of the horizontal jet axis
from the bottom - -

L Vertical distance of the horizontal jet
outlet from the right wall - -

Lj Length of jet pipe 50 D 1000 mm
Lw Length of sink 55 D 1100 mm
Ww Width of sink 15 D 300 mm
Hw Height of sink 12 D 240 mm

2.2. Numerical Methods and Boundary Conditions

In this paper, ANSYS FLUENT 14.5 is used to perform numerical simulations. The
wall roughness of the sink and jet pipe are set to 0.010 mm and 0.025 mm, respectively.
A Pressure-Based solver is used to better predict the flow of incompressible fluids [18].
In addition, the finite volume method is used in the computational region to control
the discrete equations, and the coupled pressure-velocity equations are solved using the
SIMPLEC algorithm [19]. During the iterative calculation using the SIMPLEC algorithm,
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the residuals of each convergence parameter are set to 10−6 to ensure the accuracy of
the calculation. The under-relaxation factors for Pressure, Density, Body Forces, and
Momentum are set to 0.8, 1.0, 1.0, and 0.5, respectively. The spatial discretization of the
gradient is chosen as “Least Squares Cell Based”. Meanwhile, the accuracy of divergence
operators is set as the second order, the precision of the solver is set as double precision,
and the standard wall function method is chosen for near-wall fluid flow simulation.

The boundary conditions are set as follows:
Inlet: The working fluid is incompressible, so the velocity inlet is chosen and the inlet

velocity Vb is calculated with Equation (1). The flow rate Q can be calculated with the
following equation:

Q =
VbπD2

4
, (1)

Outlet: The outlet boundary is farther downstream, and the turbulent flow is consid-
ered to reach relative equilibrium, so the outlet is set as a pressure outlet with a reference
pressure of 1 atm [20].

Wall: The solid walls in this numerical simulation are set as smooth non-slip walls.
Free surface: In the numerical simulation study of this paper, considering the small

influence of the HSJ on the ambient fluid flow field in the vertical direction, the jet has
limited influence on the free liquid surface to decrease the size of the simulation domain.
The rigid-lid hypothesis is adopted, such as the symmetric boundary conditions on the free
liquid surface. The convective and diffusive fluxes on the symmetric plane are set as 0.

2.3. Grid-Independence Analysis

The quality of the grid is crucial to the numerical simulation calculation [21,22]. Since
all internal points of the structured grid have the same adjacent cells, it can better achieve
the fitting of regional boundaries and is suitable for the calculation of fluid and stresses
on the surface. Hence, this paper adopts ANSYS ICEM for the structured meshing of the
calculation domain [23]. A reasonable choice of the number of grids can not only ensure the
accuracy of numerical simulation calculation but also shorten the computation time [24,25].
In this grid-independence analysis, the computational fluid domain is meshed in three
scales, the number of grids is shown in Table 2.

Table 2. The number of grids for the different schemes.

Case N1 N2 N3

Number of grids 2,504,627 4,258,458 7,308,570

The distribution of the axial velocity V/Vb of the HSJ under the condition of H/D = 2
(Re = 35,100) was calculated separately using the above-mentioned grids. The results are
compared in Figure 2. The distribution of V/Vb with the different numbers of grids is in
good agreement with each other with an error of up to 7%. The results almost remain the
same when the grid number increases from N1 to N2. On the other hand, there is a large
deviation in the numerical results in the jet development section (10 ≤ l/D ≤ 30) when the
number of grids increases from N1 to N2. The results from the numerical simulation are
processed using the grid-convergence index (GCI) proposed by Roache [26], using:

GCI1-2 = Fs

∣∣∣∣∣
rp(V1

Vb
− V2

Vb
)

1 − rp

∣∣∣∣∣, (2)

GCI2-3 = Fs

∣∣∣∣∣
rp(V2

Vb
− V3

Vb
)

1 − rp

∣∣∣∣∣, (3)
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where Fs is the safety factor; r is the linear grid refinement factor; p is the formal order of
accuracy; V1 is the axial velocity of the jet calculated using N1; V2 is the axial velocity of
the jet calculated using N2; and V3 is the axial velocity of the jet calculated using N3.
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Figure 2. The distribution of the axial velocity V/Vb of the jet for the different numbers of grids.

The following is a detailed description of the values of the relevant variables; Fs
generally takes a range of 1.25–3.00 and 1.25 is taken in the paper [27]; p is assigned a
value of 2 here; r should theoretically take a value of 2 [28], but Celik et al. [29] point
out that reasonable values of r are at least 1.3 and 1.1. Considering the accuracy of grid-
independence analysis and the applicability of the grid, r is taken as 1.7 in this paper.

Figure 3 shows the distributions of GCI1-2 and GCI2-3 with the different numbers of
grids. The values of GCI1-2 are significantly larger than the GCI2-3 which indicates that
the refinement of the grid significantly improves the accuracy of the numerical simulation.
The GCI1-2 forms a crest in the region 10 ≤ l/D ≤ 20, indicating that the accuracy of flow
prediction in this region needs to be supported by a high grid density, while the relative
error of the calculation results is significantly reduced after grid encryption. The mean
values of GCI1-2 and GCI2-3 for the jet axial velocity V/Vb were 2.2% and 0.5%, and the
maximum values of GCI1-2 and GCI2-3 are obtained at l/D = 10.3 and 23.1, and 4.7% and
1.0%, respectively. In summary, the simulation results with the basic grid show good
accuracy. It is considered as the reasonable number of grids and selected for numerical
simulation. Meanwhile, the accurate prediction of the boundary layer flow is also an
important part of the numerical simulation process that cannot be neglected. Section 2.2 of
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the paper has already mentioned the proposed use of the standard wall function method
for the near-wall flow in this numerical calculation. The standard wall function method
uses empirical formulas to approximate the flow near the wall rather than directly solving
for the complex flow in the corresponding region. Hence, the wall function method does
not require high fineness of the boundary layer mesh, and it is usually sufficient to keep the
y+ value of the first layer mesh between 11.5 and 400. A too large or too small y+ will make
the nodes of the first mesh of the boundary layer out of the core region of the turbulence,
thus making the wall function unavailable. It is verified that after the boundary layer
of the mesh is encrypted, the minimum value of y+ for the first layer of the mesh in the
computational domain is 13.8 and the mean value is 30.4, which meets the requirement of
using the standard wall function. The mesh is depicted in Figure 4.
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2.4. Turbulence Model Validation

In the numerical simulation, different turbulence models have different conditions
of applicability. The selection of a suitable turbulence model not only allows for better
coordination of computational resources but also for higher computational accuracy.

For the selection of computational models, this paper proposes to compare Wray–
Agarwal, Standard k-ε, RNG k-ε, Realizable k-ε, Standard k-ω, and SST k-ω. All the above
turbulence models are widely used in related research in the field [30,31] and have good
simulation effects on complex flows such as secondary flows and cyclonic flows. Among
them, the Wray–Agarwal [32,33] model is a one-equation linear eddy viscosity model that
was derived from two-equation k-ω closure. It combines the most desirable characteristics
of the one-equation k-ε model and the one-equation k-ω model. It uses the ω equation with
a cross-diffusion term to increase the ability to solve for nonequilibrium flows, aiming to
improve the accuracy of predicting the equilibrium flows [34–36].

Eddy viscosity:
µτ = fµρR, (4)

R =
k
ω

, (5)

R transport equation:

∂ρR
∂t +

∂ρujR
∂xj

= ∂
∂xj

[
(σRµτ + µ) ∂R

∂xj

]
+ ρC1RS

+ρ f1C2kω
R
S

∂R
∂xj

∂S
∂xj

− (1 − f1)ρC2kε

(
R ∂S

∂xj
S

)
(6)

where fµ is the damping function; f 1 is the switching function; k is the turbulent pulsation
kinetic energy, J; ω is the specific dissipation rate; t is the time, s; S is the average strain,
1/s; and the modulation constants C1, C2kω, C2kε, and σR are determined from empirical
data and the wall constraint law:

C1kω = 0.0829, C1kε = 0.1127, C1 = f1(C1kω − C1kε) + C1kε

σkω = 0.72, σkε = 1.0, σR = f1(σkω − σkε) + σkε

C2kω = C1kω
κ2 + σkω, C2kε =

C1kε
κ2 + σkε, κ = 0.41

(7)

Average strain:

S =
√

2SijSij, (8)

The damping function fµ is given by:

fµ =
χ3

χ3 + C3
W

, (9)

χ =
R
v

, (10)

It is important to note that more detailed information and descriptions of the Wray–
Agarwal turbulence model can be found on the NASA Turbulence Modeling Resource (TMR)
website (https://turbmodels.larc.nasa.gov/wray_agarwal.html, accessed on 29 July 2022).

HSJs have better conditions for turbulence development. On the other hand, they lack
fast-changing parameters, namely the velocity gradients to characterize the accuracy of
turbulence models for flow prediction. Based on the group’s previous experimental study of
PIV for oblique submerged impact jets [37], the distribution of axial dimensionless velocity
V/Vb along the jet axis under fixed impact angle (θ = 45◦) and impact height (H/D = 3)
conditions are calculated using the above turbulence models as shown in Figure 5a. The
predicted results of different turbulence models are in good agreement with each other in
the prediction of the jet flow trend, i.e., the axial velocity remains basically constant in the
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free jet region (0 ≤ l/D ≤ 3) and decreases rapidly in the impact region (3 ≤ l/D ≤ 4). The
absolute errors between the results from either numerical simulation or PIV experiments in
the effective monitoring range are shown in Figure 5b. Combining Figure 5a with Figure 5b,
in the initial stage of the free jet (0 ≤ l/D ≤ 0.8), the predicted results of conventional
turbulence models such as SST k-ω show high accuracy, while the predicted results of the
Wray–Agarwal model are up to 3.3 % larger. With the free development of the jet, both the
simulation results and the PIV experimental data show a slightly increasing trend. The
results from Wray–Agarwal turbulence model fit better with the measurement results. At
the same time, it is noted that as the velocity gradient and pressure gradient at the near-wall
surface increase, the numerical results derived from each turbulence model are less and less
different from the experimental data, showing a better prediction accuracy. The differences
between the predicted results of each turbulence model gradually decrease and all agree
well with the experimental data. Overall, the predicted results of the Wray–Agarwal
turbulence model are larger. Meanwhile, the Wray–Agarwal model fits well with the results
from experiments in most of the regions. It is noteworthy that the predicted results deviate
from those from experiments in the jet exit region where the l/D is small. The focus of this
paper is on capturing and analyzing the flow field structure within the HSJ, rather than
focusing on the microscopic flow in the inlet region of the jet. Therefore, the prediction
error in the jet exit area is considered acceptable. Through the above consideration, this
paper decided to use the Wray–Agarwal model for numerical simulation.
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Figure 5. Results and analysis of V/Vb obtained from different turbulence models: (a) Distribution
of axial velocity V/Vb along the axis of the jet; (b) Absolute error values of numerical results and PIV
experiments.

3. Results and Discussion
3.1. Flow Field Analysis

Figure 6 depicts the distributions of V/Vb with streamlines on the mid-section (oxz
plane) of the jet at different horizontal heights (Re = 35,100). The parameter h is the vertical
height from the bottom of the sink. As the surrounding fluid is continuously sucked into
the jet, the jet gradually diffuses with decreasing axial velocity. When the horizontal height
H/D equals 0.5, the HSJ structure is similar to a wall jet, where the jet diffusion near the
wall side (along −z direction) is blocked. The jet diffuses freely away from the wall side
(along +z direction). When the horizontal height is in the range of 0.5 < H/D ≤ 2, the jet
spreads to the bottom wall in a relatively short time. As the H/D is larger than 2, the main
stream of the jet moves towards the bottom wall. The mass on the side away from the
wall is more than the side near the wall which is due to the unequal mass distribution of
the ambient fluid affected by entrainment on both sides of the jet at the same time. With
the turbulent mixing effect on the boundary of the jet, the energy transferred from the jet
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to the ambient fluid on both sides is basically equal. Hence, the entrainment velocity in
the −z direction is larger, while the pressure is smaller, resulting in a shift of the main
stream of the jet along the −z direction. The jet attachment effect then occurs. In addition,
a vortex (E1) appeared downstream of the jet exit. The vortex affected about 1/3 of the
entire length of the flume. As the horizontal height of the jet increases, the position of the
vortex core at the outlet gradually moves along the +z direction and the area of influence
becomes smaller (E5–E7) until it disappears. This suggests that the associated backflow is
more likely to occur in areas outside the main stream diffusion zone of the jet. The back
flow needs some space for further development. At the same time, when H/D is small, the
distributions of the entrainment area and the scope of the vortex in the flow field are highly
consistent. The vortex areas (E1–E6) are both located in the upper right of the calculation
domain and the boundary between them is clear and located near x/D = 30. Due to the
entrainment effect, the jet will absorb a large amount of ambient fluid into the main stream.
With a smaller H/D, there is not enough space for entrainment below the jet, resulting in a
large amount of fluid being sucked into the area above the jet. With the full development
of the jet, the fluid in the upper part of the computational domain at x/D = 30 reaches a
certain entrainment velocity in the −z direction and mixes with the ambient fluid, forming
a large reflux zone. As the H/D increases, the volume of entrainment on both sides of the
jet gradually becomes equal. Meanwhile, the unsteady flow is relatively smaller, and the
flow field in the sink is more regular.
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continues to develop and gradually moves in the −x direction. The inhibitory effect of the 
wall on jet development basically disappears at larger H/D when the turbulence is fully 
developed and the high-speed zone of the jet is significantly reduced. At the same time, 
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Figure 7 shows the contours of the V/Vb velocity distribution with streamlines
on the jet cross section (oxy plane) at different horizontal heights (Re = 35,100). As for
0.5 ≤ H/D ≤ 1.5, both the velocity contours and diagrams of streamlines show good sym-
metries; no obvious vortexes appear in the flow field. All of them have vector rotation
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points (VRP) which are distributed within the parameter range of 25 ≤ x/D ≤ 30. They also
show high symmetry, which is highlighted in the figure with a red circle. The explanation
appears to be that when H/D is small, the jet is fully developed in the oxy plane. In the
−z direction of the oxz plane, however, the development of the jet is inhibited by the bottom
wall. Hence, the turbulent kinetic energy contained in the jet cannot be adequately ex-
changed with the ambient fluid in the oxy plane, such that there is not enough energy in the
direction perpendicular to the main stream velocity to engage in entrainment action with
the surrounding fluid. Only VRPs without intact vortex structures appear. At H/D = 2,
the suppression effect of the bottom wall of the jet becomes weak. The vortexes begin to
appear in the flow field of the jet and are symmetrically distributed on both sides of its
main stream of the jet near the wall. With the increase in H/D, the vortex near the side wall
continues to develop and gradually moves in the −x direction. The inhibitory effect of the
wall on jet development basically disappears at larger H/D when the turbulence is fully
developed and the high-speed zone of the jet is significantly reduced. At the same time,
the momentum exchange phenomenon with the ambient fluid is significant. This results
in a significant increase in unstable three-dimensional flow in the flow field, creating an
asymmetric distribution of the cross-sectional flow field in the jet. More unsteady flow is
observed on the main stream side of the jet and a relatively flat flow on the other side.
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To understand the process of vortex generation and its development in the sink,
the contours of V/Vb and streamlines for different vertical cross sections (oxz plane) at
different horizontal heights (Re = 35,100) are compared and analyzed, as shown in Figure 8.
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Comparing Figure 7c with Figure 8a, it is not difficult to find that the formation of VRP
originates precisely from the sinking of the fluid at the edges of the vortex caused by the
spatial vortex structure consisting of E1-0 to E1-6. When H/D is 1, a vortex with a large
influence range (E1-0) appears downstream of the jet outlet in the middle section. The
scope of the vortex gradually decreases (E1-0~E1-6) during the development of this vortex
to both sides. A vortex (G1-4) occurs near the bottom of the cross-section at y/D = 4. On
the cross-section at y/D = 6, the core position of this vortex was almost unchanged. The
vortex developed significantly, and the influence range gradually increased. At H/D = 3
and the same value of y, the scope of vortexes generated at the jet downstream outlet (E3-0
and E3-2) are smaller than those (E1-0 and E1-2) generated in H/D = 1. The reduction in
space above the jet and the increase in the volume of entrainment below contribute to
this phenomenon. The position of the vortex core moves along the +z direction as well.
Meanwhile, the vortexes G3-4 and G3-6 move gradually in the +x direction. Therefore, the
incidence height H/D affects the size and location of the vortex in the flow field. There
are obvious wall vortexes that are generated and well developed on both sides along the
y-direction.
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(a) H/D = 1; (b) H/D = 3.

With different longitudinal sections x/D, the contour of V/Vb on the longitudinal
section of the jet (oyz plane) at different horizontal heights at Re = 35,100 is depicted in
Figure 9. The values of V/Vb for each longitudinal section of the jet are distributed in
a circular pattern for different H/D conditions. The dimensionless velocity decreases
gradually from the jet center to the edge. The entrainment effect during the development
of the jet makes the jet flow increase along the range; the section is expanding, and the
velocity gradually decreases. At H/D = 0.5, the jet flows along the bottom wall and diffuses
more obviously along the lateral direction y than in the vertical direction z, indicating that
the bottom wall limits the diffusion of the jet in the vertical direction and enhances the
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lateral diffusion. As H/D increases, the influence of the bottom wall on the jet becomes
weak. At the same time, the velocity of the jet arriving at the cross-section of x/D = 50
becomes smaller with the increase in H/D. The relative high-speed region in the center of
the V/Vb distribution contours gradually disappears. Indicating that with the increase in
H/D, the energy exchange between the jet and the ambient fluid becomes more adequate,
leading to the rapid dissipation of its own energy.
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Figure 10 shows the variations of V/Vb at different horizontal heights at Re = 35,100.
The cyan dashed line with arrows in the figure indicates the variation of the position of the
maximum axial velocity point in the z-direction. As shown in the figure, the jet gradually
spreads, and the maximum axial velocity gradually decreases as the jet flow x increases
at H/D = 0.5. Due to the influence of the bottom wall, the parameter V/Vb distributes
asymmetrically. The values of V/Vb near the bottom wall increase rapidly from 0 to the
maximum. On the side of the HSJ away from the bottom, the values of V/Vb distribution
are similar to the free jet velocity distribution. As the jet flow x increases, the point where
V/Vb reaches the maximum value is gradually deviated from the central axis of the jet
(x-axis) and gradually approaches the bottom wall. At H/D = 1, the maximum value of
V/Vb is obtained on the centerline at x/D = 10. As for H/D = 0.75, however, the maximum
value of V/Vb at the same position has deviated from the axis. This indicates that the
distance between the position where the deflection of the jet occurs and the jet outlet
increases with the growth of the horizontal height. As for H/D = 6, the bottom wall has
almost no effect on the velocity distributions of the cross-section in the jet. The velocity
distribution at each section is almost symmetric to the axis line. In summary, the bottom
wall restricts the diffusion of the horizontal jet in the −z direction, increasing the axial
velocity of the jet in the near-wall area. It then forms a low-pressure area below the main
stream of the jet, which makes the jet deflect downward and leads to the wall attachment
effect of the jet.
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Figure 10. Axial V/Vb distribution in the mid-section (oxz plane) of the jet under different H/D 
conditions: (a) H/D = 0.5; (b) H/D = 0.75; (c) H/D = 1; (d) H/D = 2; (b) H/D = 3; and (f) H/D = 6. 

Figure 11 shows the distribution of V/Vb along the axis of the horizontal jet at different 
horizontal heights (Re = 35,100). The trends are similar at different horizontal heights. In 
the initial range (0 ≤ x/D ≤ 6), the values of V/Vb decrease slowly from 1.23 to 1.15. When 
the jet further develops, it decays rapidly to about 0.4 in the region of 6 ≤ x/D ≤ 25. As x/D 
continues to increase, the rate of decrease in V/Vb slows down and gradually fluctuates 
around 0.2. At the same time, due to the influence of the bottom wall, the mixing effect 
with the ambient fluid below the jet is greatly weakened. This is why the values of V/Vb 

Figure 10. Axial V/Vb distribution in the mid-section (oxz plane) of the jet under different H/D
conditions: (a) H/D = 0.5; (b) H/D = 0.75; (c) H/D = 1; (d) H/D = 2; (e) H/D = 3; and (f) H/D = 6.

Figure 11 shows the distribution of V/Vb along the axis of the horizontal jet at different
horizontal heights (Re = 35,100). The trends are similar at different horizontal heights. In
the initial range (0 ≤ x/D ≤ 6), the values of V/Vb decrease slowly from 1.23 to 1.15. When
the jet further develops, it decays rapidly to about 0.4 in the region of 6 ≤ x/D ≤ 25. As x/D
continues to increase, the rate of decrease in V/Vb slows down and gradually fluctuates
around 0.2. At the same time, due to the influence of the bottom wall, the mixing effect
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with the ambient fluid below the jet is greatly weakened. This is why the values of V/Vb of
the horizontal jet with H/D = 0.5 are up to 1.29 times larger than those of other horizontal
heights in the region of x/D > 6.
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Figure 11. Distribution of horizontal jet axial dimensionless velocity V/Vb at different horizontal
heights.

The distributions of each axial velocity have obvious inflection points. The horizontal
inundation jet is divided into two zones. In zone I, the velocity drops sharply. In zone II,
the drop of axial velocity slows down. To explore the general law of the inflection point, its
first-order derivative image is made, as shown in Figure 12. The minimal value points of the
V/Vb distribution curves under different H/D conditions are more concentrated and are all
located near x/D = 10, suggesting that the inflection points of each axial velocity distribution
curve have high consistency. The initial velocity of the jet is very fast after it is ejected
from the outlet and mixed with the ambient fluid. During the process, there is a strong
energy exchange and the axial velocity decreases along the course. As mentioned above,
the cross-sectional area increases while the jet flow increases along the range, due to the
entrainment effect, which leads to increased resistance of the main stream of the jet during
its development, thus leading to an increase in the decay rate of the jet axial velocity and
reaching a maximum at x/D = 10. As for x/D > 10, the jet gradually develops completely,
and the energy exchange and entrainment effect then reach a relative equilibrium. The
axial velocity decay rate remains at a low level and decreases along the range, which leads
to an obvious inflection point on the V/Vb distribution curve. Further exploration reveals
that although the extreme points (inflection points) of the first-order derivative images of
each curve are consistent, there are large differences in their distributions of extreme value.
When the horizontal height H/D is taken as 0.5 and 1.5, respectively, the extreme values
of the corresponding axial velocity distribution curves obtain the maximum or minimum
values. This indicates that at H/D = 0.5 and 1.5, the absolute value of the jet axial velocity
gradient at the inflection point (x/D = 10) achieves the minimum and maximum values,
respectively, due to the wall effect generated at the bottom wall. With the full development
of the jet, a situation diametrically opposite to that described earlier emerges: the absolute
value of the velocity gradient of V/Vb is maximum when the horizontal height H/D = 0.5,
and the absolute value of the velocity gradient of V/Vb is minimum when the horizontal
height H/D = 1.5.

Figure 13 shows the variations of V/Vb at different oxy and oxz cross-sections at
different horizontal heights (Re = 35,100). At H/D = 0.5, z/D = ±0.25 and y/D = 0.25, the
values of V/Vb almost remain as a constant in the range of 0 ≤ x/D ≤ 2. The values of
V/Vb for each operating condition decrease gradually with the increase in the jet flow
distance. The values of V/Vb in the range of 2 ≤ x/D ≤ 40 is located at z/D = −0.25,
y/D = 0.25, and z/D = 0.25 cross-sections from the largest to the smallest. This indicates
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that the velocity of the jet fluid on the side close to the wall is increased due to the influence
of the wall. The values of V/Vb at z/D = 0.5 and y/D = 0.5 rapidly increase from 0 to 0.6
in the region of 0 ≤ x/D ≤ 2. Meanwhile, the values of V/Vb at z/D = 0.5 and y/D = 0.5
gradually decrease. For H/D ≥ 2, the values of V/Vb at z/D = ±0.25 and y/D = 0.25 are
almost equal, and the trend of velocity distribution is the same. Combined with Figure 8,
the overall dimensionless velocity V/Vb of the jet is less and less influenced by the wall as
H/D increases. In summary, the influence of the bottom wall on the jet is mainly manifested
by limiting the diffusion in the −z direction, increasing the velocity in the near-wall area,
and the influence of the bottom wall on the jet decreases with the increase in the horizontal
height until it disappears.
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3.2. Jet Velocity Distribution in the Near-Wall Region

Figure 14 shows the contours of dimensionless velocity with the surface stream-
lines in the mid-section of the horizontal jet under the condition of horizontal height
0.5 ≤ H/D ≤ 1.5 in the parameter ranges of 0 ≤ x/D ≤ 10 and 0 ≤ H/D ≤ 2. The red
rectangular block indicates the point where the pressure on the bottom wall is zero and is
called the jet contact point (JCP). The JCP parameter gradually moves downstream of the jet
with the increase in H/D. At H/D = 0.5, the jet flows along the bottom wall. At H/D = 0.75,
the jet diffuses to the bottom wall at the position around x/D = 1.5, after which, the bottom
wall restricts the vertical downward diffusion of the jet, resulting in a continuous backward
movement of the JCP. On the side away from the bottom, however, the diffusion of the jet
upward is almost unaffected, which leads to an asymmetry in the jet velocity distribution
and vector diagram.

In order to explore the general law of JCP distribution, the horizontal distance of
the JCP from the jet pipe outlet is denoted by Lp. Figure 15 depicts the variation of the
Lp/D with H/D for different Reynolds number conditions. As shown in the figure, at a
lower Reynolds number, the jet contains less turbulent kinetic energy and its ability to mix
the ambient fluid is diminished, resulting in a small Lp/D in most of the H/D range. In
particular, in the smaller H/D case (H/D = 0.75), the wall attachment effect of the HSJ is
very weak because there is very little ambient fluid below the main stream of the jet. At the
same time, the lower jet velocity further weakens the wall attachment effect, and the main
stream of the jet is no longer deflected towards the bottom wall. In addition, the fluid below
the main stream of the jet has a large velocity gradient in the z-direction, which produces a
clear boundary layer effect. The slip phenomenon occurs when the jet main stream diffuses
to the boundary layer, resulting in a large Lp/D for a small H/D. Overall, the distribution
pattern of Lp/D under different Reynolds number conditions has a high consistency and
shows a relatively independent property from the Reynolds number when the Reynolds
number of the jet increases.

235



J. Mar. Sci. Eng. 2022, 10, 1217
J. Mar. Sci. Eng. 2022, 10, x FOR PEER REVIEW 17 of 23 
 

 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 13. Distribution of V/Vb at different y/D and z/D positions at different horizontal heights 
H/D: (a) H/D = 0.5; (b) H/D = 0.75; (c) H/D = 1; (d) H/D = 1.5; (e) H/D = 3; and (f) H/D = 4. 

3.2. Jet Velocity Distribution in the Near-Wall Region 
Figure 14 shows the contours of dimensionless velocity with the surface streamlines 

in the mid-section of the horizontal jet under the condition of horizontal height 0.5 ≤ H/D 
≤ 1.5 in the parameter ranges of 0 ≤ x/D ≤ 10 and 0 ≤ H/D ≤ 2. The red rectangular block 
indicates the point where the pressure on the bottom wall is zero and is called the jet 
contact point (JCP). The JCP parameter gradually moves downstream of the jet with the 
increase in H/D. At H/D = 0.5, the jet flows along the bottom wall. At H/D = 0.75, the jet 
diffuses to the bottom wall at the position around x/D = 1.5, after which, the bottom wall 
restricts the vertical downward diffusion of the jet, resulting in a continuous backward 
movement of the JCP. On the side away from the bottom, however, the diffusion of the jet 
upward is almost unaffected, which leads to an asymmetry in the jet velocity distribution 
and vector diagram. 

Figure 13. Distribution of V/Vb at different y/D and z/D positions at different horizontal heights
H/D: (a) H/D = 0.5; (b) H/D = 0.75; (c) H/D = 1; (d) H/D = 1.5; (e) H/D = 3; and (f) H/D = 4.

Figure 16 depicts the distribution of V/Vb at different values of z in the near-wall
region in the parameter range of 0 ≤ z/D ≤ 0.5. When H/D = 0.5, the jet structure is a
typical wall jet. The values of V/Vb decrease gradually with the increase in the jet range.
At H/D = 0.75, the distribution of V/Vb shows different trends for different z values. At
h/D = 0.1 and 0.2, the values of V/Vb increase gradually as x increases in the region of
0 ≤ x/D ≤ 10 due to the entrainment effect of the jet, and thereafter, the values of V/Vb
decrease gradually. The velocity gradient when the jet decelerates is smaller than that
when the flow is accelerated. As for increasing h/D, the values of V/Vb decrease gradually
with the increase in the jet range, and is especially noted that when h/D = 0.3; a velocity
smoothing zone appears near the outlet by the influence of the boundary layer of the main
stream of the jet. In the zone, the values of V/Vb fluctuate around 0.72. When the H/D
ranges from1.25 to 2, the velocity in the near-wall area shows a trend of gradual acceleration
from 0. After that, a slow deceleration can be found. At the same time, V/Vb gradually
approaches 0.2 as the horizontal height increases. In addition, the acceleration zone near
the wall gradually expands.
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the same time, the lower jet velocity further weakens the wall attachment effect, and the 
main stream of the jet is no longer deflected towards the bottom wall. In addition, the 
fluid below the main stream of the jet has a large velocity gradient in the z-direction, which 
produces a clear boundary layer effect. The slip phenomenon occurs when the jet main 
stream diffuses to the boundary layer, resulting in a large Lp/D for a small H/D. Overall, 
the distribution pattern of Lp/D under different Reynolds number conditions has a high 
consistency and shows a relatively independent property from the Reynolds number 
when the Reynolds number of the jet increases. 

0 1 2 3 4 5 6 7 8 9 10

0

1

2
 x/D

h/
D

0 1 2 3 4 5 6 7 8 9 10

0

1

2
 x/D

h/
D

0 1 2 3 4 5 6 7 8 9 10

0

1

2
 x/D

h/
D

0 1 2 3 4 5 6 7 8 9 10

0

1

2
 x/D

h/
D

0 1 2 3 4 5 6 7 8 9 10

0

1

2
 x/D

h/
D

Figure 14. Contours with vector diagrams of jet velocity distribution at different incidence heights
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4. Conclusions

In this paper, based on the Wray–Agarwal turbulence model, a numerical simulation
study of HSJs with different incidence heights is carried out, and the main conclusions are
as follows:

(1) The jet horizontal height H/D has a large effect on the flow field structure of HSJ.
When H/D is small, the unsteady structure in the jet flow field is dominated by
vortexes, and the distribution is more regular, all starting generation around x/D = 30.
In the meantime, the vortex structure in the flow field has a clear boundary and is

238



J. Mar. Sci. Eng. 2022, 10, 1217

insensitive to the variation of H/D. In addition, significant wall-attached vortexes
are generated on both sides of the flow field. In the +y direction, the wall-attached
vortexes gradually develop. They are also observed to gradually move in the +x
direction as H/D increases.

(2) The distance between the JCP and the jet pipe outlet increases linearly with the
increase in the incidence height H/D, but the distribution pattern of the JCP gradually
becomes relatively independent of the Reynolds number with the increase in the jet
Reynolds number.

(3) The velocity distribution of the jet axial velocity under different incidence heights
H/D has very high similarity, and all of them have obvious velocity inflection points
at x = 10D. The horizontal inundation jet is divided into two zones; in zone I, the
velocity drops sharply, while in zone II, the drop of axial velocity slows down. In
addition, when H/D is small, its axial speed is significantly higher than in other
working conditions, up to 1.29 times. It can be seen that the wall attachment effect of
the jet and the boundary layer effect generated at the bottom of the fluid domain have
a certain role in maintaining the velocity of the jet near the wall. The flow velocity
of the main stream of the jet near the wall is obviously large. This phenomenon
disappears with the increase in H/D. In addition, this velocity retention effect is most
significant at H/D = 1.

The above conclusions have a certain guiding significance for engineering practice. In
marine engineering, horizontal inundation jets are often used for underwater sand flushing
and dredging where the distribution law of the horizontal jet JCP can be fully utilized,
and the position of the JCP can be adjusted by controlling the incidence height to achieve
precise construction. At the same time, the incidence height can be sufficiently reduced
to ensure a large axial velocity of the jet in order to achieve a better scouring effect. It is
not negligible that the vortex structure in the flow field is fully developed and has a stable
distribution pattern at a small incidence height, which also provides good conditions for
the rapid transport of scouring materials. In addition, in water conservancy engineering,
horizontal submerged jet energy dissipation as a new flood energy dissipation method is
developing rapidly, and the research results of this paper lay the theoretical foundation for
the study of its energy dissipation effect, which is of great practical significance.
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Abstract: Wastewaters are commonly discharged into the seas and oceans through multiport diffusers.
Accurate prediction of the complex interactions of multiport diffusers with the receiving water bodies
is significant for the optimal design of outfall systems and has yet to be fully illuminated. In the
current study, the mixing and dilution characteristics of multiple inclined dense jets are studied
using a three-dimensional numerical simulation. The Launder, Reece, and Rodi (LRR) turbulence
model is employed to perform the simulations, and the predictions are compared against available
experimental data. The results indicate that the LRR turbulence model is a promising tool for the
study of inclined dense jets discharged from multiport diffusers, and it can provide more accurate
predictions of the mixing behavior than standard and re-normalization group (RNG) k-ε turbulence
models. The model is further employed to evaluate and compare the dispersion capabilities of
multiport diffusers with uniform and non-uniform jet orientation to the horizontal, as a novel idea.
The comparisons demonstrate the middle discharge may have a longer trajectory (7% and 5% increase
in terminal rise height and impact point distance, respectively) and therefore a higher dilution rate
(14% increase in impact dilution) when its adjacent jets are disposed with a different angle, compared
to that of uniform discharges. The outcomes may be favorable for outfall systems applications
involving dilution.

Keywords: numerical simulations; multiple discharges; inclined dense jets; mixing and dilution;
discharge inclination

1. Introduction

Brine wastewaters from desalination plants are commonly discharged into the seas
and oceans through diffusers. These effluents, which have a density higher than the
surrounding water, sink to the sea-bottom and can increase salinity near the diffuser, which
can result in adverse effects on the local natural environment if not properly discharged [1].
The mixing characteristics of the wastewater discharges are closely related to the properties
of the outfall diffusers [2,3]. Thus, it is essential to predict the mixing behavior of the jets
from different kinds of diffusers to enable an economically efficient design while complying
with regulatory demands.

Discharges may be positively, neutral, or negatively buoyant. Positively buoyant jets
have a density lower than the ambient water density and rise due to a positive buoyancy
until they reach the water surface and then spread horizontally as a plume; the horizontal
and vertical multiple discharges are typically positively buoyant or neutral. Negatively
buoyant jets have a density higher than the surrounding water, and they are affected by
a negative buoyancy which hinders the flow moving upward and leads the jets to move
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back to the sea bottom; the inclined jets are mainly negatively buoyant. Thus, the trajectory
and therefore mixing behavior of inclined jets may differ from the horizontal and vertical
discharges, which highlights the importance of the separate study of inclined jets. On the
other hand, the diffusers may be either single- or multi-port. Single-port discharges can
freely mix with the receiving water without any interactions. However, multiport diffusers
are frequently applied around the world, e.g., Melbourne, Perth, Sydney, and Boston, to
enable high dilutions with high effluent flow rates [4,5]. The mixing process of multiport
discharges differs from single-port jets, and its study is much more complicated because of
the complex mechanisms resulting from jet interactions and the Coanda effect. Although
the mixing behavior of single inclined dense jets has been widely studied for many years,
the dilution properties of multiple jets have received less attention.

The investigations on multiple buoyant jets were quite often experimental or analyti-
cal. Some prior experimental studies on multiple buoyant jets have focused on multiple
horizontal [5–11] and some others on vertical [4,12] discharges. Some studies analytically
investigated multiple buoyant jets and estimated the distance over which the interacting
3D buoyant jets behave as a plane jet [7,13]. Knystautas theoretically predicted the velocity
field of multiple turbulent jets using the superposition technique based on the Reichardt
hypothesis [6]. Knystautas’ model was further improved to predict the concentration field
based on an extension of the Reichardt hypothesis to the lateral transport of pollutants [14].
Wang and Davidson [5] argued that the models presented by Knystautas [6] and Hodgson
et al. [14] did not capture the possible change in spreading rate due to jet merging, and ex-
tended their models by considering the changes in the spreading rates and concentration to
velocity length scale ratio between the axisymmetric and 2D flow limits. Yannopoulos and
Noutsopoulos analyzed interacting vertical buoyant jets in stagnant ambient conditions,
and developed analytical expressions concerning the concentration and velocity distribu-
tions based on the entrainment restriction approach [12] and superposition method [15].
Lai and Lee [16] proposed a general semi-analytical model for the dynamic interaction
of multiple buoyant jets, and showed that merging point, jet trajectories, as well as the
centerline concentration and velocity of the buoyant jet group were perfectly matched with
the measurements. Furthermore, multiple inclined discharges have been mainly studied
experimentally [17–23].

Although experimental studies have significantly contributed to a better understand-
ing of multiple jets, they are expensive and time-consuming options. Thus, supplementary
methods such as integral entrainment models have always been of interest. These mod-
els are widely employed by designers to assess jet mixing behavior and are a basis for
commercial mixing tools such as JetLag [24,25], CoreJet [26], and UM3 [27]. According
to integral entrainment models, the velocity profiles of a jet is assumed to be Gaussian
or top hat and axisymmetric without radial changes, resulting in simplified governing
momentum and mass conservation equations [28]. These models are unable to resolve
re-entrainment, boundary effects, and the Coanda effect [28,29]. The last limitation may
shed doubt on the prediction capabilities of integral entrainment models for multiple jets,
where the Coanda effect reduces jet dilution and terminal rise height [19,30]. Palomar
et al. [31] evaluated the prediction capabilities of the JetLag, CoreJet, and UM3 tools for
inclined dense jets. They found a lot of discrepancies for the prediction of terminal rise
height, and showed more than 50% under-prediction for dilution. This underestimation
has roots in the simplified mass and momentum equations of the integral models resulting
from the simplex assumptions for the jet velocity profiles.

Thanks to the advancements in computational resources over the past two decades,
the application of computational fluid dynamics (CFD) modeling in the prediction of
jet-mixing behavior has dramatically increased [32]. CFD includes fewer simplifying
assumptions, compared to integral entrainment models, and is currently a promising
approach to simulate desalination outfalls [29]. The application of CFD modeling, including
the Reynolds Averaged Navier Stokes (RANS) model [33–38] and large eddy simulation
(LES) [39–41], has been reported for single port discharges in recent works. However, there
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have been only a limited number of reports covering the predictive capabilities of CFD
models for multiple jets. Some studies have numerically investigated multiple buoyant jets.
Xue et al. [42] indicated that the standard k-ε model could reasonably predict the mixing
behavior of multiple horizontal jets in cross-flow. Tang et al. [43] applied a buoyancy-
corrected eddy viscosity model (EVM) to predict the primary mixing of buoyant jets from
multiple ports, and compared the results to the CORMIX model predictions. They showed
that the CFD model could capture the changes of the plumes’ depth along the trajectory,
which the CORMIX model was incapable of capturing. Yan et al. [44] investigated the
prediction capabilities of four different turbulence closures including the standard k-ε,
re-normalization group (RNG) k-ε, k-ω, and k-ω shear stress transport (SST) for multiple
vertical jets and showed that (RNG) k-ε resulted in more accurate outcomes. As the mixing
behavior of multiple inclined discharges may differ from buoyant jets due to the negative
buoyancy, some studies have attempted to validate the application of CFD for those jets.
Yan and Mohammadian [3] validated the performance of the standard and re-normalization
group (RNG) k-ε turbulence models for the prediction of multiple inclined dense jets and
showed that both models could provide predictions of the terminal rise height and the
impact point dilution with errors lower than 15%. Moreover, the predictions for the impact
distance based on the standard and (RNG) k-ε closures were found to be accurate with
errors of 18.6% and 13.3%, respectively. A recent study [29] conducted numerical CFD
simulations based on k-ω (SST) closure to investigate the Gold Coast Desalination Plant
offshore inclined multiport brine diffuser while affected by different ambient velocity
conditions, in the range of 0.03–0.26 m/s, and validated impact dilutions and plume
trajectory against physical experimental data.

Experimental and numerical models are adopted to predict the mixing behavior of
discharges, which are significantly affected by the properties of outfall diffusers [2,3].
For single dense discharges, inclined jets result in a higher dilution rate than vertical
discharges since vertical jets tend to fall back on themselves and it significantly impairs
the dilution process [45–47]. It is widely accepted that the 60◦ inclined discharges provide
the longest trajectory for entrainment and therefore the highest dilution rate [48–51]. The
effects of flow orientation on the flow field have been also investigated in other hydraulic
conditions [52–54]. The main issue with multiple inclined dense discharges arises when
the ports are not sufficiently spaced apart, and the jets are closely or moderately spaced.
The dynamic interaction and the Coanda effect cause these jets to have a reduced terminal
rise height and to bend inward, and thus to have a shorter trajectory compared to a single
jet [19]. The shortened trajectory further decreases dilution since it diminishes the available
surface for entrainment. To overcome this reduction in dilution, it has been recommended
to space the jets sufficiently apart in multiport diffusers [19], which lets the jets freely
entrain the surrounding water without any interactions, as single jets do. The effect of
port spacing on the mixing process of multiport diffusers has been the focus of some prior
research. Yan et al. [44] focused on multiple vertical buoyant jets and indicated that as
the port spacing was reduced, the jets’ centerline dilution was lower, and the plume-like
region was placed farther from the port. Moreover, they proposed a novel formula for
concentration profiles that considers the influence of port spacing. Abessi and Roberts [19]
conducted laboratory experiments on the influences of port spacing on multiple inclined
dense jets and indicated that the port spacing can have a negative effect on the rise height
and other geometrical characteristics of discharges. They highlighted the minimum port
spacing that avoids dynamic interaction of jets.

Based on the above explanations, two main research gaps need to be further elabo-
rated when focusing on the study of multiport diffusers. First evaluating the prediction
capabilities of less validated modeling approaches, from the CFD simulation point of view,
and secondly investigating the influence of non-uniform port orientation on the mixing be-
havior, from the optimal design point of view. The available numerical studies have mainly
investigated the prediction capabilities of the eddy viscosity models (EVMs). The EVMs
consider that the Reynolds stresses are proportional to mean rates of deformation and the
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stresses are obtained based on the Boussinesq assumption [55]. These models provide good
results for simple flows and some recirculating flows [55], but some drawbacks have been
reported for them when employed for complex flow fields [56,57]. The main drawback of
most EVMs can be the consideration of isotropic character for the eddy viscosity, which
causes them to be insensitive to the orientation of the turbulence structure and its mixing
and transport processes [35]. However, the stress anisotropy plays a significant role in
changing in the streamline trajectory and stress-induced secondary motions [57]. The RSMs
solve transport equations for the Reynolds stresses and consider different values for viscos-
ity in each direction, which may result in more accurate predictions compared to the EVMs
for the complex flow fields [55]. Gildeh et al. [35] applied five different RANS models,
including the re-normalization group (RNG) k-ε, realizable k-ε, nonlinear k-ε, Launder,
Reece, and Rodi (LRR), and Launder-Gibson, to predict the mixing behavior of 30◦ and
45◦ inclined dense jets. They showed that the two RSMs could provide more accurate
predictions for the velocity fields compared to the other applied models. Additionally, the
LRR model could better capture secondary flows. It is likely that the RSMs will begin to
be more widely applied for industrial projects once a consensus has been achieved about
the best numerical solution strategies for their convergence problems [55]. Additionally,
the advances in computational resources in the early future may lead these models to be
more employed by industrial users. Therefore, this study simulates multiple inclined dense
discharges employing the Launder, Reece, and Rodi (LRR) model as a new approach for
multiple jets, and compares the model predictions of terminal rise height, impact point
distance, and impact dilution to existing experimental measurements.

Furthermore, previous studies have mainly focused on the influence of port spacing
on the mixing characteristics of multiport diffusers. However, the influence of non-uniform
port orientation on the merging process of multiport diffusers is rarely reported. Jet merging
in multiport diffusers leads the jets to have shorter trajectories and lower dilution compared
to single jets. It is expected that the jet merging and the Coanda effect diminish when the
jets are discharged with non-uniform orientation to the horizontal, compared to uniform
discharged diffusers. A change in port orientation can be of interest in practical projects,
such as brackish water discharges into water bodies emitted by osmotic power plants, since
it may provide an inexpensive way to enhance the mixing performance. Thus, as another
contribution of this study, the effect of non-uniform port orientation on the merging process
of multiple inclined dense jets is also evaluated using the validated LRR model.

The rest of this paper is devoted to the description of research methodology as well as
presenting and discussing the results and conclusions. Section 2 describes methodology
where dimensional analysis, governing equations, flow and mesh configurations, as well as
model setup and numerical algorithms are discussed. Section 3 presents the results where
the performance of the model and the effect of non-uniform port orientation on merging
process are discussed. Section 4 also presents the conclusion and proposed future works.

2. Methodology
2.1. Analysis

A schematic view of multiple inclined dense jets is illustrated in Figure 1. The jets
are discharged into the receiving water bodies at an initial angle θ to the horizontal with
jet velocity U0 and jet diameter D. Upon discharging, the jets move upward due to the
initial vertical momentum flux. The negative buoyancy and jet entrainment continuously
decrease this momentum flux until it almost vanishes at the point where the jets reach their
maximum height, the terminal rise height yt. Subsequently, the jets turn downward and
impinge the seabed at the location of impact point, xi. The dilution at the impact point
Si can be defined as Si = (ρ0 − ρa)/(ρ− ρa), where ρ0 is effluent density, ρa is ambient
density, and ρ represents local density.
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Figure 1. Schematic (a) plan and (b) side views of multiple inclined dense jets.

The mixing properties of the inclined dense jets are mainly characterized by discharge
volume flux Q, kinematic momentum flux M, and buoyancy flux B, which can be defined
by the following equations, respectively [28,45,58,59]:

Q =
πD2

4
U0; M = U0Q =

πD2

4
U2

0 ; B = g′0Q (1)

where g′0 is reduced gravitational acceleration and expressed as g′0 = g(ρ0 − ρa)/ρa; where
g is gravitational acceleration. In the case of dense discharges ρ0 > ρa.

The most important length-scale of the flow is the momentum length scale, LM, which
refers to the distance beyond which the buoyancy produces momentum approximately
equal to the initial momentum and is defined as [46,60]

LM =
M3/4

B1/2 (2)

which is commonly expressed as DFd where Fd is the jet densimetric Froude number, which
measures the ratio of inertia to buoyancy and can be defined as

Fd =
U0√
g′0D

(3)

The effect of port spacing in dimensional analysis is expressed by the non-dimensional
parameter s/DFd where s is the port spacing. If the ports are widely spaced, s/DFd > ∼ 2,
the jets behave as single jets and freely mix with the ambient water. If a single jet is
fully turbulent and Fd is higher than approximately 20, the dynamic effect of Q becomes
insignificant. Therefore, the dependent variables of yt, xi, and Si are functions of M and B
only. Following a dimensional analysis and experimental measurements [46]
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For the case that the jets are not widely spaced, s/DFd < ∼ 2, the right-hand sides of
Equation (4) are not constant anymore. The geometrical characteristics and impact dilution
are functions of s/DFd, as follows
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Following the experiments conducted by Abessi and Roberts [19], the normalized
terminal rise height and impact distance for one- and two-sided multiport discharges can
be obtained by the empirical equations
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The impact dilution for one-sided multiport diffusers can be achieved by

Si
Fd

= 0.9
(

s
DFd

)
(7)

while for two-sided discharges it is about 20% lower.

2.2. Governing Equations

The mass and momentum conservation equations for an incompressible multiphase
flow are as follows [61,62]:

∇ ·U = 0 (8)

∂ρU
∂t

+∇ · (ρUU) = −∇ ·
(

Prgh

)
− gh∇ρ +∇ · (ρT) (9)

where
ρ = α1ρ1 + α2ρ2 = α1ρ1 + (1− α1)ρ2 (10)
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2

(12)
(

µe f f

)
i
= (µ− µt)i (13)

where U is velocity, t indicates time, ρ is density, Prgh represents the difference between
static and hydraulic pressure, g is gravitational acceleration, h denotes height of fluid
column, α is volume fraction, µ and µt are dynamic and turbulent viscosity, respectively,
script i shows either the effluent (i = 1) or surrounding water (i = 2). The diffusion
equation for the volume fraction of a fluid can be written as:

∂α1

∂t
+∇ · (Uα1) = ∇ ·

((
Dab +

νt

SC

)
∇α1

)
(14)

where Dab indicates molecular diffusivity, νt represents turbulent eddy viscosity, and SC
denotes turbulent Schmidt number.

In CFD modeling, the three approaches of direct numerical simulation (DNS), LES,
and RANS models can be used to simulate turbulent flows. The first two requires excessive
computational cost for the simulation of multiple jets. The RANS models can be classified
into the RSMs and EVMs. The RSMs usually need more computational resources. One
study applied three different EVMs and two RSMs to predict the mixing behavior of single
jets and showed that the RSMs were about 20% more expensive than the other models,
regarding the computational costs [35]. However, the RSMs may be more accurate when
the flow field is complex, which has roots in dealing with stress anisotropy [55]. The main
difference between the RSMs and EVMs is that RSMs directly solve transport equations for
the Reynolds stress, as presented in Equation (15), while the EVMs compute the stresses
using the Boussinesq assumption. This difference may lead to more accurate predictions of
the mixing behavior of multiple jets using an RSM compared to an EVM. In the current
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study, the LRR model, as an RSM, is adopted to solve the governing equations. The LRR
model was developed by Launder, Reece, and Rodi in 1975 [63] and is expressed as:

Duiuj
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∂u′iu
′
j
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∂u′iu
′
j

∂xk
= DT

ij + Dν
ij + Pij + φij + εij (15)

where u′iu
′
j is the Reynolds stress, and DT

ij , Dν
ij, Pij, φij, and εij represent the turbulent

diffusion, viscous diffusion, production, pressure–strain, and turbulence dissipation rate
parameters, respectively. The viscous and turbulent diffusion terms are calculated as
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where Cs = 0.22, and the pressure–strain term is expressed as
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The dissipation term is calculated as
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where Cε1 = 1.44, Cε2 = 1.90.

2.3. Flow and Mesh Configurations

As the purpose of the current study was to evaluate the predictive capabilities of RSM
for multiple inclined dense jets and investigate the effects of non-uniform port orientation to
the horizontal on the mixing behavior, previous experiments were first simulated to validate
the LRR model predictions. The experiments conducted by Abessi and Roberts [19] were
selected as a basis for model validation, and the results of their measurements and LRR sim-
ulations were compared. Their measurements were appropriate for model validation since
concentration fields were mapped in three dimensions by laser-induced fluorescence, and
a comprehensive dataset on multiport inclined dense effluents was provided. Afterward,
the validated model was utilized for further investigations on the effects of non-uniform
port angle on the mixing process. According to the experiments, the port spacing (s) was
57 mm, the jet diameter (D) was 1.93 mm, and the nozzle height above the lower wall (y0)
was 30 mm. The effluent and tank water density were 1013.8 kg/m3 and 999.8 kg/m3,
respectively.

To model a long diffuser with many nozzles, three ports were considered in the
computational domain as the representatives of all possible jets on a diffuser. Overall, five
cases were considered for the simulations, see Table 1. Cases C1, C2, C3, and C4 were
utilized for model validation, and were exactly the same as the experimental measurements
conducted by Abessi and Roberts [19]. In these cases, s/DFd varies between 0.47–0.85
to cover moderately spaced ports, which was the focus of this study, and all Fd values
were more than 20 to assure fully turbulent flow. In the simulations, the three considered
ports were discharged with an angle of 60◦ to the horizontal, which represents the first
configuration (60◦–60◦–60◦). In case S1, the second configuration (45◦–60◦–45◦) is simulated
where the central jet is discharges with an angle of 60◦ to the horizontal and the adjacent
jets are discharged with an angle of 45◦. Case S1, which has similar conditions to case
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C2 except port inclinations, and case C2 were compared to evaluate the effects of port
orientation on the mixing process of multiple inclined dense discharges.

Table 1. Characteristics of numerical cases.

Case Diameters
(mm)

Effluent Density
(kg/m3)

Ambient
Density (kg/m3)

Velocity
(m/s) Fd s/DFd θ1-θ2-θ3 (◦)

C1 1.93 1013.8 999.8 1.03 63.1 0.47 60-60-60
C2 1.93 1013.8 999.8 0.92 56.8 0.52 60-60-60
C3 1.93 1013.8 999.8 0.85 52 0.57 60-60-60
C4 1.93 1013.8 999.8 0.57 34.7 0.85 60-60-60
S1 1.93 1013.8 999.8 0.92 56.8 0.52 45-60-45

The three considered jets could reflect the mixing behavior of the jets in the whole
system using appropriate boundary conditions. The simulations were conducted in a
rectangular domain with the dimensions of 600 mm length (along x-direction), 400 mm
depth (along y-direction), and 171 mm width (along z-direction); similar domains have been
used in many hydraulic simulations [64–66]. The computational domain was surrounded by
four types of planes, including wall, outlet, free surface, and symmetry planes. Furthermore,
the nozzles were defined by two sections, including nozzle tube and inlet (Figure 2).

Figure 2. (a) Computational domain and mesh setup; (b) detailed grids near the nozzles.

The accuracy and stability of numerical calculations of fluid flows are significantly
affected by boundary conditions. As the wall planes and nozzle tubes are solid surfaces, a
no-slip boundary condition was imposed on them to assume zero velocity at those surfaces.
The boundary condition at the free surface and outlet planes was set to pressure–inlet outlet
velocity. This boundary condition assigns a zero gradient condition for flow into the domain
and a velocity, based on the flux in the path-normal direction, for flow out of the domain [67].
A fixed value of velocity was assigned to the inlets, and the initial k and ε values at the
inlets were estimated based on [37], k = 0.06u2 and ε = 0.06u3/D. To simulate the system,
the domain was discretized using the structured mesh shown in Figure 2. The mesh was
modified by snappyHexMesh tool in OpenFOAM, which can divide the original grids into
multiple sub-grids and snap the sub-grid boundaries onto the surfaces of interest. The
employment of snappyHexMesh significantly decreased the required number of cells and
therefore simulation time since there was no need to have small cells at the regions far from
the area of interest. A double refinement was performed for the area in which jets move and
merge, and a triple refinement was considered for the grids close to the inlets and nozzle
tubes, which could perfectly determine the circular shape of the nozzles. The sensitivity of
the simulation outcomes to the cell size was evaluated based on the procedures described
and applied by Yan and Mohammadian [68,69]. Simulations were conducted based on four
different meshes, including coarse and fine grids. The preliminary mesh structure was a
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relatively coarse mesh with 114,000 cells, and the difference between the predictions based
on that mesh structure and experimental measurements were found to be about 10%. The
finer mesh structures, Mesh 2, Mesh 3, and Mesh 4 included 311,000 cells, 385,000 cells,
and 528,000 cells, respectively. The difference between the obtained results using Mesh 2
and Mesh 1 was about 10.5%. However, the difference between the predictions based on
Mesh 2 and Mesh 3 was about 1.5%. The predictions of Mesh 3 and Mesh 4 were also very
close, with about 2% difference between the results. Therefore, Mesh 4 was selected for
simulations, and the final mesh structure included 528,000 cells.

2.4. Model Setup and Numerical Algorithms

The governing equations were numerically solved using the finite volume method. The
simulations were performed using an open source code OpenFOAM [70], and the solver
twoLiquidMixingFoam was employed to perform the implementation in OpenFOAM.
This solver is a transient solver for multiphase fluids and has been widely applied and
validated in prior research [2,3,39,41,44,71]. The Gauss linear scheme was adopted for
the discretization of the gradient and Laplacian terms, the Euler scheme was utilized to
discretize the temporal terms, and the Gauss upwind, Gauss vanleer, and Gauss linear
schemes were employed to discretize the divergence terms. The adopted algorithms to solve
the coupled pressure and momentum equations were PIMPLE algorithms, see Figure 3.
The preconditioned conjugate gradient (PCG) and preconditioned bio conjugate gradient
(PBiCG) methods were employed for the pressure field and the other fields, respectively.

Figure 3. Flowchart of the PIMPLE algorithm; * and ** correspond to predicted and corrected fields,
respectively.

The Courant number, C, can be defined as C = U∆t/∆x, where U is flow velocity,
∆t represents time step, and ∆x indicates cell size. The time step was adjusted during the
simulations, and the maximum courant number was set to be 0.5 to provide small time
steps. The simulations were run for 120 s, and the results obtained by time-averaging
over the period of 70 s to 120 s to ensure fully-developed flow and stable results. Figure 4
shows the time-series graphs for the velocity field along the trajectory of the central jet of
case C2. To accelerate the simulation process, the numerical domain was decomposed into
16 regions, 4 parts in x- and 4 part in y-directions, and then each region was processed by a
processor. Afterward, the entire domain was reconstructed and the results were extracted.
All the computations were performed in the advanced research computing (ARC) systems
of Compute Canada, and the real-time computing duration was ranged from 3 to 4 days.
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Figure 4. Time-series graphs for the velocity magnitude along the trajectory of the central jet in case
C2 at (a) x/(D.Fd) = 0.4, (b) x/(D.Fd) = 0.75, and (c) x/(D.Fd) = 1.2.

To discuss the numerical results in the context of the literature, the accuracy of LRR
predictions were compared with that of standard and (RNG) k-ε models adopted for the
simulation of the same experimental work in a previous study [3]. Table 2 demonstrates
the simulation characteristics of the previous and current study. It is worth mentioning
that the numerical results obtained in both studies were mesh-independent, and adopting
finer mesh does not necessarily lead to more accurate results. Therefore, the compari-
son of the accuracy of outcomes can provide a good insight into the performance of the
turbulence models.
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Table 2. Simulation characteristics of the previous [3] and present study.

[3] Current Study

Boundary conditions
Bottom wall Slip * No-slip

Symmetry planes Symmetric Symmetric
Inlets Fixed velocity inlet Fixed velocity inlet

Atmosphere Inlet–outlet Pressure–inlet outlet
Outlet Inlet–outlet Pressure–inlet outlet

Number of cells 113,400 528,000
Software OpenFOAM OpenFOAM

Solver twoLiquidMixingFoam twoLiquidMixingFoam
Discretization schemes

Temporal term Euler Euler
Gradient term Linear Linear
Laplacian term Linear Linear

Divergence term Linear, vanLeer, and upwind Linear, vanLeer, and upwind
* The results were the same when using slip or no-slip boundary condition for the bottom wall [3].

3. Results and Discussion
3.1. Model Validation

The four cases of C1, C2, C3, and C4, moderately-spaced discharges, 0.47 < s/DFd <
0.85, with different Froude numbers were numerically simulated by the LRR model, and
the model predictions for the terminal rise height, impact distance, and impact dilution
were compared to the measurements conducted by [19].

Terminal rise height is determined as where the vertical momentum flux almost
vanishes along the jet trajectory [35]. However, the yt value is not defined exactly the same
in previous studies. For instance, Lai and Lee [59] defined it as where the concentration
was 25% of the local maximum height concentration, C, while the integral model CorJet
applied two cut-off levels, 3% and 25%, for the visual boundary [26]. Shao and Law [72]
also adopted the cut-off level of 3%. The definition of yt in the current simulations was
considered to be the locus of 10% of the transverse maximum concentration at the location of
jet maximum height, as it was defined in the experimental data [19]. Figure 5 demonstrates
the results of normalized terminal rise height, yt/(DFd), versus port spacing values, s/DFd,
including cases C1–C4. The value of yt/(DFd) for single jets were also included in this
figure [46]. The numerical results of terminal rise height were in good agreement with
the experimental data. The forecasting accuracy of the model was quantified using mean
absolute percentage error (MAPE), the same as in the study conducted by [3], where it was
found to be 4.5%. The comparison of yt/(DFd) values for cases C1–C4 and single ports
showed that the terminal rise height of multiple inclined jets was lower than that of single
discharges, which highlights the effect of jet merging. The LRR results for terminal rise
height showed slight over prediction compared to the empirical equation, Equation (6),
obtained based on the measurements for one- and two-sided multiport diffusers. However,
the prediction of terminal rise height at s/(DFd) = 0.85 was matched with Equation (6).
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Figure 5. Experimental measurements [19] and numerical results of the normalized terminal
rise height.

Figure 6 illustrates the results of normalized impact distance, xi/(DFd), versus port
spacing values. The model predictions of xi/D demonstrated a good match with the
measurements as the prediction error based on MAPE was less than 4%. The values of
xi/(DFd) increased with increasing values of port spacing, and all values were lower than
the constant value presented for single discharges, xi/(DFd) = 2.4 [46]. Jet merging causes
multiple inclined jets to bend inward, which results in lower impact distance compared
to that of single discharges. However, single jets mix with the surrounding water without
any intervention. As s/(DFd) decreases, this effect is more pronounced, and the value
of xi/(DFd) decreases. The LRR predictions showed higher values for impact distance
compared to the general empirical equation for one- and two-sided multiple dense jets.

Figure 6. Experimental measurements [19] and numerical results of the normalized impact point
distance.

Figure 7 indicates the results of the normalized impact dilution, Si/Fd, against s/(DFd).
The predictions were in an acceptable range of accuracy, with a MAPE value of 7%. As can
be seen, s/(DFd) had a positive effect on Si/Fd since the jet merging effect decreased for
higher values of s/(DFd). Furthermore, the values of Si/Fd were much lower for multiple
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discharges compared to single jets. The LRR results were in good agreement with the
empirical equation presented for one-sided multiport diffusers, Equation (7).

Figure 7. Experimental measurements [19] and numerical results of the normalized impact dilution.

Therefore, the numerical results demonstrated that LRR model, as an RSM, may
be a reliable tool for the prediction of mixing behavior of multiple inclined dense jets,
as it predicted the geometrical characteristics and impact dilution with mean absolute
percentage errors of less than 5% and 7%, respectively. This model provided more accurate
predictions compared to the EVMs employed for the simulation of same experimental
work [3], see the simulation characteristics in Table 2. It has been shown that RNG k-ε
closure may provide results with errors within the range of 15%, and the predictions based
on this model were more accurate compared to the standard k-ε closure [3]. The reason
behind the higher accuracy of LRR predictions may have its roots in the main difference
between RSMs and EVMs: RSMs directly solve the Reynolds stresses, while EVMs model
them. In particular, EVMs consider that Reynolds stresses are proportional to mean rates
of deformation [55]. It has been also mentioned that RSMs may perform better relative to
EVMs when the flow fields are sophisticated [55]. Although the employment of the LRR
model for the simulation of multiple jets has rarely been reported, one study focusing on
30◦ and 45◦ single inclined dense jets highlighted the outperformance of the LRR model
over the RNG k-ε and nonlinear k-ε models [35].

3.2. Effect of Non-Uniform Port Orientation on Jet Merging Process

As a novel contribution to the literature, the effect of non-uniform port orientation
on jet merging process was investigated by comparing cases C2 and S1. Case C2 refers to
a diffuser with uniform port orientation to the horizontal, including three jets which are
discharged with an angle of 60◦. In case S1, the central jet is discharged with an angle of
60◦, and the adjacent jets with an angle of 45◦. The volume fraction, α, in the governing
equations is the normalized concentration, C/C0, obtained in post-processing, where C
is the local concentration and C0 is the initial concentration. Figure 8 demonstrates the
general shape of the jets for cases C2 and S1, and also the vertical slices where the data
were extracted. In both cases, the jets moved upward due to the vertical component of the
initial momentum, and this momentum continuously decreased due to jet entrainment and
negative buoyancy until it equaled zero. Afterwards, the dense jets moved downward and
subsequently impacted the bottom boundary. Unlike case C2, the central jet of the diffuser
with non-uniform jet orientation to the horizontal, case S1, had higher yt and lower xi
compared to its adjacent jets, which were discharged with an angle of 45◦ to the horizontal.
This occurred because of the difference between the components of initial momentum of
45◦ and 60◦ inclined jets.
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Figure 8. Visualization of (a) uniform (case C2) and (b) non-uniform (case S1) inclined dense jets,
using a velocity isosurface (U = 0.015 m/s).

To investigate the jet merging process for the two different cases, concentration profiles
at cross-sections close to and far from the nozzles were extracted, see Figure 9. Close to the
ports, e.g., Figure 9a, the jets in both cases seemed to be completely separate, like single jets,
with high concentration at the jet centers, and they were not wide enough to interact with
each other. Along the trajectory, the jets became more diluted due to the entrainment of
the surrounding water, due to shear induced entrainment at the jets’ edges. Farther away,
e.g., Figure 9b, the maximum concentrations were significantly decreased compared to
Figure 9a, and the jets were more diffused. The distance between the jet’s centers in case S1
are more than that of case C2 because of the difference between the jets’ elevation in case S1.
Different orientations of the ports provide more space for the central jet to expand before
interacting with other jets. As shown in Figure 9b, at x/(D.Fd) = 1.5, the jets in case C2 were
almost merged, and there was no space between them or under the central jet. This means
the entrainment of fresh water into the jet was restricted in the z-direction and y-direction,
from the lower edge. However, there were still some areas with almost zero concentration
around the central jet in case S1. It is worth mentioning that the entrainment was restricted
in both cases and, therefore, dilution was less than that of single jets. Eventually, in case
C2, the individual jets were indistinguishable after the impact point of the central jet, see
Figure 9c. However, there was still a trace of 45◦ inclined dense jets in case S1.

Figure 9. Concentration fields at different cross sections of uniform (case C2) and non-uniform
(case S1) multiple inclined dense jets; (a) Section 1 (x/(D.Fd) = 0.25); (b) Section 2 (x/(D.Fd) = 1.5);
(c) Section 2 (x/(D.Fd) = 2.5).
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Jet merging may be the main source of difference between the mixing characteristics of
single and multiple discharges. The Coanda interaction between the rising and descending
parts of a dense jet causes the rising jet to attempt to re-entrain itself. As the jets are closely-
or moderately-spaced, jet merging results in a virtually impenetrable wall that prevents the
entrainment of ambient water to inner surfaces and intensifies the Coanda effect. The lack
of clear water on inward faces causes the jets to bend inward more sharply in search of clear
water [19]. Thus, multiple dense jets usually have shorter trajectories and therefore lower
dilution rates compared to single jets. This difference between single and multiple jets can
be also observed between the diffusers with uniform and non-uniform port orientation.
Figure 10 indicates the contours of normalized concentration fields at the central planes for
cases C2 and S1. The contours in both cases showed that the lower part of the jet was more
expanded compared to the upper part. As shown in Figure 10, the central jet in case C2
bent inward more sharply, and there was less available clear water (C < 0.02 C0) under the
central jet when the discharges were uniform, compared to that of non-uniform jets. It was
found that the impact dilution for case S1 was 14% higher than that of case C2, see Figure 7.
The availability of more clear water at the inner edge of the jet in case S1, compared to that
of C2, decreased the entrainment restriction and thus caused higher dilution rates.

Figure 10. Concentration contours at the central plane for (a) case C2 and (b) case S1.

A comparison of central jet trajectories more clearly highlights the effect of adjacent jets
on the geometrical characteristics of central jets. As shown in Figure 11a, the trajectory of
the central jet in case S1 was at a lower elevation, compared to case C2, before the terminal
rise height. However, it reached higher elevations after the terminal rise height and did not
bend inward as sharply as the other case, demonstrating the reduced effect of jet merging
and the Coanda interaction. The terminal rise height and impact point distance were found
to be 7% and 5% higher for case S1 relative to case C2. A small deviation between the
trajectories before the terminal rise height may be attributed to the Coanda interaction
between the jets. The jets mutually attempted to entrain one another because of a pressure
force, resulting from a change in the entrained flow pattern, that moves a jet to the other
jet [19]. This effect can be seen in a study focusing on multiple positive buoyant jets [73]
where the end plumes bend inwards as a result of unbalanced inward pressure force on the
plumes, while the central jets move vertically because of the equally balanced forces on
each side of them. Similarly, in case S1, as the adjacent jets are at a different elevation, the
induced low-pressure field differs from that of case C2. As the central jet tries to entrain
into the adjacent ones, which are at a lower elevation, it becomes somewhat deflected.
Figure 11b illustrates how the concentration changes along the trajectory of the central jet
in case S1 and case C2. As shown, before the terminal rise height, the concentration of the
central jet in case C2 was lower than that for case S1. However, beyond this point, where
the jets in case C2 interacted with each other and there was limited fresh water around the
jets, its concentration became lower compared to case S1.
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Figure 11. (a) Trajectory and (b) concentration of the central jet of cases C2 and S1.

To evaluate the overall effect of non-uniform port orientation, the concentration down-
stream of the impact point of all jets were investigated. Particularly, the concentration
at x/(D.Fd) = 3.4 and the elevation of nozzle tip on the centerline planes of central and
adjacent jets are shown in Figure 12. According to Figure 12, the concentration beyond the
impact point on the central jet of case S1 was 3.7% lower than that on the central jet of case
C2. Additionally, the concentration on the planes of adjacent jets for the non-uniform case
was 8.4% lower compared to that for the uniform case. Therefore, the results show some
improvements in dilution when adopting the multiport diffuser with non-uniform port
orientation compared to the uniform diffuser.

Figure 12. Concentration at x/(D.Fd) = 3.4 and the elevation of nozzle tip on the centerline planes of
(a) central and (b) adjacent jets.

4. Conclusions

The first aim of the present study was to evaluate the prediction capabilities of RSMs
for multiple inclined dense jets. The LRR turbulence model, as a new approach for multiple
jets, was employed to perform the simulations. The predictions of geometrical charac-
teristics and impact dilution were compared to the existing experimental measurements.
Subsequently, the validated model was applied to perform further investigations on the
effect of non-uniform port orientation on the merging process of multiple inclined dense
jets, as a novel contribution. Particularly, diffusers with uniform, 60◦–60◦–60◦, and non-
uniform, 45◦–60◦–45◦, port orientation were considered, and the effect of adjacent ports on
the central ports was determined.
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It was found that the LRR turbulence model, as an RSM, can be a reliable model for
the study of the mixing behavior of multiple inclined dense jets, and can provide results of
geometrical characteristics and impact dilution within the range of 5% and 7%, respectively.
It also provides more accurate results compared to the EVMs including the standard and
RNG k-ε turbulence models. Furthermore, the comparison of the diffuser with uniform and
non-uniform port orientation showed that jet merging process is significantly affected by
the port’s orientation and the middle discharge may have a longer trajectory and therefore
a higher dilution rate when its adjacent jets are discharged at a different angle, compared to
that of uniform discharges. The terminal rise height, impact distance, and impact dilution of
the central jet on a diffuser with uniform port inclination were found to be 7%, 5%, and 14%
higher than those of the uniform case, respectively. It can be concluded that the behavior of
the central jet on the diffuser with non-uniform port orientation is more like a single jet,
compare to the one with uniform ports. Generally, the effects of jet merging and dynamic
interactions on the central jet, including inward bending and a reduction in geometrical
characteristics, are more significant when the nozzles are uniform. The evaluation of the
overall effects of non-uniform port orientation showed 3.7% to 8.4% increment in dilution
beyond the impact point.

This study showed how the trajectory and dilution of the middle discharge were
affected by the orientation of its adjacent jets and how merging process was influenced by
the orientation. The results of this study can be of interest in practical projects applying
multiport diffusers to discharge brine or saline water as a by-product of osmotic power
plants and municipal dense wastewaters into water bodies. A change in port orientation
may provide an inexpensive way to augment dilution, compared to costly methods such
as an increase in port spacing. This study highlighted the effects of non-uniform port
orientation on merging process of multiple dense jets in near-field; however, the effect of
non-uniform port orientation on intermediate and far fields may also be of interest. The
outcomes have the potential to be considered by outfall designers. More investigations on
the other parameters, such as flowing current, stratification, along with port orientation,
are also recommended.
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