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Abstract: It is generally known that the two most crucial elements of concrete that depend on the
slump value of the mixture are workability and compressive strength. In addition, slump retention is
more delicate than the commonly used slump value since it reflects the concrete mixture’s durability
for usage in civil engineering applications. In this study, the effect of three water-reducer additives
was tested on concrete’s workability and compressive strength from 1 day to 28 days of curing. The
slump of the concrete was measured at the time of adding water to the mix and after 30 min of adding
water. This study employed 0-1.5% (%wt) water-reducer additives. The original ratio between water
and cement (wc) was 0.65, 0.6, and 0.56 for mixtures incorporating 300, 350, and 400 kg of cement.
It was lowered to 0.3 by adding water-reducer additives based on the additives type and cement
content. Depending on the kind and amount of water-reducer additives, w/c, gravel content, sand
content, crushed content, and curing age, adding water-reducer additives to the concrete increased
its compressive strength by 8% to 186%. When polymers were added to the concrete, they formed a
fiber net (netting) that reduced the space between the cement particles. As a result, joining the cement
particles quickly enhanced the fresh concrete’s viscosity and the hardened concrete’s compressive
strength. The study aims to establish mathematical models (nonlinear and M5P models) to predict
the concrete compressive strength when containing water-reducer additives for construction projects
without theoretical restrictions and investigate the impact of mix proportion on concrete compressive
strength. A total of 483 concrete samples modified with 3 water-reducer additives were examined,
evaluated, and modeled for this study.

Keywords: concrete; water-reducer contents; workability; compressive strength; slump retention

1. Introduction

Cement, fine, and coarse aggregates are combined with water to make a composite
material called concrete [1]. Concrete is a flexible material in a fresh condition that can be
quickly blended to fit a range of particular demands and molded into almost any shape.
Ordinary portland cement is the most often used cement for manufacturing concrete [2].
The study of concrete characteristics and their practical applications are covered by concrete
technology [3]. Floors, columns, beams, slabs, and other load-bearing components are
made of concrete in building construction [4-6].

Appl. Sci. 2023, 13, 1208. https:/ /doi.org/10.3390/app13021208 1
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Chemical admixtures known as water-reducer additives are added to concrete mix-
tures to lower the water content or slow the concrete setting rate while preserving the
mixture flowability. Several liquid and powdered water reduction additives are avail-
able [7,8]. Chemically, water-reducer additives fall into three groups. First, Sulfonate
Naphthalene Formaldehyde (SNF); then, Formaldehyde Sulfonate (SMF); and finally, sul-
fonate and carboxylic copolymers [9-11]. Polycarboxylate ether (PCE) (high-scale water
reduction) is one of the most common water-reducer additive types [12]. Through the
adsorption and dispersion of cement components, water-reducer additives are active in the
cement waterways network [13-15]. Water-reducer additives improve concrete flowability
by dispersing agglomerated cement particles [16].

Concrete compressive strength, a significant mechanical characteristic, is often mea-
sured using concrete specimens after a standard curing period of 28 days. Various factors
affect the strength of concrete, including cement strength, water content, w/c, and aggre-
gate quality. The conventional method for modeling the impact of these factors on the
concrete compressive strength begins with an assumed form of an analytical equation
and is followed by a regression analysis utilizing experimental data to identify the equa-
tion’s parameters [17]. Polymers are one of the chemical admixtures used to improve the
properties of fresh and hardened concrete [15-18]. Polymers affect cement setting times,
hydration, flowability, and strength. Many types of polymers are present in liquid and
powder forms. Polycarboxylate (PCE) (high-scale water reduction) is one of the most
common polymer types [19]. The currently available superplasticizers can be divided into
three categories according to the chemical compound. The first is condensed with Sulfonate
Naphthalene Formaldehyde (SNF), the second Formaldehyde Sulfonate (SMF), and the
last is made up of sulfonate and carboxylic copolymers, for example, Polycarboxylate
Superplasticizers (PC) in the Sulphonate group. Concrete quality and durability can be
significantly enhanced with PC superplasticizers [20]. Superplasticizers are activated in
the cement waterways network by adsorption and dispersion of cement parts. The main
way in which polymers increase the flowability of concrete is to disperse agglomerated
cement particles. The fluidity of superplasticizers depends mainly on their adsorption
on concrete surfaces [21-27]. The effects of polymers (Polycarboxylate-Superplasticizer)
in liquid form have been studied to enhance concrete’s mechanical properties, such as
compressive strength [12]. There are several methods for modeling the properties of ma-
terials, including computational modeling, statistical techniques, and recently developed
tools such as regression analyses and Artificial Neural Networks (ANN) [33]. Multilinear
regression analysis, M5P-tree, and ANN are techniques widely used to solve problems in
construction project applications [18-22].

Nonlinear regression, multilinear regression analysis, and M5P-tree are construction
problem-solving methodologies [28-30]. M5P-tree was initially introduced by [31]. This
tree technique adapts to each sub-location by classifying or dividing data into various
spaces. Error is estimated using each node’s M5P-tree tree division criterion. Variance
measures class mistakes. Any node function uses the attribute that minimizes errors. The
MB5P-tree tree division criterion is the error computations per node. Node-class standard
deviation calculates M5P error. Node division reduces errors by evaluating each node’s
characteristics. Parent nodes have more StDev than child nodes (more significant nodes).
Choose the structure with the best error-reduction potential. This split is tree-like. Second,
linear regression functions replace the clipped sub-trees. Thus, the effect of numerous
parameters such as water-reducer content, w/c, and curing duration of 1 day to 28 days was
quantified using nonlinear regressions, multi-regression, and M5P-tree-based approaches
to forecast concrete compressive strength, utilizing 483 tested samples for each model.

Research Significance

The main objective of this study is to propose two systematic multiscale equations
to estimate the maximum stress of concrete modified with polymers. Thus, experimental
data of 483 tested samples using three different types of liquid polymer with polymer
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contents, mix proportion, curing period, and the water-to-cement ratio was considered
with different analysis approaches. (i) The effect of polymers on the slump retention
and compression strength of concrete is investigated and quantified in the early curing
period (ii) to guarantee the construction industry to use the proposed models without any
experimental work, and (iii) to quantify and propose a systematic multiscale model to
predict the compression strength of concrete containing small amounts of polymers (up to
1.5%) with various water-to-cement ratios and curing time up to 28 days.

2. Materials and Methods
2.1. Ordinary Portland Cement
This investigation used ordinary portland cement (OPC) from the Gasin Cement Com-

pany in Sulaimani, Iraq. Table 1 summarizes the chemical and mineralogical constitution
of the OPC.

Table 1. Composition of the ordinary portland cement.

CaO 63.9%

SiO, 20.1%

Al O3 4.08%

Chemical composition Fe, O3 5.10%
MgO 1.48%

SO3 2.20%

LOIL 3.41%

Ca3SiOs5 66.3%

. . - CaySiOy 7.67%
Mineralogical composition CasALO, 2199
Ca4A12Fe2010 15.5%

2.2. Aggregate

In this study, natural sand was used. Crushed stone was used as fine aggregate, and
gravel passing a sieve of 20 mm was used as coarse aggregate.

2.3. Additives

In this study, three additives were used to enhance the compressive strength of concrete.
SP62 is a liquid brown Polycarboxylic ether. It is a highly concentrated fluidizing admixture.
An admixture can obtain a homogeneous mixture with minimized frictional forces between
the mixed components. RC897 is a superplasticizer that produces high-quality ready-
mix and precast concrete with reduced water needs and high workability retention. This
water-reducer extends processing time and meets industry requirements. PC180 is a high-
performance superplasticizer that was purposefully designed for concretes having high
consistencies and low w/c ratios in precast applications. In this study, up to 1.5% of the
additives were used. The properties of the three types of additives are summarized in
Table 2.

Table 2. Properties of the additives.

Additives SP62 RC897 PC180
Color Brown Light yellow Amber
State Liquid Liquid Liquid
Density, (gm/cm?) 1.1 1.08 £ 0.02 1.07 £ 0.02
pH - 45+1.0 5+1
Chloride content 0.1% <0.10 mass-% <0.10 mass.-%
(N/:ikoaleiqc;r:fzr;\t) <8.5 mass-% <8.5 mass-% <8.5 mass-%
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2.4. Slump

In this study, the additives” consistency and effectiveness on the concrete mixes’
flowability according to ASTM C143 and EN-12350 were assessed using a concrete slump
test (Figure 1a,b). The slump values of the modified concrete with additives and the control
sample ranged from 200 to 220 mm. In order to assess the effectiveness of the additives on
the workability of the concrete to the control sample, slump retention was also carried out.

ey
,:.o,mn‘.,

il

(b)

(d)

Figure 1. Experimental work (a) concrete mixer, (b) slump test, (c) cubic molds, (d) compressive
strength test.

2.5. Compressive Strength

For this investigation, a cube sample (150 x 150 x 150 mm) was employed (Figure 1c).
There was a (0.5 MPa)/sec loading speed. Based on EN-12390-3 [8], the three-sample
average was chosen as the concrete strength for the analysis during a specific curing period
(Figure 1d).

2.6. Concrete Mix

The range of additive content was 0% to 1.5%. Due to the addition of the additives,
less water was used to make the mixture, and the w/c ratio was gradually lowered so that
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the slump value remained between 200 and 220 mm. The specimens were kept in water
with a humidity level of 95 percent and a temperature of 25 °C for the appropriate curing
age. Table 3 provides a summary of the concrete mixtures. The slumps were controlled
between 200 to 220 mm, and 0, 0.5, 0.75, 1, 1.25, and 1.5% of the three additives, such as
SP62, PC180, and RC897, were used (Table 4).

Table 3. Concrete mix design.

Materials Mix 1 Mix 2 Mix 3
Cement, kg 300 350 400
Coarse aggregate, kg 788 669 557
Crushed stone, kg 98 96 186
Sand, kg 1083 1145 1115

Water, kg 195.73 221 2253

Table 4. Impact of the additives on the workability of concrete.

Slump Retention, mm

SP62 PC180 RC897
Cement, kg Additive, %
10 min. 30 min. 10 min. 30 min. 10 min. 30 min.
0 210 208 200 190 210 210
0.5 200 80 200 80 200 60
300 0.75 210 100 210 90 210 80
1 200 85 200 80 210 80
1.25 200 120 215 100 210 90
15 200 90 210 95 210 90
0 210 215 210 215 210 215
0.5 200 90 200 90 200 90
350 0.75 200 0 200 100 210 100
1 220 90 210 110 200 90
1.25 210 130 210 80 200 100
15 200 100 220 130 210 110
0 200 100 200 100 200 100
0.5 210 80 200 80 210 70
400 0.75 205 90 210 90 220 90
1 220 100 210 120 210 100
1.25 210 110 210 50 210 115
15 200 90 215 70 220 80
2.7. Modelling
A total of 483 datasets (161 samples for each polymer) containing tested results for
each modification were examined. The water-cement ratio (w/c), curing age (t, days),
cement content (C, kg), gravel content (G, kg), sand content (S, kg), crushed stone content
(CRS, kg), curing time (t, days), and the additives’ content (Add.,%) are all included in the
set of input data, with the tested compressive strength (MPa) of the concrete provided as
the target value.
2.7.1. Nonlinear Regression Model
To develop a nonlinear regression model, the following formula (Equation (1)) can be
considered a general form [2,8,12]. Equation (1) represents the interrelation between the
variables to estimate the compressive strength of the conventional and concrete components.
0c = P1 X w/cP? 4 B3 x CP4 + Bs x SPe + By x CRSPS + Bg x GP10 4 By x tP12 4+ s PPus (1)
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2.7.2. M5P Model

One of the most significant advantages of model trees is their ability to efficiently
solve problems, dealing with many data sets with a substantial number of attributes and
dimensions. They are also noted for being powerful while dealing with missing data [31].
The M5P-tree approach establishes a linear regression at the terminal node by classifying or
partitioning diverse data areas into numerous separate spaces. It fits on each sub-location in
a multivariate linear regression model. The error is estimated based on the default variance
value inserted into the node. The general formula for the M5P-tree model is shown in
Equation (2).

w
0c = B1 x () + B2 x (C) + B3 x (8) + By x (CRS) + s x (G) + o x (C.T) + 7 x (P) + s @
w/c: ratio of water-to-cement content
C: cement content
S: sand content
CRS: crushed stone content
G: gravel content
t: curing time
P.: additive (SP62 or PC180 or RC897) ranged from 0% to 1.5 and p; to 14 are modeli
paramters (Tables 5 and 6).
Table 5. NLR model paramters.
Additive
Model Parameter SP62 RC897 PC180
B1 52.60 282.2 303.8
B2 —0.491 —0.13 —0.116
B3 652.5 298 273
Ba 0.006 0.029 0.051
Bs 2.018 2.017 2.01
Be —-1.33 —-1.33 —1.36
By —33.1 69.07 124.8
Bs —0.125 0.008 —0.248
Bo 1.297 1.467 1.467
B1o 0.303 037 —0.377
B —720 712 —715
B2 —0.008 —0.009 —0.01
B3 0.209 2.229 2.120
Bus 2.00 0.574 0.634
R? 0.89 0.92 0.94
RMSE (MPa) 4.220 3.867 3.556
Table 6. M5P-tree model paramters.
c=B1 X ()+B2 X (O)+B3 X (8)+B4 X (CRS)+B5 x (G)+B6 < (C.T)+P7 x (P)+Ps
Additive LM RMSE
Number P B2 Bs Pa Bs Be B Bs R? (MPa)
1 78.4 0.0051 0 0 0 0.3114 5.491 -15.22
2 74.03 0.0051 0 0 0 0.3114 5.491 —13.45
3 51.98 0.0051 0 0 0 0.3114 5.967 —9.737
4 38.08 0.0127 0 0 0 0.888 5.499 0.2689
5 —7.795 —0.0006 0 0 0 0.331 3.6161 36.01
SP62 6 7795 —0.006 0 0 0 0.29 3.174 36.02 091 3.784
7 —58.81 0.0122 —0.0153 0 0 0.2877 0.4122 65.65
8 —50.1 0.0122 —0.0153 0 0 0.2877 0.4122 61.94
9 —61.61 0.0122 0 0 0 0.2877 0.4122 49.89
10 ~77.31 0.0227 0 0 0 0.4121 0.4122 61.9
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Table 6. Cont.

0c=P1 X (D) +B2 X (O)+B3 X (S)+Pa X (CRS)+P5 % (G)+P6 X (C.T)+P7 X (P)+Pg

Additive LM RMSE
Number P B2 Bs Ps Ps Be B Bs R (MPa)
1 77311 0.0227 0 0 0 04121 04122 619
2 9845 0052 0 0 0 0.278 0 6151
PC180 3 1126 0.0261 0 0 0 0.3861 0 8471 0.92 400
4 ~9321  0.0326 0 0 0 0.3681 0 64.14
5 1068 0.0335 0 0 0 0.4932 0 76.37
1 —60.77 0 0.0374 0 0 2.654 1.353 9.7022
2 ~50.87 0 0.041 0 0 2.654 1.125 2.481
3 4995 0 0.0257 0 0 2.654 1.584 21.82
RC897 4 6034 0 0.0257 0 0 2,654 1.743 262 0.96 2846
5 ~73.07 0 0.0228 0 0 413 0.8277 3123
6 ~37581 0 0.0629 0 0 0.4122 3.87 207

2.8. Performance Evaluation and Model Criteria

To assess the accuracy and efficacy of the model predictions, the coefficient of determi-
nation (R?), root mean squared error (RMSE), and mean absolute error (MAE) were used.
The reliability of the suggested models and the effect of mix proportions on the concrete
compressive strength were investigated using the nonlinear and M5P models, which were
evaluated using several common assessment criteria. Their equations are as follows:

2
R2 — Yo (Vi — ) (xi — %) o
\/ (D1 i = 9] |2y (i — %))
n RV
RMSE = w @
Py — x
MAE = w )

yi = laboratory-tested values; xi = estimated value; i = average of yi; X = average of xi,
and 7 is the number of datasets.

3. Results and Analysis
3.1. Water-Reducing Additives

In this research paper, three types of additives (SP62, PC180, and RC897) were used
to enhance the performance of the concrete. The additives content ranged from 0 to
1.5%. Adding the additives reduced the water in the mixture, and the w/c ratio gradually
decreased, thus keeping the slump value in the range of 200220 mm. Regarding the
concrete mixture, which contains 300 kg of cement, an addition of 0.5% of SP62 reduced
the mixture’s water content by 12.6%, while it was reduced by 17.6% and 9.1% when
modified with 0.5% of PC180 and RC 897, respectively. Compared with 300 kg and 400
kg cement content in the mixture, the percentage of water-content reduction was higher
for the mixture containing 350 kg of cement for the three types of additives, as shown in
Figure 2. By increasing the content of the additive, the water-content reduction gradually
increased (Figure 2). Modified the concrete with the SP62, PC180, and RC897 decreased the
water content required to achieve the desired workability by 9.1% to 46.7%, based on the
types and content of additives and based on the cement content, as shown in Figure 2.
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Figure 2. Percentage of water reduction caused by the addition of 3 types of additives in concrete
mixes with (a) 300 kg, (b) 350 kg, and (c) 400 kg of cement.
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3.2. Slump Retention (ASTM C 143-90)

Fresh concrete loses its workability due to stiffening with time—a well-known phe-
nomenon called “slump loss”. The consistency changes because chemical and physical
factors brought about by early hydration gradually reduce the system’s free water and
build up the inner skeleton structure. It is well known that the workability of concrete in
the concrete industry faces slump loss, which is different for various grades of concrete.
Slump loss also varies with time. A study must determine the factors affecting slump loss
in the concrete mix. Factors such as cement content, water content, admixtures, weather,
and concrete volume influence the workability loss rate. The main objectives of this project
are to study the variation of a slump with the time of transportation, which is dependent
on the slump value of the concrete mixture.

Moreover, slump retention is the most sensitive compared to a well-known slump
value because it represents the durability of the concrete mixture for its applications in
civil engineering. Slump loss is the rapid stiffening of fresh concrete. Slump loss becomes
significant when polymers are used with cement. The stiffening of concrete becomes
accelerated under hot climates. This is due to the evaporation of mixing water, hydration of
cement, and even water absorption by the aggregates. Retarders lower the rate of hydration
of cement. The concrete compressive strength linearly increases with a mixing time of up
to 180 min. This increase was 10% after mixing for 180 min [3]. The dispersant remaining
in the aqueous phase can influence slump retention. Rapidly adsorbed dispersant from the
aqueous phase has a higher rate of slump loss than that was absorbed more slowly from
the aqueous phase [7]. The slump loss in the field can be regained by redosing the polymer
in the concrete. Besides enhancing the concrete compressive strength, monitoring the
slump retention of the fresh concrete modified with water-reducer additives is necessary.
In this study, slump retention of the fresh concrete modified with SP62, PC180, and RC897
was monitored when adding water to the mixture and after 30 min of adding water, as
summarized in Table 4. The slump of the fresh concrete with and without water-reducer
additives was controlled between 200 mm and 220 mm. After 30 min, the concrete modified
with water-reducer additives lost its workability (Table 4). Workability loss is affected
by cement, water, admixtures, weather, concrete volume, and other factors. The rapid
stiffening of fresh concrete is known as slump loss. A hot environment accelerates concrete
stiffening due to the evaporation of mixing water, cement hydration, and aggregate water
absorption [32]. There were many ways to control the slump loss of fresh concrete. One of
the methods was by adding retarder admixture to the mix. By slowing the cement’s rate of
hydration, retarding admixtures delay the setting. As a result, the water combined with
cement decreases due to the decreased hydration rate throughout a particular period. The
slump loss in such a mix for a specific period will be significantly lower than that without a
retarder [32,33].

Modifying the concrete with water-reducer additives enhances the concrete compres-
sive strength from 1 day up to 28 days of curing for 3 different contents of cement (300, 350,
and 400 kg), as shown in Figures 3-5. For the mixture containing 300 kg of cement at 1 day
of curing, the compressive strength was 11.41 MPa, while it was 16.52 MPa and 20.17 MPa
for 350 and 400 kg of cement, respectively. Regarding the mixture containing 300 kg of
cement, adding 1% of SP62, PC180, and RC897 enhanced the concrete compressive strength
by 104%, 150%, and 129%, respectively, as shown in Figure 2. While it was 97%, 141%, and
150%, the mixture contained 350 kg of cement (Figure 3). The growth percentage decreased
when the mixture contained 400 kg of cement modified with 1% water-reducer additives
(Figure 4).
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3.3. Compressive Strength

After 28 days of curing, the concrete compressive strength was enhanced up to 74 MPa,
depending on the content of cement and the types and content of water-reducer additives.
In the case of polycarboxylate-based superplasticizers and naphthalene- or melamine-based
superplasticizers, electrostatic and steric repulsion mechanisms work together to weaken

the cohesiveness of the cement particles.

The compressive strength of concrete was predicted using nonlinear and M5P models
based on data from 483 tests using three distinct mixtures and three different water-reducer
additives, as shown in Figure 6. Additionally, it explores how mixed proportions affect

concrete compressive strength.
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Figure 6. The mix proportions” impact on the concrete compressive strength using (a) nonlinear and

(b) M5P models.
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3.4. Predicted and Measured Compressive Strength Relationships
3.4.1. The Nonlinear Regression Model (NLR)

The connection between the anticipated and actual compressive strengths of normal
concrete, including polymer content, is shown in Figure 6a. The most significant parameters
affecting compressive strength were curing time and cement content. The following formula
was derived for the NLR model with numerous changeable parameters (Table 5).

3.4.2. M5P-Tree Model

In this study, the M5P-tree model tree is utilized to forecast the compressive strength of
conventional concrete using 483 mix-design data. The coefficient of determination (R?), root
mean square error (RMSE), and goal were all employed to assess the suggested performance
of the model in this research. The M5P-tree technique, as seen in Figure 6b, divides the
input space (independent variables) into linear tree regression functions (marked LM1
through LM8). Y = b, + by x X1 + by x Xp, where by, by, and b, are linear regression
constants representing the model parameters. The model parameters are listed in Table 6.
The study dataset has a 25% and 35% error line, indicating that all measured values fall
within the 20% and —15% error line. The coefficient of determination R? for this model
indicates that the model performance is better than the NLR.

Therefore, from the result of slump retention and compressive strength, SP62 (FM) can
be used to produce a precast concrete member. The admixture should maintain a liquid
consistency and good workability when used with concrete that has a low w/c and a high
quantity of mineral additives. High early strength developments are made possible by
the PCE-based superplasticizer even at low ambient temperatures and without additional
external heat. This might make it possible to shorten the stripping periods, which could
lead to a more effective production process. The compaction energy used to compact
concrete may be lessened with concrete admixture. Therefore, concrete producers, builders,
and installers may profit economically and technically. The three types of water-reducer
additives can be used to produce the precast concrete member.

A similar study was also conducted on the effect of two water-reducer polymers with
smooth and rough surfaces on the workability and the compression strength of concrete
from an early age (1 day) up to 28 days of curing. The polymer contents used in this study
varied from 0 to 0.25% (%wt.). The initial ratio between water and cement was 60%, and
it slowly reduced to 0.46 by increasing the polymer contents. The compression strength
of concrete was increased significantly by increasing the polymer contents by 24% to 95%
depending on the polymer type, polymer content, w/c, and curing age. Because of a fiber
net (netting) in the concrete when the polymers were added, which led to a decreased
void between the particles, binding the cement particles increased the viscosity of the
fresh concrete and the compression strength of the hardened concrete rapidly. This study
also aims to establish systematic multiscale models to predict the compression strength of
concrete containing polymers and to be used by construction projects with no theoretical
restrictions. For that purpose, 88 concrete samples modified with two types of polymer
(44 samples for each modification) have been tested, analyzed, and modeled. Linear and
nonlinear regression, M5P-tree, and Artificial Neural Network (ANN) approaches were
used for the qualifications. In the modeling process, the most relevant parameters affecting
the strength of concrete were polymer incorporation ratio (0-0.25% of cement’s mass), water-
to-cement ratio (0.46-0.6), and curing ages (1 to 28 days). Among the used approaches and
based on the training data set, the model made based on the nonlinear regression, ANN,
and M5P-tree models seem to be the most reliable. The sensitivity investigation concludes
that the curing time is the most dominating parameter for predicting concrete’s maximum
stress (compression strength) with this dataset [12].

14



Appl. Sci. 2023, 13,1208

4. Conclusions

The following conclusions are drawn based on the tested data and the simulation
of the compression strength of concrete at 483 different ratios between the water and the
cement, polymer content, and curing ages.

1. The compression strength of cement increased from 84% to 250%, depending on the
mix proportion. Based on NLR parameters, polymer RC897 had the highest impact
on increasing the compression strength of concrete as compared to polymer SP62
and PC180. This improvement in compression strength was due to the dispersion of
cement particles and increasing the friction between the particles, reducing the void
ratio and increasing the density of concrete.

2. With a cement content of 300 kg, the polymer PC180 had the highest effect on reducing
the water content of the other two types of the polymer by 43.5%, while, at a cement
content of 400 kg, the polymer RC 897 had the highest effect on reduction in water
content compared with the other two polymers, by 46.7%.

3. The compressive strength of the concrete mixes was calculated using NLR and M5P-
tree models. The correlation of the coefficient (R?) and the root mean square error
(RMSE) are used as assessment criteria. The order of the models was M5P-tree and
NLR; the M5P-tree was the best model offered in this study, based on data obtained
from the experimental work, and provided a higher R? and a lower MAE and RMSE.
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Abstract: Elevating the accuracy of streamflow forecasting has always been a challenge. This
paper proposes a three-step artificial intelligence model improvement for streamflow forecasting.
Step 1 uses long short-term memory (LSTM), an improvement on the conventional artificial neural
network (ANN). Step 2 performs multi-step ahead forecasting while establishing the rates of
change as a new approach. Step 3 further improves the accuracy through three different kinds
of optimization algorithms. The Stormwater and Road Tunnel project in Kuala Lumpur is the
study area. Historical rainfall data of 14 years at 11 telemetry stations are obtained to forecast
the flow at the confluence located next to the control center. Step 1 reveals that LSTM is a better
model than ANN with R 0.9055, MSE 17,8532, MAE 1.4365, NSE 0.8190 and RMSE 5.3695. Step
2 unveils the rates of change model that outperforms the rest with R = 0.9545, MSE = 8.9746,
MAE = 0.5434, NSE = 0.9090 and RMSE = 2.9958. Finally, Stage 3 is a further improvement with
R =0.9757, MSE = 4.7187, MAE = 0.4672, NSE = 0.9514 and RMSE = 2.1723 for the bat-LSTM hybrid
algorithm. This study shows that the §Q model has consistently yielded promising results while
the metaheuristic algorithms are able to yield additional improvement to the model’s results.

Keywords: optimization; metaheuristic algorithms; streamflow forecasting

1. Introduction

The natural water movement on our planet is known as the hydrological cycle. Stream-
flow is one of the main components of this cycle. The streamflow characteristic is often
associated with climate and land use conditions [1]. Under-capacity rivers can trigger
frequent flooding in the surrounding catchment due to excess runoff. On the other hand,
water scarcity can also happen during dry weather. Therefore, the state of streamflow
can transpire in future events. Streamflow forecasting can optimize water resource alloca-
tion [2].

For this reason, researchers have been developing various methods to forecast stream-
flow [3]. The conventional approach relies on preserving mass, momentum and energy [4] to
retrieve broad basin information. However, data collection is time-consuming and costly as
the conventional method requires a wide range of parameters. As more and more flooding
occurs due to climate change, a more accurate forecasting model is required to pursue better
flood management and disaster preparedness [5]. Artificial intelligence is seen as a better
alternative to the conventional method. A study has shown that the adaptation of artificial
intelligence allows better river and drought management [1]. It can establish the association
of predictors and predictand variables without considering hydrological complexity.
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Although many studies have shown promising results, standalone models (e.g., arti-
ficial neural network) display specific drawbacks of overfitting due to large datasets. In
addition, past states of network retrieved from time-series data are not kept for the benefit
of information related to data sequence [6]. These drawbacks can be tackled through
the implementation of deep learning that can generate higher accuracy through better
extraction of obscure data with higher computing power and complex mapping ability.
This ability has contributed to significant developments in many fields, such as speech
recognition, language processing and hydrological studies, such as river flood forecasting,
runoff forecasting, streamflow forecasting and groundwater level forecasting [7].

Xiang and Demir (2020) proposed a study applying a deep recurrent neural network,
specifically the neural runoff model, to predict streamflow in the state of Iowa. The model
successfully incorporated multiple measurements and model results to produce long-
term rainfall-runoff modeling [7]. Ahmed et al. (2021) applied a deep-learning hybrid
model to forecast the monthly streamflow water level in the Murray Darling Basin that
yielded improved results when optimized with Boruta [1]. Lin et al. (2021) developed
three components of the hybrid DIFF-FFNN-LSTM model to forecast hourly streamflow,
which accomplished better results than statistical methods [6]. Granata et al. (2022)
performed a comparison study between the stacked model of random forest and the
multilayer perceptron algorithm with bidirectional LSTM. The bidirectional LSTM model
significantly outperformed the stacked model for low-flow prediction [8]. Elbeltagi et al.
(2022) developed a study comparing four machine learning algorithms, namely random
subspace, M5P, random forest and bagging, to predict streamflow in the Des Moines
watershed. The M5P algorithm yielded the best prediction [9].

Increasing accessibility to the latest research has triggered tremendous advancement in
science and technology. A modern measuring device can quickly secure physical hydrologi-
cal data with standard intervals. As more significant obscured knowledge is extracted, more
demands for complex engineering optimization start to the surface [10]. This requirement
comes with multiple purposes, multi-level conditions and numerous restrictions.

In response, more recent research has been integrating machine learning methods with
a metaheuristic algorithm to solve the optimization complexity [11]. This integration leads
to a more efficient, effective and robust search, resulting in faster convergence.

Khosravi et al. (2022) introduced an optimized deep learning model integrating a
convolutional neural network (CNN) with the BAT metaheuristic algorithm to predict daily
streamflow in the Korkorsar catchment in northern Iran. This model outperformed the
other algorithms [12].

Machine learning is a subset of artificial intelligence that exploits algorithms and
statistical methods to provide computers with learning ability [13]. It aims to optimize ex-
perimental arrangements for a data structure [14]. A continuous source of data from actual
observation is fed into the system, improving the learning over time. Artificial intelligence
closely resembles how human brains capture internal data relationship patterns [15]. The
acquired knowledge enriches the machine’s ability to generalize a real-world position [16].

Metaheuristics denote high-level computational intelligence algorithm frameworks that
are problem-independent and are employed to solve complex optimization demands [17].
A robust, iterative search process is involved in the metaheuristics algorithm to generate an
approximation that does not guarantee an optimum solution [18] but instead an adequately
good global solution within a reasonable computational time. The algorithm can self-tune the
global exploration and local exploitation to reach greater search abilities [19].

Metaheuristics can be categorized into nature-inspired and non-nature-inspired. The
nature-inspired category can be further classified into evolutionary algorithms [20] and
swarm intelligence. Evolutionary algorithms include genetic algorithms, genetic program-
ming, evolution strategy and differential evolution based on biological transformation.
Swarm intelligence includes artificial bee colony algorithm, ant colony optimization, crow
search algorithm, jellyfish search optimizer, firefly optimization and bat algorithm. The non-
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nature-inspired category consists of the Jaya algorithm, imperialist competitive algorithm,
simulated annealing, harmony search and forensic-based investigation algorithm.

All evolutionary and swarm intelligence algorithms involve proper tuning of standard
controlling parameters such as population size and generation boundary. In addition,
each algorithm has its algorithm-specific control parameters such as mutation probability,
crossover probability and selection operator for the genetic algorithm. Failure to properly
tune can decrease computational speed and entrap in local optimal. Swarm intelligence
algorithms are also subjected to slow convergence and are challenging to integrate with
a particular artificial intelligence model [21]. In order to avoid algorithm-specific non-
performance, the teaching learning-based optimization algorithm and the Jaya algorithm
can be implemented [22].

The bat algorithm is used in tuning residential HVAC controller parameters to op-
timize energy consumption and obtain thermal comfort. It is also used for controlling
illumination and air quality [23]. Other applications are wind power forecasting [24] and
transportation [25].

The firefly algorithm has been used in numerous fields to solve complex applications
such as breast cancer recognition, vehicle communication problem, path planning, privacy
protection and forecast power consumption. It can also be used in structural optimization
and image processing [26].

The Jaya algorithm has been developed for many engineering works such as structural
damage identification [27], welding optimization, heat exchangers optimization, path
selection for a wireless network, waterjet machines, dam monitoring [28], wind power
systems and cart position control [29].

From the authors’ observation, there is a lack of research in the area of optimization
for deep learning using hybrid models.

In order to fill this gap, this study aims to improve the deep learning model for better
streamflow simulation and forecasting using optimization algorithm hybrid models, which
will lead to a better early warning system.

The contributions of this paper can be simplified as follows:

1.  Application of the LSTM model as a deep learning model for simulation and multi-
step ahead streamflow forecasting;

2. Anew approach to using rates of change in the artificial learning model to minimize
input errors;

3. Toimprove the performance of LSTM models by introducing a novel method in deep
learning through metaheuristic algorithms to form hybrid models.

2. Methodology

This study involves numerous deep learning models and metaheuristic algorithms
such as the bat, firefly and Jaya algorithms. The study area and model development are
also discussed.

2.1. Long Short-Term Memory (LSTM)

LSTM is an improved version of a recurrent neural network (RNN) [30]. It is a deep
learning algorithm that has been set up to perform forecasting in the field of hydrology and
water resources [31]. It eliminates the issue of overfitting and can yield better generalization
than standalone models. The network captures long-term dependencies and deals with
vanishing gradient limitations that exist in the original RNN [32]. The LSTM network (see
Figure 1) comprises blocks of memory cells, an input gate, an output gate and a forget gate.
The network operates like a chain [33] and can deal with delays such as seasonal and trend
patterns [34]. The input gate manages the extra information added to the cell state.
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Output

Input Gate Output Gate

v

Figure 1. Architecture of LSTM blocks.

The forget gate eliminates information from the cell state. The ability of LSTM to
store or remove information outperforms other neural networks [35]. Information can be
carried over multiple time steps and provide for learning of sequential dependency in the
input data, making it relevant even for long time series [36]. This gives an advantage to
the LSTM when it comes to modeling time series, particularly hydrologic variables, which
employ common hyperparameters, such as precipitation, flow or water level, for streamflow
prediction, water quality modeling and flood forecasting [37]. Although the training process
is longer than other data-driven models, LSTM can yield higher accuracy [38].

2.2. Bat Algorithm

The bat algorithm (see Figure 2) is a swarm intelligence algorithm inspired by the
echolocation produced by bats when interacting with their surroundings [23]. The echolo-
cation starts with the emission of short and loud sound waves released by bats to identify
their prey, obstacles or resting cracks in the dark. The time-lapse for the emitted sound
to bounce back reveals the prey’s distance, direction and speed. All bats use echolocation
to measure distance and distinguish between targets and obstacles [39]. The algorithm
keeps a record of the bat’s velocity, position, frequency, varying wavelength, loudness and
pulse emission. The loudness is measured in the range between Ap,;, and Aj while the
pulse emission is logged between 0 and 1, where 0 represents no pulse, and 1 refers to the
highest rate of the bat’s emission. The bat algorithm is suitable to handle both continuous
and discrete optimization matters. One of the advantages of this algorithm is the ability to
reach quick convergence at the initial stage and shift from exploration to exploitation when
optimality is near [40].

The mathematical equations that relate to the velocity and location can be defined as:

fi = fmin + (fmax — fmin)p 1
vf = vfl + <x571 — X*)fz (@4
xf = xfl + v,-t 3

where:
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B € [0,1] is the random vector from a uniform distribution;

fi is the initial frequency;
vl-t is the velocity at t iteration;

x! is location at t iteration in a d-dimensional search or solution space.
The loudness and pulse emission rates are represented below:

Set initial position, velocity and parameters

Evaluate each bat best position in the population

»
L g
b

r

Calculate the frequency, velocity and position

e B e ~—— Apply random
= Randl=pulse rate? L
e e position
= s
No ¢
LTS i Updat,
Rand2 < A & ~_ Yes pras
—— loudness &

o

T~ faO)<fe®)

emission
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v
Update the best position

Figure 2. Bat algorithm flowchart.
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AL = g Al )
it =1l —exp(—1)] ®)

where:
0 <a <1and vy > 0 are constants;
« is the constant reducing loudness, and + is the constant increasing pulse rate.

2.3. Firefly Algorithm

Bioluminescence refers to the biochemical process that provides the insects” ability to
flicker. The flashing light is visible, particularly at night, to court potential mates and gives
a warning signal for potential predators nearby. The emission of the rays can be controlled
towards brighter or dimmer light [41].

The firefly algorithm (see Figure 3) is considered a swarm intelligence algorithm
that originated from the flickering behaviors of insects. It is a popular algorithm in the
swarm intelligence domain [42]. Flashlight without gender distinction is simulated to
entice fireflies with less brightness to draw toward the individual. Under this algorithm
(see Figure 3), two significant features are considered, mainly brightness and attractiveness.
The brightness echoes the firefly’s position and establishes the path of movement. At the
same time, the attraction indicates the distance the firefly travels. The algorithm’s goal is to
continuously update the brightness and attractiveness status [15].

’ Define fireflies” initial population I

l

’ Set the objective of the function l
[

Compute attractiveness and distance values
between two fireflies

l

Is firefly 2 brighter
than firefly 17

No
Update firefly position to firefly 2 ’7

Compute new solution and updatelight

intensity

l

Arrange the ranks of the fireflies and find a
better solution

Is termination

criteria met?

Figure 3. Firefly algorithm flowchart.
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The light brightness will decrease as distance increases. Since the brighter fireflies attract
the dimmer ones, the latter will move toward the former position. The brightness indicates
the fitness value of the algorithm. The greater the brightness, the better will be the fitness
value. If two adjacent fireflies transmit similar brightness, the fireflies will move randomly.

The algorithm is set to adhere to the three following rules [43]:

(a) Allfireflies are considered unisex, and therefore, they are attracted to others regardless
of their sex;

(b) Attractiveness is based on the brightness of the light. The dimmer one will move
towards the brighter one. If brightness is equal, movement will be random;

(c) The brightness is associated with the objective of the function.

When firefly i is attracted to j, then the new position of the firefly i will be computed
as follows:

1t —r2ij (b t ¢
X = x4 Boe” " l]<xjfxi>+ﬂét€i (6)

where:
xf“ is the new position of the firefly i;

x!is the original position of the firefly i;

Bo is the attractiveness parameter;

7 is the absorption coefficient;

«; is randomization parameter (0 to 1);

r is the distance between two fireflies;

el is random number.

2.4. Jaya Algorithm

Jaya algorithm (see Figure 4) is a population-based algorithm that constantly searches
for the best solutions and avoids bad ones [29,44]. Two main parameters, the population
size and the maximum number of iterations, are used to define the framework of the algo-
rithm [45]. The iteration process will continue to be executed to find a better solution [46]
than the current state with the following equation:

Xijx = Xijk + 11k (Xipestk — ’Xi,j,k‘) = 12,k (Xiworstk — ’Xj,j,k’) 7)

where:
Xi x is the current state;

71k (Xipesth — ‘Xi,j,k ) is the best solution;

72,j,k(Xi,worst,k - ’Xj,j,k’) is the worst solution.

The process will remain until the stopping criteria are met. Jaya algorithm is suitable
for controlled and unrestricted optimization [22].

2.5. Rates of Change

Rates of change (6Q) is introduced as a new model development method to replace
the conventional method of utilizing flow or water level as the prediction model output.
The current research on streamflow forecasting concentrates mainly on the prediction of the
flow or water level as the output variables of the forecasted value (Qy). The mathematical
expression of a forecast flowrate is as follows:

Qr =Qi+46Q ®)
where:
Q i is the forecast flowrate;
Q; is the initial flowrate at the time, f;
0Q is the rate of change.
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Figure 4. Jaya algorithm.

A rate of change is proposed in this study based on the mathematical relationship
as follows:
Qr— Qi

Q=5 ©)

where:

0Q is the rate of change;

Qq is the flowrate at current time, t;

Qj is the initial flowrate at a previous time interval;

t is the current time;

t; is the last time interval.

By applying the rates of change (6Q), the fluctuation can be controlled to improve the
model’s accuracy. For this research, the 6Q will be based on 30 min.

2.6. Model Performance Evaluation

In this study, the performance of each model is evaluated based on four types of
performance indices. The evaluation includes both the absolute and relative aspects of the
errors, such as the root mean square error (RMSE), mean absolute error (MAE), correlation
coefficient (R), Nash—Sutcliffe efficiency (NSE) and mean absolute percentage error (MAPE).

2.6.1. Root Mean Square Error, RMSE

RMSE measures the deviations between predicted values and observed values. The
variations, also known as the prediction errors, are developed from computation performed
over out-of-sample data. RMSE is sensitive to maximum and minimum errors and can
better reflect the predicted results. However, it is not sensitive to linear offsets between the
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observed and simulated values resulting in a low RMSE value [47]. RMSE with a value
close to 0 indicates a higher level of prediction accuracy.

i (yi— xi)z

n

RMSE = ,0 < RMSE < +o0 (10)
where:

x; are the observed values of the criterion;

y; are the simulated values of the criterion;

n = sample size.

2.6.2. Mean Absolute Error, MAE

MAE measures the significance of average error in a model with the same criteria [48].
The mathematical representation of MAE is as follows:

Xy = xil

,0 < MAE < +o0 (11)
where:

x; are the observed values of the criterion;

i are the simulated values of the criterion;

n = sample size.

2.6.3. Nash-Sutcliffe Efficiency (NSE)

NSE measures the relative differences between the observed and predicted values. A
higher value of NSE indicates the model’s superiority. When NSE is 1, it means a perfect
match of the observed and predicted. Otherwise, if NSE is 0, the predicted values are similar
to the average of the observed values [49]. The model accuracy can be categorized as very
good for 0.75 < NSE < 1, good for 0.65 < NSE < 0.75, satisfactory for 0.50 < NSE < 0.65 or
unsatisfactory for NSE < 0.50 [50].

The mathematical representation of NSE is as follows:

Lo (Y= Y

NSE=1-— L
Tio(Yi—Y)

,—00 < NSE <1 (12)

where:
Y; is the predicted values of the criterion;
Y is the measured value of the criterion variable (dependent) variable Y;
Y is the mean of the measured values of Y;
n = sample size.

2.6.4. Mean Absolute Percentage Error (MAPE)

MAPE is an error metric used to measure the accuracy of forecasting values. It denotes
the average absolute percentage deviation of each dataset entry between actual and forecast
values [51]. As absolute values are applied, the possibility of negative and positive errors
canceling each other out can be avoided. The lower the value of MAPE, the better the

model will forecast.
100%

Lt

AffF[

MAPE =
Ay

(13)

where:
Ay is the actual value;
F; is the forecast value;
n = sample size.

25



Appl. Sci. 2022, 12, 12567

2.7. Study Area and Data Description

Malaysia’s climate is hot and with high humidity all year round. The country is
exposed to two major monsoon seasons, mainly the north-east monsoon from November
to February and the south-west monsoon from May to August. During the north-east
monsoon, a significant increase in rainfall occurrence can be detected in the eastern and
southern regions of the country. Moreover, the south-west monsoon and inter-monsoon
seasons of March to April and September to October can cause intense convective rainfall
on the country’s west coast.

Kuala Lumpur is Malaysia’s capital city, as shown in Figure 5. The city is highly urban-
ized and covers an area of 243 km? with an estimated population density of 6696 residents
per square kilometer [52]. Changes in land use and land cover have been intense since the
1980s due to the economic boom. The city receives an average annual rainfall of 2600 mm
and is subjected to flash floods. It is situated in the middle of the Klang River basin with a
watershed area of 1288 km?. The Klang River flows through a 120 km distance [53], with
11 major tributaries flowing across Selangor state and Kuala Lumpur [54]. Batu, Gombak,
Ampang and upper Klang River at the upper catchment of Kuala Lumpur are the main
tributaries of Klang River that contribute significantly to the flow at the downstream point
of Masjid Jamek, which is a famous historical site and a tourist attraction.

Pusst Pangan Luw \
froom M @ Jn. Gombak
Batu Dam
—~
Sungai Gombak

Klang Gates Dam Catchment
Catchment

150 [
e Emeangan ang
b PT Gate

104

53 K03 0“
Evosgen
So.Batu 051 72 Kang Ga
Gomoex @ N 52m KemZone8 @S
N Ch—— Sungai Klang ___iues 8xa 247m CongeakResots
Sungai Batu Catchment Catchment 2.5 [
05 Keon
Ovenon @ Tog 250 9 2.5, et
= R seoe K. Pangaun
o Crenees 109m @l Langet
K8 Sungai Bunus
Ten S4Snar Catchment
0
$9. Kerayong
R [ Se— i
iy Klang River
. 6.5 HiN
" / @@ /mpang River
.
015 | Sunge
177.4 P ] Confl
=l @ P ies., Cochmen onfluence

wamng
Staton 3 f\
—.

Figure 5. Map of study location at the Klang River Catchment.
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The flash flood occurrence in 1971 that lasted for five days with massive damage of
RM36 million prompted the government to develop a comprehensive Kuala Lumpur Flood
Mitigation Plan (KLEM) [55]. The Stormwater Management and Road Tunnel (SMART)
project built in 2007 is part of the early plan to divert flow from the upper catchment of the
Klang River and Ampang River to the Kerayong River downstream [56].

SMART is a mega project to construct a 9.7 km tunnel that combines wet and dry
systems [52]. During a major storm, mode 2 is activated when the flow reaches more than
70 m3/s at the confluence of the Klang and Ampang rivers [57]. Moreover, Mode 3 is
activated when the flow at the confluence reaches 150 m®/s. Total storage of 3 million®
infrastructure is available to cater for the excess stormwater. During regular days, a total
length of 3 km is available for dual-deck motorway use [57].

Study Data

The SMART catchment has an area of 160 km? equipped with a rain gauge and doppler
current meter at 28 hydrological stations. The sensors collect rainfall and flow data and
transmit the data to the control center using telemetry. Within the 28 hydrological stations,
data from 11 telemetry stations are used for modeling. The rest of the stations are meant
for observation only. This study collects historical data of 30 min interval rainfall at the
11 telemetry stations and the flow at the confluence of the Klang River and Ampang River
from January 2008 to August 2021. Seventy percent of the historical data from January 2008
to August 2019 are used for training, while the rest are used for testing. Normal flow at
the confluence of Ampang and Klang Rivers is generally within the range of 5 to 10 m3/s.
However, this flow can increase tremendously above 150 m?/s depending on the intensity
of the precipitation.

2.8. Model Development

As shown in Figure 6, the proposed artificial intelligence model is intended to
seek the best fit that yields the best results for deployment purposes. Input data for
the model consist of historical rainfall data from 11 telemetry stations at the upper
catchment of the Klang River basin taken from 1 January 2008 to August 2021 with
an interval of 30 min. Moreover, the target data consist of flow data at the confluence
between the Ampang-Klang rivers with equal intervals and similar time ranges. The
confluence is considered the point of interest in this study as the current flow will deter-
mine the mode of operation, as mentioned earlier. Three steps of model development
are introduced to pursue the best relationship between historical data and predictors.

Step 1 employs the LSTM model as the deep learning framework for streamflow
prediction, and ANN is the benchmark model. Several performance indices are performed
to compare the models.

Step 2 introduces the novel rates of change method and implements multi-step
ahead forecasting to analyze the results better. The models’ performance on fitness and
errors are checked.

Step 3 develops the novel optimization method for deep learning using meta-
heuristics to find the near-optimum weights and biases. Three optimization algorithms
were picked for this study: bat algorithm, firefly algorithm and Jaya algorithm. Af-
ter going through the optimization algorithm, the data are fed into the LSTM model.
Performances on fitness and errors are checked. The best model is deployed after the
three steps.

3. Results and Discussion

This section unveils the results acquired from the training and testing of various LSTM
models. There are three steps involved (refer to Figure 6). For Step 1, numerous LSTM
and ANN models are employed to perform streamflow prediction. The performance is
evaluated for the goodness of fit by executing several measures listed in Section 2.6. Table 1
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lists the best model results of the LSTM and ANN. Figures 7 and 8 show the graphs of
observed flow vs. forecast flow for the ANN model and LSTM model, respectively.

Data Collection
Rainfall Data, Flow at confluence

Preliminary Data Filtration
- check for missing data
- check for outliers

A 4

STEP 1. Develop and compare LSTM
Models & ANN Models

I

Model evaluation
- fitness: e.g., NSE
- error: e.g., RMSE

Model
satisfied?

v

STEP 2: Multi-step ahead, Rates of
Change 6Q

End:
model deployment

v

Model evaluation
- fitness: e.g., NSE
- error: e.g., RMSE

:

STEP 3: Optimization Hybrid Models

A 4

Model evaluation
- fitness: e.g., NSE
- error: e.g., RMSE

Figure 6. Model development flowchart.
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Table 1. Best LSTM and ANN models for prediction.

Best ANN Model
# of Neurons in Layer 1 R.Train R.Test MSE MAE NSE RMSE
10 0.4520 0.4254 78.4215 3.7135 0.1994 8.8556
Best LSTM Model
Model R.Train R.Test MSE.Train MSE.Test MAE.Train MAE.Test NSE RMSE
Simul. 0.9055 0.8586 17.8532 28.8315 1.4365 2.4208 0.8190 5.3695
4t Comparison of Forecast vs Observed Flow for ANN Model
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Figure 7. Graph of ANN model observed flow vs. simulated flow.
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Figure 8. Graph of LSTM observed flow vs. simulated flow.
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Step 2 introduces rates of change and executes multi-step ahead forecasting to facilitate
the flood mitigation operation better. LSTM models are performed on multiple conditions,
mainly simulation, 30 min ahead forecasting, 1 h ahead forecasting and rates of change 6Q.
Table 2 lists the performance of this exercise.

Table 2. LSTM forecasting models.

Model R.Train R.Test MSE.Train MSE.Test MAE.Train MAE.Test NSE RMSE
0 min. 0.9055 0.8586 17.8532 28.8315 1.4365 2.4208 0.8190 5.3695
30 min. 0.9470 0.9476 10.2326 10.0042 0.5640 0.6935 0.8963 3.1629
1h 0.8849 0.8677 21.4296 25.0978 0.9397 1.2829 0.7828 5.0098
0Q 0.9545 0.9214 8.9746 15.6981 0.5434 0.8108 0.9090 2.9958

0 min refers to simulation of the streamflow in real time.

Step 3 develops several new hybrids of artificial intelligence. Three metaheuristic
frameworks are selected for execution with the deep learning LSTM models: the bat
algorithm, firefly algorithm and Jaya algorithm. Table 3 shows the streamflow prediction
performance models for the hybrid model of the bat algorithm and LSTM. The parameters
set for these models consist of maximum iteration = 40, alpha = 0.95, gamma = 0.95, bat
numbers = 4, bat minimum frequency = 0, bat maximum frequency = 1 and maximum
epochs = 500.

Table 3. Performance of LSTM with bat algorithm models for streamflow.
Model R.Train R.Test MSE.Train MSE.Test MAE.Train MAE.Test NSE RMSE
0 min. 0.9237 0.8525 14.2629 29.9912 1.4419 2.5535 0.8529 3.7766
30 min. 0.9512 0.9355 9.5954 11.4159 0.6157 0.7815 0.9043 3.0976
1h 0.8932 0.8473 19.5178 28.9255 0.9876 1.3884 0.7976 4.4179
0Q 0.9757 0.9046 4.7187 19.8966 0.4672 0.8565 0.9514 21723

Table 4 displays the performance of the LSTM model after integration with the firefly
algorithm. The parameters set for these models consist of maximum iteration = 40, alpha = 0.95,
betta = 1, gamma = 0.95, firefly numbers = 4 and maximum epochs = 500.

Table 4. Performance of LSTM with firefly algorithm models for streamflow.
Model R.Train R.Test MSE.Train  MSE.Test = MAE.Train MAE.Test NSE RMSE
0 min. 0.9491 0.8214 9.6326 43.8420 1.3235 2.5607 0.9006 3.1036
30 min. 0.9743 0.9291 5.0785 12.5037 0.5178 0.7324 0.9493 2.2536
1h 0.9146 0.8447 15.8306 30.6191 0.8815 1.2835 0.8365 3.9788
0Q 0.9733 0.8990 5.1913 20.4748 0.4910 0.8525 0.9465 22784

Table 5 shows the performance of the LSTM model with the Jaya algorithm. The
parameters set for these models consist of maximum iteration = 30, population = 5 and
maximum epochs = 500.

Table 5. Performance of LSTM with Jaya algorithm models for streamflow simulation.
Model R.Train R.Test MSE.Train MSE.Test MAE.Train MAE.Test NSE RMSE
0 min. 0.9420 0.7773 10.9191 46.4891 1.4316 2.9865 0.8873 3.3044
30 min. 0.9741 0.9102 5.1395 15.7782 0.5536 0.8486 0.9487 2.2670
1h 0.9401 0.7928 11.2678 38.2200 0.8736 1.5270 0.8836 3.3568
6Q 0.9738 0.9010 5.1252 20.5746 0.4766 0.8563 0.9475 2.2639

Figure 9 displays graphs of observed vs. forecast flow based on simulation, 30 min
ahead forecasting, 1 h ahead forecasting and rates of change model.
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A further check is performed on the hybrid optimization models to determine the
MAPE, MAE and maximum error values for the flows equal to or greater than 150 m3/s.
This ensures the accuracy of forecasting high flow values, which is important in a flood
mitigation operation.

3.1. Performance of Step 1

In Step 1, the LSTM and ANN algorithms were developed and compared. It was found
that LSTM performed much better than ANN. Several literature reviews also supported
this by identifying the LSTM as the best deep learning model for time series data due to its
ability to keep selective memory. LSTM algorithm could also filter the hydrological noise
and retrieve the intrinsic characteristics of the hydrological series for simulation and future
forecasting purposes.

Table 1 indicated that the ANN model had a regression of 0.4520, MSE 78.4215, MAE
3.7135 m3/s, NSE 0.1994 and RMSE 8.8556 m?/s. Furthermore, the best LSTM had regres-
sion 0.9055, MSE 17,8532, MAE 1.4365 m3/s, NSE 0.8190 and RMSE 5.3695 m3/s. Generally,
it had shown a double improvement in overall results.

When comparing the graphs between Figures 7 and 8 on peak-to-peak values between
the observed and forecast flows, it was evident that LSTM was much better than ANN
models. Therefore, LSTM was chosen as the primary research model for this study.

3.2. Performance of Step 2

Step 2 introduced rates of change as an innovative approach to the model develop-
ment. In addition, multi-step ahead forecasting was performed as a requirement for flood
mitigation operations. Table 2 revealed that the worst result was acquired for the 1 h ahead
forecasting, where the regression value for training was the lowest at 0.8849. However, it
had a better regression value for testing when compared to simulation. This trend was
applicable to MSE and MAE for having the worst values. The NSE value also turned out to
be the worst. Considering the longer forecasting time, the results of this study were still
regarded as logical and satisfactory. The longer the forecasting time, the more uncertainties
and missing information would appear.

Comparison of Forecast vs Observed Flow for simulation flow of LSTM-BAT model
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Comparison of Forecast vs Observed Flow for 30-minutes ahead flow of LSTM-BAT model
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Figure 9. Graphs of optimization-LSTM hybrid models.

The output from 30 min ahead forecasting turned out to be quite good as it had a
regression training value of 0.9470, and the regression value for testing was not far off,
which was 0.9476. The MSE and MAE values were low, which was good, with acceptable
values for NSE and RMSE.

However, the best performance of the model was discovered with the novel method
when applying rates of change as the target values. The regression value for training was
the highest, 0.9545, while the error values were the lowest. The NSE value was the highest,
0.9090, while the RMSE was the lowest at 2.9958 m?/s. The §Q model was the most superior
among the four models tested.

The study did not seek an experiment of more than 1 h forecasting as the lag time
determined was 30 min for this catchment. The results would deteriorate further as the
time of forecasting increased.

3.3. Performance of Step 3

Step 3 was one of the main contributions of this study. Current metaheuristics studies
mainly concentrate on developing a hybrid model with ANN or primary neural networks.
Therefore, this study initiated the hybrid models for the deep learning algorithm, mainly
the LSTM. Three metaheuristic frameworks, the bat algorithm, firefly algorithm and Jaya
algorithm, were selected for this study. The bat algorithm and firefly algorithm belonged to
swarm intelligence algorithms. They required trials on nature-based characteristics to find
the optimum yield. Jaya algorithm, on the other hand, was designed based on searching
for the best solutions. The effort to introduce numerous hybrid optimization algorithms
was intended to further enhance the model performance results from steps 1 and 2.

Tables 3-5 represent each of the selected optimization algorithms. From the three
tables, it was determined that all the hybrid models produced better results. However, the
best model identified was the bat-LSTM hybrid algorithm where the §Q model yielded
R.train 0.9757, R.test 0.9046, MSE.train 4.7187, MSE.test 19.8966, MAE.train 0.4672 m3/s,
MAE.test 0.8565 m>/s, NSE 0.9514 and RMSE 2.1723 m®/s.

The results also proved that the choice of metaheuristic algorithms did not significantly
impact the performance. The performance inclination is still the same as the LSTM-only
model in step 2, where 30 min ahead of forecasting yielded the best results. As the time of
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forecasting increased, the results deteriorated accordingly. §Q models consistently yielded
the best results by keeping the error values to a minimum.

This process was then followed by the plotting of a peak-to-peak flow graph between
the observed and the forecast values. Figure 9 indicated that the best graph with the highest
accuracy was the Q models.

A further experiment was performed to seek high flow performance for each hybrid
model in terms of MAPE, MAE and maximum error. This study concentrates on the flows
equal to or greater than 150 m3 /s, which was the high flow indicator to initiate modes 3 and
4 in the SMART control center’s standard operating procedure. The results are tabulated in
Table 6. From the results, it could be seen that 6Q models again outperformed the rest with
the smallest error values, where the bat and Jaya algorithms yielded the best with MAPE
6.33%, MAE 12.2865 m3/s and maximum error 97.70% for bat-LSTM algorithm while
MAPE 6.22%, MAE 12.6687 m®/s and maximum error 97.70% for Jaya-LSTM algorithm.
The maximum error values could be ignored in this case as they could not represent the
overall performance of the models.

Table 6. Performance of LSTM-optimization algorithm models for streamflow forecasting.

MAPE MAE m®/s Max. Error
Bat-LSTM algorithm
0 min 26.41% 59.6951 64.71%
30 min 24.03% 55.7999 64.02%
1h 37.63% 80.4564 83.81%
0Q 6.33% 12.2865 97.70%
Firefly-LSTM algorithm
0 min 15.11% 31.7240 56.92%
30 min 11.33% 22.8895 56.52%
1h 27.55% 55.1539 86.05%
6Q 7.40% 14.6589 97.71%
Jaya-LSTM algorithm
0 min 17.29% 37.1065 61.75%
30 min 11.08% 24.7873 53.09%
1h 16.98% 35.3379 78.41%
6Q 6.22% 12.6687 97.70%

4. Conclusions

The effectiveness of flood management and disaster preparedness is in tandem with
the ability to accurately forecast the immediate condition of streamflow in the catchment
area. This study intended to develop the best deep learning model for the SMART control
center in managing the river flow through streamflow forecasting. The aim was to create
a novel approach in using rates of change for model development and introduce new
metaheuristic algorithms with LSTM hybrid models to enhance the performance results.

This study employed LSTM models to develop and train historical data at the Ampang
River and Klang River. The task is to forecast river streamflow with simulation, 30 min
ahead, 1 h ahead and rates-of-change models. In order to ascertain the best performance
that can be achieved, three steps of the improvement process were introduced.

Step 1 is where the comparison of ANN and LSTM models is performed. The best
results come from the LSTM model with regression 0.9055, MSE 17,8532, MAE 1.4365 m3/s,
NSE 0.8190 and RMSE 5.3695 m®/s. ANN yielded weaker results, and therefore LSTM
model is the center of this research.

Step 2 introduces rates of change and performs multi-step ahead streamflow forecasting.
The best result comes from the 5Q model with performance values of R (training) = 0.9545, R (test-
ing) = 0.9214, MSE (training) = 8.9746, MSE (testing) = 15.6981 , MAE (training) = 0.5434 m3/s,
MAE (testing) = 0.8108 m?3/s, NSE = 0.9090 and RMSE = 2.9958 m3/s. The finding reveals
that a shorter forecasting time yields better performance results. The second finding shows
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that applying new rate changes in model development has significantly improved the
model results.

The last step of the experiment is to introduce new hybrid models between optimiza-
tion and LSTM algorithms. The bat algorithm, firefly algorithm and Jaya algorithm were
selected for this study. From the results, all hybrid models demonstrate better outcomes.
Therefore, the third finding shows that metaheuristic algorithms play a role in model
improvement. Under this study, it is also noticeable that the selection of an optimization
algorithm does not significantly affect performance.

5Q model for the bat algorithm with LSTM hybrid model yielded the best results with R
(training) = 0.9757, R (testing) = 0.9046, MSE (training) = 4.7187, MSE (testing) = 19.8966, MAE
(training) = 0.4672 m3 /s, MAE (testing) = 0.8565 m3 /s, NSE = 0.9514 and RMSE = 2.1723 m3/s.

Findings from this study are beneficial to improving the deep learning process so that
the performance can yield better results with higher precision. This knowledge also helps
elevate a new approach to flood mitigation operations. This study is significant as it has
presented several new steps to improve the learning process leading to a better relationship
between the input and output data. The current study is limited to a small catchment area
and several optimization models. The results may differ for bigger catchments and with
more optimization models. In order to further improve the experiment, it is suggested to
try reinforcement learning for future studies.
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Abstract: This study investigates the design and sizing of the second life battery energy storage
system applied to a residential building with an EV charging station. Lithium-ion batteries have an
approximate remaining capacity of 75-80% when disposed from Electric Vehicles (EV). Given the
increasing demand of EVs, aligned with global net zero targets, and their associated environmental
impacts, the service life of these batteries, could be prolonged with their adoption in less demanding
second life applications. In this study, a technical assessment of an electric storage system based on
second life batteries from electric vehicles (EVs) is conducted for a residential building in the UK,
including an EV charging station. The technical and energy performance of the system is evaluated,
considering different scenarios and assuming that the EV charging load demand is added to the
off-grid photovoltaic (PV) system equipped with energy storage. Furthermore, the Nissan Leaf
second life batteries are used as the energy storage system in this study. The proposed off-grid solar
driven energy system is modelled and simulated using MATLAB Simulink. The system is simulated
on a mid-winter day with minimum solar irradiance and maximum energy demand, as the worst case
scenario. A switch for the PV system has been introduced to control the overcharging of the second
life battery pack. The results demonstrate that adding the EV charging load to the off-grid system
increased the instability of the system. This, however, could be rectified by connecting additional
battery packs (with a capacity of 5.850 kWh for each pack) to the system, assuming that increasing
the PV installation area is not possible due to physical limitations on site.

Keywords: second life batteries; off-grid PV system; residential building; EV charging station

1. Introduction

Global concerns surrounding the decarbonization of energy systems have notably
increased over the past years [1]. Distributed energy generation systems such as PV panels
are one of the most promising technologies primarily contributing to the building service
industry [2]. However, the main improvement to the technology has been in connection
with the electrochemical efficiency of the PV cells [3]. Despite notable technological ad-
vancements, there are various technical challenges associated with their adoption in the
building sector including the mismatch in the supply and demand timing. One of the
possible solutions to address this challenge is to install electric storage systems (ESS) [4].
The ESS, integrated with the renewable energy systems equipped with PV panels, espe-
cially in the stand-alone (off-grid) systems, is used for peak shaving and power shifting
from day time to peak load hours (mostly evenings) [5]. In stand-alone renewable energy
systems in buildings, the total energy demand is supplied by solar or other renewable
energy sources [6], making the energy supply and demand management an integral part of
the system [7,8].

The energy storage systems although contributing positively to the energy manage-
ment solutions, have considerable environmental impacts [9]. This is mainly associated
with the extraction of raw materials such as Cobalt, Nickel, and Lithium, and energy
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intensive processes when manufacturing Lithium-ion batteries [10]. This impact, however,
could be reduced by prolonging the service life of the batteries retired from their first appli-
cation in EVs, to less demanding applications such as residential buildings [11]. The initial
state of health (SoH) of the second life batteries in such applications is generally around
75-80% of their nominal capacity [12]. Such second life applications are also expected to
provide financial benefits making renewable energy more affordable and desirable for the
end-users [13].

Lithium-ion batteries used in electric vehicles are considered second life when their
capacity reaches 80% of their initial value. The lithium-ion batteries can be used in less-
stressed applications such as buildings until their end of life. In order to achieve highest life
span of the SLBSs, the load stress applied to them should be minimized. For grid-connected
systems, it will be managed by the battery management system (BMS) which controls the
energy flow through the SLBs, and mostly the extra demand will be applied to the grid.
However, in stand-alone systems, the stress level and variations of the load applied to the
SLBs are higher than grid-connected systems. In addition, the size of the PVs and SLBs
plays a key role in the stand-alone system to find the optimum energy performance of
the system as well as achieving the highest life span for the SLBs. On the other hand, as
the number of electric vehicles increases, more buildings are equipped with EV charging
stations applying a significant extra load to the building energy storage system which
may directly affect the SLBs service life. This is the case especially when these systems are
designed to cover the building demands excluding EVCS.

Numerous studies have investigated the application of second life batteries for ESS
in residential buildings. Hart et al. [14] studied second life batteries in a micro-grid using
an equivalent circuit model (ECM) and validated the model against the experimental data.
Furthermore, the performance of the microgrid with different architectures was assessed.
The results demonstrated that the second life batteries could be successfully installed in
grid-connected or islanded microgrid applications uninterrupting the normal operation of
the system. Sun et al. [13] have introduced the integration of a 3 MW second life battery
ESS with the grid for peak shaving in China. The mathematical modelling of the system
as well as a cost-effective model for the BSS is developed. It has been demonstrated
that employment of second life batteries in the grid for peak shaving in China is cost
beneficial, especially for the grid companies. The impacts of the second life battery packs
with a different state of health (SoH) on the performance of the system was investigated
by Mathews et al. [15]. The semi-empirical degradation model was used for modelling
demonstrating that second life batteries are comparatively more profitable than first life
batteries in PV systems. Cusenza et al. [9] developed a mathematical model for the second
life battery sizing and optimization of a stand-alone PV system for a net zero energy
residential building. The second life battery sizing was performed to achieve the best load
match of the building and the results confirmed the optimum ratio of battery size to PVs
total power to achieve the best load match in the residential buildings.

Further, Uddin et al. [16], modelled a grid-connected residential building equipped
with PV and second life ESS considering building demand in various times during the
year. The ECM was used to predict the battery parameters at different times and estimated
the battery degradation parameters. The results of their work demonstrated that by
considering degradation effects on financial parameters, the second life batteries are no
longer cost effective for the customers. The technical assessment of integration of second
life batteries with grid-connected PV systems for a residential building is demonstrated in
Assuncao et al. [17], by considering a typical European residential building load demand.
MATLAB Simulink was used to model the proposed system for three scenarios: without
storage, large (Nissan Leaf), and small (Citroen C0) second life battery energy storage
system. In the first year, the employment of second life BSS resulted in a reduction of 82.1%
and 78.8% in energy exchange between the building and the grid for large and small BSS,
respectively. Tong et al. [18] has investigated the integration of second life batteries with an
off-grid EV charging station in the United States, where MATLAB SIMULINK has been
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applied for mathematical modelling of the proposed system. The charging station cost
was significantly reduced in some locations, along with the similar performance compared
to new batteries in other places. It was evident from the reviewed literature that the
integration of the second life battery ESS for a residential building with EV charging station
has not been investigated. The main contribution of this study is to reveal the impacts
of load increase on the sizing of the second life battery energy storage system. The load
applied to the second life battery storage system in this study is the residential building
electricity load plus EV charging station.The EV charging stations apply an extra load to
the residential building load demand [19].

Accordingly, in this study, the design and sizing of the second life battery ESS applied
to a residential building with an EV charging station is investigated. The proposed system
is modelled using MATLAB SIMULINK. The performance and stability of the system is
assessed in a day in the middle of the winter, with the lowest solar irradiance and highest
demand. The assessment considers the second life battery ESS with a different number of
packs. Itis assumed that the roof area is fully covered with PVs, therefore, the energy supply
demand mismatch and the system stability maintenance is accomplished by adjusting the
ESS size. The energy assessment and SoH analysis are performed to compare the system
energy exchange, degradation, and energy supply demand mismatch in various scenarios.

2. System Description

The study is based on an off-grid PV system designed for the energy consumption
of a typical house located in Oxford, UK. The study assesses the impacts of adding EVCS
demand on the ESS technical parameters, energy exchange, and degradation. The proposed
off-grid renewable energy system with an EVCS component could be listed as PV panels,
DC-DC converter, second life battery packs, DC-AC inverter, residential building” load,
and EVCS. The block diagram and components of the proposed energy system is shown in
Figure 1. According to the figure, the solar energy is converted to electrical energy by PV
panels and some of the generated electrical energy will be stored in the second life battery
packs, while the rest of the energy would be consumed directly by the AC consumers such
as the residential building electric consumers and EVCS. The load demand profiles are
presented in Figure 2 [20,21]. The demand profile represents the average UK household
load according to the CREST demand model for 15,000 households in the UK [21]. The red
line in Figure 2 indicates the building’s daily electricity load. The EV charging station daily
load applied to the system is also shown by the black line in Figure 2. The aggregate hourly
load is also calculated based on the building and EV charging station loads as presented in
Figure 2.

EV charging station

Solar Panels DC/DC DC/AC
converter inverter

Residential building

Second life batteries

Figure 1. Schematic block diagram of the proposed off-grid energy system.

41



Appl. Sci. 2022, 12, 11103

= EV charging station

Load [W]

= Residential building

- Aggregate

w

10 12

Time [h]

14 16

Figure 2. Different load demands applied to system [20,21].

Figures 3 and 4 demonstrate the block diagrams of the solar system and the second
life battery pack. The SoC is monitored frequently during the solution of the model and
is used for controlling the switches in the PV system to prevent battery packs from over
charging. A MATLAB function is used to calculate the solar irradiance in different times
during the day, the details of which will be presented in the next section (see Figure 4).
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Figure 3. Block diagram of the solar PV system in MATLAB SIMULINK.
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Figure 4. Block diagram of the 2nd life Nissan Leaf battery pack in MATLAB SIMULINK.

In this study, three scenarios for the off-grid PV system are defined and assessed as
presented in Table 1. For the base scenario, two 2nd life battery packs connected in parallel
are used, and only residential building demand is applied to the system. The second life
batteries and the solar PVs specifications are provided in Tables 2 and 3. There are 15 s life
modules in each battery pack (Figure 4) and the PV panels are connected with a 5 parallel
and 3 series configuration (Figure 3).

Table 1. The defined scenarios in this study.

Scenarios Number of Battery Packs Number of PVs Load Demand
Base 2 15 RB
EV-2P 2 15 RB + EVCS
EV-3P 3 15 RB + EVCS
EV-4P 4 15 RB + EVCS

Table 2. Second life battery pack specifications [22].

Parameter Value
Model Nissan Leaf

Number of modules in the pack 15

Modules configuration in the pack series
Module nominal voltage [V] 7.5
Module maximum voltage [V] 8.3
Module minimum voltage [V] 5
Initial state of charge [%] 60

Second life module initial capacity [Ah] 47.026
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Table 3. Solar PV panel specifications [23].

Parameter Value
Model Amerisolar-6 M 360 W

Voltage at maximum power [V] 38.7
Current at maximum power [A] 9.31
Open circuit voltage [V] 473
Panel efficiency [%] 18.55
Maximum power [W] 360

Cell number 72

3. Mathematical Modelling

As mentioned in the previous section, the mathematical modelling of the proposed
system is performed in MATLAB SIMULINK software using the Simscape toolbox. The PV
panel and batteries with other components are added to the SIMULINK environment and
connected to each other with the desired architecture.

3.1. Solar PV Panels

For calculation of the solar irradiance based on the geographic location (Oxford,
UK) and other technical parameters such as the tilt angle of the panel, a model has been
designed in MATLAB function in SIMULINK, which calculates the solar irradiance in
various simulation steps. For the calculation of beam radiation incidence angle on a surface
(0), Equation (1) is employed [24]:

cos 6 = sin d sin ¢ cos f — sin é cos ¢ sin  cos 7y 4 cos § cos @ cos B cos w )
+ cos 4 sin ¢ sin B cos y cos w + cos ¢ sin B sin 7y sin w

where 6, ¢, B, w and 7 are declination, latitude, slope, hour angle and surface azimuth
angle, respectively [24]. v and B are assumed to be 0° and 30°, respectively, since most of
the houses in the UK has 30° slope on their ceilings, where PV panels arebe installed. The
equation of Cooper is used for calculation of declination [24]:

@

§ = 23.45sin (360284 + ")

365

where 7 is the number of days during the year. Further, the radiation on the tilted plane
(Go) could be calculated by Equation (3) [24,25]:

360
Go = Gsc (1 +0.0033 cos ﬁ> 3)

where G, is extraterrestrial radiation and assumed as 1367 W/m? in this study [1]. To
calculate the beam and diffuse radiations transmitted through a clear atmosphere, the
following equations are applied based on Hottel’s method [1,24]:

—k
T :a0+u]exp<w> 4)
z
T3 = 0.271 — 0.2947, 5)

T, and T4 are the atmospheric transmittance for beam and diffuse radiations, consecu-
tively. Further information about the parameters used in Equations (4) and (5) (such as k, ag
and a1) can be found in this reference [24]. Finally, the clear-sky radiation (G,) is obtained
using Equation (6) [24]:

Ge = Go(p + 14) (6)
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The output current of the PV panel is given by [26]:

V+I4Rs V+1#Rs V+1%xR
Ipv = Iph - Is (3 NV — 1> — 1s2 (6 v — 1) N % (7)
P

where, Is and I, are diode saturation currents for diodes 1 and 2 shown in Figure 5,
respectively. V; is the thermal voltage, N and N; are diode emission coefficients and I,
is solar-generated current, respectively. The mentioned PV parameters are obtained from
MATLAB SIMULINK Simscape library for Amerisolar PV panel the specifications of which
are provided in Table 3 [26].

—_—

& Is & 52 Rs +

C] Iph SZ D1 SZ D2 > Rp

®

Figure 5. Block diagram of the equivalent circuit used for modeling PV cell in MATLAB.

3.2. Second Life Battery Pack

Rint ECM [27] was used for modelling the second life batteries in this study. Besides,
the ECM model contains an ideal voltage source representative of OCV as the function of
SoC with resistors to calculate the internal ohmic losses [28]. The output of this systems is
calculated by the following Equation (8):

Vi = Vock — IkRs (8)

The experimental data for the parameters in this model is obtained from the litera-
ture [22,29-31]. In Nissan Leaf prismatic module, there are two cells integrated in a series
configuration. In the reference [22], the Nissan Leaf battery is aged using an accelerated
ageing profile (Figure 6) [22] in which the second life modules are put under constant
current-voltage charging (=1C) and constant current discharging (=1C) at 25 °C environ-
mental temperature. The reference performance test (RTP) is done every 25 cycles to
measure the module capacity fade and HPPC test [22]. The HPPC test results are used to fit
ECM Rint model parameters the results of which are shown in Figures 7-9.
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Figure 9. Nissan leaf second life battery voltage fade in various discharge cycles [22,29-31].

4. Results and Discussions

As the main aim of this study is to assess the impacts of second life battery sizing and
demand variations on the energy performance of the system, a two-way coupling between
the developed second life batteries and solar cells is performed. The operating voltage of
the solar cells will be affected by the variation of second life batteries voltage leading to
their efficiency variations which are considered in this paper. Accordingly, the solar system
modelling is also performed and the impacts of extra load addition and SLB size increase
on solar power generation are presented in Section 4.1. The energy exchange between
the components and battery operational parameters is demonstrated during the day in
Sections 4.2 and 4.3.
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4.1. Impacts on Solar Power Generation

The developed mathematical model has been solved for 24 h in a day (17 January) in
the middle of winter in Oxford, UK. In particular, the main reason for choosing a day at the
middle of winter is to assess the performance of the system and ESS when the energy input
(solar irradiance) is at its minimum values [4]. The solar irradiance is calculated using the
model presented in Section 3.1. In addition, the simulation has considered 3600s as the time
step. Figure 10 shows the aggregation of solar beam and diffuse radiations transmitted
through the atmosphere installed on the tilted plane (PV panels).

Figure 11 demonstrates the current output of the PVs to the system during the day
for different scenarios. As mentioned before, a switch, controlled by the batteries” SoC
parameter is adopted to prevent the batteries from overcharging. Therefore, the switch will
break the connection between the PVs and the battery storage system when the batteries
are overcharged. The activation time of the switch can be figured out in Figure 11. For
the base scenario (black line), in which only residential building demand is applied to the
system, the switch is turned to active mode right after reaching the peak current value at
1 PM. The extra power generated by PVs would not be directed to the system afterward
resulting in a sharp increase in PV current flow through the system after 1 PM. An increase
of second life battery pack size by an increment of the number of modules from 2 to 4, when
extra EVCS load is applied, leads to an increased PV system current flow to the system
after reaching peak hours. This is due to an increase in the overcharging limit of the energy
storage system and higher amounts of stored energy. Accordingly, the switch activation
time is delayed by an increase in the number of packs.

10 12 14 16 18 20 22 24
Time [h]

(]
N
=)}
*]

Figure 10. Solar irradiance (clear-sky radiation) at various times during the day on 17 January.
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Figure 11. Second life battery SoC for different scenarios at various times during the day.

4.2. Impacts on Second Life Battery

Figures 12 and 13 show the current and the voltage of the second life battery packs
during a day under different scenarios. The addition of the EVCS load demand leads to a
decrease of the SLBs charging current peak up to approximately 10% as shown in Figure 12
due to the increment of the system demand. Furthermore, the peak discharge current is
also increased and when the EVCS load is applied to the system. Figure 12 also reveals
that the pack size increment will extend the charging capacity of the ESS as the integral of
the charging current curve for the orange and red lines (3 and 4 packs) are higher than the
curve representing the EV-2P scenario. This is due to the activation of the switch reaching
the maximum charge capacity of the batteries. The peak voltage of the second life battery
packs decreased with the increase in the number of packs as shown in Figure 13, primarily
due to the increase in the total capacity of the system and gaining a more stable operational
voltage. In Figure 13, reaching the maximum voltage of the ESS is delayed by an increase in
the number of SLB packs. The maximum voltage of the ESS on a full charge. By increment
of SLB size to 17.55 kWh and 23.4 kWh, in EV-3P and EV-4P scenarios, the peak voltages
dropped to 116 V and 111 V, respectively. This is due to an increase in capacity resulting in
a decrement in voltage variations of ESS and an extension of the SLB life span.
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Figure 12. Second life battery current for different scenarios during the day.

= Base

- = EV-2P
—EV-3P
===-EV-4P

Battery pack voltage [V]

0 2 4 6 8 10 12 14 16 18 20 22 24
Time [h]

Figure 13. Second life battery voltage for different scenarios in various times during the day.

Figure 14 presents the SoC variations of the second life battery packs in transient
conditions during the day for different scenarios. In particular, the comparison of the base
and EV-2P scenarios (both with two battery packs) indicates that adding extra load demand
to the system (EV charging station load) results in a rapid discharge of the battery packs
from 00.00 to 01.00. Furthermore, the second life battery packs in the EV-2P scenario would
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2

be fully charged by approximately 1 h delay compared to the base scenario (which is fully
charged at around 14.00). The final SoC of the battery packs also decreased dramatically
from 60% (base scenario) to 26% (EV-2P scenario) by adding EVCS load to the system which
could result in a significant mismatch between load and energy generation for the next
day. To solve this issue the number of battery packs are increased in scenarios EV-3P and
EV-4P to 3 and 4 packs, by assuming that the number of PVs are constant. According to
Figure 10, by increasing the number of battery packs, the discharging curve between 10.00
to 12.00 is shifted upward by nearly 10%, and the SoC peak has decreased steeply due to
the increased capacity of the ESS. Furthermore, the final SoC has increased by escalating the
number of battery packs to nearly 53% for the EV-4P scenario. This suggests that increasing
the SLB EES size up to 23.4 kWh would be beneficial in gaining a stable energy exchange
between the components and reducing the energy generation-consumption mismatch in
the proposed system. The main drawback of the size increment of energy storage system
would be the increase in its cost, which might be solved by the employment of SLBs given
their relatively lower price when compared with brand new batteries.

— Base

- — EV2P
EV-3P
-==-EV-4P

B 6 8 10 12 14 16 18 20 22 24

Time [h]

Figure 14. Second life battery SoC for different scenarios in various times during the day.

4.3. Energy Exchange Analysis

In this section, the energy exchange between the main components of the system;
ESS, PVs, and the demand side is demonstrated. Table 4 presents the energy generated by
the solar system against the demand side’s consumption. For the base scenario, in which
the solar system is designed to cover only the residential building demand, a significant
difference is not observed between energy supply and demand. However, the aggregated
demand has overcome the supply energy value by adding an extra load to the solar system.
The difference between the energy supply and demand needs to be compensated by the
amount of energy available in the batteries (the initial SoC of the batteries equals 60% in the
simulations) in this scenario (EV-2P). This must be noted that the simulations are performed
by considering the worst-case scenario; the solar irradiance and residential building energy
demand are at their minimum and maximum rates during the year, respectively. The
mismatch between energy supply and demand is expected to be minimum in the warmer
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months of the year. Table 4 indicates that increasing the number of second life batteries
results in minimizing the difference between the energy supply and demand, which could
increase the stability of the proposed energy system. The hourly energy exchange rate
between the system components is shown in Figure 15a—d for different scenarios.

Table 4. Energy generation and demand for different scenarios for the proposed day.

Availability of Input Energy Demand Energy
Parameter by PV Panels [kWh/day] [kWh/day]
Base 11.34 10.6
EV-2P 12.88 17.2
EV-3P 15.58 17.2
EV-4P 15.62 17.2

m Battery power [Wh]
l I I ® Demand power [Wh]
u l | I . | I I I ® PV output power [Wh]
RN RN |HH|||

S 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Time [h]

(@)

m Battery power [Wh]
| I I I mDemand power [Wh]
I I I B PV output power [Wh]

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

Time [h]

(b)

Figure 15. Cont.
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Figure 15. Proposed system hourly energy exchange for different components in (a) Base, (b) EV-2P,
(c) EV-3P and (d) EV-4P scenarios.

B

Table 4 presents the energy generation and demand for different scenarios in this
study. By adding extra EVCS load to the system in the EV-2P scenario, while the number
of SLB packs is kept constant (compared to the base scenario), the minimal increase in
PV panel power generation is seen due to variations of their operating voltage affected
by battery packs voltage variations shown in Figure 13. An increase in SLB packs’ size
to 17.55 kWh (EV-3P) and 23.4 kWh (EV-4P) leads to an increase in PV panel energy
generation by 21% and 21.27%, respectively, resulting from an increase in electricity storage
capacity which allows higher rates of energy storage and lowering variations of PV panels
operating voltage.
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4.4. Impacts of ESS” SoH on Stability of the System

The SoH of the second life batteries would be decreased over time and reduce the
total capacity of the ESS system. This could directly affect the off-grid system stability
in terms of energy exchange between ESS and the other components. Additionally, the
difference between the initial charge of the SLBs and their state of charge at the end of the
day can be used as the indicator of energy storage system stability. If the SoC at the end of
the day would be much lower than SoC at the beginning of the day;, it suggests that the
discharging rate of the SLBs is higher than their charging rate. Therefore, the ESS charging
and discharging stability depends on two parameters: storage size and generation rate.
The storage size is increased by the increment of the number of SLB packs; however, it
will be also affected by cycle ageing of the batteries leading to decrement in size withbthe
passing of time (also charging and discharging cycles). In this section, the impacts of SLBs
sizing and cycle ageing on ESS stability are investigated. The difference between the initial
and the final SoC is defined as the primary indicator of system stability in this study, which
could be expressed as:

50Cp = SoC; — SoCy )
where SoCp, SoC;, and SoC ¢ are second life battery SoC difference, initial SoC and final
SoC, respectively.

The effects of second life batteries’ ageing on the system stability is illustrated in
Figures 16 and 17 for the scenarios with extra EVCS loads. When EVCS load is applied,
the stability of the system could be maintained by increasing the number of battery packs,
due to the reduction of SoC difference. This translates to 4 battery packs in this study to
hold the system stability at an acceptable level before reaching 2000 discharge cycles and
approximately 60% SoH, since the SoC difference remains almost constant until reaching
these points, as shown in Figures 16 and 17.

—EV-2P
—EV-3P
—EV-4P

500 1000 1500 2000 2500 3000
Discharge cycles

Figure 16. The SoC difference in different second life batteries discharge cycles for various scenarios.



Appl. Sci. 2022, 12, 11103

0.7

SoC difference
e i e e
"~ S h (=)

54
-

»w
n

=—EV-2P
—EV-3P
=—EV-4P

45 55 65 75
SoH [%]

Figure 17. The SoC difference in different second life batteries SoHs for various scenarios.

The impacts of battery sizing on the energy flow in a stand-alone PV system equipped
with second life ESS is investigated while the system is designed based on the worst-case
scenario. The results of this study revealed the relation between SLB SoC and SoH which
can be used for programming battery management systems. Since most of the PVs in
residential buildings are connected to the grid, the effects of employment of different SLB
ESS sizes on the energy performance of such a system is not considered which can be
counted as the disadvantage of this study.

The experimental data for Nissan Leaf, collected from the literature, are obtained by
degradation analysis of the SLBs using accelerated ageing profile (charging and discharging
c-rates of 1C) and consequently the ESS model is not validated against the battery empirical
tests at various C-rates. Its impacts, therefore, on the degradation of the batteries is
neglected in this study.

5. Conclusions

In this paper, the battery sizing and technical assessment of an energy system with
a second life energy storage system and an off-grid PV energy system is performed. The
main aim of this paper is to investigate the effects of adding extra EV charging station
load on the ESS performance applied to a residential building. In addition, a parametric
study is performed to assess the SLBs’ size variations in the ESS when an extra load is
applied. The proposed case study residential building is located in Oxford. This paper
has developed a novel methodology for assessing the off-grid PV system stability and
minimizing the energy supply—demand mismatch. The proposed off-grid system with
second life ESS has been mathematically modelled in MATLAB SIMULINK. The system is
simulated considering the worst-case scenario on a day in the middle of winter, when the
solar irradiation and demand are at their minimum and maximum levels, respectively. The
configuration of the second life ESS is accomplished by utilizing Nissan Leaf retired battery
modules with an 80% SoH. The main conclusions drawn from the analysis can be listed as:

e  Anincrease in SLBs size, when an extra EV charging load is applied, leads to a voltage
peak drop in the second life battery. The increase in the number of SLB packs to
4 resulted in a 7.5% voltage peak drop of ESS.
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e Adding EV charging station demand to the off-grid PV driven system, which has been
designed to cover residential building demand (with two second life battery packs),
expectedly resulted in instabilities in energy exchange between different components
of the system during the year. Assuming that there is no extra space left on the building
roof to add PV panels, increasing the number of second life battery packs was explored
with the findings suggesting that an installed capacity equivalent to 4 battery packs
for the studied residential building would minimize the energy mismatch between the
energy supply and demand. This occurs before reaching 2000 discharge cycles and
approximately 60% SoH (the final SoC of the ESS increased to nearly 53% for the case
with 4 battery packs).

e When EVCS load has been applied to the residential load demand, the stability of
the system could be improved by increasing the number of second life batteries due
to the minimal differences in the initial and final SoC of the second life ESS. This is
also beneficial in terms of cost, given that second life batteries have a lower price than
brand new batteries.

Author Contributions: Conceptualization, S.R., D.M., PH. and A.A_; Formal analysis, ES.; Funding
acquisition, A.A.; Methodology, S.R., D.M., PH. and A.A_; Software, ES.; Supervision, S.R., D.M., PH.
and A.A_; Validation, ES.; Writing—original draft, ES., S.R., D.M. and PH.; Writing—review and
editing, ES. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The related data are presented within the manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
Nomenclature

EV Electric vehicle

PV Photovoltaic panel

ESS Energy storage system

SoC State of charge

SLB Second life battery

SoH State of health

EVCS  Electric vehicle charging station
CSs Charging station

ECM  equivalent circuit model
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Abstract: The design and performance optimization of fully electric trucks constitute an integral
goal of the transport sector to meet climate emergency measures and local air quality requirements.
Most studies in the literature have determined the optimum pack size based on economic factors,
without accounting for the details of pack behavior when varying the size. In this paper, the effect of
battery pack sizing and cargo capacity of a class 8, 41-ton truck on its overall energy performance and
technical parameters of its powertrain is investigated. For this purpose, the proposed electric truck is
designed and mathematically modelled using AVL CRUISE M software. The second-order equivalent
circuit model is developed to predict the battery packs’ parameters. The proposed battery pack
model is extracted from experimental analysis on SONY VTC6 lithium-ion batteries performed in the
lab. The weight changes due to adding the battery packs to the truck are also estimated and have
been taken into account. The mathematical model of the powertrain is simulated in the long-haul
driving cycle considering different cargo capacities and battery pack sizes. The results of this study
revealed that the battery pack voltage reached its minimum value when the maximum cargo capacity
was applied for the 399 kWh battery pack. In addition, increasing the occupied cargo capacity
from 10% to 100% resulted in an increase in the regenerative brake energy of up to 9.87 kWh, while
changing the battery size imposed minimal impacts on regenerative brake energy recovery as well as
energy consumption.

Keywords: battery electric; battery pack; energy performance; simulation

1. Introduction

As climate change becomes an increasingly pressing issue, the automotive industry is
shifting towards electrification of vehicles to reduce carbon emissions. EV sales rose by 68%
globally between 2017-2018 [1]. However, the heavy-duty vehicle industry has not seen
the same volume of electric vehicle sales [2—4]. In 2020, global sales of electric heavy-duty
trucks accounted for less than 1% of the total sales [5,6]. The trucking industry contributed
23% of transport GHG emissions in the US [7]. The low level of electrification of this space
presents a large opportunity for a reduction in carbon emissions.

A primary reason for the dependence of the truck manufacturing industry on fossil
fuels is the high energy demands compared to passenger cars [8]. Heavy-duty EVs require
larger energy storage due to their greater range, weight, and aerodynamic load demands
compared to passenger EVs [9-11]. Most heavy-duty trucks must travel long distances
between each stop. This requires large batteries to be installed [12] or electric roads, which
require large investments for infrastructure [13]. Since battery energy density is lower than
fuel tanks used in Internal Combustion Engine (ICE) trucks, the energy storage system in
heavy-duty vehicles becomes expensive and heavy due to electrification [9,14]. Accordingly,
the extra mass of the battery packs reduces the cargo capacity since the total weight of the
truck needs to remain constant during electrification [9,15].
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Various studies have analyzed the electrification of heavy-duty vehicles addressing
aforementioned challenges. Mauler et al. [9] conducted an economic analysis between
diesel, fuel cell, and battery electric long-haul trucks in the United States. Current battery
electric trucks were seen to be nearly competitive to diesel trucks for trips below 500 km.
For weight constrained cargo exceeding 500 km, fuel cells were nearly competitive to diesel.
The more volume constrained the cargo, the greater the advantage to the battery electric
truck, since the added mass of the battery pack does not limit cargo capacity. Energy and
fuel price had a large effect on all of the comparisons, and such comparisons do not consider
charging nor hydrogen refueling availability. Tanco et al. [16] also found that energy and
fuel price influence electric truck feasibility in Latin America, with upfront costs being
the largest barrier. Besides the cost of electricity, the cost of a battery pack influences the
economic feasibility of EV heavy-duty vehicles. Vijayagopal and Rousseau [14] determined
that the cost of battery pack depends on desired range and influences electric truck upfront
costs. Nykvist and Olson [17] proposed using smaller battery packs for heavy-duty trucks
and improving the fast charging network in order to reduce both the cost of battery electric
trucks and their weight, improving their weight carrying capacity. Optimizing heavy-
duty truck battery pack size would maximize the economic viability of such vehicles [18].
Baek et al. [18] were able to find an ideal battery pack size by factoring in charging costs,
battery costs, depreciation costs, and revenue. Large battery packs maximize range and
payload size, but unnecessarily increase the weight and require a larger initial investment.
On the contrary, a small battery pack limits the range and carrying capacity and relies
more on the charging network. The previously mentioned studies rely on economic
factors to determine the pack size, but details of pack behavior are not accounted for
when varying the size. The subject of this research is to perform the optimal pack sizing
considering the distance, power, weight, size of truck, and the volume of transported
goods in order to maximize efficiency and energy usage of a heavy-duty truck. Combining
cell parametrization through lab testing for a pack model to test various pack sizes of
electric truck provides detailed insight into pack behavior variation. Cell testing was
conducted using pulse discharges to obtain transient and steady-state behavior at various
SOC increments. This data was then parametrized using MATLAB Simulink R2022a with a
nonlinear least-squares optimization and a Trust-Region-Reflective algorithm. Error was
minimized using sum squared error. This parametrization yielded ECM parameters which
were used for the pack model. An AVL pack model was used with the cell parameters for
the sizing optimization. The pack model was used to evaluate various pack configurations
and capacities to optimize power, weight, range, and cell health for the 41-ton truck.

This article brings a new viewpoint to the existing literature in the battery electric
truck modelling and optimal pack sizing of batteries based on experimental data. Results of
the study inform an ideal pack configuration based on the truck weight, and how varying
truck parameters influences pack behavior.

This paper is organized as follows; Section 2.1 (battery electric powertrain mod-
elling) discusses the methodology used to mathematically model the proposed powertrain,
Section 2.2 (parametric analysis) contains the variables assigned in the model to determine
the impacts of cargo capacity and battery pack sizing on the model output parameters, and
Section 2.3 (battery cell characterization) describes the methodology used to parametrize
second-order ECM used for modelling of batteries using lab data. Sections 3.1 and 3.2,
located in the results section, discuss battery parametrization and parametric study results,
respectively.

2. Methodology
2.1. Battery Electric Powertrain Modelling

The battery electric powertrain of a heavy-duty class 8 truck is modelled using AVL
CRUISE M R2022.1 software [19]. The modelling process is indicated in Figure 1. The Mer-
cedes Benz Actros 41-ton truck, featuring 8 wheels and 4-wheel drive (8 x 4) is considered
as the case study with its technical parameters presented in Table 1. The battery electric
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powertrain components in AVL CRUISE M R2022.1 software are presented in Figure 2 with
the electric motor efficiency presented in Figure 3. The electrical network of the proposed
powertrain includes two electric motors and six packs of batteries. The battery packs are
sized and modelled based on specifications of Sony VTC6 lithium-ion battery. The battery
pack specifications are provided in Table 2.

Truck body and
chassis technical
data
T}l;ailezr :’0(:13' :‘"“li Battery electric Simulation of
chassis technica —| .
= data p(i)‘vs;ell;tram :inotdel powertrain in Monitoring
Experimental o ficayy-duty specified of results
analysis of battery Battery pack truck in AVL driving cycle
11 CRUISEM
ce parameters
(HPPC test)
Electric motor
efficiency map
Figure 1. Flow diagram of modelling process.
Table 1. Truck and trailer bodies technical parameters.
Component Parameter Value
Distance from hitch to front axle [mm] 3450
Truck body dimensions support point height, bench test [mm] 1050
Wheel base [mm] 3900
Distance from hitch to axle [m] 7.7
Trailer body dimensions
Pitching moment coefficient 1
Curb weight [kg] 8000
Truck nominal weight -
Gross weight [kg] 8500
Curb weight [kg] 19,000
Trailer nominal weight -
Gross weight [kg] 32,500
Truck [kg] 500
Total carrying capacity -
Trailer [kg] 13,500
Frontal Area [m?] 8.48
Aerodynamic Properties —
Drag coefficient 0.6
Table 2. Battery pack parameters.
Component Parameter Value
Nominal voltage [V] 3.6
Current capacity [Ah] 3
Cell Energy capacity [Wh] 10.8
Average weight [g] 46.6
Estimated energy density [Wh/kg] 232
Cells in series 176
Cells in parallel 35
Pack Module energy capacity [kWh] 66.5
Number of Packs 6
Packs total energy capacity [kWh] 399
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Figure 3. The electric motor efficiency map.

The originally diesel Mercedes Actros truck is considered the case study in this paper.
Therefore, the weight change associated with the electrification of this truck is obtained
based on the weight of components exchanged. These values are presented in Table 3. The
transmission and drivetrain weight were assumed to be equal for the diesel and electric
powertrains. The mass loss from removing the fuel and fuel tank was estimated by using
50% of the full capacity tank weight for the Actros as a conservative estimate for the average
amount of fuel in the truck during long-haul driving. The electric vehicle weight addition
includes weight from the two motors, battery pack, inverter, and DC/DC converter. Dual
motors were used to obtain high efficiency compared to a single larger motor [20], and
permanent magnet motors were selected for their high specific torque [21]. In order to
determine the effect of pack size on weight, the required structural mass for a given energy
capacity was determined based on previous studies. The cell energy density was used
to calculate pack energy density, based on a 60% percentage weight of cells to total pack
weight. This value was chosen based on typical gravimetric energy densities achieved with
current battery packing methods [22-25]. The resulting pack gravimetric energy density
is 140 kg/kWh. The pack weight was then calculated for each pack size by dividing the
power capacity by 140 Wh/kg.

A long-haul driving cycle (Figure 4) was used in order to evaluate the transient
performance of the 41-ton truck at various pack capacities. The driving cycle represents a
typical trip of a heavy-duty truck, which undergoes brief accelerations and decelerations,
but generally cruises at highway speeds of approximately 85 kph. Inclination also varies
during this cycle to accurate modelling of real-life driving conditions [26,27].

Table 3. Weight of Diesel and Electric powertrain components.

Component Parameter Value
Engine Weight [kg] 1240
Diesel Max engine power [kW] 460
Fuel tank weight at 50% capacity [kg] 382
Weight of two motors [kg] 680
Combined motor power [kW] 500
. Total battery pack weight [tons] 1.73-2.54
Electric Inverter weight [kg] 72
DC/DC converter weight [kg] 35
Total electric powertrain weight [tons] 3.64-6.49
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Figure 4. The (a) velocity profiles and (b) road inclination variations in the Long-haul driving
cycle [26,27].

2.2. Parametric Analysis

A parametric study is performed to size the battery packs and investigate their impacts
on technical parameters of the powertrain. The battery pack size is determined by changing
the number of cell rows in each pack and considering the variations in cargo capacity. Cells
in parallel were varied from 35 to 45, increasing the total pack energy from 399 to 513 kWh.
This was the primary variable of the study since pack size variation is a crucial design
choice for a heavy-duty vehicle. The occupied cargo capacity is also varied between 10%
and 100%. Different case scenarios considered in this paper are shown in Table 4.

2.3. Battery Cell Characterization

The second-order equivalent circuit model is used for the mathematical modelling
of each battery pack shown in Figure 2. For this purpose, the SONY VTC6 cylindrical
battery cells were tested in a High Voltage Energy Storage (HVES) lab at Oxford Brookes
University. The HPPC tests were performed for characterization of the battery cells in
the lab at a temperature of 25 °C. In HPPC tests, the battery cell underwent a discharge
test at 1.5 C, which provided a picture of voltage at various SOC, as well as the transient
response to current pulses. The cell has a maximum voltage of 4.2 V, and a capacity of
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3000 mAh. As an approximation, 1.5 C was chosen as a typical discharge rate seen for
commercial automobiles [17,18,28,29]. The cell was placed in a testing chamber to hold the
temperature constant (Figure 5). A clamping apparatus which utilizes spring force was
used to provide firm contact between the cell terminals and the power supply. Voltage
across the cell was measured by clipping leads to metal at each plate, while current was
recorded using an Arbin battery tester (ARBIN LBT21084). Thermocouples were used to
obtain the temperature of the cell, and the experiment was conducted at 25 °C to gain an
understanding of behavior at average ambient temperature.

Table 4. Case scenarios for parametric study performed.

Case Number of Cell Rows Cargo Capacity [%]
R35L10 35 10
R40L10 40 10
R45L10 45 10
R35L50 35 50
R40L50 40 50
R45L50 45 50
R35L100 35 100
R40L100 40 100
R45L100 45 100

After data was obtained from the HPPC tests, a second-order ECM was developed in
MATLAB Simulink to characterize the cell behavior for use in pack modelling with AVL
CRUISE M. The model uses a battery block, which is controlled by defining parameters
such as internal resistance, dynamic time constants and resistances, capacity, and cell
voltage. Current is controlled through the “Current Source” block, which received the same
input current as the experimental tests. The “Voltage Sensor” block outputs cell voltage,
while the “SOC” block outputs the state of charge (Figure 6). The model received parameter
values from a separate MATLAB workspace, and it sends outputs and input current to the
parameter estimate module as well as the workspace.

Figure 5. Sony VTC6 cell experimental setup.
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Each parameter can be expressed as an array of values, each value being defined at a
specific SOC. In this particular case, 16 discharge pulses were conducted experimentally to
take the cell from 4.2 V to 3.4V, so all parameter arrays had 16 items.

f(x)=0}

DPp—p{ soc

current

Current Voltage
Source Sensor [ soc
soC
1
I_in voltage_sim
Current V_out
Ah_calc V o

Figure 6. MATLAB model used for cell parameter estimation.

Simulink’s built-in parameter estimator was used to determine parameter values
which matched experimental results. The varied parameters were voltage, first and second
dynamic resistances, first and second-time constants, and static resistance. The Levenberg—
Marquardt algorithm was used to iteratively find parameters that resulted in minimizing
the least-squares difference from the experimental results. The parametrization resulted in
closely matching voltage vs SOC graphs, with an R? value of 99% (Figure 7).
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Figure 7. Cont.
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Figure 7. Parametrization results for the second-order ECM compared to experimental results,
(a) applied current profile in HPPC test versus time and (b) cell voltage response in different times
calculated by model and obtained in HPPC tests.

3. Result and Discussion
3.1. Experimental Tests Results

The estimated parameters based on HPPC lab data for second-order ECM are shown
in Figure 8a—e. These parameters are used as the input of the battery pack model shown in
Figure 2 for simulation of lithium-ion battery behavior under the transient conditions of

the driving cycle.
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Figure 8. The estimated parameters for second order ECM using HPPC data: (a) open circuit voltage,
(b) static ohmic resistance, (¢) dynamic constants resistances, (d) first time constant and (e) second
time constant in various state of charges.

3.2. Parametric Analysis

The effects of battery pack size variations on the cargo capacity of the proposed battery
electric truck are shown in Figure 9. Electrification of the truck resulted in a decrease in its
cargo capacity from 13.5 tons to 11.77 tons, 11.36 tons, and 10.96 tons by increasing the battery
pack size to 399 kWh (35 rows), 456 kWh (40 rows), and 513 kWh (45 rows), respectively.

The difference between the desired and actual velocity of the proposed battery electric
truck for different battery pack sizes at 100% cargo load is shown in Figure 10. The fluctu-
ations in actual velocity in cruising velocities (desired profile) are due to the existence of
road inclination, resulting in activation and deactivation of the brake pedal. The desired
velocity is caught in most of the points, and minor deviation is observed in sudden acceler-
ation point following from electric motor moment of inertia. Furthermore, Figure 10 also
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Figure 10. Truck desired and actual velocity for different case studies in various times in proposed
driving cycle.

The battery pack voltage change during travel for different case scenarios is shown
in Figure 11. By increasing the battery size, the overall voltage of the pack increased,
while increment of occupied cargo capacity resulted in decrease of battery pack voltage
due to faster discharging of the pack leading to sharp fade of voltage. There are four
sharp increases in voltage during travel due to sharp changes in velocity as can be seen
in Figure 11. When the velocity decreases sharply, a drastic increase in voltage is also
observed. These sudden voltage jumps can be controlled by employing a programmed
battery management system. In the last period of travel, steep increase of voltage is seen for
R35L50, R35L100 and R40L100 due to reaching below 30% in SOC (Figure 12). As indicated
in Figure 8a, there is a fluctuation in open circuit voltage for SOCs between 20% and 30%.
The same trend is reflected in battery pack voltage, as is demonstrated in Figure 11. The
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most voltage fade belongs to R35L100 case scenario with lowest size of the battery and
highest cargo capacity. This led to a sharper decrease in the battery pack voltage due to
high power demand, resulting in a lower SOC being reached at the end of travel compared
to other scenarios.
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Figure 11. The battery pack voltage variations during travel for different scenarios.
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Figure 12. The battery pack SOC variations during travel for different scenarios.

The battery power change is shown in Figure 13 in various time steps of the driving
cycle for different scenarios. The discharging power increased during truck cruising speeds
due to the increase in the cargo load. The highest charging peaks are achieved in the
R45L100 scenario due to the existence of a larger battery and a large load (cargo) resulting
in higher values of regenerative brake energy. However, the charging sudden peaks should
be capped as well as discharging sharp peaks to prevent the battery from being damaged
due to high temperature.

71



Appl. Sci. 2022, 12, 9683

100

7 ——R35L10
——R35L50
75 A
R35L100
50 4 R40L10
——R40L50
= 251 ﬁ ——R40L100
= ——R45L10
g 0 ——R45L50
3
2 ——R45L100
2 225 4 ﬂ
g
2 .50
e
= s o
-100
-125 +
-150 T T T T T T T T 1
0 500 1000 1500 2000 2500 3000 3500 4000 4500

Time [s]

Figure 13. The battery pack power variations during travel for different scenarios.

The cumulated energy recovered by regenerative brakes and consumed energy during
travel for different scenarios is shown in Figure 14a,b. Regenerative brake energy increased
from 6.94 kWh to approximately 9.87 kWh due to the increment in the truck cargo capacity
between 10% and 100%. In addition, an increase in the battery cell rows in the packs from
35 to 40 and 45 resulted in energy recovery increases of 1.73% and 3.46% for 10% load,
0.98% and 2.2% for 50% load and 0.41% and 0.74% for 100% load, respectively. In addition,
there were negligible changes in the energy consumption due to the increase in battery size
since power demand remains constant.
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4. Conclusions

In this paper, a parametric analysis is performed to assess the effect of battery pack
sizing and cargo capacity of a truck on its energy performance. As the case study, the
electrification of a class 8, 41 tons’ truck is performed by modelling and simulation of
its battery electric powertrain in AVL CRUISE M software. The experimental lab battery
testing data is used to parametrize the battery pack model in this study. Issues such as
weight changes due to the addition of battery packs to the truck are also addressed. A
parametric study is employed consisting of various case scenarios to evaluate the impacts
of the battery pack size and cargo capacity on truck performance and energy consumption.
The main conclusions drawn from this study can be listed as:

- Electrification of the Mercedes-Benz Actros 41-ton truck resulted in decreasing of its
cargo capacity from 13.5 tons to 12.27 tons, 11.86 tons, and 11.46 tons by increasing
battery pack size from 399 kWh to 456 kWh and 513 kWh, respectively.

- Employment of dual electric motors in the powertrain resulted in gaining desired
torque at various speeds during travel in long haul driving cycle.

- Increasing the battery size boosted the overall voltage of the pack, while an increment
in occupied cargo capacity resulted in a decreased battery pack voltage due to faster
discharging of the pack, leading to a sharp decrease in voltage.

- The greatest decrease in voltage was achieved in battery packs when the cargo capacity
was equal to 100% and the lowest size of battery pack was used. This leads to a sharper
decrease in the battery pack voltage due to high power demand, resulting in a lower
SOC at the end of travel compared to other scenarios.

- The highest charging peaks were achieved for the scenario with the biggest battery
pack size and full cargo capacity due to recovering higher values of regenerative
brake energy.

- Regenerative brake energy increased from 6.94 kWh to approximately 9.87 kWh by
incrementing the truck occupied cargo capacity up to 100%.

- Increase of total battery packs size from 399 kWh to 456 kWh and 513 kWh resulted in
energy recovery increases of 1.73% and 3.46% for 10% load, 0.98% and 2.2% for 50%
load and 0.41% and 0.74% for 100% load, respectively.
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As a limitation of this research, it can be mentioned that the employed second-order
ECM used to model the battery packs is not capable of predicting their capacity fade after
driving in various number of cycles, which should be addressed and solved in future
steps of this research. The developed methodology coupled with the experimental data
presented in this paper would assist the future research and development activities aiming
to truly optimize the performance of heavy-duty trucks to tackle the global net-energy
targets as well as the local air quality requirements.
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Abstract: Electric vehicles (EVs) have been progressing rapidly in urban transport systems given their
potential in reducing emissions and energy consumptions. The Shared Free-Floating Electric Scooter
(SFFES) is an emerging EV publicized to address the first-/last-mile problem in travel. It also offers
alternatives for short-distance journeys using cars or ride-hailing services. However, very few SFFES
studies have been carried out in developing countries and for university populations. Currently,
many universities are facing an increased number of short-distance private car travels on campus.
The study is designed to explore the attitudes and perceptions of students and staff towards SFFES
usage on campus and the corresponding influencing factors. Three machine learning models were
used to predict SFFES usage. Eleven important factors for using SFFESs on campus were identified
via the supervised and unsupervised feature selection techniques, with the top three factors being
daily travel mode, road features (e.g., green spaces) and age. The random forest model showed the
highest accuracy in predicting the usage frequency of SFFESs (93.5%) using the selected 11 variables.
A simulation-based optimization analysis was further conducted to discover the characterization of
SFFES users, barriers /benefits of using SFFESs and safety concerns.

Keywords: green campus; shared free-floating electric scooter; usage frequency prediction; decision
tree; random forest

1. Introduction

The advancement of information technology and sharing economy business models is
changing traditional models of ownership and transport services. New modes of travel are
emerging in urban areas, such as transport network company services, bike-sharing and
scooter-sharing, etc. Shared micro-mobility (SMM, the shared utilization of an e-/bicycle,
e-/scooter, or other low-speed modes) is a newly developed transportation mode [1]. SMM
provides users with a short-term access to a transportation service over an as-needed
basis [2].

Early documented impacts of SMM include increased mobility [3], decreased green-
house gas emissions [4], and decreased automobile use [5,6]. Since 2017, over USD 5.7 bil-
lion have been devoted to SMM start-up companies, mostly in China. A steady customer
pool has been established in the SMM market, which is two to three times faster than
ride-hailing or car-sharing services. The combined value of SMM start-ups is estimated to
exceed USD 1 billion [7].
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Shared Free-Floating Electric Scooters (SFFESs) have been altering travel in cities and
on university campuses. Though SFFESs have swiftly obtained popularity and approval
over the past couple of years, limited studies have been reported on their use. The analysis
of Berg Insight shows that the COVID-19 crisis lead to a lower shared-scooter ridership in
2021. However, in the long term, ridership is projected to reach over 4.6 million people in
2024 worldwide, with a base of 774,000 people in 2019 [8].

New mobility services, such as Uber/Lyft, have been changing the landscape of urban
mobility. SFFESs have become increasingly popular and utilized by communities given their
acceptable cost, zero-emission power and minimal environmental footprint. In addition,
given the present pandemic, city planners are looking for new methods, such as SFFESs,
to reconcile urban mobility need and social distance requirements. While SFFESs offer
promising opportunities, they also bring negative externalities, including safety and equity
issues for pedestrians, cyclists and disabled/elder citizens [6,9]. Many cities proscribed
SFFES services, particularly in the initial boom of SMM, due to vital vandalism and street
clutter, including Austin, Nantes, Amsterdam, Bordeaux, and recently Kuala Lumpur.
These cities revisited their decisions afterwards and devised novel regulation provisions
to optimize SFFES benefits while limiting their drawbacks. Some cities banned the usage
of SFFESs due to regulation requirements; for example, the New York State Department
of Motor Vehicles legislation requires the registration of any electric vehicle, which makes
SFFES service impossible.

Effective regulation faces two major setbacks emanating from the organizational
culture/climate mismatch between local authorities and service operators. The operators
need a high vehicle density to guarantee a high service quality and ultimately foster their
market [10,11]. However, local authorities are wary of street clutter and intend to limit
the fleet size. While technology and investments are essential for service implementation,
equally important is to signify the impact of shared micro-mobility on the urban mobility
ecosystem and its evolution trend over time, in order to better design and integrate it into
sustainable mobility as a whole [12]. However, very few studies examined SFFESs, and
in addition the existing studies were limited in the analysis approaches used, which may
fail to capture the complex nonlinear relationship between variables. In addition, most
studies on SFFES services were conducted in the United States, China and, most recently,
European cities, but are yet very limited in developing countries. It is presumed that this
study will be the first step taken to assess the adoption of SFFESs and usage behavior with
respect to a Malaysian context. The paper identifies public concerns, SFFES benefits and
barriers, and the choice and usage behavior of the university population (students and
non-/academic staff).

Choice behavior in new mobility services is usually assessed and modeled using
traditional statistical models, such as regression, mixed logit, multinomial and binary
logit models [13,14]. Recently, [15] used the Chi? and Kruskal-Wallis tests to analyze
the frequency of e-scooter use. Given the strict assumptions of statistical models, they
have limited capabilities to capture the complex relationships between factors and choices,
nonlinear correlations among factors, and to deal with factors with various categories [16].
Machine learning (ML) methods have been widely utilized in civil engineering [17-23]
and transportation studies [24,25]. They can model the nonlinear associations between
independent and target variables as well as among independent variables [26,27]. Therefore,
it can be argued that the current study is one of the first attempts to predict SFFES usage
frequency and identify significant factors impacting its use by adopting ML techniques.

Malaysian universities are currently adopting new sustainable strategies in moving
their campuses towards becoming green campuses. Specifically, the management of the
University of Malaya is planning to launch SFFES service in the near future. This paper
aims to predict the usage frequency of SFFESs among the students and staff on the campus.
As a summary of above discussion, the main contributions are:
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1. This research study is one of the first efforts made to scrutinize the usage of SFFESs
on a large university campus. In addition, this is perhaps the first study on SFFES services
in “developing countries” such as Malaysia.

2. This research is one of the first studies which aims to predict the usage frequency of
SFFESs and pinpoint significant attributes affecting the use of SFFESs by adopting various
supervised and unsupervised machine learning techniques.

The remaining of the article is organized as follows: Section 2 concerns a literature
review on related works, followed by the survey design and data collection in Section 3.
Section 4 proposes the analysis methodology, including feature selection and model devel-
opment. Sections 5 and 6 present the model output, analysis results and simulation-based
optimization and discussion. The final part offers the obtained findings of the study and
suggests future directions.

2. Related Works

It is believed that, in terms of urban features and population, higher education or-
ganizations mirror smaller cities [28]. Moreover, there exist many activities occurring on
university campuses that exert both direct and indirect effects on the natural milieu [29].
Therefore, practitioners in these academic contexts need to apply green practices and
provide support in offering multidisciplinary green technical solutions to achieve sus-
tainable development on campuses [30]. The United States Green Building Council [31]
revealed that a green campus is a higher education community seeking to enhance its
resource conservation, energy efficiency, and ecological quality via training on healthy
living, sustainability, and convenience learning environments for all.

In the context of higher education, green practices are rising rapidly. However, achiev-
ing sustainability in Malaysian universities in this regard has yet remained an issue [32].
Malaysia has committed itself to buttress sustainability on university campuses after sign-
ing the Talloires Declaration. Thereafter, enthusiasm for focusing more on sustainable
development has increased in Malaysia. Nevertheless, many universities yet lag behind
in green practices in order to attain sustainability as an institutional policy. This runs
counter to the outline of higher education institutions since the 1992 Earth Summit in Rio.
Universities are facing pressure from non-/governmental organizations to incorporate
green practices in their activities following several sustainability declarations.

Shared micro-mobility (SMM)—the short-term rent of micro-mobility vehicles such
as (e-)scooters and (e-)bicycles—is regarded as a mobility (sub)system that can alter the
present transport system in terms of cars [2,33]. This technology was first presented in 2017
and has now become an important mode of transport emerging in more than 1000 cities
and college campuses worldwide. Such web-based SFFES services are managed by rental
networks and operated using smartphones.

Academic studies on SFFESs have been emerging. For example, ref. [34] examined
anonymized SFFES trip data and concluded that users ride SFFESs for about 8 min for
0.7 miles, with an average speed of 5.23 miles per hour. The SFFES service could be used
as an appropriate travel model for last-mile transport or short-distance trips. Ref. [35]
found considerable differences in temporal and spatial usage patterns between SFFESs
and docked bike-sharing ridership [36]. Ref. [37] assessed the behavioral determinants of
travelers’ purpose for using SFFESs and found that the perceived compatibility of SFFESs
significantly affected usage intention. Ref. [15] performed Kruskal-Wallis and Chi? test
with e-scooter-associated survey data and pointed to the importance of sociodemographic
characteristics in affecting SFFES usage. Ref. [38] evaluated the API data of SFFES vendors
and found significant SFFES ridership variations between weekends and weekdays, but
not between morning and afternoon trips.

As mentioned before, most of the academic studies in this field were conducted in
the US. Surveys were conducted by a few cities to complement assessing the e-scooter
pilot programs. It was found that e-scooters were popular or generally considered to
present a respected service, even among non-users [15]. For example, the Portland report

79



Appl. Sci. 2022, 12,9392

stated that over 30% of people had tried e-scooters. Over 70% of Portlanders riding an
e-scooter stated that they utilized e-scooters most commonly for transportation, but not
recreation. The reasons for use included reliability, speed, cost, convenience and fun [39].
Unequal adoptions between population groups were suggested by surveys. The gender
(female/male) splits were 64/34 and 70/30 for Portland and Denver. In total, 69% of e-
scooter users were aged 20-39 in Portland, while the figure was over 50% in Denver [39,40].

An online survey was performed by the [41] on 1250 individuals in the five largest
cities of Germany (Hamburg, Berlin, Frankfurt, Cologne, and Munich) in September 2019.
It explored their overall mobility behavior and utilization of SFFES systems. It revealed
that 42.7% of e-scooter users were aged between 18-25, and 28.8% between 26-35. The
SFFES service substituted 49.1% of walking trips and 64.5% of public transport trips. A
quantitative study was performed by the French [42]. They gathered 4382 user responses
after various semi-structured and exploratory interviews. It reported that e-scooter renters
were young (52% younger than 34), male (66%), highly educated (19% students, 53% work
executives), and with a significant share of non-locals (42%). For the modal shift, users
substituted walking (44%), public transport (30%), and bike trips (3% owned a bike; 9%
shared a bike).

Supervised learning algorithms learn correlation patterns from data (independent and
target variables) and make decisions/predictions based on a specific objective. Decision
trees (DT) are widely used in data-driven prediction analysis [43-46]. Decision trees have
been used for model evaluation and identifying important variables. Random forests (RF),
a derivation of decision trees, can work in both supervised and unsupervised modes. It can
handle continuous as well as categorical data in classification or regression tasks [47,48].
Random forests are prioritized over other techniques, as it can manage highly non-linear
data, and demonstrates many features, such as agility in locating noise in data and ad-
justability to parameters [49]. It has three main features: (i) estimating missing values
automatically, (ii) Weighted Random Forest (WRF) for balancing errors in imbalanced data,
and (iii) estimation of the significance of variables utilized for categorization [50]. Naive
Bayes (NB) classifiers are also able to handle continuous and categorical variables and
quickly make real-time predictions [51].

Unsupervised learning is designed to analyze unlabeled data [52]. As the amount
of unlabeled data is exponentially rising, it is essential to explore unsupervised learning
to perform feature selection. Data clustering (feature selection) is an important problem
in knowledge discovery to improve the understandability, scalability and accuracy of
resulting models. The clusters correspond to hidden models and the resulting outcomes
represent data notions. In the context of supervised learning, feature selection refers to
predictions based on provided outputs, while in unsupervised learning the features are
clustered without any prior knowledge of the expected output. The importance of feature
clustering is to improve prediction performance and provide a deeper understanding of the
underlying process that produces the data. Examples of clustering algorithms are k-means,
partitioning around medoids (PAM) and hierarchical clustering. This paper uses both
supervised and unsupervised learning techniques for feature selections and predicting the
usage frequency of SFFESs on campus.

3. Methodology
3.1. Survey Design and Data Collection

The survey was designed to understand the adoption, choice behaviour and usage of
SFFES services on the university campus. The questionnaire consisted of 55 mandatory
questions covering the following aspects:

e  Sociodemographic information, including information about age, gender, marital
status, residential area, highest level of education, employment status, race, household
monthly income, private vehicle ownership, shared mobility and membership and
frequency of usage of e-hailing services.
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e  Commuting characteristics, including commuting mode to and from the campus, and
the travel mode, frequency, distance, time and cost on campus.

e  Perceptions and choices regarding the SFFES service, including (1) perceptions regard-
ing using SFFESs and concerns of safety, equity, costs, comfort, and social distancing
due to COVID-19; (2) service attributes, such as accessibility, payment methods, and
the advantages and disadvantages of shared e-scooters compared to other transport
modes; and (3) infrastructure and built environment, such as separated lanes for
scooters, green spaces, quality of road surfaces and connectivity.

e  Usage frequency of the SFFES service, including four levels of response: (1) not
using an e-scooter at all; (2) using an e-scooter as a mode of transport occasionally
(sometimes but infrequently); (3) using an e-scooter frequently; and (4) using an e-
scooter regularly as a main mode of transport. (Table 1 presents the information on

the data and attributes used in this study).

Table 1. Variables used in this study for analysis.

Attribute Description Values

Sociodemographic

Age Age (1) 18 to 29; (2) 30 to 44; (3) 45 to 60; (4) Over 60

Gender Gender (1) Male; (2) Female

Education Highest education level f;ll) SeC('Jndary; (2) Diploma; (3) Bachelor’s degree; (4) Master’s

egree; (5) Doctorate degree
Position Job position (1) Undergraduate student; (2) Postgraduate student;
p (3) Academic staff; (4) Non-academic staff

Status Employment/education status (1) Full-time; (2) Part-time

Race Race (1) Chinese; (2) Malay; (3) Indian; (4) Other
(1) Less than RM 2000; (2) Between RM 2000 RM 4000;

Monthly Income Monthly household income (3) Between RM 4000 and RM 6000; (4) Between RM 6000 and
RM 12,000; (5) More than RM 12,000

Private vehicle Private vehicle ownership (1) Yes; (2) No

E-hailin Usage of e-hailing services per week (1) Not using at all; (2) Less than 3 times; (3) 3 to 6 times;

& & & p (4) More than 6 times
SMS Membership Membership of shared mobility services (1) Yes; (2) No

Travel characterization

Travel mode
Camp.Hrs/d
Camp.Tra/d
Camp.mod/d
Camp.tra.time/d

Camp.tra.cost/d

Usual travel mode for going to campus

Hours usually spent on the campus per
day

Number of journeys onto or to outside of
the campus per day

Travel mode on the campus
Duration of daily travel on the campus

Daily travel cost on the campus

Attitudinal factors: impact of infrastructure

Sep.lane
On-road.Lane
No-Lane
Greenery
Smooth.Surf

Connectivity

e-scooter Usage
(Target variable)

Bike/scooter lane separate from road
traffic

Bike/scooter lane on the road with traffic

Road with no bike/scooter lane

Green Space (e.g., road-side trees,
greenery, water)

A smooth road surface
Pathways/roads connectivity

Shared e-scooter frequency of usage

(1) E-hailing taxi; (2) Private car; (3) Private motorcycle;
(4) Public transportation; (5) Walking/cycling

(1)1to3h; (2)3to5h; (3) 5 to 8 h; (4) More than 8 h

(1) Less than 2 journeys; (2) 2 to 4 journeys; (3) 4 to 6 journeys;
(4) More than 6 journeys

(1) E-hailing taxi; (2) Private car; (3) Private motorcycle;

(4) Public transportation; (5) Walking/cycling

(1) Less than 10 min; (2) 10 to 20 min; (3) 20 to 30 min; (4) More
than 30 min

(1) Less than RM 5; (2) Between RM 5 and RM15; (3) Between
RM15 and RM 25; (4) More than RM25

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Strongly discourage; (2) Discourage; (3) Encourage;
(4) Strongly encourage

(1) Not using at all; (2) Sometimes/infrequently; (3) Frequently;
(4) Regularly as the main mode of transport.

The survey was carried out on students and staff of the University of Malaya (UM).
The UM is situated in the southwest of Kuala Lumpur. It has a 373.12-hectare campus
and houses around 20,000 students and 6000 staff. In addition to these numbers, many
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daily operations, activities, and events require continuous mobility access to different
transportation modes. Consequently, integrated transportation system management on the
university campus is pivotal. The current transportation services on the UM campus include
bus services (campus and traditional buses), a bicycling facility, and car and pedestrian
accessibility. Figure 1 shows the University Campus Map and the road line map.
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Figure 1. University of Malaya campus map.

The online Google questionnaire survey was disseminated to over 30,000 faculty, non-
academic staff and university students in December 2020. The survey was estimated to take
10 min to complete. The survey link was active for a period of three weeks. We received
1023 responses and 1000 surveys were valid for further analysis (response rate: 1.7%).

Table 2 captures the sociodemographic characteristics of the sample, the UM popu-
lation and the overall university populations in Malaysia. For the university population,
we used the data statistics of 2020. The gender distribution in the sample is overall rep-
resentative, with the female population slightly overrepresented. Shares for occupation
composition are comparable. Given the similarities of gender and occupation, we believe
that the sample sufficiently reflects the socioeconomic features of the targeted population.

Table 2. Comparison between the survey sample and the university population in percentage.

Socio-Demographics  Total Sample (1 = 1000) UM University All Universities in

Malaysia
Gender
Male 45.6 49.0 47.0
Female 544 51.0 53.0
Occupation
Undergraduate 515 517 485
students
Graduate students 36.5 27.6 335
Part-time graduate 21 63 63
students
Faculty and staff 9.9 16.3 11.7
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3.2. Feature Selection

Feature selection is an option in statistics to detect significant factors that use measures
of confidence intervals as well as hypothesis testing. After conducting model evaluation,
the elements (independent variables) must be examined further to see how they lead to
measurement accuracy. Hence, machine learning algorithms are built-in with the feature
selection technique to analyze the variables or features in the input data. The distribution
of these features contributes to the prediction of the final outcome using machine learning
models. Feature selection helps to understand the model better by focusing only on the
important variables. This statistical technique eliminates variables which are insignificant or
highly correlated with any other variable. Based on significance score, the order of variables
can be illustrated to realize the accuracy of prediction. The reliability of important variables
depends on the accuracy of a specific algorithm. The objectives of feature selection in
machine learning are to reduce the complexity of the mode and to promote the performance
of the model. Feature selection evaluates the relationship between the input variables and
target variable.

The supervised and unsupervised feature selection methods vary considering the target
variables. While the supervised learning model requires a target variable to specify the impor-
tant variables, the unsupervised learning model disregards the target variable and chooses
important variables using correlation. Figure 2 shows the study methodology workflow.

Clustering

The unsupervised learning model clusters the input variables based on correlation
between each other, and without considering the target variable. The important variables
obtained from the random forest feature selection are used to perform clustering. There
are two steps in clustering: (a) determination of the optimal number of clusters, and
(b) hierarchical clustering.

To determine the optimal number of clusters:

The optimal number of clusters is specified using the Gap Statistics method. The
foiz_nbclust() function in factoextra R package is employed to compute the optimal number
of clusters. The Gap Statistics algorithm works as follows [53]:

e  The observed data of 1000 samples with 1 variables is analyzed by changing the
number of clusters from k =1, ..., k;x, and the total within intra-cluster variation
W is computed.

e B reference datasets with a random uniform distribution is generated. Each refer-
ence dataset is clustered with varied number of clusters k = 1, ..., kjay, and the
corresponding total within intra-cluster variation Wy, is computed.

e The estimated gap statistic is computed as the deviation of the observed Wy value
from its expected value, Wy, under the null hypothesis: Gap(k) = 1By b = 1Blog(W * kb)
— log(Wk). The standard deviation of the statistics is also computed.

e The number of clusters is chosen as the smallest value of k such that the gap statistic is
within one standard deviation of the gap at k + 1: Gap(k) > Gap(k + 1) — sk + 1.

The optimal number of clusters is used to perform hierarchical clustering using the
helust R package. Hierarchical clustering is an agglomerative clustering algorithm, which
can be cut at a chosen height to produce the desired number of clusters [54,55]. The clusters
produced in a dendrogram are joined together in order of their closeness measured by
dissimilarity. The steps of hierarchical clustering are as follows:

Divide n variables into k groups by cutting at a desired similarity level.

Calculate the dissimilarity matrix between variables using function dist () in hclust package.
Plot the dendrogram using fviz_dend () function in factoextra package with dissimilarity
matrix as the input.

Correlation analysis is performed using R corrplot function to assess the relationship
between the variables.
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Figure 2. Methodology workflow.

3.3. The Optimal Model Design

The model assessment is performed using the important variables selected through
supervised (random forest, decision tree and Naive Bayes) and unsupervised learning
methods. After selection of significant variables, the random forest classifier is used to
assess the model performance using the test and out-of-bag errors by changing the total
number of trees (ntree) and predictors at each split (mtry). The best ntree and mtry are
obtained using the measures of the mean squared error and variance, calculated using the
out-of-bag errors. A total of 2/3 of the data is used for training and 1/3 for validating the
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trees. The final model is developed using the best ntree and mtry. Random forest algorithm
is a joint and collaborative learning algorithm that is derived from decision trees. It follows
the rules of decision trees but constructs numerous decision trees during training time and
outputs the class with maximum vote. For example, the random forest algorithm constructs
trees of different classes using the similar input data. The tree structures can be explained
using subset matrices as shown in Figure 3. Three random subsets are created during the
training process. Three different trees are explained using three subsets (S1, S2 and S3).
Different samples are grouped into different subsets based on the correlation between input
features (independent variables). Decision trees are built based on the subset values. The
decisions or the final predicted output from each decision tree is considered a class. The
class, which receives maximum votes from the total number of trees, will be chosen as
the final output. Class 1 has two votes whereas class 2 has one vote in Figure 3, therefore
class 1 is the final predicted output. This class 1 will be used to rank the variables based on
importance score.
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Figure 3. Random forest algorithm workflow.

The R package random-forest is used to perform feature selection for n variables, and
the number of important variables is determined in three stages: initial, threshold and
prediction. The most important variables are selected from the final prediction stage.
Random forest considers a random subset of predictors, p, each time when splitting the
training set. The trees find all the predictors while performing a split and select the best
amongst them. The total number of predictors at each split is calculated using the formula
mtry = y/n. The default number of trees used in random forest feature selection is ntree = 500
and the total number of predictors used to construct the trees is /1.

3.4. Model Evaluation

Model evaluation in machine learning is an alternative to the assessment of effect
size in conventional statistics [56]. It is a key step in machine learning, as the ability of
the model to make predictions on unseen or future samples will enhance the trust on the
model to be used in a particular dataset. The measurement for model evaluation is accuracy
in percentage (estimate of generalization of a model on future data). The most popular
model evaluation technique is cross-validation. Cross-validation divides the data into
test (independent dataset) and training (subset of data used to train the model for future
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predictions) sets; 5-fold cross-validation was performed. The accuracy is assessed based on
the overall error estimation comparing the test and training sets. An interchange of test
and training sets reduces bias and variance in the method. Cross-validation can be used to
compare the performance of different machine-learning algorithms on the same data, as
this will make it easier to select the best algorithm to perform further analyses. A confusion
matrix is the most common interpretation of model performance in supervised learning. A
confusion matrix can produce model accuracy, precision, recall and F1 score. In this study,
the total number of samples (1 = 1000) was divided into 80% of the training set and 20%
of the testing set. The model evaluation was performed using three different algorithms:
decision tree, random forest and Naive Bayes, and the accuracy measures based on the
confusion matrix were recorded.

4. Results
4.1. Descriptive Analysis (Encouragement and Discouragement Factors)

This section presents the results of the last part of the survey, which measured encour-
agement and discouragement factors for using SFFESs. In other words, after predictions
of SFFES usage, important factors and levels of acceptance between different groups of
respondents, this section was designed to answer the following questions: 1—Why will
certain respondents never use SFFESs (8% of total respondents according to Figure 4)?
2—What are their main concerns? 3—What are the benefits of the SFFES service from our
respondents’ point of view?

u Always
= Frequently

Occasionally

Never

Figure 4. Percentage of SFFES use frequency based on four categories.

Survey participants were asked to express their perceptions and feelings regarding
the encouragement and discouragement factors of using SFFES services. In the first part,
we asked the participants about the benefits and advantages of SFFESs. Figure 5 presents
the overall responses to questions about the benefits/advantages of using SFFESs.
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Figure 5. Participants’ perceptions about the advantages/benefits of using SFFESs.

According to Figure 5, most of the respondents were almost agreed on all mentioned
benefits of SFFESs, except for “speed” and “physical/mental health”. A considerable
number of participants used a private vehicle as their main mode of transport on the
campus. This could be one of the reasons why most of the participants selected a neutral
option about the speed. The second, less-important advantage of the SFFES was health
benefits, based on participants’ responses. Indeed, the physical and mental benefits of
e-scooters are not well investigated. However, using an e-scooter obviously requires less
physical activity comparing to walking and cycling. Interestingly, social distancing during
the pandemic was selected as the most important benefit of SFFESs. Recently, the COVID-19
virus hit Malaysia badly, and the number of new positive cases reached 4500 per day. This
was the main concern of the current situation and people were seeking safe ways to go
about their daily activities. 47% of survey participants indicated that they would not have
car park issues by using SFFESs, and 45% believed that the environmental benefits (no
pollution) of SFFESs were extremely important. In addition, “saving time” and “no traffic
congestion” were indicated as extremely important benefits of SFFESs by 42% and 44% of
participants, respectively.

The next series of questions were designed to ask respondents about their concerns
about SFFESs, and what factors would prevent them from using this service, as presented
in Figure 6. Safety was indicated as an extremely important concern of using SFFESs
by 59% of respondents, moderately important by 26% of respondents, and not at all an
important concern by only 4% of respondents. Surprisingly, the cost of riding SFFESs
was selected as the second most important concern by 75% of respondents. In total, 53%
and 22% of respondents indicated the “cost” as an extremely important and moderately
important preventative factor, respectively. Due to the hot and humid tropical weather
of Malaysia throughout the year, which is also interspersed with tropical rain showers,

“adverse weather” is always a significant concern. Accordingly, almost 55% of respondents

indicated the weather as an important preventative factor.
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Figure 6. Participants’ opinions about what reasons would prevent them from using the SFFESs.

As explained above, safety was indicated as the most important concern by almost 85%
of the survey participants. Therefore, we decided to further explore this concern to gain
better insights for policy making discussions and recommendations. Figure 7 illustrates
SFFES users’ perception of safety concerns based on their willingness to use the service
in future. Respondents who would never ride e-scooters had the highest level of safety
concern. Almost 40% of participants who belonged to this category specified that safety
was an extremely important preventative factor to riding an e-scooter on campus, and 30%
stated that it was moderately important.
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Figure 7. Safety concerns based on SFFES usage categories.

In addition, over 80% of respondents who indicated safety as an extremely preventa-
tive concern also stated that they were extremely afraid of hitting somebody or being hit
while riding an e-scooter. One of the chief causes of worry about accidents was the road
features. Almost 60% of respondents who were extremely worried about safety indicated
that separated scooter /bicycle lanes would strongly encourage them to ride an e-scooter.
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In addition, almost 67% of them specified that no separated lanes for e-scooters would
strongly discourage them from riding an e-scooter. The impact of other road features such
as road connectivity, the quality of the surface and the availability of water and green
spaces on their willingness to ride an e-scooter is shown in Figure 8.

Connectivity
Smooth. Surf
Greenery

No-Lane

on-road.Lane

Sep.lane

0% 10% 20% 30% 40% 50% 60% 70%

Strongly encourage ®Encourage M Discourage M Strongly discourage

Figure 8. Impact of road features on the perceptions of respondents who believed safety was an
extremely preventative factor for riding an e-scooter.

4.2. Policy Recommendation

In line with the intentions of the Malaysian government to develop green university
campuses in the country, a number of universities in Malaysia have begun carrying out
different green practices in an effort to improve sustainability. Accordingly, Malaysian
academic centers, especially those at the higher education level, are dedicated to supporting
the 40% reduction of carbon dioxide (CO,) emissions vowed by the government at the
1992 Earth Summit in Rio [57]. Nevertheless, scholars such as [58] argue that, in Malaysian
university management, practitioners and stakeholders are oblivious to green campus
paradigms, which has caused most universities to ignore green practices. Currently, re-
search on sustainability is initiated and socially certified by experts in higher education
institutions [59]. However, there is still a lack of a proper method for interdisciplinary
communication and cooperation among these sustainability practitioners to compile inte-
grated data gleaned based on green indicators, which should be considered when achieving
sustainability within Malaysian university campuses [60,61].

Nowadays, various sustainability practitioners in different areas of expertise work
collaboratively to reach sustainability in the context of universities. However, interdisci-
plinary communication and collaboration is still absent among sustainability practitioners
at higher education levels [62,63]. As [64] put, there is an urgent need for an interdisci-
plinary approach that is able to provide higher education institutions with a green campus
paradigm toward accomplishing socio-economic and environmental sustainability. This is
echoed by [65], who declared that there was insufficient harmonization and cooperation
among practitioners from dissimilar domains that work jointly to obtain sustainability. The
green campus concept aims to introduce engineering features including waste treatment,
water treatment, and air pollution control, alongside personal aspects, such as promoting a
laissez-faire outlook.

To develop a green campus, it is essential to assess the present data, information, and
reports while focusing on enhancement. Generally, the aspects assessed in terms of green
campus valuation instruments for higher education covers site and planning management,
waste management, energy efficiency, sustainable transportation, water efficiency and
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conservation, indoor environmental quality, material and resource management, green
education, and green innovation. In this regard, electricity, waste generation, and trans-
portation were chosen as targets considering their higher influences on CO, emission.
Promoting active and novel modes of transportation can be an effective approach to re-
duce carbon emissions, as future transport will probably be dominated by electric vehicles
(EVs). These vehicles offer several environmental benefits, which can lead to sustainability
in urban transportation. More specifically, battery electric vehicles (BEVs) are gaining
worldwide popularity. With their light weight, they could be well integrated into urban
transport systems.

Electric scooters are emergent vehicles that could be used as an alternate transportation
mode in campus and urban areas. These scooters have the potential to improve mobility
and can be used in place of short car and ride-hail journeys. On the other hand, scooters
have introduced some new challenges, which include safety, negative effects on disabled
people, walkway clutter, etc. It is important for cities to evaluate the benefits that may be
gained by using Shared Free-Floating Electric Scooter (SFFES) systems. SFFES services have
the potential to introduce a number of environmental/social benefits, e.g., saving expenses
and time (since they are generally faster than walking and even driving on crowded roads),
lessening traffic blocking, enhancing multimodal transport connections, and decreasing
the emissions of greenhouse gas (GHG). However, all these benefits are deeply dependent
on adopted policies. For instance, based on our study results, most of the respondents
specified the SFFES as an expensive transportation mode for campus usage. Making reliable
decisions on this issue can be of great support to the expansion of e-scooter share programs
in both campuses and cities.

4.3. Selection of Significant Variables through Unsupervised Clustering

Hierarchical clustering produced a dendrogram, which divided the 22 variables into
2 different clusters—13 variables in cluster one and 9 variables in cluster two. The variables
in each cluster are shown in Figure 9.
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Figure 9. Cluster dendrogram of 22 variables.

The correlation between the variables was assessed using the dissimilarity matrix. The
y-axis in the dendrogram in Figure 9 can be explained using the terms clade and leaves. The
clusters were formed at a particular cluster cutoff value based on the number of clusters
specified. As the analysis on determining optimal number of clusters regarding the dataset
used in this study produced the result k = 2, the number of clusters was set as two. The
specified number of clusters returned vectors containing features in each cluster. The lines
showing the variables (number 1-22) are the leaves, whereas clusters 1 and 2 are clades
1 and 2 respectively. Leaves 17, 18, 5 and 14 are more similar to each other than they are

90



Appl. Sci. 2022, 12,9392

to other leaves in clade 1. Leaves 3 and 22 are more similar to each other than they are to
other leaves in clade 1. Leaves 12,1, 9, 8, 15, 4 and 7 are more similar to each other than
they are to other leaves in clade 1. The x-axis in the dendrogram represents the clusters.
The y-axis in the dendrogram represents the closeness of the leaves/variables. For example,
leaves 4 and 7 were correlated before they joined 15, 8, and the following leaves together in
one clade.

The distance between two clusters was measured using the linkage method. The
complete linkage method used in this study displayed the distance between clusters 1 and
2 using the longest distance between two points in each cluster. The point refers to the line
height in the dendrogram (Figure 9). The similarity between the features were assessed
using the dissimilarity matrix index, whereas the important variables were determined
using the line height. The heights of the lines in each leaf represent the importance score of
the variables. In cluster 1, the most important features were Sep.lane, On-road.Lane, Status
and Camp.mod/d with similar line heights. In cluster 2, the most important features were
Gender, Race and Travel mode. To further assess the correlation between the independent
variables, correlation analysis was performed. Figure 10 shows the correlation between the
22 independent variables.
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Figure 10. Correlation between the 22 independent variables.

The blue color represents positive correlation and the red color displays negative
correlation. Based on the correlation analysis, two combinations are highly positively
correlated, which are Position and Age and Connectivity and Smooth Surf. Moderately
positively correlated combinations are Monthly Income and Age, and Camp.mod.d and
travel. mode. Next, the lowly positively correlated combinations are Education and Age,
Position and Education, Position and Monthly income, Monthly Income and Education,
Private Vehicle and travel.mode, and Private Vehicle and Camp.mod.d.

91



Appl. Sci. 2022, 12,9392

4.4. Selection of Significant Variables Using Supervised Learning Models

The variables” importance rank of the 22 independent variables based on RE, DT and
NB techniques are shown and compared in Figure 11. The present study takes advantage
of various feature selection methods to pick only the important variables and design the
prediction model according to selected variables. The core motive behind decreasing the
number of variables (based on their level of importance and correlations) is to diminish the
complexity and promote the applicability of our final model. Therefore, after implementing
unsupervised clustering and identifying the correlation of the variables, we also compared
the variables” importance based on three different tree-based supervised machine learning
techniques. Table 3 presents the variable weights using outputs of RF, DT and NB. The
mutually important variables were detected. For example, monthly income, age and private
vehicle ownership were variables with high weights in all three methods.
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Figure 11. Importance score (weight) of variables based on three ML methods.

Furthermore, to make a more vivid conclusion from the three feature selection methods,
the weight values of each variable were summarized and compared, as shown in Figure 12.
Next, the amassed weight values were ranked from highest to lowest. According to
Figure 12, there was a significant drop in weight values after the “Gender” variable.
Therefore, we drew a line and deselected variables whose weights were below the line. The
results of the selected most important variables based on three different ML techniques is
summarized in Table 4.

Further random forest modelling was performed using these 11 variables. Moreover,
all these variables have a threshold of MeanDecreaseGini higher than 30.
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Table 3. Importance score (weight) of variables based on three ML methods.

Age

travel mode

Camp.Hrs/d EEET

e-hailing T

Sep.lane T

Position

Capm.Tra/d =T

Education B

Status EEN

RF DT NB
No. Attribute Weight Attribute Weight Attribute Weight
1 Camp.mod/d 0.1825 Camp.mod/d 0.14634 Private vehicle 0.059752
2 Smooth.Surf 0.1409 Age 0.10431 Greenery 0.058748
3 Greenery 0.1151 Greenery 0.09712 Connectivity 0.056134
4 Cam.tra.time/d 0.0777 Cam.tra.cost/d 0.08648 Gender 0.04504
5 Cam.tra.cost/d 0.0547 Monthly income 0.06964 Monthly income 0.041161
6 Travel mode 0.0538 Cam.tra.time/d 0.06434 Cam.tra.time/d 0.040235
7 Age 0.0534 Travel mode 0.0588 Travel mode 0.037877
8 Monthly income 0.0509 Connectivity 0.05861 Age 0.037555
9 Gender 0.0498 Gender 0.05055 Camp.mod/d 0.032029
10 Private vehicle 0.0490 Private vehicle 0.04992 Sep.lane 0.025078
11 Camp.Hrs/d 0.0477 e-hailing 0.04938 Cam.tra.cost/d 0.022726
12 on-road.Lane 0.0469 Camp.Hrs/d 0.04726 e-hailing 0.021732
13 No-Lane 0.0429 Race 0.0454 on-road.Lane 0.021263
14 Connectivity 0.0415 Sep.lane 0.04247 No-Lane 0.020533
15 Race 0.0376 on-road.Lane 0.04189 Camp.Hrs/d 0.019974
16 Education 0.0374 Position 0.03798 Capm.Tra/d 0.016223
17 Position 0.0366 Smooth.Surf 0.03751 Status 0.015691
18 Capm.Tra/d 0.0351 Education 0.0374 SMS Membership 0.011859
19 Status 0.0308 Status 0.03386 Position 0.010624
20 e-hailing 0.0280 Capm.Tra/d 0.03175 Race 0.010495
21 SMS membership 0.0268 SMS Membership 0.02767 Smooth.Surf 0.010309
22 Sep.lane 0.0248 No-Lane 0.02676 Education 0.0082
0.4 .
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Figure 12. Accumulated weights of variables.
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Table 4. Importance of 11 selected variables based on feature selection criteria.

No. Attribute Accumulated Weight Mean Decrease Gini
1 Camp.mod/d 0.360867959 72.26206
2 Greenery 0.270941347 62.26634
3 Age 0.195234017 61.92460
4 Smooth.Surf 0.188729931 60.28623
5 Cam.tra.time/d 0.182241979 59.64285
6 Cam.tra.cost/d 0.16393153 57.96135
7 Monthly income 0.161725573 57.71634
8 Private vehicle 0.158708056 53.55493
9 Connectivity 0.156257276 51.93130
10 Travel mode 0.150511383 4497282
11 Gender 0.145347998 44.94371

4.5. Model Assessment and Evaluation

Having reduced the number of variables by a comprehensive feature selection method
(through both unsupervised clustering and supervised models), the random forest algo-
rithms were conducted using eleven selected variables. The model performance of random
forest is reported as below:

Call:

Number of trees: 500

No. of variables tried at each split: 3
Mean of squared residuals: 0.07049505
% Var explained: 93.02

The default ntree used was 500 and mtry was 3. The accuracy was 93.02% and the Mean
of squared residuals was 0.07049505. The error vs number of tree graphs in Figure 13 shows
that the error rate remained constant from 390 to 470. Model assessment was repeated nine
times using a different number of trees from 390 to 470, and the results are presented in
Table 5.
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Figure 13. The error vs number of tree graphs for 11 important features.
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Table 5. Random forest model.

No Number of Trees Accuracy (%)
1 390 93.42
2 400 93.26
3 410 93.28
4 420 93.19
5 430 93.29
6 440 93.51
7 450 93.14
8 460 93.15
9 470 93.28

The best ntree was 440 as shown in Table 6, since it produced the highest accuracy
compared to other values. The ntree = 440 was used to assess the test error and OOB error,
as shown in Figure 14.

Table 6. Model assessment for decision tree, random forest and Naive Bayes.

Accuracy (%) Precision Recall F1 Score
Model Algorithm 11 22 11 22 11 22 11 22
Variable Variable Variable Variable Variable Variable Variable Variable
Decision tree r’?,“cratrfert‘,’,m 54.13 57.130 0.29 0.318 0.38 0.4000 0.32 0.325
Random Forest  7f from “caret” 93.51 99.49 0.85 0.890 0.82 0.850 0.72 0.760

nb from “e1071”

Naive Bayes 61.00 64.50 0.51 0.530 0.45 0.480 0.52 0.540
package
w
@ - * Qut of Bag Error
o ® Test Error
5 _
TR
8 o
© —
3
n L
C o
3 | .
= b4 \\
w S .\
o 4 ~ o __ o — o . o
© Tee TSIt
T T T T T
2 4 6 8 10
Number of Predictors Considered at each Split

Figure 14. Test error and out-of-bag (OOB) error rate of the predicted model.

The red line represents the out-of-bag error estimates, and the blue line represents the
error calculated on test set. Both curves are relatively smooth, and the error estimates are
also correlated. The error inclines are reduced at around mtry = 3. Hence, the final model
with the 11 most important variables produced an accuracy of 93.51%, with ntree = 440
and mtry = 3. The model performance comparison among the random forest, decision
tree and Naive Bayes methods are shown in Table 6 for both models with 22 variables and
11 variables.
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4.6. Simulation-Based Optimization Analysis

To obtain deeper insights into the factors influencing SFFES usage, optimization
analysis was carried out based on four different scenarios: a group of respondents who are:
(1) most likely to “always” use SFFESs, (2) most likely to “frequently” use SFFESs, (3) most
likely to “occasionally” use SFFESs, and (4) less likely to, or “never”, use SFFESs. The
scenarios were based on the target variables’ response categories, as described in Table 1.
The simulation-based optimization analysis was conducted on 11 significant variables (as
described in the feature selection section) using RapidMiner Studio Educational Software
version 9.8.001. All the figures in this section are outputs of the RapidMiner Software. The
optimization was carried out and determined the best input factors to fit with our targets
under the specified constraints. Additionally, the simulation-based sensitivity analysis was
considered appropriate for evaluating and responding “What if” questions. For example,
what if our target group is male youngsters who are between 18 to 23 years old and who
use public transportation as their mode of transport on the campus (how frequently they
will use SFFESs)? Table 7 presents the optimized value of attributes based on four scenarios.

Table 7. Optimized value of attributes based on four scenarios.

Attribute Always Frequently Occasionally Never
Gender Female Female Male Male
Age 18 to 29 30 to 44 45 to 60 45 to 60
Monthly income Between RM 4000 and ~ Between RM 6000 and ~ Between RM 2000 RM ~ Between RM 6000 and
RM 6000 RM 12,000 4000 RM 12,000
Travel mode Walking/cycling Public transportation Private car Private car
Private vehicle No Yes Yes Yes
Camp.mod/d Walking/cycling E-hailing Public Transport Private car
Cam.tra.cost/d I';ijlvlvs en RM'5 and ﬁ;{t‘/\;&;en RM 15 and Less than RM 5 Less than RM 5
Cam.tra.time/d 20 to 30 min Less than 10 min 10 to 20 min Less than 10 min
Greenery Encourage Strongly encourage Strongly discourage Encourage
Smooth.Surf Encourage Discourage Encourage Encourage
Connectivity Encourage Encourage Discourage Encourage

In the first scenario, the simulation model was adjusted to optimize the target variables
on respondents who are most likely to always use SFFESs. According to the results, females
between 18 and 29 years old with a monthly income between RM 4000 and RM 6000 (which
is a higher-than-average income in Malaysia), whose primary mode of transport is walking
or cycling, are the most likely to change their mode of transport to SFFESs. This group of
respondents does not own a private vehicle and they spend RM 5 to RM 15 for their travels
around the campus per day.

According to Figure 15, 95% of respondents described above will always use SFFESs
as their main mode of transport on the campus, 3% will use SFFESs occasionally, 1.5% will
never use it, and less than 1% will use it frequently. In addition, gender, age, and cost
of travel per day are the most important factors affecting SFFESs choice and usage. The
simulation model was adjusted to optimize the attributes based on the second scenario
and determine the characterization of the SFFES service’s frequent users. Frequent usage
of the SFFES service has been defined as usage between two and five times per week,
or replacing at least half of the user’s current mode of transport with the SFFES service.
According to Table 7, most of the frequent users of SFFESs will be women, as in the previous
scenario. However, frequent users are most likely to be older users (30 to 40 years old) with
a higher monthly income. While they most likely own private vehicles, they mostly use
public transportation for arriving on campus and use e-hailing services to travel around
the campus. According to Figure 16, 77% of described s