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de València,

Valencia, Spain

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Topical Collection published online in the open access

journal Sensors (ISSN 1424-8220) (available at: https://www.mdpi.com/journal/sensors/topical

collections/topical collection goodit).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-7098-3 (Hbk)

ISBN 978-3-0365-7099-0 (PDF)

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

Claudio Palazzi, Ombretta Gaggi and Pietro Manzoni

Sensors and Communications for the Social Good
Reprinted from: Sensors 2023, 23, 2448, doi:10.3390/s23052448 . . . . . . . . . . . . . . . . . . . . 1

Lulu Gao and Shin’ichi Konomi

Indoor Spatiotemporal Contact Analytics Using Landmark-Aided Pedestrian Dead Reckoning
on Smartphones
Reprinted from: Sensors 2023, 23, 113, doi:10.3390/s23010113 . . . . . . . . . . . . . . . . . . . . . 5

Mirko Zichichi, Stefano Ferretti, Vı́ctor Rodrı́guez Doncel

Decentralized Personal Data Marketplaces: How Participation in a DAO Can Support the
Production of Citizen-Generated Data
Reprinted from: Sensors 2022, 22, 6260, doi:10.3390/s22166260 . . . . . . . . . . . . . . . . . . . . 29

Andrea Masciadri, Changhong Lin, Sara Comai and Fabio Salice

A Multi-Resident Number Estimation Method for Smart Homes
Reprinted from: Sensors 2022, 22, 4823, doi:10.3390/s22134823 . . . . . . . . . . . . . . . . . . . . 61

Jonathan Lacanlale, Paruyr Isayan, Katya Mkrtchyan and Ani Nahapetian

Sensoring the Neck: Classifying Movements and Actions with a Neck-Mounted Wearable
Device †

Reprinted from: Sensors 2022, 22, 4313, doi:10.3390/s22124313 . . . . . . . . . . . . . . . . . . . . 81

Sonia Bergamaschi, Stefania De Nardis, Riccardo Martoglia, Federico Ruozzi, Luca Sala,

Matteo Vanzini and Riccardo Amerigo Vigliermo

Novel Perspectives for the Management of Multilingual and Multialphabetic Heritages through
Automatic Knowledge Extraction: The DigitalMaktaba Approach †

Reprinted from: Sensors 2022, 22, 3995, doi:10.3390/s22113995 . . . . . . . . . . . . . . . . . . . . 95
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Editorial

Sensors and Communications for the Social Good

Claudio Palazzi 1, Ombretta Gaggi 1 and Pietro Manzoni 2,*

1 Department of Mathematics, University of Padua, Via Trieste, 35131 Padova, Italy
2 Department of Computer Engineering (DISCA), Universitat Politècnica de València, 46022 Valencia, Spain
* Correspondence: pmanzoni@disca.upv.es

This topical collection focuses on applying sensors and communications technologies
for social good. Social good is typically defined as an action that provides some sort of
benefit to the general public. In this case, the Internet connection, education, and health
care are all excellent examples of social good. However, the development of new media
and the explosion of online communities have added a new meaning to the term. Social
good is now about global citizens uniting to unlock the potential of individuals, technology,
and collaboration to create a positive societal impact.

This reprint includes the recent advances and novel contributions from academic
researchers and industry practitioners in this growing area. Each article was assigned and
reviewed by at least three experts in the field during the review process, with a rigorous
multi-round review process. Consequent to the great support and dedicated work of
numerous reviewers, we accepted 10 excellent articles covering various topics under the
umbrella of “Sensors and Communications for the Social Good”. We will introduce these
articles and highlight their main contributions in what follows.

The first paper focuses on how the need to provide safe environments and reduce
the risks of virus exposure plays a crucial role in our daily lives. Contact tracing is a well-
established and widely used approach to tracking and suppressing the spread of viruses.
Most digital contact tracing systems can detect direct face-to-face contact based on estimated
proximity without quantifying the exposed virus concentration. In particular, they rarely
allow for the quantitative analysis of indirect environmental exposure due to virus survival
time in the air and constant airborne transmission. The authors of [1] proposed an indoor
spatiotemporal contact awareness framework (iSTCA), which explicitly considers the self-
containing quantitative contact analytics approach with spatiotemporal information to
provide accurate awareness of the quanta concentration of virus in different origins at
various times. Smartphone-based pedestrian dead reckoning (PDR) was employed to
precisely detect the locations and trajectories for distance estimation and time assessment
without additional infrastructure. The PDR technique calibrates the accumulative error
by automatically identifying spatial landmarks. They utilized a custom deep-learning
model composed of bidirectional long short-term memory (Bi-LSTM) and multi-head
convolutional neural networks (CNNs) to extract the local correlation and long-term
dependency to recognize landmarks. By considering the spatial distance and time difference
in an integrated manner, they quantified the virus quanta concentration in the indoor
environment at any time with all contributed virus particles. They conducted an extensive
experiment based on practical scenarios to evaluate the performance of the proposed
system. They showed that the average positioning error is reduced to less than 0.7 m.

Big Tech companies operating in a data-driven economy offer services that rely on
their users’ data and usually store this personal information in “data silos”, which prevent
transparency about their use and opportunities for data sharing for the public interest.
In [2], the authors presented a solution that promotes the development of decentralized
personal data marketplaces, exploiting the use of distributed ledger technologies (DLTs),
decentralized file storages (DFSs), and smart contracts to store personal data and manage
access control in a decentralized way. Moreover, they focused on the lack of efficient
decentralized mechanisms in DLTs and DFSs for querying a specific data type. For this

Sensors 2023, 23, 2448. https://doi.org/10.3390/s23052448 https://www.mdpi.com/journal/sensors1



Sensors 2023, 23, 2448

reason, the authors proposed using a hypercube-structured distributed hash table (DHT)
on top of DLTs, organized for the efficient processing of multiple keyword-based queries
on the ledger data. They tested their approach by implementing a use case for creating
citizen-generated data based on direct participation and decentralized autonomous organi-
zation (DAO) participation. Performance evaluation demonstrated the viability of their
approach for decentralized data searches, distributed authorization mechanisms, and smart
contract exploitation.

In [3], the authors focused on how population aging requires innovative solutions
to increase the quality of life and preserve autonomous and independent living at home.
A need of particular significance is the identification of behavioral drifts. A relevant
behavioral drift concerns sociality: Older people tend to isolate themselves. There is a need
to find methodologies to identify if, when, and for how long the person is in the company
of other people (possibly also considering the number). The challenge is to address this
task in poorly sensorized apartments, with non-intrusive sensors that are typically wireless
and can only provide local and simple information. The proposed method addresses
technological issues, such as PIR (passive infrared) blind times, topological issues, such as
sensor interference due to the inability to separate detection areas, and algorithmic issues.
A house was modeled as a graph to constrain the transitions between adjacent rooms.
Each room was associated with a set of values for each identified person. These values
would decay over time and represent the probability that each person is still in the room.
Because the used sensors cannot determine the number of people, this approach is based
on a multi-branch inference that, over time, differentiates the movements in the apartment
and estimates the number of people.

Sensor technology that captures information from the user’s neck region can enable a
variety of new possibilities, including less intrusive mobile software interfaces. In [4], the
authors investigated the feasibility of using a single inexpensive flex sensor mounted at
the neck to capture information about head gestures, mouth movements, and the presence
of audible speech. Different sensor sizes and various sensor positions on the neck were
experimentally evaluated. With data collected from experiments carried out on the finalized
prototype, a classification accuracy of 91% was achieved to differentiate common head
gestures, a classification accuracy of 63% was achieved to differentiate mouth movements,
and a classification accuracy of 83% was achieved in speech detection.

The work in [5] highlighted the fact that the linguistic and social impact of multi-
culturalism cannot be ignored in any sector, creating the urgent need to create systems
and procedures for managing and sharing cultural heritage in both supranational and
multi-literate contexts. Text sensing is one of the most crucial research areas to achieve
this goal. The long-term objective of the DigitalMaktaba project, born from an interdisci-
plinary collaboration between computer scientists, historians, librarians, engineers, and
linguists, is to establish procedures for creating, managing, and cataloging archival her-
itage in non-Latin alphabets. In this paper, the authors discussed the currently ongoing
design of an innovative workflow and tool in the area of text sensing, for the automatic
extraction of knowledge and cataloging of documents written in non-Latin languages
(Arabic, Persian, and Azerbaijani). The current prototype leverages different OCR, text
processing, and information extraction techniques to provide highly accurate extracted
text and rich metadata content (including automatically identified cataloging metadata),
overcoming the typical limitations of current state-of-the-art approaches. The initial tests
revealed promising results. The paper included a discussion of future steps (e.g., AI-based
techniques further leveraging the extracted data/metadata and making the system learn
from user feedback) and of the many foreseen advantages of this research, both from a
technical and a broader cultural preservation and sharing points of view.

In [6], the authors focused on several smart home architecture implementations pro-
posed in the last decade. These architectures are mostly deployed in laboratories or inside
real habitations built for research purposes to enable ambient intelligence using various
sensors, actuators, and machine learning algorithms. However, the major issues for most
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related smart home architectures are their price, proprietary hardware requirements, and
the need for highly specialized personnel to deploy such systems. To address these chal-
lenges, lighter forms of smart home architectures known as smart homes in a box (SHiB)
have been proposed. While SHiB remains an encouraging first step towards lightweight
yet affordable solutions, they still suffer a few drawbacks. Indeed, some of these kits lack
hardware support for some technologies, and others do not include enough sensors and
actuators to cover the requirements of most smart homes. Thus, this paper introduced
the LIARA Portable Smart Home Kit (LIPSHOK), designed to provide an affordable SHiB
solution that anyone can install in an existing home. Moreover, LIPSHOK is a generic kit
that includes four specialized sensor modules that have been independently introduced
since the authors’ laboratory has been working on their development over the last few
years. This paper first summarized these modules and their respective benefits within a
smart home context. Then, it mainly focused on introducing the LIPSHOK architecture,
which provides a framework to unify the use of the proposed sensors owing to a com-
mon modular infrastructure capable of managing heterogeneous technologies. Finally,
the authors compared their work to existing SHiB kit solutions and revealed that it offers
a more affordable, extensible, and scalable solution with resources distributed under an
open-source license.

The ever-increasing pace of IoT deployment is opening the door to the concrete
implementations of smart city applications, enabling the large-scale sensing and modeling
of (near) real-time digital replicas of physical processes and environments. This digital
replica could serve as the basis of a decision support system, providing insight into the
possible optimizations of resources in a smart city scenario. In [7], the authors discussed an
extension of prior work, presenting a detailed proof-of-concept implementation of a digital
twin solution for the urban facility management (UFM) process. The Interactive Planning
Platform for Adaptive Maintenance Operations for the City District (IPPODAMO) is a
distributed geographical system fed and ingested heterogeneous data sources from different
urban data providers. The data are subject to continuous refinements and algorithmic
processes used to quantify and build synthetic indexes measuring the activity level inside an
area of interest. IPPODAMO considers the potential interference from other stakeholders in
the urban environment, enabling informed operations scheduling to minimize interference
and operating costs.

The authors of [8] revealed that future university campuses will be characterized by
a series of novel services enabled by the vision of the Internet of Things, such as smart
parking and smart libraries. In this paper, the authors proposed a complete solution for
a smart waste management system to increase the recycling rate on campus and better
manage the entire waste cycle. The system is based on a prototype of a smart waste bin,
which can accurately classify pieces of trash typically produced on campus premises with
a hybrid sensor/image classification algorithm and automatically separate the different
waste materials. The authors discussed the system prototype’s entire design, from the
analysis of the requirements to the implementation details, and evaluated its performance
in different scenarios. Finally, they discussed advanced application functionalities built
around the smart waste bin, such as optimized maintenance scheduling.

Automation plays an important role in modern transportation and handling systems,
e.g., controlling aircraft and ground service equipment routes in airport aprons, automated
guided vehicles in port terminals or public transportation, handling robots in automated
factories, drones in warehouse picking operations, etc. Information technology provides
hardware and software (e.g., collision detection sensors, routing, and collision avoidance
logic) that contribute to safe and efficient operations, with relevant social benefits in terms
of improved system performance and reduced accident rates. In this context, the authors
of [9] addressed the design of efficient collision-free routes in a minimum-sized routing
network. They considered a grid and a set of vehicles, each moving from the bottom of the
origin column to the top of the destination column. Smooth nonstop paths are required,
without collisions or deviations from shortest paths, and they investigated the minimum
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number of horizontal lanes allowing for such routing. The problem is known as the fleet’s
quickest routing problem on grids. They proposed a mathematical formulation solved
for small instances using standard solvers. For larger instances, they devised heuristics
that define priorities based on known combinatorial properties and design collision-free
routes. Their experiments on random instances showed that their algorithms could quickly
provide good-quality solutions.

Finally, in [10], the authors considered how the pandemic crisis has forced the de-
velopment of teaching and evaluation activities exclusively online. In this context, the
emergency remote teaching (ERT) process, which raised many problems for institutions,
teachers, and students, led the authors to consider it important to design a model to eval-
uate teaching and evaluation processes. The study objective presented in this paper was
to develop a model for the evaluation system called the learning analytics and evaluation
model (LAEM). The authors also validated a software instrument they designed called
the EvalMathI system, which is to be used in the evaluation system and was developed
and tested during the pandemic. The evaluation process was optimized by including
and integrating the dashboard model in a responsive panel. The EvalMathI dashboard
monitored six online courses in the 2019/2020 and 2020/2021 academic years. For each of
the six monitored courses, the curricula were evaluated through the analyzed parameters
by highlighting the percentage achieved by each course on various components, such as
content, adaptability, skills, and involvement. In addition, after collecting the data through
interview guides, the authors determined the extent to which online education during
the COVID-19 pandemic has influenced the educational process. Through the developed
model, the authors also found software tools to solve problems raised by teaching and
evaluation in the ERT environment.

The editors and authors express their thanks to the publisher and staff members
for their ongoing dedication and valuable advice and encouragement, which helped to
improve the quality of this reprint.

Conflicts of Interest: The authors declare no conflict of interest.
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Indoor Spatiotemporal Contact Analytics Using
Landmark-Aided Pedestrian Dead Reckoning on Smartphones

Lulu Gao 1 and Shin’ichi Konomi 2,*

1 Graduate School of Information Science and Electrical Engineering, Kyushu University,
Fukuoka 819-0395, Japan

2 Faculty of Arts and Science, Kyushu University, Fukuoka 819-0395, Japan
* Correspondence: konomi@artsci.kyushu-u.ac.jp

Abstract: Due to the prevalence of COVID-19, providing safe environments and reducing the risks
of virus exposure play pivotal roles in our daily lives. Contact tracing is a well-established and
widely-used approach to track and suppress the spread of viruses. Most digital contact tracing
systems can detect direct face-to-face contact based on estimated proximity, without quantifying
the exposed virus concentration. In particular, they rarely allow for quantitative analysis of indirect
environmental exposure due to virus survival time in the air and constant airborne transmission.
In this work, we propose an indoor spatiotemporal contact awareness framework (iSTCA), which
explicitly considers the self-containing quantitative contact analytics approach with spatiotemporal
information to provide accurate awareness of the virus quanta concentration in different origins
at various times. Smartphone-based pedestrian dead reckoning (PDR) is employed to precisely
detect the locations and trajectories for distance estimation and time assessment without the need
to deploy extra infrastructure. The PDR technique we employ calibrates the accumulative error by
identifying spatial landmarks automatically. We utilized a custom deep learning model composed
of bidirectional long short-term memory (Bi-LSTM) and multi-head convolutional neural networks
(CNNs) for extracting the local correlation and long-term dependency to recognize landmarks. By
considering the spatial distance and time difference in an integrated manner, we can quantify the virus
quanta concentration of the entire indoor environment at any time with all contributed virus particles.
We conducted an extensive experiment based on practical scenarios to evaluate the performance of
the proposed system, showing that the average positioning error is reduced to less than 0.7 m with
high confidence and demonstrating the validity of our system for the virus quanta concentration
quantification involving virus movement in a complex indoor environment.

Keywords: COVID-19; contact awareness; spatiotemporal analytics; indoor positioning; pedestrian
dead reckoning; landmark identification

1. Introduction

The worldwide COVID-19 pandemic has brought about many changes in our daily
lives and struck a devastating blow to the global economy. It is widely recognized that
airborne transmission serves as the primary pathway for the spread of COVID-19 via
expiratory droplets, especially in indoor environments [1]. During the viral outbreak, many
people were infected due to exposure to virus droplets generated by human exhalation
activities [2–4]. Some infected patients spread the virus unknowingly without properly
being examined because there is an incubation period that varies for different mutations and
asymptomatic patients who never experience apparent symptoms [5]. Reliable and efficient
tracing and quarantining have become more important than ever to alert individuals to
take actions to interrupt the transmission between people and further curb the spread of
the disease. Contact tracing involves identifying, assessing, and managing people who are
at risk of the infection, and tracking subsequent victims as recorded by the public health
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department [6]; contact tracing can be performed via manual or digital methods. Since
the manual contact tracing is labor-intensive and time-consuming and may be incomplete
and inaccurate due to forgetfulness; automatic digital contact tracing has been widely
researched in recent years [7]. Usually, digital contact tracing applications are installed
on portal devices, typically smartphones, to conveniently and intelligently realize tracing
with the help of existing sensors based on various technologies, such as a global navigation
satellite system (GNSS), Bluetooth, and Wi-Fi.

Contact tracing in indoor environments can complement the ones used in outdoor
environments to enable comprehensive digital contact tracing. However, indoor contact
tracing imposes unique technical challenges due to virus concentrations and unreliable
GNSS signals in indoor environments [8]. The virus concentration, which plays a critical
role in calculating the amount of a virus we are exposed to and further assesses the infection
risk, should be explicitly considered in indoor contact tracing applications [3,9]. The quan-
titative infection risk for a susceptible person is significantly associated with the quantity
of the pathogen inhaled in the surrounding ambient air, from the respiratory droplets
exhaled by infected individuals [10]. Thus, inhaling a large amount of the virus in a short
period, i.e., under the 15 min time mark, can greatly increase the infection risk, especially
for so-called “superspreading events”, which invariably occur indoors [11]. Moreover, the
majority of time has to be spent by people in indoor contexts with plenty of daily activities
performed. However, GNSS-based approaches do not work well in indoor environments
due to signal attenuation. Phone-to-phone pairing-based methods using Bluetooth low
energy (BLE) work only for direct face-to-face contact tracing scenarios and are inapplicable
to indirect virus exposure in ambient aerosols. The expelled pathogen-containing particles
can remain active in the air for hours without sufficient sanitization, especially in indoor
environments, constructing a significant fraction of the virus concentration [3]. Recently,
vContact was proposed as a means to detect exposure to the virus with the consideration of
asynchronous contacts by leveraging Wi-Fi networks, while the spatiotemporal dynamism
in the virus concentration is not fully being considered [8].

Although the virus concentration will gradually decrease due to inactivation, deposi-
tion, and air purification after the virus-laden droplets are exhaled, the poor air exchange
rate, superspreaders, and more virulent variants will keep it at a relatively high concentra-
tion for a long time in an indoor environment [9,12]. The viral particles are continuously
ejected by infected people at different locations, relying on human movement. Moreover,
due to the initial motion state and environmental airflow, these droplets maintain a cease-
less transmission before they are removed and meet somewhere (at some time), which leads
to constant changes in the virus concentration within the control volume [13]. To accurately
estimate the concentration, investigating the airborne transmission of these ejected particles
is, thus, of fundamental importance in a closed environment because of the assemblage,
in which human movement is implicitly involved to achieve the initial motion state of
droplets [13]. The qualitatively location-specific assessment of the viral concentration is
proposed with the dual use of computational fluid dynamic simulations and surrogate
aerosol measurements for different real-world settings [14]. Moreover, the transmission
of the virus brings about changes in the viral concentration of a specific location in an
overall space, as well as the movements of people. Z. Li et al. analyzed the dispersion of
cough-generated droplets in the wake of a walking person [4].

To be precisely aware of the amount of the virus one is exposed to and to detect
both direct and indirect contacts, an indoor spatiotemporal contact awareness (iSTCA)
framework is proposed. Since the virus concentration (at different times in the same
area) is not the same because of the dispersion and diffusion of the virus and human
movements, we employed a self-contained PDR technique to calculate the human trajectory
with accuracy and further achieve the location and time of the expelled virus droplets for
the quantitative measurement of the concentration at any time in different spots. Moreover,
based on the acquired changing virus concentration and reliable trajectories, the exposure
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time and distance of both direct and indirect contacts can be derived via cross-examination
to realize quantitative spatiotemporal contact awareness.

Our main contributions are as follows:

1. To accurately present the virus concentrations at different times, we established quan-
titative virus concentration changes in various areas of indoor environments at dif-
ferent times by infected individuals. The viral-laden droplets were continuously
released during the expiratory activities, moving forward. During the movements
of viral-loaded droplets exhaled by infectious individuals at different locations and
times, the virus instances met in certain spots at certain times and contributed to
the calculation of the concentration. Finally, the concentration of each virus instance
was integrated.

2. We properly selected PDR for the acquisition of the trajectory to conduct contact aware-
ness without requiring extra infrastructure or being affected by coverage limitations
compared with other indoor positioning techniques.

3. We considered various landmarks to calibrate the accumulative error for trajectory
achievement by using PDR. A custom deep neural network using bidirectional long
short-term memory (Bi-LSTM) and multi-head convolutional neural networks (CNNs)
with residual concatenations were designed and implemented to extract temporal
information in forward and backward directions and spatial features at various resolu-
tions from built-in sensor readings for landmark identification.

4. Additionally, we demonstrate the effectiveness of the proposed Bi-LSTM-CNN clas-
sification model for landmark identification through empirical experiments, as well
as the performance of our proposed iSTCA system for quantitative spatiotemporal
contact analytics.

The remainder of this paper is organized as follows. The related work about contact
awareness and indoor localization techniques, including PDR, is reviewed in Section 2.
Definitions and preliminaries about virus concentrations and different contact types are
introduced in Section 3. Section 4 introduces the theoretical methodology and the archi-
tecture of the proposed iSTCA. The experimental methodology and results based on the
collected datasets are presented in Section 5. Section 6 reveals the limitations of this work.
Finally, we present the conclusion and future work in Section 7.

2. Related Work

Contact tracing is used to identify and track people who may have been exposed
to a virus due to the prevalence of many infectious diseases in our society. To conduct
contact tracing, it is necessary for the infected individuals to provide their visited locations
and people whom they encountered based on the specific definitions of meetups for
different diseases. Instead of interviews and questionnaires via traditional manual tracing,
technology-aided contact tracing can track people at risk conveniently and intelligently.
To reduce the spread of COVID-19 effectively, digital contact tracing, which generally
depends on applications installed on smartphones, has been developed in both academia
and industry, using various technologies, such as GNSS, Bluetooth, and Wi-Fi.

There are typically two approaches for encounter determinations, peer-to-peer proxim-
ity detection-based and geolocation-based. Peer-to-peer proximity can be estimated by the
received signal strength (RSS) of wireless signals, such as Bluetooth and ultra-wideband
(UWB), and the distance between two devices in geolocation-based approaches can be
precisely derived from the cross-examination after obtaining the accurate location and
trajectory with the help of localization techniques using various technologies, such as
global positioning system (GPS), Wi-Fi, and PDR.

Some systems based on peer-to-peer proximity using Bluetooth or BLE have been
implemented, and part of them are deployed by the governments of various countries,
such as Australia (COVIDSafe), Singapore (Trace together), and the United Kingdom (NHS
COVID-19 App) due to their ubiquitous embedding in mobile phones [15]. Among these
systems, the most representative protocols are Blue Trace and ROBERT [11,16]. The data
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from Bluetooth device-to-device communications are stored and checked against the data
uploaded by the infector. In Blue Trace, the health authority contacts individuals who
had a high probability of virus exposure, whereas ROBERT users need to periodically
probe the server for their infection risk scores. In addition, Google and Apple provide a
broadly used toolkit based on Bluetooth, named Google and Apple Exposure Notification
(GAEN), to facilitate a contact tracing system in Android and iOS and curb the spread of
COVID-19 [17]. Despite some minor differences in implementation and efficiency, these
schemes are all independently designed and very similar. When exposure is detected, the
RSS in the communication data frame is utilized to estimate the distance between two
devices and notify the user. However, it has been demonstrated that the signal strengths
can only provide very rough estimations of the actual distances between devices, as they
are affected by device orientation, shadowing, shading effects, and multipath losses in
different environments [18,19]. Although it is difficult to measure the distances among
users accurately by using Bluetooth and other technologies, the UWB radio technology
has the capacity to measure distances at the accuracy level of a few centimeters, which is
significantly bettering than Bluetooth [20]. The use of UWB, however, has some signifi-
cant drawbacks, including the fact that UWB is not widely supported by mobile devices,
requires extra infrastructure, and is not energy efficient, which makes UWB less useful in
practice [21]. All of the above works that are based on calculated proximity using RSS do
not consider the user’s specific physical location, resulting in unsatisfactory tracing results.
Moreover, these approaches cannot be applied to the detection of temporal contact due to
the dispersion and lifespan of the virus.

To achieve accurate geolocation in contact tracing, plenty of localization systems have
been researched with the joint efforts of researchers and engineers in the past based on
GNSS, cellular technology, radio frequency identification (RFID), and quick response (QR)
code [7]. GNSS can be used for contact tracing as the exact position of a person can be
located and it is available globally. Many countries, including Israel (HaMagen 2.0) and
Cyprus (CovTracer), use GPS-based contact tracing approaches [15] as well. GNSS signals
are usually weak in indoor environments due to the absence of the line of sight and the
attenuation of satellite signals, as well as the noisiness of the environment. Many people
may spend most of their time in indoor environments, which can result in limited contact
coverage. It is difficult to detect contact based on cellular data due to the large coverage of
cell towers and high location errors [8]. RFID was used to reveal the spread of infectious
diseases and detect face-to-face contact in [22,23]. QR codes for contact tracing require
users to check in at various venues by scanning the placed QR codes manually to record
their locations and times, which are deployed in some countries, such as New Zealand (NZ
COVID Tracer) [15]. However, special devices or codes have to be deployed at scale for data
collection. Recently, some protocols were proposed for Wi-Fi-based contact tracing with the
pre-installed Wi-Fi Access Point. WiFiTrace was proposed by proposed in [24]. WiFiTrace
is a network-centric contact tracing approach with passive Wi-Fi sensing and without
client-side involvement, in which the locations visited are reconstructed by network logs;
graph-based model and graph algorithms are employed to efficiently perform contact
tracing. Wi-Fi association logs were also investigated in [25] to infer the social intersections
with coarse collocation behaviors. Li et al. utilized active Wi-Fi sensing for data collection;
they leveraged signal processing approaches and similarity metrics to align and detect virus
exposure with temporally indirect contact [8]. As the changes in virus concentrations over
time (due to the transmission of aerosols and environmental factors) are not considered,
their results are in relatively low spatiotemporal resolutions. The approach presented
in [26] divides contact tracing into two separate parts, duration and distance of exposure.
The duration is captured from the Wi-Fi network logs and the distance is calculated by
the PDR positioning trajectory, calibrated by recognized landmarks with the help of a
CNN, ensuring the performance of contact tracing. Although integration with the existing
infrastructure is beneficial in mitigating the deployment costs, it may not fully satisfy the
requirements of contact tracing with the high spatiotemporal resolution because of the
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absent coverage [27]. The trajectory obtained by the PDR technique, without requiring
special infrastructure, can improve the coarse-grained duration and make it fine-grained.
This can enable the development of a contact-tracing environment that considers the virus
lifespan in detail.

One of the ultimate goals of contact awareness systems is to estimate the risk based
on the recorded encounter data [28]. Moreover, with the exposure duration and distance
obtained, the virus concentration is significant to determine the exposed viral load, which
is closely associated with the infection risk [29]. Typically, the virus concentration in a
given space depends on the total amount of viral load contained in the viable virus-laden
droplets in the air and maintains a downward trend because of the self-inactivation and
environmental factors. Researchers presented the qualitative location-specific assessment
of viral concentration with the dual use of computational fluid dynamic simulations and
surrogate aerosol measurements for different real-world settings [14]. The practical viral
loads emitted by contagious subjects based on the viral loads in the mouth (or sputum) with
various types of respiratory activities and activity levels are presented in [29]. Furthermore,
to quantitatively shape the virus concentration in a targeted environment at different times,
the constant viral load emission rate is adopted with the virus removal rate, including the
air exchange rate, particle sediment, and viral inactivation rate in [30].

The aforementioned contact tracing research usually only considers the static virus
concentration without considering the exposure to the environmental virus and dynamism
in the virus concentration. Moreover, in contrast to the qualitative estimation of exposure
risks that can be achieved in previous works, there is a lack of sufficient quantitative
awareness about the concentrations of contracted viruses. Such awareness would be useful
in our daily lives to protect ourselves from virus infections.

3. Definitions and Preliminaries

Virus-encapsulating secretions are continuously exhaled and aerosolized into airborne
virus-laden particles with infectivity from daily expository activities. There is a great
difference between the size and number of droplets expelled, depending on their origin
locations in the respiratory tract [4]. The time and distances of these droplets traveling
in indoor environments largely depend on the expiration air jet, particle weight, and
ambient factors. The movements and the viral loads of virus-containing particles are
directly associated with the virus concentrations in different regions. To quantitatively
become aware of the exposure of the virus, the quanta concentration as a medical virus
concentration indicator, virus airborne pattern, and various contact types are present.

3.1. Quanta Concentration

The viral loads of virus-containing droplets change after leaving the human expiratory
tract with airborne transmission and a combination of environmental factors. In particular,
the viral load emitted is expressed in terms of the quanta emission rate (ERq, quanta · h−1),
in which a quantum is defined as the dose of airborne droplet nuclei that infect 63% of
susceptible persons with exposure [30]. The quanta concentration in an indoor area at time
t, q(t) is measured by:

q
(
t, ERq

)
= NI ·

ERq

RRiv · V
+

(
q0 + NI ·

ERq

RRiv

)
· e−RRiv ·t

V

(
quanta · m−3

)
(1)

where ERq is the quanta emission rate of the infector (measure in quanta · h−1), q0 is a
constant declaring the initial number of quanta in the space, V

(
m3) is the target indoor

volume, NI represents the number of infected individuals in the investigated volume,
RRiv (h−1) is the removal rate for the infectious virus in the considered spaces [30]. RRiv
consists of three contributions, the air exchange rate (AER) via ventilation, the deposition
on surface rate (k) caused by gravitational sedimentation and turbulent eddy impaction,
and the viral inactivation rate (λ). The typical k is 0.24 h−1 and the inactivation rate λ of

9



Sensors 2023, 23, 113

viable COVID-19 particles in a typical indoor environment without sunlight is generally
0.63 h−1, as indicated in [30,31].

The ERq is determined by the viral load in sputum, the volume of signal droplets, and
the quantity of all expelled droplets per exhalation. Thus, the quanta concentration ERq is
modeled as:

ERq = cv · ci · IR ·
∫

Nd(D) · dVd(D) (quanta · h−1) (2)

where cv represents the viral load in the sputum of the infector (RNA copies ·mL−1),
IR is the inhalation/exhalation rate produced by the breathing rate and tidal volume,
Nd is the droplet concentrations in different expiratory activities of the infected person
(particles · cm−3), Vd is the volume of a single droplet (cm3) with the function of particle
diameters D, and ci is the conversion factor, presenting the ratio between one infectious
quantum and the infectious dose expressed in the viral RNA copies [29]. There is a wide
range of variations in the quanta emission estimation via Equation (2), depending on
these and other factors, such as virus concentration in the mouth, activity level, and the
type of coughing or exhaling. With light exercise and speaking, a quanta concentration of
142 (quanta · h−1) can be obtained, which was widely adopted in many works [29].

3.2. Spatial–Temporal Contact

COVID-19 contained in expiratory droplets and expelled from the infector is trans-
ported and dispersed in the ambient airflow before finally being removed, inactivated, and
inhaled by a susceptible. There are a number of factors that contribute to the droplet’s
movement, such as the horizontally emitted velocity, the particle weight and the external
environment. Occasionally, coughing and sneezing generate more particles with higher
initial velocities (11.7 m · s−1 for coughing) and virus quanta concentrations, while con-
stantly performed breathing and speaking (3.9 m · s−1 for speaking) produce fewer particles
with relatively lower initial velocity and virus quanta concentrations [29]. Large droplets
usually settle quickly in a few seconds or minutes owing to gravitational sedimentation and
are evaporated into small nuclei in indoor environments, where the particle can disperse
for a long distance in the vaporization process. Tiny particles, including ones that are
evaporated and originally expelled, are trapped and carried continuously forward within
a moist, warm, turbulent cloud of gas, with the help of airflow movement. To facilitate
the calculation, the movement of each virus-laden droplet expelled at each moment is
independent and divided into two stages, maintaining a uniform motion with the ini-
tial horizontal velocity (e.g., 3.9 m · s−1), being well-mixed within the moved space in
the first phase (e.g., 1 s), and then instantaneously and evenly distributed in the overall
considered space.

The contact in COVID-19 contact tracing is originally equivalent to direct face-to-face
contact, while due to the transmission of the virus and survival time in the air, more
cases of indirect contact have emerged [2]. Here, indirect contact mainly represents the
asynchronous time contact, called temporal contact. Direct and indirect contacts are types
of spatiotemporal contacts. If there is no time difference between two people, and only
a spatial distance is presented, it is called spatial contact. Similarly, if there is no space
difference between two people, and only a temporal distance is presented, it is called
temporal contact. There are time and space gaps, a mixture of two single cases, called
spatiotemporal contacts. Since both the time and space differences would decrease the virus
quanta concentration, it is necessary to obtain the accurate value for the precise awareness
of the virus quanta concentration.

4. Methodology

This work utilizes the trajectories, including the spatial position coordinates and time
obtained by the PDR technique to quantitatively estimate the time-dependent changes
in the virus quanta concentration derived from the movement and lifespan of the virus
in various places of the considered indoor environment. The overview of the proposed
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scheme is systematically introduced in Section 4.1. In Section 4.2, we provided the data
processing approaches utilized in PDR-based trajectory construction and the estimation
of droplet exhalation. The PDR technique (with a calibration of the landmark recognized
by a landmark identification model based on a residual Bi-LSTM and CNN structure) is
discussed in Section 4.3. Further, the contact awareness model relying on the precisely
constructed pedestrian trajectory is detailed in Section 4.4.

4.1. System Overview

An overview of the proposed iSTCA system is presented in Figure 1. More precisely,
the data flow of various sensors for the analysis was primarily collected from the existing
sensors in handhold smartphones, which record the changes in the environment and body
motion. The signals need to be processed, including data filtering and scaling, to reduce
the noise for a better state of motion estimation before training the landmark identification
model and performing the PDR. The trajectory can be achieved based on the PDR technique
and properly corrected with the assistance of the identified landmark distinguished by the
trained landmark recognition model. The trajectory is defined as a set of points consisting
of the time and position, {(t0, x0, y0), (t1, x1, y1), . . . (tn, xn, yn)} where (xi, yi) represents
the location coordinates and ti is the moment when the individual passes the location.
The virus quanta concentrations in different spaces at various moments can be measured
quantitatively to achieve sufficient awareness with the help of the estimated spatial distance,
temporal distance, and infectivity model, as shown in Equation (1).

Figure 1. Overview of iSTCA.

4.2. Data Preprocessing

Data alignment. The same sampling rate for data collection is set to 50 Hz due to
the low frequency of human movements [32]. Although the constant rate is defined, the
time interval between the recorded adjacent readings of each sensor is not always the
same because of the observational error and random error, and it oscillates within a certain
range in practice. To acquire the same number of samples for conveniently performing the
subsequent procedures, we take the timestamp of the first data collected as the starting time
to align the sensor readings at the same time interval with the help of data interpolation.

Data interpolation. During the practical data collection using smartphone sensors,
some data points in the acquired dataset are lost due to malfunctioning; such data points
are typically replaced by 0, NaN, or none [33]. To fill in the missing values, the data
interpolation technique was developed, in which the new data point is estimated based
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on the known information. Linear interpolation, as the prevalent type of interpolation
approach, was adopted in this paper, using linear polynomials to construct new data
points [34]. Generally, the strategy for linear interpolation is to use a straight line to connect
the known data points on either side of the unknown point and, thus, it is defined as the
concatenation of linear interpolation between each pair of data points on a set of samples.

Data filtering. Due to the environmental noise and interference caused by the uncon-
scious jittering of the human body, there are many undesirable components in the obtained
signals that need to be dealt with [34]. This usually means removing some frequencies to
suppress interfering signals and reduce the background noise. A low-pass filter is a type of
electronic filter that attempts to pass low-frequency signals through the filter unchanged
while reducing the amplitude of signals with a frequency above what is known as the
cutoff frequency. A Butterworth low-pass filter with a cutoff frequency of 3 Hz is applied
to denoise and smooth the raw signals.

Data scaling. The difference in the scale of each input variable increases the difficulty
of the problem being modeled. If one of the features has a broad range of values, the
objective functions of THE established model will be highly probably governed by the
particular feature without normalization, suffering from poor performance during learning
and sensitivity to input values and further resulting in a higher generalization error [35].
Therefore, the range of all data should be normalized so that each feature contributes
approximately proportionately to the final result. Standardization makes the values of each
feature in the data have zero means by subtracting from the mean in the numerator and
unit variance, as shown in Equation (3):

X′
i =

Xi − μ

σ
(i = 1, 2, 3 · · · , n) (3)

where the X′
i is the standardized data, n represents the number of data channels, and μ

and σ are the mean and standard deviations of the i-th channel of the samples [35]. This
method is widely used for normalization in many machine learning algorithms and is also
adopted in this work to normalize the range of data we obtained.

Data segmentation. A sensor-based landmark recognition model is typically fed with
a short sequence of continuously recorded sensor readings since only a single data point
cannot reflect the characteristics of landmarks. The sequence consists of all the channels
of selected sensors. To preserve the temporal relationship between the acquired data
points with the aligned times, we partition the multivariate time-series sensor signals into
sequences or segments leveraging the sliding operation, which consists of 128 samples
(corresponding to 2.56 s for the sampling frequency at 50 Hz) [34,36]. It is noteworthy that
the length of the window is picked empirically to achieve the segments for all considered
landmarks, in which the features of the landmarks can be precisely captured to promote
the landmark identification model training [32,37].

4.3. PDR-Based Trajectory Construction Model

For the quantitative evaluation of the virus quanta concentration, the precise spatial
distance and temporal distance between two individuals should be efficiently estimated.
To reach this objective, a variety of indoor positioning techniques have been proposed
for various scenarios. The widely studied fingerprinting-based method relies on the
latest fingerprint database that needs to be precisely updated in time. In addition to
the time-consuming and labor-intensive collection and re-establishment, the instability
of RSS due to environmental uncertainties poses another challenge to the accuracy [38].
Moreover, coverage and distribution are also not satisfied in countries with poor ICT
infrastructure [39]. Therefore, the self-contained PDR algorithm without extra requirements
and coverage limitations is employed in this work, and its accuracy is improved by the
identified landmark.
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4.3.1. PDR

Since PDR does not need additional equipment or a pre-survey, it has a wide range
of potential applications for the indoor positioning of pedestrians. It relies on the inertial
sensors extensively existing in mobile devices, e.g., smartphones, to acquire information
about the user’s movements, which are then combined with the user’s previous location to
estimate the present position and further achieve complete trajectory. The equation utilized
for location estimation is as follows:{

xt = xt−1 + SLtsinθt
yt = yt−1 + SLtcosθt

(4)

where (xt, yt) is the pedestrian position at time t, SLt is the step length, and θt details the
heading direction of the pedestrian [40].

As mobile technology continues to evolve, a growing number of physical sensors are
being installed in smartphones and, thus, various combinations of sensors can provide
increasingly rich information, which makes PDR more feasible and accessible. A typical
PDR consists of three main components: step detection, step-length estimation, and heading
estimation [41].

Step detection. As the most popular method for accurate step detection, peak de-
tection is employed in this paper, which relies on the repeating fluctuation patterns dur-
ing human movement. Using the smartphone’s accelerometer to determine whether the
pedestrian is stationary, or walking is straightforward as it directly reflects the moving
acceleration. The magnitude of acceleration on three dimensions

(
ax, ay, az

)
instead of the

vertical part is employed as the input for peak findings to improve the accuracy, which can
be expressed as:

a =
√

a2
x + a2

y + a2
z (5)

where ax, ay, az denote the three-axis accelerometer values in the smartphone [42]. A peak
is detected when a is greater than the given threshold. To further enhance the performance,
the low-pass filter is further applied to the magnitude to reduce the signal noise. Due to
the acceleration jitter, the incumbently detected peak points need to be eliminated. Hence,
an adaptive threshold technique of the maximum and minimum acceleration is adopted to
fit different motion states with a time interval limitation between adjacent detected steps.

Stride length estimation. Various linear and nonlinear methods are proposed to
estimate the step length, which varies from person to person because of different walking
postures determined by various factors, including height, weight, and step frequency.
Therefore, it is not easy to precisely construct the same step-length estimation model.
Some researchers assume that the step length is a static value affected by the individual
characteristics of different users. On the contrary, the empirical Weinberg model estimates
the stride length according to the dynamic movement state, which is closer to reality [43].
The model is given by:

SL = k 4
√

amax − amin (6)

where k is the dynamic value concerned with the acceleration of each step and amax , amin
are the maximum and minimum accelerations for each step [44].

Heading estimation. Heading information is a critical component for the entire PDR
implementation, which seriously affects localization accuracy. To avoid the accumulative
error in the direction estimation based on the gyroscope, and short-term direction distur-
bances based on the magnetometer, the combination of the gyroscope and magnetometer is
typically adopted for heading estimation [42]. The current magnetometer heading signals,
current gyroscope readings, and previously fused headings are weight-averaged to form
the fused heading. The weighting factor is adaptive and is based on the magnetometer’s
stability as well as the correlation between the magnetometer and the gyroscope [44]. As
they are already fused in the rotation vector achieved from the rotation sensor in the smart-
phone, the heading change can be calculated by a rotation matrix transformed from the
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rotation vector [45]. The rotation vector is defined as: [x, y, z, w], and the matrix is defined
as M, M ∈ R3×3. The heading direction on three dimensions can be evaluated by:

M =

⎡
⎣M11 M12 M13

M21 M22 M23
M31 M32 M33

⎤
⎦ =

⎡
⎣1 − 2y2 − 2z2 2xy − 2zw 2xz + 2yw

2xy + 2zw 1 − 2x2 − 2z2 2yz − 2xw
2xz − 2yw 2yz + 2xw 1 − 2x2 − 2y2

⎤
⎦ (7)

θ =

⎡
⎣ arctan2(M12, M22)

arcsin(−M32)
arctan2(−M31, M33)

⎤
⎦ =

⎡
⎣arctan2

(
2xy − 2zw, 1 − 2x2 − 2z2)

arcsin(−2yz − 2xw)
arctan2

(
2yw − 2xz, 1 − 2x2 − 2y2)

⎤
⎦ (8)

4.3.2. Landmark Identification Model

Although PDR methods can estimate the location and trajectory of pedestrians, low-
cost inertial sensors built into smartphones provide poor-quality measurements, resulting
in accuracy degradation. Moreover, the cumulative error, including the heading estimation
caused by the gyroscope and step-length estimation error caused by an accelerometer,
could be produced in the long-term positioning using PDR, increasing the challenge of
precise localization collection. Therefore, it is necessary to prepare the reference points
with the correct positions known during the movement to reduce the accumulated errors
when the user passes. Spatial contexts, such as landmarks, can be properly chosen to
calibrate the localization error based on the inherent spatial information without additional
deployment costs. Landmark is defined as a spatial point with salient features and semantic
characteristics from its near environment in indoor positioning systems, such as corners,
stairs, and elevators [27]. These features can be observed for identification in one or a
combination of different sensors as people pass through the landmark. The locations of
these landmarks are presented by geographical coordinates or the relationships with other
locations/areas, where people perform specific and predictable activities. Changes in
motion are reflected in sensor readings, and different motions present different patterns.
The specific activities that people perform when passing landmarks are also reflected in at
least one sensor. Using the data of one sensor or the combination of data from multiple
sensors, the changing pattern of a specific activity can be identified, and then the landmark
can be recognized [46]. The identified landmark can be used as an anchor point to correct
the path we obtained and improve the performance of the calculated trajectory.

Landmark identification involves classifying the sequences of various sensor data
recorded at regular intervals by sensing devices, usually smartphones, into a well-defined
landmark, which has been extensively regarded as a problem of multivariate time series
classification. To address this issue, it is critical to extract and learn the features comprehen-
sively to determine the relationship between sensing information and movement patterns.
In recent years, numerous features have been attained in many studies on certain raw signal
statistical aspects, such as variance, mean, entropy, kurtosis, correlation coefficients, or
frequency domains via the integration of cross-formal codings, such as signals with Fourier
transform and wavelet transform [47]. Moreover, the special thresholds of different features
for various kinds of landmark recognition are specifically analyzed. For instance, the
threshold of angular velocity produced by a gyroscope is usually used to detect the corner
landmark, the acceleration changes can recognize the stairs. The combinations of different
thresholds of various sensors forming the decision tree can detect the standing motion state
to further distinguish common landmarks, such as corners, stairs, and elevators [48,49].
However, despite high accuracy, the calculation, extraction, and selection of features of
different sensors for various landmarks are heuristic (with professional knowledge and
expertise of the specific domain), time-consuming, and laborious [47].

To facilitate feature engineering and improve performance, artificial neural networks
based on deep learning techniques have been employed to conduct activity identification
without hand-crafted extraction. Deep learning techniques have been applied in many fields
to solve practical problems with remarkable performance, such as image processing, speech
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recognition, and natural language processing, to solve practical problems [50,51]. Many
kinds of deep neural networks have been introduced and investigated to handle landmark
identification based on the complexity and unsureness of human movements. Additionally,
CNN and LSTM are widely adopted with high accuracy rate activity recognition among
the applied networks. CNN is commonly separated into numerous learning stages, each
of which consists of a mix of convolutional operation and nonlinear processing units,
as follows:

hk = σ(∑l∈L
g(xl , wk) + bk) (9)

where hk reveals the latent representation of the k-th feature map of the current layer, σ
is the activation function, g denotes the convolution operation, xl indicates the l-th fea-
ture map of the group of the feature maps L achieved from the upper layer, wk and bk

express the weights matrix and the bias of the k-th feature map of the current layer, recep-
tively [52]. In our model, the rectified linear units (ReLU) were employed as the activation
functions to subsequently conduct the non-linear transformation to obtain the feature maps,
denoted by:

σ(x) = max(0, x) (10)

More importantly, the convolution operation in CNN can efficiently capture the local
spatial correlation features by limiting the hidden unit’s receptive field to be local [53].
CNN considers each frame of sensor data as independent and extracts the features for
these isolated portions of data without considering the temporal contexts beyond the
boundaries of the frame. Due to the continuity of sensor data flow produced by the
user’s behavior, local spatial correlations and temporally long-term connections are both
important to identify the landmark [52]. LSTMs with learnable gates, which modulate
the flow of information and control when to forget previous hidden states, as variants of
vanilla recurrent neural networks (RNNs), allow the neural network to effectively extract
the long-range dependencies of time-series sensor data [54]. The hidden state for the LSTM
at time t is represented by:

ht = σ(wi,h · xt + wh,h · ht−1 + b) (11)

where ht and ht−1 are the hidden state at time t and t − 1, respectively, σ is the activation
function, wi,h and wh,h are the weight matrices between the parts, and b symbolizes the
hidden bias vector. The standard LSTM cells barely extract the features from the past
movements, ignoring the future part. To comprehensively capture the information for
landmark identification, the Bi-LSTM is applied to access the context in both the forward
and backward directions [55].

Therefore, both Bi-LSTM and CNN are involved in capturing the spatial and temporal
features of signals for landmark identification. The architecture of the proposed landmark
identification is shown in Figure 2. It performs the function of landmark recognition using
the residual concatenation for classification, followed by Bi-LSTM and multi-head CNN.
When preprocessed data segmentations of multiple sensors come, the inherent temporal
relationship is extracted sequentially by two Bi-LSTM blocks that consist of a Bi-LSTM
layer, a batch normalization (BN) layer, an activation layer, and a dropout layer. BN is a
method used to improve training speed and accuracy with the mitigation of the internal
covariate shift through normalization of the layer inputs by recentering and re-scaling [34].
Next, multi-head CNN blocks with varying kernels size are followed to learn the spatial
features at various resolutions. Each convolutional block is made of four layers: a one-
dimensional (1D) convolutional layer, a BN layer, an activation layer, and a dropout layer.
To accommodate the three-dimensional input shape (samples, time steps, input channels)
of the 1D convolutional layer, we retain the output of the hidden state in the Bi-LSTM layer.
Then the acquired spatial and temporal features are combined, namely the concatenations
of the outputs of the multi-head CNNs and Bi-LSTMs. To reduce the parameters and avoid
overfitting, the global average pooling layer (GAP) with no parameter to optimize rather
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than the traditional fully connected layer is applied before combining the outputs [32].
Finally, the concatenated features are transmitted into a BN layer to re-normalize before
being fed into a dense layer with a softmax classifier to generate the probability distribution
over classes.

Figure 2. Architecture of the landmark identification model.

4.4. Contact Awareness with Trajectory

Exhalation and inhalation respiratory activities are constantly alternating (e.g., each
breath consists of 2.5 s of continuous exhalation and 2.5 s of continuous inhalation), and
droplets are continuously being released from the respiratory tract with a horizontal
velocity during the process of exhalation with the same direction as the movement of the
human. The particles exhaled at each moment will continue to move forward, starting
from the user positions when they are expelled. The viral droplets exhaled from the
infectious host are transported and dispersed into the ambient airflow before finally being
inhaled by a susceptible person. Each exhalation lasts several seconds (e.g., 2.5 s), in which
a long distance can be traveled for those who are in motion, and the initial position of
droplets expelled cannot be accurately estimated in an indoor environment. Therefore, once
complete, the exhalation period is divided into many short-term (e.g., 0.1 s) particle ejections.
Because the interval is short, the continuous virus exhalation process can be converted
into an instantaneous process, i.e., the virus is released instantly at the beginning of each
interval. The virus-laden droplets expelled at different intervals maintain independent and
identical motion patterns and the initial positions of the particles released in each interval
can be regarded as the locations of the people at the initial moments. The virus-containing
particles maintain a uniform motion of initially horizontal velocity (e.g., 3.9 m · s−1) in the
first second and then instantaneously will mix in the overall considered space. Meanwhile,
the droplets are evenly distributed within the moved space. In the first movement phase of
the exhaled droplets in each interval, the virus moves in the same direction as the people
travel, which is called forward transmission. As for the backward transmission, in general,
the initial velocity of the virus is faster than the speed of movement and the speed of airflow,
so in the first phase, very few virus particles move in the opposite direction.

The movements of all viral-loaded droplets exhaled by infectious people at different
locations will meet somewhere at some time and contribute to the calculation of concentra-
tion. To precisely present the virus quanta concentrations, the transmissions of all virus
particles per exhalation sources from different origins and in different states are assumed
to follow the same patterns, in which the particles keep constant initial velocity in the first
second and then will instantly mix in the overall space. The time it takes for the virus
to move to the current point and the contribution to the virus quanta in the present are
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estimated with the help of spatial distance and velocity. Thus, the quanta concentration in
an indoor area at time t, q

(
t, ERq

)
is measured by:

q
(
t, ERq

)
=

i=Nv

∑
i

(
ERi

q

RRiv · V
(
ti
) ·

(
1 + e−RRiv ·ti

)
+

(
q0 ·

e−RRiv ·T

V
+ qi

0 ·
e−RRiv ·ti

V

))
(12)

where RRiv is the virus removal rate of the target space, Nv represents the virus generated
in different places at different moments, ERi

q is the of the quanta emission rate of the
infector at which the virus (i-th) is expelled, T is the time difference from the start of the
experiment to present, ti is the time difference between the current time and the originating
time of the virus (i-th), V

(
ti) is the volume of the space that the i-th virus had passed since

it was expelled to the present, q0 is the environmental virus quanta number, qi
0 is the virus

exhaled by the infector that has evenly spread to the overall investigated space with the
volume of V. Exhaled virus particles eventually become the environmentally well-mixed
virus quanta, while different initial states induce different decays.

4.5. Spatiotemporal Contact Awareness

The algorithm of the proposed iSTCA with the landmark-calibrated PDR technology
based on a smartphone is detailed in Algorithm 1. The detailed procedures are as follows,

Firstly, the raw signals are acquired via the developed collection application and
preprocessed to create the dataset for the landmark identification model training by utilizing
the data preprocessing method introduced in Section 4.2.

Algorithm 1 Indoor spatiotemporal contact awareness algorithm

Input: raw sensor signals of infector’s smartphone,
trained landmark identification model Mlm
target time T
target position P
Infectivity model MI

Output: quantitative virus quanta concentration in P at T .
1. time interval initialized to τ,
2. quanta concentration in P at T (qTP ) initialized to 0,
3. construct the processed signals D,
4. achieve the trajectories S from D, landmark-calibrated via Mlm,

5.
establish the initial state set

{
Qi

0

}
of all viruses expelled at different intervals, where

Qi
0 ←

(
ti
0, Vi

0, qi
0

)
, i represent the number of time intervals,

6. for each Qi
0 do:

7. for j in 0, 1, 2, . . .
∣∣∣ T −ti

0
τ

∣∣∣ do:

8. achieve the Qi
j ←

(
ti
j, Vi

j , qi
j

)
based on movement pattern (MI) itself

9. if P in Vi
j then:

10. update qTP , qTP ← qTP + qi
j

11. end if
12. end for
13. end for
14. return qTP
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Secondly, the landmark recognition model designed in Section 4.3.2 would be trained
and stored based on the dataset generated in the first step to further the PDR algorithm.

Thirdly, the target trajectory S is constructed by performing the landmark-calibrated
PDR technique, including step detection, stride length estimation, heading determination,
and landmark identification.

Fourthly, we obtain the initial state set
{

Qi
0
}

of the expelled particles in the i-th
(i = 1, 2, 3 . . .) short-term period with the help of the calculated human movement trajectory
S and the preset viral particle ejection interval τ. Qi

0 defines the state of all i-th emitted
particles in interval τ and consists of three parts t, V, q, where t represents the elapsed
time after being exhaled, V represents the spread coverage of droplets due to airborne
dispersion, and q represents the quanta concentration.

Fifthly, the state set
{

Qi
j

}
at the j-th interval for any Qi

0 after being expelled is acquired
by employing the defined movement pattern of the considered particles.

Finally, the virus quanta concentration qTP in the target position P at the target time T
is reached. The virus quanta concentration presented within P at T by particles expelled in
the various intervals is summed to estimate qTP . Moreover, the virus quanta concentrations
presented in different locations at various times can be further evaluated.

5. Experiments

In this section, we evaluate the performances of the proposed methods through
experiments with the dataset we collected in a university building. We introduce the
experimental scenario and data collection in Section 5.1 and the results are presented in
Section 5.2; we analyzed the performances related to the landmark identification, PDR, and
virus quanta concentration.

5.1. Experimental Scenario and Data Acquisition

We collected our experimental data on the fourth floor of the Center-Zone-1 building
of Kyushu University’s Ito campus. We assume that there is no exchange of virus particles
with the room space. Figure 3 shows the floor plan of the experimental area. Based on the
practical scenario, the Manhattan distance is applied to measure the virus movement. Since
the width (measured as 2 m) and height (assumed to be 3 m based on the practical scenario)
of the hallway are generally the same, the volume of the virus coverage can be determined
by the virus movement distance for the calculation of the virus quanta concentration. When
the virus encounters a corner, its direction changes, leading to a shift in the virus quanta
concentration to varying degrees. For a corner with two branches, the concentration is
assumed to decrease by half due to the inertia effect while these viral particles continue
the forward transmission. If it is a corner with three or more branches, we assume that the
virus quanta would be distributed evenly in all other directions.

Figure 3. The floor plan of our experiment.
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In data collection, five recruited participants held Pixel 4a smartphones with the
required sensors integrated (e.g., accelerometer, gyroscope, and rotation sensor) and an
Android application installed. The application can periodically read and store the readings
of 11 channels (3 for the accelerometer, 3 for the gyroscope, and 5 for the rotation sensor)
as the user walks along the prescribed routes at a normal speed in the experimental area.
Moreover, participants are required to hold their smartphones at chest level, which is
a reasonable position where participants can record extra information to facilitate data
processing. Indeed, it is recommended that they record the timestamp and the identifi-
cation of the passing landmark to construct the dataset for the landmark identification
model training.

5.2. Analysis and Discussion
5.2.1. Landmark Identification

The proposed landmark recognition model was extensively evaluated by a series of
experiments and implemented using the Keras framework with the TensorFlow backend to
minimize the cross-entropy loss. The model was performed using the collected data with
3863 samples. The dataset was divided into training (70%) and testing (30%) sets, randomly,
without overlapping. There were a total of 11 landmarks, including 7 corners, 2 stairs, and
2 elevators.

Table 1 details the network configuration considered in our study. Since there were
many combinations of parameters, to reduce the selection space, we let all of the Bi-LSTM
neurons share the same value, with the 1D convolution filter and kernel sizes accessing
the same setting, respectively. To achieve stable performances of different model settings,
a grid search with the 10-fold cross-validation method was adopted. It worked through
all of the combinations of parameters to find the best settings. It should be noted that the
following study uses the bold value for each parameter when it is not otherwise specified.

Table 1. Landmark identification neural network configuration.

Layers Parameter Value

Input shape (None, 128, 11)
Bi-LSTM1 neurons 32, 64, 128, 256
Bi-LSTM2 neurons 32, 64, 128, 256

Conv1_1
kernel size 3, 5, 9, 11

filters 32, 64, 128
stride 1

Conv2_1
kernel size 3, 5, 9, 11

filters 32, 64, 128
stride 1

Conv3_1
kernel size 3, 5, 9, 11

filters 32, 64, 128
stride 1

Conv1_2,
Conv2_2,
Conv3_2

kernel size 3, 5, 9, 11
filters 32, 64, 128
stride 1

Dropout drop rate 0.2, 0.3, 0.5, 0.8

Moreover, the model configuration (the Adam optimization algorithm) was selected
as the optimizer during the gradient descent. Other training hyperparameters were also
evaluated and their recognition accuracies are presented in Figure 4. More specifically,
the experiment was conducted with the learning rates of 0.00001, 0.00002, 0.00005, 0.0001,
0.0002, 0.0005, 0.001, 0.002, 0.005, 0.01, 0.02, and 0.05, as presented in Figure 4a. The
mini-batch size was tested with 16, 20, 32, 50, 64, 100, 128, 150, 200, and 256, as shown in
Figure 4b. The model configured as Table 1 achieved the highest identification accuracy of
98.4% when the learning rate was 0.0002 and the mini-batch size was 256. Additionally,
early stopping criteria and a learning rate reduction strategy were applied during the
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model training process in order to reduce the issue of over-fitting and to improve the model
performance. The learning rate decreased with a factor of 0.5 when the accuracy was not
improved for 10 epochs and the training ended if the accuracy without enhancement on
the validation was set after 15 iterations. Detailed training hyperparameter settings are
revealed in Table 2.

  
(a) (b) 

Figure 4. Model accuracy on various learning rates (a) and batch sizes (b), shown as the red square.

Table 2. Training hyperparameters.

Hyperparameters Value

Optimizer Adam
Activation function ReLU

Batch size 256
Learning rate 0.0002

Epochs 800

Following the considered model configuration and optimal training hyperparameters,
the accuracy curve and loss curve of the training and testing processes are illustrated in
Figure 5a,b. The recognition results on 11 selected landmarks of the experiment-conducted
floor are presented by the confusion matrix in Figure 6.

Moreover, to evaluate the proposed network more comprehensively, further com-
parisons were conducted on other deep neural networks (CNN, LSTM, and LSTM-CNN
without residual connections) with the same depth and training hyperparameters as shown
in Table 2. Table 3 presents the obtained experimental results of accuracy, precision, recall,
and F1-score using different networks. It can be seen that the proposed Bi-LSTM-CNN
network achieved the highest performance in all four metrics thanks to the elaborately
extracted spatial and temporal features. Therefore, the effectiveness of the proposed Bi-
LSTM-CNN classification model for the landmark identification task is demonstrated with
the experimental evaluation.
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(a) (b) 

Figure 5. Accuracy (a) and loss (b) curves of the model on the selected parameters.

Figure 6. Confusion matrix for landmark identification.
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Table 3. Landmark identification performances of different models in the collected dataset.

Method Accuracy Precision Recall F1-Score

CNN 0.9327 0.9404 0.9116 0.9258
LSTM 0.9637 0.9636 0.9600 0.9618

LSTM-CNN 0.9706 0.9750 0.9705 0.9727
Bi-LSTM-CNN (our) 0.9836 0.9849 0.9850 0.9849

5.2.2. Trajectory Tracing

The path shown as the red line in Figure 3 is designed to evaluate the performance of
PDR with landmark calibration and the results are presented in Figure 7a. To quantitatively
evaluate the positioning accuracy, we show the accumulative error distribution in Figure 7b.
It can be seen from the left figure that the original PDR has an increasing error due to the
initial wrong direction, although the information of many short segments can be described
relatively accurately. Due to the significant error in the heading estimation without the
landmark correction, the cumulative error distribution is not displayed in the right picture.
The performance of PDR with the landmark calibration is well examined, nearly 80%
of the positioning errors are less than 0.4 m, and the error probability within 0.7 m is
higher than 90%. From the conducted experiments, the performance of the PDR-fused
landmark calibration was evaluated with a lower positioning error, as compared to the PDR
without calibration.

 

 

(a) (b) 
Figure 7. The performance (a) and the accumulative error distribution (b) of the proposed landmark-
calibrated PDR.

5.2.3. Virus Quanta Concentration

As mentioned above, we regard all virus particles exhaled every 0.1 s during exhalation
as virus instances. There will be many virus instances expelled during the entire movement
of an infector. During the transmission of each instance, a uniform motion with a velocity
of 3.9 (m · s−1) is maintained in the first second after exhalation, and the virus quanta are
evenly distributed in the space that is passed by. The initial number of quanta (q0 = 0), the
virus quanta emission rate (ERq), and the removal rate of infectious viral-laden particles
(RRiv) are 142 and 1.37, respectively, and remain the same within the experiment [29,30].

The virus-laden particles released in each interval follow the same moving pattern,
leading to the same trend in the change of the quanta concentration. We chose the instanta-
neous concentration at the end of each shorter interval with a length of 0.1 s to represent
the concentrations at all times during the entire interval, as presented in Figure 8. As can be
seen in Figure 8, the overall change in concentration presents an exponentially decreasing
trend, from above 88 in the first interval (0~0.1 s) to close to 0 one second later. The sharp
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decrease one second later is because of an instantaneous expansion of the viral aerosol
coverage to the entire considered space.

Figure 8. Quanta concentration of viral particles changes over time (first 1.5 s) after being released.
Red points represent the instantaneous concentration at the end of each shorter interval.

The time when people started moving can be seen at time 0 of the experiment. Figure 9
presents the virus concentration in the current environment at the time of 0 s, 0.5 s, and 5 s
from left to the right (using lines to represent the considered corridor spaces). Among them,
at t = 0 s, only the virus concentration near the point start can be seen to exceed 80, while
most of the other parts are not covered by viral particles. At t = 0.5 s, under the combined
movements of virus droplets and humans, the relatively high quanta concentrations covered
more. In addition, after another 0.5 s, the particles initially expelled at t = 0 s will spread
to the overall space. At t = 5 s, the area with higher quanta concentration gradually
moves forward with the movement of people. Moreover, due to the accumulated particles
that diffuse into the entire environment, the quanta concentration in the overall space is
increased, gradually reaching a non-negligible level compared with the concentration of
the newly expelled virus instance.

  
(a) (b) (c) 

Figure 9. Indoor virus quanta concentrations at 0 s (a), 0.5 s (b), and 5 s (c), respectively, from the
start of the movement.
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6. Limitations

Although the proposed iSTCA system realizes quantitative representation for exposed
virus concentrations with the help of the landmark-calibrated PDR technique, there are
some challenges that need to be overcome. First of all, there are some strict restrictions in the
data acquisition process. The participants are required to hold the smartphone, specifically
the Pixel 4a, at chest level. As a result, except for the diversity of users considered, other
factors that affect the motion sensor readings are not seriously taken into account, such as
the mobile device heterogeneity (e.g., different types or various vendors) and the device’s
status variation (e.g., putting in a pocket or handbag). In addition, a large amount of power
of the smartphone is consumed during the indoor positioning process, resulting in the
smartphone being overheated.

7. Conclusions and Future Work

Technology-assisted virus exposure tracking approaches are increasingly being adopted
to mitigate and tame the epidemic. In view of the complexity of quantifying virus expo-
sure due to human movement and airborne dispersion of virus particles, we propose
iSTCA, a self-containing contact awareness approach that exploits PDR-based techniques.
Quantitative information support directly concerned with risk assessment is provided
for self-protection and epidemic control. More precisely, to reduce and calibrate the ac-
cumulative errors of trajectories based on landmarks, we apply Bi-LSTM and multi-head
CNN with residual concatenation to long-term dependency in forward and backward
directions and extract local correlations at various resolutions for landmark identification.
The proposed method exploits the trajectories of people with viral-laden droplets exhaled
and the transmission and attenuation of viruses in the air to quantify the virus quanta
concentration in an indoor environment via spatiotemporal analytics for prevention and
sanitization. In future work, we will continue studying the landmark identification model
with different devices and various attitudes of the device and conduct further research on
the exploration of other advanced deep neural networks and fusion algorithms. We will
consider employing wearable devices, such as smartwatches and smart bands, to replace
mobile phones for power saving in indoor positioning. Moreover, we plan to apply the
proposed techniques for the development of services in developing communities without
reliable digital infrastructure.
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Abstract: Big Tech companies operating in a data-driven economy offer services that rely on their
users’ personal data and usually store this personal information in “data silos” that prevent trans-
parency about their use and opportunities for data sharing for public interest. In this paper, we present
a solution that promotes the development of decentralized personal data marketplaces, exploiting the
use of Distributed Ledger Technologies (DLTs), Decentralized File Storages (DFS) and smart contracts
for storing personal data and managing access control in a decentralized way. Moreover, we focus on
the issue of a lack of efficient decentralized mechanisms in DLTs and DFSs for querying a certain type
of data. For this reason, we propose the use of a hypercube-structured Distributed Hash Table (DHT)
on top of DLTs, organized for efficient processing of multiple keyword-based queries on the ledger
data. We test our approach with the implementation of a use case regarding the creation of citizen-
generated data based on direct participation and the involvement of a Decentralized Autonomous
Organization (DAO). The performance evaluation demonstrates the viability of our approach for
decentralized data searches, distributed authorization mechanisms and smart contract exploitation.

Keywords: distributed ledger technology; decentralized file storage; distributed hash table; data
marketplace; keyword-based search; citizen-generated data

1. Introduction

Recent scandals have shown the harm that current data collection, storage and sharing
practices can cause with regard to the misuse of personal data [1,2]. As the world is
becoming more “smart”, so-called smart environments, of which smart cities [3] stand out
the most, have in common the ability to transform data (in particular, personal data) into
meaningful information needed by the liveness of the ecosystem they generate. Based
on this transformation, indeed, they provide services that are becoming more and more
targeted towards individuals. For instance, it is commonly known that personal information
is used to recommend opportunities to individuals and to make their life easier. However,
entities that control these data might not always operate with the aim of social good [4].
Many Big Tech companies rely on data collected about their users, usually storing this
personal information in corporate databases, i.e., data silos, and transacting it to third
parties with not enough transparency for individuals.

Meanwhile, among the many technologies used for general-purpose data manage-
ment and storage, Distributed Ledger Technologies (DLTs) are rising up as powerful tools
for avoiding control centralization. DLT and the realm of decentralized systems, such
as Decentralized File Storages (DFS), that are emerging as solutions able to tackle the
issue of obtaining large amounts of data that are not of dubious or of false origin, while
providing more disintermediated processes [5,6]. DLTs, in this context, provide a new way
of handling personal data, such as recording, storage and transfer. This can be carried
out in combination with cryptographic schemes to ensure data confidentiality. By their

Sensors 2022, 22, 6260. https://doi.org/10.3390/s22166260 https://www.mdpi.com/journal/sensors29



Sensors 2022, 22, 6260

decentralized nature, indeed, these technologies have the potential to make processes more
democratic, transparent and efficient [7]. DLTs and DFS can support the creation of a Per-
sonal Information Management System (PIMS) based on decentralized data processing and
Personal Data Stores (PDS) [8,9]. In PIMS, data access is granted in line with user policies
and these ones, in a decentralized scenario, can be determined by the user via DLTs and
smart contracts [8]. PIMS have been proposed by scholars [9–11] or companies [12] and are
increasingly gaining attention from policymakers who currently consider mechanisms for
regulating and advancing data intermediation services in general [7,8,13,14]. In the context
of the European Union’s General Data Protection Regulation (GDPR) [15], PIMSs enforce
the right of individuals to know the data collected about them and the right to transfer data
to other service providers, i.e., data portability. Such features enable the process of moving
the data sovereignty towards users, i.e., Self-Sovereign Identity [16], and of providing
them more influence over access control, while allowing anyone else to be able to consume
this data with transparency. All of this paves the way towards the use of personal data
for open data markets and for social good. The ability to easily obtain personal data has
the potential to create a marketplace where users are consumers and providers at the
same time. By creating a common, decentralized and trustless infrastructure, such as a
decentralized personal data marketplace, it will be possible for data owners and consumers
to interact and collaborate in Peer-to-Peer (P2P) transactions [17,18]. This means facilitating
the transactions of data between owners and consumers without the need for a trusted
third-party broker, enabling liquid data markets [19].

The underlying research questions we aim to explore in this work are as follows:

i Are decentralized personal data marketplaces able to optimally support individuals’
personal data protection and portability?

ii How can decentralized technologies foster a convergence between the protection of
individuals’ personal data and the development of data aggregation solutions?

Contributions

The contributions of this work include the description of a high-level solution for
a decentralized personal data marketplace involving the use of DLTs, DFS and smart
contracts for the creation of a PIMS: (i) data owners store their personal data in PDSs
implemented using a DFS, such as the InterPlanetary File System (IPFS) [20]; (ii) this stor-
age is complemented by the use of a DLT, which enables data integrity validation and
indexing of the data, i.e., the IOTA DLT [21]; (iii) a distributed authorization mechanism
enables access control of this data, thanks to the decentralized execution of immutable
instructions of smart contracts implemented using the Ethereum protocol [22]; our autho-
rization blockchain network executes access control to enact data owners’ preferences and
to verify the authenticity of the claims; the nodes of such a network employ a cryptographic
schema that enables the protection of data owner’s personal data (i.e., based on the use
of a Threshold Proxy Re-Encryption [23]); (iv) finally, we provide a system for the search
for data according to their content or meaning, relying on the use of a Distributed Hash
Table (DHT) as a layer placed over the DLTs; indeed, data inserted into the DLTs and DFS
is usually unstructured and no efficient decentralized mechanisms are present to query a
certain kind of data; in our solution, data stored in DLT can be searched in a decentralized
way through keywords stored in the DHT; the distinctive feature of our DHT network is
that it is essentially a hypercube overlay structure [24], in which each node indexes objects
representing specific indexes and addresses of a DLT using keywords.

Moreover, in this paper, we address a use case that assists us in describing the imple-
mentation of the decentralized personal data marketplace. Since our main driving force
is facilitating the use of private data for the social good, we present a use case where
citizens can use and give access to their personal data to produce new data, creating value
for governments, businesses and other citizens as well. Through practices that promote
a collaborative and co-creative approach to working together on the management, con-
trol and governance of the use of data, people and society can influence and shape data
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governance processes and can support greater social and economic equity [2,25]. By imple-
menting this use case, we demonstrate the ability of our system to support these processes.
In particular, our system allows citizens to take part in an organization for the creation
of new datasets and to steer the developmental decisions through a Decentralized Au-
tonomous Organization (DAO) [26]. Our system provides the elements of a framework
for participatory data stewardship [2], being transparent, i.e., informing individuals about
their data, and collaboration, i.e., enabling individuals to take action [25], at its core.

The original contributions and novelties of our work are summarized as follows:

i First, we provide a description of the implementation of a decentralized personal data
marketplace, where

• Our PDS is implemented using a DFS for storing personal data;
• We use a DLT for providing data integrity, validation and indexing;
• Our smart contract-based authorization system executes distributed data access

control;
• Our hypercube DHT enables a decentralized way of searching for data in DLTs.

In particular, we provide a detailed description of the protocols behind the authoriza-
tion blockchain and the hypercube DHT.

ii Second, we provide the implementation of a use case for the architecture through
the description of citizen-generated data creation based on direct participation. This
consists of the development of a data aggregation solution through the use of a DAO,
where members are citizens.

iii Third, we evaluate the implementation’s performance by means of an experimental
evaluation. More specifically, (i) we simulate a P2P network executing the hypercube
DHT for decentralized search of data, (ii) we test the distributed data access control
execution for the use case and (iii) we evaluate the smart contract implementation in
terms of gas usage.

The remainder of the paper is organized as follows: Section 2 provides a background on
the main concepts and technologies used, while Section 3 focuses on related work. Section 4
presents a description of the decentralized personal data marketplace architecture. Section 5
provides the description of a citizen-generated data creation use case with the intent to
present our marketplace implementation. In Section 6, the evaluation of our proposal is
shown and the results are discussed. Finally, Section 7 provides the concluding remarks.

2. Background

In this section, we introduce the main concepts and technologies involved in our work.

2.1. Distributed Hash Table (DHT)

A Distributed Hash Table (DHT) is a distributed infrastructure and storage system that
provides the functionalities of a hash table, i.e., a data structure that efficiently maps “keys”
into “values”. It consists of a P2P network of nodes that are supplied with the table data
and on a routing mechanism that allows for searching for objects in the network [24]. Each
node in the DHT network is responsible for part of the entire system’s keys and allows the
objects mapped to the keys to be reached. In addition, each node stores a partial view of the
entire network, with which it communicates for routing information. To reach nodes from
one part of the network to another, a routing procedure typically traverses several nodes,
approaching the destination at each hop. This type of infrastructure has been used as a key
element to implement complex and decentralized services, such as Content-Addressable
Networks (CANs) [27], Decentralized File Storage (DFS) [20], cooperative web caching,
multicast and domain name services.

2.2. Decentralized File Storage (DFS)

Decentralized File Storage (DFS) is a solution for storing files as in Cloud Storage [28]
but retaining the benefits of decentralization [9]. They offer higher data availability and
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resilience thanks to data replication. A DFS comprises a P2P network of nodes that provide
storage and follow the same protocol for content storing and retrieval. In content-based
addressing, contents are directly queried through the network rather than establishing a
connection with a server. In order to know which DFS node in the network owns the re-
quested contents, it is possible to rely on a DHT in charge of mapping the contents, i.e., files
and directories, to the addresses of the peers owning such data. A principal example of DFS
is the InterPlanetary File System (IPFS) [20], a protocol that builds a distributed file system
over a P2P network. IPFS is a DFS and a protocol created for distributed environments
with a focus on data resilience. The IPFS P2P network stores and shares files and directories
in the form of IPFS objects that are identified by a CID (Content Identifier). The CID acts
as an immutable universal identifier used to retrieve an object in the network. Only the
file digest is needed, i.e., the result of a hash function applied on the data. Users that want
to locate that object use this identifier as a handle. When an IPFS object is shared in the
network, it is identified by the CID retrieved from the object hash, for instance a directory
with a CID equal to QmbWqxBEKC3P8tqsKc98xmWNzrzDtRLMiMPL8wBuTGsMnR. Even if
other nodes in the network try to share the same exact directory, the CID will always be
the same.

2.3. Distributed Ledger Technology (DLT)

Distributed Ledger Technologies (DLTs) consist of networks of nodes that maintain
a single ledger and follow the same protocol, including a consensus mechanism, for ap-
pending information to it. The blockchain is a type of DLT where the ledger is organized
into blocks and where each block is sequentially linked to the previous one. The execution
of the same protocol, i.e., source code, guarantees (most of the time) the property of being
tamper-proof and not forgeable. This allows for a trust mechanism to be created without
the need for third-party intermediaries [29,30].

There are different implementations of DLTs, each one with its pros and cons. In
permissionless ones, anyone can take part in the consensus mechanism, while this is not
true in permissioned ones. Another distinction lies in the support of smart contracts,
e.g., Ethereum [22]. This feature is quite often in contrast with other key features related
to the level of scalability and responsiveness of the system [31]. Conversely, some imple-
mentations are thought to provide better scalability at the expense of lacking some features.
IOTA [21], for instance, implements a more scalable solution for distributing the ledger. It
consists of a Layer-1 solution, while, on the other hand, Layer-2 solutions are technologies
that operate on top of an underlying DLT to improve its scalability [32].

2.4. Smart Contract and Decentralized Autonomous Organization (DAO)

A smart contract is a new paradigm of contracts that does not completely embody the
same features of a legal contract but can act as a self-managed structure able to execute code
that forces agreements between two or more parts. A smart contract consists of instructions
that, once distributed on the ledger, cannot be altered. Thus, the result of its execution will
always be the same for all DLT nodes running the same protocol. When a smart contract
is deployed on the DLT and the issuer is confident that the code embodies the intended
and proper behavior (e.g., by reviewing the code), then transactions originating from that
contract do not require the presence of a third party to have value [33].

Smart contracts are fundamental components of Ethereum that reside on the blockchain
and are triggered by specific transactions [34]. Moreover, smart contracts can communi-
cate with other contracts and even create new ones. The use of these contracts grants
permission to build Decentralized Applications (dApps) and Decentralized Autonomous
Organizations (DAOs) [6,32,35–37]. A DAO is a virtual entity managed by a set of in-
terconnected smart contracts, where various actors maintain the organization state by a
consensus system and are able to implement transactions, currency flows, rules and rights
within the organization. Members of a DAO are able to propose options for decisions in the
organization and to discuss about and vote on those through transparent mechanisms [26].
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2.5. IOTA and Streams

In this work, we specifically refer to the IOTA DLT as a technology that uses a different
paradigm for managing the ledger; however, there are many other alternatives such as
Radix [38] or Nano [39]. IOTA is a DLT that allows hosts in a network to transfer immutable
data among each other. In the IOTA ledger, i.e., the Tangle [21], is based on a Directed
Acyclic Graph (DAG) where the vertices represent transactions and edges represent valida-
tions to previous transactions. The validation approach is thought to address two major
issues of traditional blockchain-based DLTs, i.e., latency and fees. IOTA has been designed
to offer fast validation, and no fees are required to add a transaction to the Tangle [40].
When a new transaction is to be issued, two previous transactions must be referenced as
valid (i.e., tips selection), and then, a small amount of Proof-of-Work is performed.

An important feature offered by IOTA are the Streams [41]. Streams consist of a
communication protocol that adds the functionality to emit and access encrypted message
streams over the Tangle [40]. Message streams assume the form of channels, i.e., a linked
list of ordered messages stored in transactions. Once a stream channel is created, only the
channel author can publish encrypted messages on it. Subscribers that possess the channel
encryption key (or set of keys, since each message can be encrypted using a different key)
are enabled to decode messages. A channel is addressed using an “announcement link”.
In other words, IOTA Streams enable users to subscribe and follow a messages stream
channel, generated by some device. From a logical point of view, channels are an ordered
set of messages; in fact, a channel is referenced through the link of a “starting” message.

2.6. Proxy Re-Encryption (PRE) and Cryptographic Threshold Schemes

Distributed systems usually store data as they are received, without further processing
for confidentiality. Therefore, data can be accessed by any network participant. In order
to deal with the protection of personal data, we employ in this work two cryptographic
schemes, which are described in the following. Proxy Re-Encryption (PRE) is a crypto-
graphic protocol where it is not necessary to know the recipient of the data in advance [42].
PRE is a type of public key encryption based on the figure of a proxy. A sender encrypts a
plaintext with a specific public key obtaining a ciphertext. Then, the untrusted proxy trans-
forms the ciphertext into a new ciphertext decryptable with the recipient private key, which
does not have anything to do with the first public key. This operation is performed without
learning anything about the underlying plaintext. This is possible using a re-encryption
key generated by the sender using the recipient public key and shared with the proxy.

A Threshold Proxy Re-Encryption (TPRE) adds a layer of complexity [23]. A (t, n)-
threshold scheme can be employed to share a secret among a set of n participants, allowing
the secret to being reconstructed using any subset of t (with t ≤ n) or more fragments,
but no subset of less than t. In a network where more than one node keeps secret fragments,
a mutual consensus can be reached when t nodes provide the shares to a secret recipient,
enabling the secret to be known by the latter. This can be used by a sender to share the
re-encryption key in fragments with a network of proxies; none of the latter can obtain the
whole key without the help of other t − 1 proxies.

3. Related Works

In this section, we described the related work based on the different topics we have
addressed in this work. To the best of our knowledge, no other works have developed a
personal data marketplace using the same set of technologies and techniques; thus, we
subdivided this section in work related to each part or parts of our proposed solution.

3.1. Decentralized Data Marketplace

The use of DLTs has been proposed for the implementation of data marketplaces
to take advantage of the following advantages [43,44]: (i) no need to rely on third party
platforms, (ii) better resilience against network partitioning and single point of failure, and
(iii) privacy-preserving mechanisms [45]. Most of the related work investigated the data
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distribution through DLTs, focusing in particular on the use of off-chain storage based on
DFS with data links referenced in DLTs [6,35,45]. Data exchange with such technologies
can lead to a transparent market, where transactions between data owners and data con-
sumers are recorded on DLTs and where smart contracts enable the self-enforcement of
fair exchanges between participants and the automatic resolution of disputes [46]. In [5],
the authors provided the implementation of a data marketplace based on the use of DFS
for storing data and a payment protocol that exploits Ethereum smart contracts. Similarly,
in [17,18], the proposed systems were based on P2P interactions and smart contracts to
reach an agreement while also integrating other components such as the IOTA DLT. Lopez
and Farooq [47] presented a framework for Smart Mobility Data Market in which the
participants shared their data and could transact this information with another participant,
as long as both parties reached an agreement. Their work focuses on the protection of
individuals’ personal information, while maintaining data transparency and users’ ruled
access control. Aiello et al. [35] designed IPPO, an architecture that allows users to generate
and share anonymized datasets on a distributed marketplace to service providers, while
monitoring the behavior of web services to discourage the most intrusive forms of tracking.

With respect to our work, these proposals build similar architectures but lack insight
into decentralized access control mechanisms and or decentralized data searches.

3.2. Decentralized Access Control

DLTs have desirable features that make them a reliable alternative infrastructure for
access-control systems. Their distributed nature solves the single point of failure problem
and mitigates the concern for privacy leakage by eliminating third parties. Traditional
access-control policies have been combined with DLTs: discretionary (DAC), to manage
personal data “off-chain” (i.e., not directly stored in the DLT), through the access-control
policy on the blockchain [48]; mandatory (MAC), to constrain the ability of a subject to
access on a datum through smart contracts [9]; role-based (RBAC), for achieving cross-
organizational authentication for user roles [49]; and attribute-based (ABAC), to grant
or deny user requests based on the attributes of a user, an object and environment con-
ditions [50]. Among DLT-based access-control mechanisms, Attribute-Based Encryption
(ABE) [51] offers the best policy expressiveness without introducing many elements into
the system infrastructure. ABE encrypts the data using a set of attributes that form a
policy. Only those who have a secret key that meet the policy can decrypt the data. In [51],
the authors designed a system using ABE-based access control and smart contracts to grant
data access, with similar policies mechanism to our solution, while the authors of [52,53]
proposed similar frameworks that combined DFS and blockchains to achieve fine-grained
ABE-based access control. However, in any of the three previous cases, the secret attribute
keys are issued directly by the data owner in the DLT or by a central authority.

3.3. Decentralized Data Search

With respect to our hypercube DHT contribution, a decentralized data search on DLT
and DFS is a field that has been addressed by both scholars and developers with only a few
efforts. Indeed, one of the concerns that is still open with respect to these novel technologies,
is related to implementing data discovery and lookup operations in decentralized way.
The Graph is one of the first protocols (actually the most used) with the aim of providing
a “Decentralized Query Protocol” [32]. The Graph network consists in a Layer-2 protocol
based on the use of a Service Addressable Network, i.e., a P2P network for locating nodes
capable of providing a particular service such as computational work (instead of objects
just as a CAN). In [54], the authors proposed a Layer-1 keyword search scheme that
implements oblivious keyword search in DFS. Their protocol is based on a keyword search
with authorization for maintaining privacy with retrieval requests stored as a transaction
in a blockchain (i.e., Layer-1). Specifically for IPFS [20], in order to overcome the file search
limitation, a generic search engine has been developed, namely “ipfs-search” [55]. This
solution is rather centralized and does not escape the problem of concentration similar
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to the conventional web. In response to this, a decentralized solution called Siva [56] has
been proposed. An inverted index of keywords is built for the published contents on IPFS
and users can search through it; however, Siva is proposed as an enhancement of the IPFS
public network DHT and does not feature any optimization for a keyword storage structure
apart from the use of caching. Finally, a Layer-2 solution for the keyword search in DFS has
been proposed in [44], where a combination of a decentralized B+Tree and HashMaps is
used to index IPFS objects.

3.4. Decentralized Personal Data Management

The popularity of Internet of Things devices and smartphones and the associated gen-
eration of large amounts of data derived from their sensors [57] has resulted in an interest of
individuals in the production and consumption of data via a data marketplace [11]. Making
data, which are mostly personal, available for access and trade is expected to become a
part of the data-driven digital economy [14]. In this context, we find a set of technologies
referred to as Personal Information Management Systems, which help individuals reach the
vision of Self-Sovereign Identity (SSI). SSI consists of the complete control of individuals’
digital identities and their personal data through decentralization. SSI has been generically
implemented as a set of technological components that are deployed in decentralized
environments for the purpose of providing, requesting and obtaining qualified data in
order to negotiate and/or execute electronic transactions [16].

The databox, for instance, is a PDS [8,9] that must be conceived as a concept that
describes a set of storing and access-control technologies enabling users to have direct
control of their data. In [11,58], the databox is a platform that provides means for indi-
viduals to manage personal data and control access by other parties wishing to use their
data, supporting incentives for all parties. An undirected link to this model that puts
in practice the concept of SSI is the Solid project [12]. Solid has the purpose of letting
users choose where their data resides and who is allowed to access and reuse it. Semantic
Web technologies are used to decouple user data from the applications that use this data.
The storage itself can be conceived in a different manner, while the use of Semantic Web
represents to us the core element that eases data interoperability and favors reasoning over
individuals’ policies. Semantic Web standards bring structure to the meaningful contents
of the Web by promoting common data formats and exchange protocols, such as ontologies.
The advantages consist in the fact that many ontologies are recommended by the World
Wide Web Consortium (W3C) and are thus universally understood and that reasoning
with the information represented using these data models is facilitated by mapping with
a formal language. An example is the Open Digital Rights Language (ODRL) policy ex-
pression language. This can be used in conjunction with other standard ontologies to
manage the access control to personal data in Solid [59]. Another possible approach is to
program policy expression languages such as smart contracts, in order to manage control
automatically [60].

4. Decentralized Personal Data Marketplace Architecture

In this paper, we are interested in describing the fundamentals of a decentralized
personal data marketplace: (i) data marketplace because we intend to provide a system
that enables data owners to benefit from the sharing of the data they own; the benefits can
be purely economical but also linked to the participation to an ecosystem, e.g., sharing data
for social good and research; on the other hand, we intend to provide an easier data access
to data consumers, especially to the ones who do not have the resources to compete with
Big Tech companies; (ii) personal data because we specifically focus on the type of data
that is generated by individuals through their personal devices; thus, we assume that the
role of data owner in the system is going to be engaged by individuals themselves or by
some other entities on their behalf, with a strong emphasis to the concept of Self-Sovereign
Identity [16]; and (iii) decentralized because we make use of several decentralized systems
that help to more easily achieve a disintermediation in the process of transacting data.
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In this section, we devise the marketplace architecture through a description of four
pillar systems and their interactions. As shown in Figure 1, the different architectural
components can be organized into four layers:

i A Decentralized File Storage (DFS) is used to store personal data in an encrypted form
and to create immutable universal identifiers that directly represent the content of a
piece of data. This kind of system is used to take advantage of the property of high
data availability that is often taken for granted in centralized file storages.

ii Smart contracts are used to provide decentralized access control mechanisms that can
be leveraged by data consumers to access data retrieved from the DFS, following a
policy indicated by the data owner (e.g., access through payment).

iii A Distributed Ledger Technology (DLT) is used to enable the data indexing and
validation. The ledger’s untamperability property makes sure that data integrity can
be validated by storing data’s immutable universal identifiers, specifically in the form
of hash pointers. Moreover, related pieces of data can be already linked and indexed
in this layer.

iv An hypercube-structured Distributed Hash Table (DHT) is used to provide a dis-
tributed mechanism for the search of data. This system is in charge of associating
keywords to addresses or references stored in the DLT.

Figure 1. Decentralized data marketplace architecture.

With respect to this architecture, in the following subsections, our aim is twofold: (i) to
describe in detail the hypercube DHT system and (ii) to describe the interaction between
all the architectural components. More specifically, we do not go into the details of all
the possible configurations of the DFS, DLT and smart contracts layers, as the discussion
may become too scattered and may stray away from the issues related to the decentralized
personal data market.

4.1. DFS-Based Personal Data Store

Data generated by personal devices or third-party systems on behalf of individuals
are often private in nature, but incentivizing their sharing (as opposed to keeping them
locked in data silos) can be beneficial in terms of economic gain and social good. However,
the main challenge is often to provide access under certain conditions that data subjects
find acceptable and compliant with regulations (e.g., GDPR).

A technological solution that is opposed to centralized data silos consists of the use
of DFS for storing such personal data. DFS are usually built on top of a P2P network that
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is freely accessible and where nodes execute the same protocol to store and retrieve data.
Moreover, often at the heart of such systems, we find the provision of data replication
protocols that enable a high data availability. All this means that data owners holding
some data in their device can easily participate in the DFS network or reach a DFS node to
store and replicate data. This use, then, makes data owners confident that their data can be
retrieved by any data provider that, in turn, can participate in the network or contact a DFS
node. However, to be on the safer side, data owners should incentivize DFS nodes to store
and replicate their data. How to do this is beyond the scope of this paper and we refer the
reader to our previous work that also investigates this topic [9].

DFSs have often built in their protocols the identification of data through immutable
universal identifiers that directly represent their content in order to uniquely identify
contents that are disseminated in the network. An implementation of this feature would be
the use of the hash digest of a piece of data with the aim of obtaining a deterministically
derived identifier. Thus, any node of the network holding the same piece of data, i.e., with
exact content, can use its hash to derive its immutable universal identifier. Any other node
in the network can use this id to retrieve the piece of data from other nodes and to verify
its integrity through the hash.

Finally, due to the fact that data can be easily replicated in the p2p network and, thus,
can be easily accessed by nodes that the data owner might be not aware of, we resort to
the use of encryption as a mechanism of data protection. Such a mechanism is required
both by the privacy needs of data owners and, specifically, by compliance with personal
data regulations. Strong and state-of-the-art cryptographic algorithms help avoid the re-
identification of such pseudonymous data, i.e., encrypted personal data, when shared in
the DFS network [61].

4.2. Smart Contract-Based Distributed Access Control

Smart contracts are the part of the proposed architecture where access-control logic to
share encrypted personal data is performed. Through dedicated smart contracts, access to
data can be purchased or can be enabled directly by the owner. Access is authorized only
to consumers indicated by the policies of a data owner’s contract. A policy would be for
the smart contract to maintain an Access Control List (ACL) that represents the rights to
access one or more pieces of data. In the rest of the paper, we focus on the application of
such a policy.

According to our solution, nodes in a network that maintain a permissioned blockchain
are responsible for enforcing the access rights specified in the ACLs of smart contracts.
We take advantage of the high degree of trust that a blockchain provides for the data
written in the ledger and, then, focus on the trust given to the nodes of this “authorization”
blockchain, which must read from the ledger and follow the correct policy. If a data
consumer is enlisted in the ACL, then this one is eligible to access certain data. If that is the
case, then the consumer is also eligible to obtain the key used for encrypting the data in
the DFS. Authorization blockchain nodes rely on ACLs to make sure that a data consumer
entitled to this information can obtain such a key. For the encryption operation, we refer
to a hybrid cryptographic scheme, making use of both asymmetric and symmetric keys.
Generally, each piece of data is encrypted using a symmetric “content” key k, and then,
this key is encrypted using an asymmetric keypair (pkKEM, skKEM). This consists of a Key
Encapsulation Mechanism (KEM) [62], in which the key is encapsulated and the capsule is
distributed, instead of distributing the encrypted data.

4.2.1. Access Mechanism

To ensure complete protection of the individual’s data, only the authorized recipient
of personal data should obtain the key, and nodes on the authorization blockchain should
not be able to exploit it. For this reason, we make use of a (t, n)-threshold scheme to share
the capsule that contains the content keys among the blockchain nodes. In particular,
the Threshold Proxy Re-Encryption (TPRE) scheme is employed:
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• Keypairs—each actor creates a set of asymmetric keypairs, e.g., the data owner creates
(pkDO, skDO) while the data consumer creates (pkDC, skDC).

• Capsule—a capsule is created by the data owner for each piece of data stored in the
DFS. Recall that the content key k is used for encrypting the piece of data. Then, the
result of the encryption of k results in the capsule.

• Re-encryption key—The re-encryption key rkDO→DC is created by the data owner for
each data consumer through the public key pkDC.

• Kfrags—The data consumer divides the re-encryption key into n fragments following
the (t, n)-threshold scheme. The single re-encryption key fragments are unique for each
authorization blockchain node. We call these key fragments “kfrags” for simplicity.

• Cfrags—Each authorization blockchain node receives the same capsule and a unique
kfrag. The capsule cannot be “opened” because it is encrypted with the data owner’s
public key. Only one kfrag (or a number less than t) cannot be used to completely
re-encrypt the capsule in such a way that the data consumer can open the capsule.
The authorization blockchain node only performs a re-encryption operation that takes
as input the capsule and the unique kfrags, and it outputs a new capsule fragment,
“cfrag”. The data consumer requires at least t cfrags to reconstruct the new capsule
and to decrypt it with the private key skDC.

The access mechanism is as follows: (i) the public key of the data consumer pkDC
is listed in the ACL (provided in detail in Section 5); (ii) the data consumer requests the
release of a cfrag to at least t authorization blockchain nodes using a message signed with
skDC; (iii) upon consumer request, each node checks if the signatory pkDC is in the ACL
through an interaction with the smart contract in the blockchain; (iv) if this is the case, then
each node releases the cfrag; (v) once the data consumer obtains t cfrags, the capsule can be
reconstructed and decrypted with skDC; and (vi) the decryption reveals the content key k
needed to decrypt the desired piece of data stored in the DFS.

4.3. DLT Indexing and Validation

One of the main use cases of DLTs consists in data sharing due to their intrinsic
property of untamperability. Once collected, in many cases, data can be stored directly
on-chain, in a DLT, to validate their integrity. However, preventing the on-chain storage
is a preferable solution, not only for retaining high data reads availability and better
performances for data writes [9] but also because on-chain personal data are generally
incompatible with data protection requirements (i.e., to guarantee personal data deletion to
a data subject). Thus, our solution consists of storing personal data in a DFS and reference
them in a DLT via their immutable universal identifiers, e.g., hash pointers. Moreover,
due to the nature of some proposed DLTs, related pieces of data can be already linked and
indexed in the ledger. That is the case of the IOTA DLT, which manages the upload of data
in the form of a stream channel thanks to the Streams protocol. We refer to this DLT and
this protocol to ease the description of the following parts.

Layer-2 Solution

While Layer-1 solutions in DLTs define the form of the ledger, its distribution, consen-
sus mechanism and features, Layer-2 solutions are built on top of Layer-1 without changing
its trust assumptions, i.e., the consensus mechanism or the structure [63,64]. Layer-2 proto-
cols allow users to communicate through mediums external to the DLT network, reducing
the transaction load on the underlying DLT. On top of the IOTA layer-1 DLT, we designed
a Layer-2 solution using a DHT with the aim of facilitating the search for large amounts
of data through specific keywords (Figure 2). In order to obtain information from a IOTA
message within a stream channel, indeed, it is necessary to know the exact address of the
message or of the channel, i.e., the announcement link. However, the announcement link of
a stream channel does not provide any information related to the type and kind of messages.
No mechanisms are provided by IOTA (and the majority of DLTs) for the discovery based
on the content of certain data/streams channels that are available in the Tangle. This is
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the issue we deal with in this paper. In the remainder of this section, we describe how to
surmount such limitations. In our system, every stream channel is indexed by a keyword
set and then how such a keyword set is exploited to look for specific kinds of contents.

Figure 2. Layers in the context of DLTs. Layer zero consists of the DLT network, while Layer-1 is the
set of software frameworks run by the network nodes (e.g., the ledger). Layer-2 solutions are the ones
that leverage Layer-1 for other services, i.e., the hypercube DHT in our case.

4.4. Hypercube-Structured DHT

Considering O as the set of all stream channels in IOTA, the idea is to map each object
o ∈ O to a keyword set Ko ⊆ W, where W is the keyword space, i.e., the set of all keywords
considered. In general, we refer to K ⊆ W as a keyword set that can be associated to a data
content (i.e., the metadata associated to it) or a query (i.e., we are looking to some content
with a specific metadata). By using a uniform hash function h : W → {0, 1, . . . , r − 1},
a keyword set K can be represented by the result of such a function, i.e., a string of bits
u where the 1s are set in the positions given by one(u) = {h(k) | k ∈ K}. In other words,
each k ∈ W has a fixed position in the r-bit string given by h(k), and that position can be
associated to more than one k (i.e., hash collision). Then, every keyword set K is represented
by a r-bit string where the positions are “activated”, i.e., are set to 1, by all the k ∈ K.

We use these r-bit strings to identify logical nodes in a DHT network, e.g., for r = 4,
a node id can take values such as 0100 or 1110. In particular, inspired by [24], we refer
to the geometric form of the hypercube to organize the topological structure of such a
DHT network. Hr(V, E) is a r-dimensional hypercube, with a set of vertices V and a set of
edges E connecting them. Each of the 2r vertices represents a logical node, whilst edges are
formed when two vertices differ by only one bit, e.g., 1011 and 1010 share an edge. In the
network, the nodes represented by vertices that share an edge are network neighbors as
well. To find out how far apart two vertices u and v are within the hypercube, the Hamming
distance can be used, i.e., Hamming(u, v) = ∑r−1

i=0 (ui ⊕ vi),, where ⊕ is the XOR operation
and ui is the bit at the i-th position of the u string, e.g., for u = 1011 and v = 1010, we have
Hamming(u, v) = 1.

4.4.1. Keyword-Based Complex Queries

In our system, contents can be discovered through queries that are based on the
lookup of multiple keywords, associated with data. Such queries are processed by the
DHT-based indexing scheme described in the previous section. The base idea is to associate
a keyword set to each IOTA stream channel through the DHT. In particular each logical
node locally stores an index table that associates a keyword set Ko to the announcement
link of an IOTA stream channel, i.e., the reference of an object o. Then, given a keyword
set K, the associated r-bit string is used to reach the logical node responsible for K through
a routing mechanism, in order to obtain the set of objects = {o ∈ O | Ko ⊇ K}. For
instance, with W = {“Turin”, “Lingotto”, “Temperature”, “Celsius”} and 1010 representing
the keyword set K = {“Turin, Temperature”}, if u ∈ V is the node that is responsible for K
because the id of u is equal to 1010, then u is in charge of maintaining a list of announcement
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links of IOTA stream channels containing the temperature of the city of Turin. Once that
node is located, the objects = {o ∈ O | Ko = K} it stores in its index table can be returned
or aggregated with other nodes’ objects. These objects consist of a list of announcement
links that can be used to obtain messages from IOTA.

4.4.2. Multiple Keywords Search

Our system provides two functions for making queries based on multiple keywords:

• Pin Search—this procedure aims at obtaining all and only the objects associated
exactly with a keyword set K, i.e., {o ∈ O | Ko = K}. Upon request, the responsible
node returns to the requester all the announcement links of the corresponding objects
that it keeps in its table associated with K.

• Superset Search—this procedure is similar to the previous one, but it also searches for
objects that can be described by keyword sets that include K, i.e., {o ∈ O | Ko ⊇ K}.
Since the possible outcomes of this search can be quite large, a limit l is set.

For the Pin Search we need to retrieve objects only from one node, whilst for Superset
Search, we need to retrieve objects from all nodes that are responsible for a Superset of K.
Such nodes are contained in the sub-hypercube SH(S, F) induced by the node u responsible
for K, where S includes all the nodes s ∈ V that “contain” u, i.e., ui = 1 ⇒ wi = 1, while
F includes all the edges e ∈ E between such nodes. Thus, during a Superset Search,
the induced sub-hypercube is computed and then only nodes in such a sub-hypercube are
queried using a spanning binomial tree, as described in [24] (definition 4.2). The l limit is a
query parameter that indicates the maximum number of objects to return when traversing
the spanning binomial tree.

4.4.3. The Query Routing Mechanism

Queries can be injected into the system by users external to the DHT to any v ∈ V
network node. Through a routing mechanism, the query reaches a node u ∈ V that is
responsible for a keyword set K. This process is described in detail in Algorithm 1.

Algorithm 1: Query Routing Mechanism
Input: q query, K keyword set, l limit
Data: v node string, one(v), neighbors(v)
Result: {o ∈ O | Ko ⊇ K}

1 one(u) ← {h(k) | k ∈ K}
2 if one(u) �= one(v) ∧ From(q) = “User“ then

3 w ← {n | n ∈ neighbors(v)∧ Min(Hamming(n, u))}
4 return QueryRoutingMechanism(w, q, K, l)
5 else

6 if Type(q) = “PinSearch“ then

7 return GetObjectsFromIndexTable(K, −1)
8 else if one(u) ⊆ one(v) then // i.e., SupersetSearch
9 objectsList ← GetObjectsFromIndexTable(K, l)

10 l ← l− Length(objectsList)
11 From(q) ← “Node“
12 while l > 0 do

13 c ← GetNextSBTreeChild(u)
14 cList ← QueryRoutingMechanism(c, q, K, l)
15 objectsList ← objectsList + cList
16 l ← l− Length(cList)
17 end

18 return objectsList
19 end

20 end
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5. k-DaO Use Case: Participatory Data Stewardship and Citizen-Generated
Data Creation

The aim of this section is to describe a possible implementation of the above archi-
tecture through a specific use case. We first describe the scenario and then we go into the
details of the technical specification. With this scenario, we find ourselves in the general
context of facilitating the use of privately held data for the public interest. This is in line
with the vision of the European Union’s strategy on data sharing for public interest [7].
More specifically, the vision we intend to pursue with the implementation of our decen-
tralized personal data marketplace is part of the intent to enable different stakeholders
(government, businesses and citizens) to give access to and to use data transformed into
non-personal form in order to create value and to make better decisions. In fact, the Euro-
pean Data Strategy elaborates on some points in this area, with components related to data
governance and common data spaces, also by means of the Data Governance Act [14]. It
enables the safe reuse of certain categories of public-sector data such as personal data.

The specific context of our scenario deals with participatory data [2] such as citizen-
generated ones. Citizen-generated data, which include a range of scenarios such as par-
ticipatory sensing to crowdsourced geospatial datasets, can be integrated with open data
portals and, in the future, with shared data spaces. Although, to date, they are not as
impactful, the aim is to increase and improve the presence of such data and to involve
citizens in designing open data policy, processes and governance [65]. In most cases, citizen-
generated data should be made orthogonal to the application of data protection laws and
regulations, e.g., GDPR. Therefore, citizen-generated data should not contain personal data
or personal data shall be appropriately anonymized or aggregated.

With this in mind, we describe the use case with the help of Figure 3. At the highest
level, the flow of data is as follows: (i) citizens store and maintain their personal data in a
PDS; (ii) a data aggregator undertakes the task of aggregating a specific kind of data and
accesses the PDS through smart-contract access policies; (iii) the aggregator uses algorithms
such as k-anonymity [66] to render the input personal data anonymous; and (iv) the citizen-
generated anonymized aggregated dataset is published for potential data consumers. The
main idea is to enable the participation of data owners in the dataset generation through a
DAO. A token-based incentive for DAO members, i.e., tokenized data structures, can be
used to enable participants to work together to build a curated dataset in pursuit of the
instantiation of a decentralized, tokenized data marketplace [19].

Figure 3. Citizen-generated data use case. Data owners store personal data in a PDS and set some
access policies through smart contracts. A data aggregator accesses these data and produces an
anonymized dataset in a participatory data stewardship framework. The anonymized aggregated
dataset can then be accessed by other data consumers.

We imagine a concrete scenario of citizen-generated hiking trails or pedestrian travel
routes, produced using GPS-enabled smartphones using application such as Komoot or
AllTrails [67]. For this scenario, one can simply consider three kinds of personal data: (i) the
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user’s travel trace, i.e., a set of latitude and longitude points associated with a timestamp;
(ii) the user’s photos taken during the travel; and (iii) the list of nearby Bluetooth devices
updated with a constant interval.

5.1. Anonymizing Data by Aggregation

Figure 3 shows an overview of the interaction between the main actors. Data owners
(leftmost boxes) maintain personal data in a PDS implemented using IPFS [20] as DFS.
These data are travel traces, photos and Bluetooth ids recorded during the data owners’
hiking sessions. Data owners also register personal data they want to share along with
descriptions of what they measure, i.e., keywords in the hypercube DHT (not shown in
figure; see Section 4.4). Each piece of data is then indexed in the IOTA DLT through a new
stream channel for each hiking session (not shown in figure). The messages in the channel
refer to data in IPFS using the CID as an immutable universal identifier. An access-control
smart contract owned by the data owner (between data owners and aggregator in the
figure) points to different stream channels using the associated announcement link. This
smart contract is stored in a private permissioned Ethereum blockchain implemented using
GoQuorum [68], i.e., the authorization blockchain. The data aggregator (at the middle of
the figure) interacts with such a blockchain to request the data owners’ data in line with
their policies. If it manages to access the data of at least k data owners, the aggregator
creates a k-DaO with the owners in the same blockchain, in order to work in a participatory
data stewardship framework [2]. The anonymized dataset must meet certain requirements;
otherwise, the k-DaO may decide to stop production. For instance, the data aggregator
should be able to perform the data aggregation, producing a dataset that presents properties
of k-anonymity and differential privacy [69]. This dataset can then be accessed by a variety
of data consumers (rightmost boxes in figure) using the same data marketplace in a process
where every participant to the dataset creation is rightfully rewarded.

We now make a brief digression on what it means to apply anonymization techniques
in this case. The GDPR Recital 26 states that personal data becomes anonymous if it is
‘reasonably likely’ that no identification of a natural person can be derived [13]. This
is based on the fact that the anonymization of a dataset can be defined as robust on a
case-by-case basis [70]. Some techniques can provide privacy guarantees and can be used
to generate efficient anonymization processes but only if their application is engineered
appropriately. The k-anonymity proposal was introduced in [66], and it is considered one
of the most popular approaches for syntactic protection, i.e., each release of data must be
indistinguishably related to no less than a certain number (e.g., k) of individuals in the
population. For instance, through a generalization approach, original values are substituted
with more general values, such as the date of birth generalized by removing day and month
of birth. On the other hand, we find semantic techniques, i.e., when the result of an analysis
carried out on a dataset is insensitive to the insertion or deletion of a tuple in the dataset.
Differential privacy [69] is the main example in this case, where a dataset is released and
recipients learn properties about the population as a whole but that are probably wrong for
a single individual. This can be achieved for instance by adding noise to the original dataset.

5.2. Step Zero: Search Data on the Decentralized Marketplace

The first step, or “step zero”, before accessing any piece of data is the search for a
specific kind of data, i.e., the data subset that a potential data consumer is interested in.
This is the part where the hypercube DHT comes into play (see Section 4.4 for a detailed
explanation). Figure 4 shows an example of the search of data on the decentralized market-
place. The data aggregator requests for a SuperSet Search to the hypercube, with a keyword
set K = {“walk”, “mountain”, “Tuscany”}. The hypercube returns a set of aggregation links
pointing to IOTA stream channels containing related data, e.g., 6bb3347. . . :219. The first
message of the stream channel is open to the marketplace users and includes information
that points to the smart contract used for the access control. The information includes the
identifier of the authorization blockchain network and the smart contract address. Each
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subsequent channel’s message includes information to the data themselves, i.e., hash links
in the form of IPFS CIDs. In particular, each message stores the CID of a IPFS directory that
stores the location data, photo and Bluetooth ids in a specific timestamp, e.g., QmW...V4b2t
is the CID of the directory and QmW...V4b2t/1 contains a location point and timestamp.
Of course, the data are encrypted; hence, the content of the IPFS data are not meaningful at
this point. The next step, thus, is to gain access to the content key used for the encryption.

Figure 4. Example of searching data on the decentralized marketplace.

5.3. Smart Contracts Implementing the Distributed Access Control

As seen in Section 4.2, the interesting aspect of smart contracts is that an algorithm
executed in a decentralized manner enables two parties, i.e., data owner and aggregator,
to reach an agreement in the transaction of the data. This not only increases the disinterme-
diation in such a process but also leaves traces to be later audited and provides incentives
to all the actors to correctly behave. Figure 5 graphically shows the process of the data
aggregator accessing data owner’s data, while Figure 6 shows the UML Class Diagram of
the smart contract implementations we discuss in this subsection.

Figure 5. Example of the distributed access control where a data aggregator requests access to the
data of some data owners.
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Figure 6. UML Class Diagram of DataOwnerContract and AggregationContract. Some classes, attributes
and methods have been removed to render the diagram clearer.

• Each data owner has previously deployed a DataOwnerContract in the authorization
blockchain. The data aggregator too has previously deployed an AggregatorContract.

• In the “step zero”, the aggregator has obtained a list of DataOwnerContract addresses
that point to IOTA stream channels through as many announcement links. Then,
they produce a data access consent request in a string form for such data (the use of
standardized models for the consent request, such as W3C recommended ontologies,
is left as future work).

• The aggregator gives these three pieces of information as inputs to the requestAccessTo-
Data() method in the AggregatorContract(), together with a series of parameters needed
for the k-DaO (shown in the next subsection). This method implements, in only one
blockchain transaction, the request to access data for each DataOwnerContract found as
input. In particular, the method requestAccess() is invoked for each DataOwnerContract,
with the associated announcement link and request as input (Figure 6 shows id_ as
parameter representing the link and an array of addresses users for representing the
Ethereum accounts that will be granted access).

• A NewRequest event will reach each data owner. This one decides to consent to the ac-
cess to data based on the data access consent request received through the event. If so,
the data owner invokes the grantAccessRequest() method in the DataOwnerContract.

• Among the parameters set in requestAccessToData(), m was set as the minimum number
of members needed to create the k-DaO and to start the data aggregation process. It is
also the minimum number of participants required to provide “reasonable” anonymity.

• The aggregator uses the checkKgtM() method to check if the number k of data owners
that granted the access to their data is greather than m. When this happens, the aggre-
gator can create the k-DaO through the createkDaO() method that instantiates a new
kDaO contract.

• The aggregator can now access all content keys for the decryption of all the data
owners’ data through the authorization blockchain nodes, as described in Section 4.2.1.

44



Sensors 2022, 22, 6260

5.4. Smart Contracts Implementing the k-DaO

The k-DaO is DAO composed by the k Data Owners that grant access to their data
to the data aggregator. Simply put, the aggregator stakes a safety deposit, and the DAO
is used to start at any moment a vote to redeem this stake. The rationale behind it is to
limit aggregator’s malicious behavior. Not only for this but also if the creation process
of the anonymized dataset involves a more complex case of curated dataset (e.g., Open-
StreetMap [71]), then DAO members can make new proposals and add suggestions to vote
in order to steer the development of the dataset generation. Figure 7 graphically shows the
process of k-DaO creation and voting, while Figure 8 shows the UML Class Diagram of the
smart contract implementations we discuss in this subsection.

• A kDaO contract is created for each aggregation process. The AggregationContract acts
as a contract factory but implementing a proxy pattern (EIP-1167 Minimal Proxy [72]).
Instead of deploying a new contract each time such as in the factory pattern, this
implementation clones an already deployed contract functionalities by delegating all
methods invocation to it.

• Some DAO parameters were already set up during the request data access process,
such as the amount the aggregator stakes. When the kDaO contract is created, a transfer
of an amount of ERC20 tokens [73], i.e., the kDaOToken, is performed automatically
from the aggregator account to the kDaO contract. At the end of the aggregation
process, the aggregator can redeem this stake if all operations have been successful.

• k-DaO members can call for a vote and then decide on a proposal. Any member
can make a proposal using the submitProposal() method, and for that proposal, all
members can submit a suggestion using submitSuggestion(). Then, all members vote
on a suggestion regarding that proposal. For instance, a proposal could be to “Change
anonymization technique”, and some suggestions could be “Differential privacy” or
“k-anonymity”. Each proposal has their own debate period and any member can
invoke vote() to vote for a suggestion within that time period. After the debate period,
the method executeProposal() counts the votes, if minQuorum is reached, then it stores
the result and possibly enacts a specific procedure.

• Indeed, any extension of the previous voting smart contract can be developed to allow
for a decision taken to directly enact an operation to be executed on-chain. In this case,
submitRefundProposal() specifically starts a vote to take the data aggregator’s staked
amount and to redistribute it to all members. In this case, executeProposal() would
subdivide the staked amount to all the members if the proposal is passed.

• The kDaOToken is central in the DAO, as it also allows members to vote. Indeed, a mem-
ber vote weight is proportional to the amount of tokens locked until a date that comes
after the debate period ends. This is performed in order to avoid malicious data own-
ers unreasonably voting to redeem the aggregator stake. A TokenTimelockUpgreadable is
used for each token lock. This is created using the proxy pattern as well.

Figure 7. Example of the anonymized dataset creation and DAO voting.
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Figure 8. UML Class Diagram of kDaO, TokenTimelockProxy, TokenTimelockUpgradeable and kDaOToken.
Some classes, attributes and methods have been removed to render the diagram clearer.

5.5. Anonymized Aggregated Dataset

Finally, the work of the aggregator comes to produce new data in the form of anonymized
aggregated data, providing anonymity by design. Multiple configurations of aggregated data
can be produced, if stated earlier. Additionally, some kind of proof can be implemented for
measuring the exact quantity of data used from each subject’s dataset, e.g., storing in the kDaO
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contract the root of a Merkle tree that contains all the data pieces hashes used as leaves; then,
k-DAO members can validate it by requesting (off-chain) leaves to the aggregator.

For the sake of the citizen-generated data use case, the result of the whole process is
stored in an open data platform. If needed, some data, such as the participants list, can be
shown upon request, but it is not public, since the authorization blockchain is a private
permissioned one. In other cases, the resulting dataset can be encrypted, uploaded in
IPFS and then referenced in new stream channels. In this case, the dataset is treated as all
the other kinds of data in the marketplace and data consumers can access to it through
a DataOwnerContract owned by the aggregator. In this case, some kind of royalties can
be transferred directly to the k-DaO members, where the payment is proportional to the
contribution produced by each participant, e.g., aggregator = 55%, data owner1 = 20%,
data owner2 = 10%, data owner3 = 15%.

6. Performance Evaluation

Based on the above k-DaO use case, we conducted the performance evaluation in three
stages: (i) in the first stage, we simulated a DHT network implementing the hypercube
queries of the use case’s “step zero”, in order to test the average steps necessary to reach
all nodes; (ii) in the second stage, we set up a local permissioned authorization blockchain
to test the distributed access control in use case’s steps one and two; and (iii) in the third
stage, we evaluate the implementation of all smart contracts by measuring the gas usage.

In this work, we lack an analysis of the performances for storing and retrieving data
from IOTA and IPFS. However, we dealt with these aspects in previous work, testing
out specifically the storing of personal data such as location data and photos, i.e., testing
IOTA [74] and DFS including IPFS [75]. We refer the reader to these two studies. Moreover,
being separate systems, the latency in performing operations are added up one another.
Meaning that a data aggregator first needs to obtain the content key from the authorization
blockchain (evaluated in this work) and then operate with IOTA or IPFS.

The decentralized personal data marketplace component implementation can be found
as an open source code on Github [76–79].

6.1. Hypercube DHT Simulation

We conducted a simulation assessment using PeerSim, a simulation environment
developed to build P2P networks using extensible and pluggable components [80,81]. Once
the hypercube-structured DHT was designed and implemented for multiple keyword
search Section 4.4.2, we focused on studying the efficiency of the routing mechanism.
The simulation implementation and the tests data can be found as open source code in [82].
Below are the main results obtained.

6.1.1. Tests Setup

Several tests were carried out assuming different scenarios in which the network
consisted of a variable number of nodes and stored a variable number of objects. In order
to evaluate Pin Search and Superset Search, tests were carried out on different sizes of the
hypercube. Specifically, the number of nodes varied from 128 (r = 7) up to 8192 (r = 13).
Then, for each dimension r, a different number of randomly created keyword objects,
i.e., IOTA announcement links, was inserted in the DHT. The number of objects taken into
consideration varies from 100, 1000 and finally 10,000.

6.1.2. Results

Given the nature of the tests, i.e., a simulated network, we considered the number of
hops required for each new query as a parameter to be evaluated. A hop occurs when a
query message is passed from one DHT node to the next. The query keyword sets were
randomly generated, and the starting node was randomly chosen. For each type of test,
50 repetitions were performed, and then, the average results were calculated. For the
Superset search, the limit value was set to l = 10 objects.
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Pin Search

As shown in Table 1 and Figure 9 (left), the number of hops required to transmit a
message from the source node to the destination node increases as the hypercube dimension
increases, i.e., nodes number. The average number of hops increases from about 3.5 for
128 nodes (r = 7) to about 6.72 for 8192 nodes (r = 13). This behavior can be explained
by the fact that, by increasing the hypercube dimension, the path that a message must
take before reaching its destination is automatically enlarged. The number of objects in
the testbed does not affect the final outcome, since the path to reach the target node only
follows the rationale of the hypercube and does not depend on the number of keyword
object associations stored in the DHT.

Table 1. Pin Search number of hops.

Nodes Number
Average Standard Deviation Confidence Interval (95%)

100 1000 10,000 100 1000 10,000 100 1000 10,000

128 3.64 3.2 3.5 1.33 1.32 1.12 (3.2, 4.0) (2.8, 3.5) (3.1, 3.8)
256 4.08 4.28 3.66 1.45 1.48 1.31 (3.6, 4.4) (3.8, 4.6) (3.2, 4.0)
512 4.62 4.8 4.72 1.57 1.70 1.24 (4.1, 5.0) (4.3, 5.2) (4.3, 5.0)

1024 5.02 4.96 4.9 1.68 1.67 1.69 (4.5, 5.4) (4.4, 5.4) (4.4, 5.3)
2048 5.48 6.04 5.48 1.76 1.85 1.69 (4.9, 5.9) (5.5, 6.5) (5.0, 5.9)
4096 6.02 6.18 5.96 1.55 1.61 1.62 (5.5, 6.4) (5.7, 6.6) (5.5, 6.4)
8192 6.78 7.08 6.28 1.63 1.60 1.64 (6.3, 7.2) (6.6, 7.5) (5.8, 6.7)

Figure 9. Number of hops on average for the Pin Search (left) and Superset Search (right).

Superset Search

The tests performed on the Superset Search present results with dissimilar values
with respect to the previous case (Table 2 and Figure 9 (right)). At a first glance, in fact,
those apparently anomalous values stand out, corresponding to a high number of hops
between nodes, which decreases with the referenced object number. With a low number of
objects referenced in the DHT, there are a high average number of hops needed to satisfy
the Superset search. This phenomenon can be explained by the fact that the Superset search
traverses the spanning binomial tree of the sub-hypercube induced by the node responsible
for the keyword set, until it finds the number of objects indicated by the limit, i.e., l = 10.
Hence, in a network with many nodes and few objects, the query might take longer to reach
that limit because many nodes are “empty”, i.e., do not reference any object. Considering
the case of 4096 nodes (r = 12) and 10,000 objects, in a Pin search, 5.96 hops are required,
on average. In a Superset search, other 11.92 − 5.96 = 5.96 hops are needed to reach other
nodes containing other results of the superset search, until the limit l is reached. If objects
were uniformly distributed, the total number of nodes requested to return objects would
have dropped to 4 nodes because each node would have maintained 10,000

4096 = 2.44 object
references on average and l = 10(∼= 4 × 2.44).
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Table 2. Superset Search number of hops.

Nodes Number
Average Standard Deviation Confidence Interval (95%)

100 1000 10,000 100 1000 10,000 100 1000 10,000

128 18.28 4.54 3.52 8.44 1.54 1.19 (15.9, 20.6) (4.1, 4.9) (3.1, 3.8)
256 35.90 6.80 4.16 17.89 2.25 1.43 (30.9, 40.8) (6.1, 7.4) (3.7, 4.5)
512 51.18 12.16 4.46 37.85 3.29 1.31 (40.6, 61.6) (11.2, 13.0) (4.1, 4.8)
1024 91.06 21.70 5.08 72.44 6.23 1.68 (70, 111) (19.9, 23.4) (4.6, 5.5)
2048 115.70 34.56 7.84 98.39 13.00 1.98 (88, 142) (30.9, 38.1) (7.2, 8.3)
4096 196.00 63.38 11.92 186.88 25.37 2.64 (144, 247) (56.3, 70.4) (11.1, 12.6)
8192 243.90 120.38 20.38 253.59 68.65 6.28 (173, 314) (101, 139) (18.6, 22.1)

6.1.3. Discussion

The results obtained confirm what was expected due to the hypercube structure of the
network: the Pin Search number of hops are of the order of the logarithm of the hypercube
logical node number, i.e., log(n) = r. In particular, on average, they are equal to log(n)

2 = r
2 .

For what concerns the Superset Search number of hops, on average, it is equal to log(n)
2 + l,

where l is the limit of the number of nodes in the sub-hypercube to reach.
These results show the goodness of the solution in the trade-off between memory

space and response time. In traditional DLTs, such as Ethereum and IOTA, searching for
a datum in a transaction means traversing all the “transaction sea” in the ledger, and for
this reason, the current solution is to use centralized “DLT explorers” [83]. On the other
hand, in the case of sharded DLTs, the proposed solution could become a Layer-1 protocol
to search the data between many shards.

Finally, while in this study we focused on DLTs as the underlying data storage, it is
worth mentioning that, due to the origins of the hypercube proposal [24], DFS systems
can perfectly fit with such architecture, since most of them are based on DHT already.
Indeed, the implementation of the hypercube for keywords search in IPFS is a matter of
future work.

6.2. Authorization Blockchain Performances

In this subsection, we present the methodology and results of the performance evalua-
tion we carried out for the authorization blockchain. We deployed all the smart contracts
in a local permissioned Ethereum blockchain, using the Consensys GoQuorum implemen-
tation [68]. ConsenSys Quorum is an open-source protocol layer with the aim of building
Ethereum compatible environments for enterprises. Supporting the Ethereum protocol
means the possibility to execute smart contracts compiled from Solidity. Moreover, it is
composed of a suite of different technologies, among which we find GoQuorum, a fork of
the Ethereum node implementation in Golang. The rationale behind this choice is to be
able to implement private smart contracts and transactions for protecting personal data
stored on-chain by the data owners, a feature that GoQuorum supports.

We have already tested some implementations of the authorization blockchain in [9],
making a comparison between two different cryptographic methods for key distribution
using two open source library implementations. In this work, we test our implementation
of the TPRE Umbral protocol [23], openly available as source code [77]. This is executed
by the authorization blockchain nodes and thus integrated with the GoQuorum software.
The client software and the smart contracts implementation is open source too and can be
found in [84].

6.2.1. Test Setup

During the test, we used the Istanbul Byzantine Fault-Tolerant (IBFT) consensus
mechanism: each block requires multiple rounds of voting by the set of validators (>66%),
recorded as a collection of signatures on the block [68]. During the tests, four validator
nodes were deployed to create the base blockchain network. Each validator node executes
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the consensus mechanism with parameter values set up following the recommendations
in [68], e.g., minimum inter-block validation time is set to 1 s. Moreover, these nodes also
execute the TPRE service. One non-validator node is used to expose the APIs for external
clients to interact with the blockchain. Several client nodes are created to interact with these
APIs, which in turn disseminate transactions within the network [85]. The network was
run on a server with a 10 cores Intel Xeon CPU and 8 GB of DDR4 RAM.

In the following, we evaluate this set of operations that implement the scenario shown
in Section 5.3.

1. Request Access—this operation is executed by the data aggregator and consists of
only one method invocation, i.e., the requestAccessToData() method in the Aggregator-
Contract; we recall that this method requests access to data for each DataConsumerCon-
tract given as input.

2. Grant Access—this operation is executed by each data owner by invoking the grantAc-
cessRequest() from their own DataConsumerContract(); this will store the aggregator
public key pkDA in the smart contract ACL.

3. Create KFrags—this operation includes three subsequent steps; first, the owner
generates a new set of n kfrags using the data aggregator’s pkDA (as described in
Section 4.2.1); then, the owner sends a kfrag each to the n authorization blockchain
nodes; finally, the owner requests to the n nodes the creation of a cfrag using the kfrag
just got (the capsule for the piece of data interested was sent in a pre-processing step,
not accounted for the measuring).

4. Get CFrags—the last operation is executed by the data aggregator to obtain access to
the content key; the aggregator first sign a challenge-response message using the secret
key skDA associated to the pkDA; then, the aggregator sends a Get CFrag request to k
authorization blockchain nodes using the signed message; and each node validates
the signature and check if pkDA is in the associated ACL in the DataConsumerContract,
and if so, each node returns a cfrag to the data aggregator.

6.2.2. Results

We recall that n is the number of validator/authorization blockchain nodes and was
set to 4. We consider a round of operations the successful execution of the above described
operations in order. The independent variables tested were the threshold t, from 1 to 4,
and the number of data owners k, from 10 to 80 with an increase of 10 each time. We tested all
the combinations of independent variables 3 times; then, we averaged the results. In each
test, we initiated the round of operations 10 times for each data owner, with an interval of
3000 ms on average (value given by a Poisson Process with a mean of 3000 ms). This implies
that, if overall, the set of operations lasted more than 3000 ms to be executed, probably
another one was launched in parallel. This is for each data owner. The dependent metrics
we measured with the tests are the latency, for a response to an operation, and the system
throughput, i.e., the number of rounds of operations per second.

Round of Operations

Figure 10 shows the average response latency and standard deviation for each opera-
tion in a round. The first result that stands out is the large difference in latency between
the Request Access and Grant Access operations and the Create KFrags and Get CFrags
operations. This is due to the fact that the first two operations involve writing in the
authorization blockchain’s ledger. Thus, we can already see the impact of the blockchain in
the overall system response latency.
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Figure 10. Average response latency and standard deviation for each operation in a round, varying
the threshold from 1 to 4 and data owners from 10 to 80.

As can be seen, in general, the t value does not affect the results greatly. On the
other hand, as expected, the k value that represents the number of data owners is the key
factor. A slow but constant increase in the round response latency happens between 10
and 40 owners, starting from 2 s latency to 3, for both Request Access and Grant Access
operations. After 40 owners, the latency increases faster per number of owners. This seems
to be correlated to the fact that a new round is started on average each 3 s for each data
owner. Thus, if the round takes approximately more than 3 s, as from k = 50 onward, many
more operations start to be executed in parallel. The increase in such parallel executions
seems to increase the response latency overall.

While the blockchain writing-dependent operations are in the order of the thousand
milliseconds, i.e., seconds, the KFrags and CFrags operations are in the order of the hun-
dreds and can be better analyzed using Table 3.

Table 3. Average response latency and confidence interval for the Create KFrags and Get CFrags
operations in a round, varying t and k.

k t
Create KFrags (ms) Get CFrags (ms)

Average Conf Int (95%) Average Conf Int (95%)

10

1 75.6 (72.11, 79.09) 106.63 (104.79, 108.47)

2 86.58 (82.07, 91.09) 116.01 (113.49, 118.54)

3 88.23 (82.38, 94.09) 120.17 (117.04, 123.3)

4 100.48 (94.42, 106.53) 127.98 (124.23, 131.73)

20

1 155.96 (144.22, 167.69) 128.38 (122.94, 133.82)

2 130.32 (122.91, 137.73) 135.27 (130.74, 139.79)

3 144.0 (136.01, 152.0) 152.28 (146.56, 157.99)

4 146.92 (135.99, 157.85) 163.61 (154.72, 172.49)

30

1 113.11 (107.89, 118.33) 119.94 (116.93, 122.95)

2 146.23 (140.54, 151.92) 141.16 (137.83, 144.49)

3 172.57 (163.51, 181.62) 167.19 (160.77, 173.62)

4 162.65 (154.41, 170.89) 173.43 (167.14, 179.73)

40

1 211.23 (200.45, 222.01) 158.86 (152.58, 165.15)

2 176.49 (168.25, 184.73) 166.48 (160.42, 172.53)

3 206.08 (196.19, 215.97) 192.9 (185.59, 200.22)

4 220.54 (210.67, 230.4) 209.77 (202.55, 216.98)

51



Sensors 2022, 22, 6260

Table 3. Cont.

k t
Create KFrags (ms) Get CFrags (ms)

Average Conf Int (95%) Average Conf Int (95%)

50

1 122.28 (117.61, 126.95) 122.32 (119.94, 124.7)

2 189.77 (179.35, 200.2) 170.66 (163.35, 177.96)

3 235.03 (224.69, 245.36) 215.84 (207.61, 224.08)

4 267.82 (257.65, 277.99) 251.73 (243.17, 260.3)

60

1 172.14 (166.32, 177.95) 148.48 (144.76, 152.19)

2 177.44 (169.55, 185.34) 172.77 (166.75, 178.8)

3 225.4 (216.35, 234.45) 208.26 (201.29, 215.22)

4 140.75 (135.36, 146.15) 159.98 (155.94, 164.03)

70

1 158.52 (152.33, 164.7) 141.2 (137.57, 144.83)

2 179.65 (173.0, 186.3) 166.32 (161.58, 171.05)

3 275.55 (264.45, 286.65) 250.54 (241.68, 259.4)

4 230.97 (221.41, 240.53) 229.48 (221.51, 237.45)

80

1 178.65 (172.19, 185.1) 153.97 (149.92, 158.02)

2 198.21 (190.55, 205.88) 178.61 (173.34, 183.89)

3 204.39 (196.89, 211.89) 205.24 (198.95, 211.53)

4 226.86 (217.05, 236.66) 231.71 (223.5, 239.92)

In both cases, we can see a direct correlation of response latency with both the t and k
values. With k = 10, latency values for the Create Kfrag operation are around 90 ms, while
those for the Get CFrag operation are around 110 ms. With k = 80, the values more or
less double.

System Throughput

Figure 11 shows the results obtained when considering the round as a single operation,
i.e., aggregating the results for each single operation. The figure thus shows the number
of rounds per seconds, i.e., ops/s. The throughput results in more than 0.2 ops/s for the
number of owners k = 10 and linearly decreases with the increase in k. With k = 80, we
have on average a throughput of ∼0.07 ops/s. In this case as well, we can notice how
the influence of t is almost irrelevant. As we have seen before, t influences greatly the
Create Kfrag and Get CFrag operations, but these two, overall, slightly increase the round
response latency with respect to the Request Access and Grant Access operations. Indeed,
here too, we can see the effect of the blockchain execution in delaying the response time.

Figure 11. System throughput considering a round as a single operation, i.e., aggregating the results
for each single operation, while varying t and k.
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Threshold Number

Figure 12 shows the results when increasing the t value and the number of owners k
for each i-th round, i.e., it shows the performances for each subsequent round instead of
aggregating all rounds through their mean. In this case, the results shown confirm that the
increase in t does not influence much to the overall response delay. However, this temporal
point of view shows the accumulation of delay in the response time when increasing k. We
can see, for instance, that up to k = 30 each i-th round has more or less the same average
latency. When increasing k, however, the latency of rounds in the middle spikes upwards,
due to the accumulation of operations to perform, and then returns to a relatively normal
value in the last rounds (i.e., 9-th and 10-th).

Figure 12. Average response latency when increasing the threshold t value and the number of owners
k for each i-th round.

6.2.3. Discussion

Limited to the scenario we tested, it seems that a number of data owners around 30
and 40 induces the best ratio of completed rounds to response latency time. With this
workload, the system can fulfill around 0.17 rounds per seconds. Overall, we can observe
how the writing in the blockchain greatly impacts the whole system performance and that
the number of requests related only to the TPRE operations can still scale to a larger number
of data owners.

In reality, the interaction of owners with the system may be much slower, making the
overall round latency increase but, at the same time, diminishing the system workload. We
can imagine that the NewRequest event triggered by the requestAccess() method is shown to
the data owner through a smartphone notification, thus requiring seconds, if not hours,
to be read and accepted. In this context, the use of semantic web-based policy languages to
express rich rules for consent and data requests could be useful in automating (and thus
speeding up) this process [59]. This is left as future work.

Nonetheless, we argue that the results show the viability of our approach, especially
having the possibility to tweak the authorization blockchain parameters and node hardware
configuration. Moreover, the good response of the TPRE implementation gives reason to
believe that, by moving this module to another blockchain that supports smart contracts
but provides better latency, even improved outcomes can be achieved.

6.3. Smart Contract Gas Usage

Our focus is now on the execution of the smart contracts that we described in the use
case Section 5, with regards to steps 1 to 4. In Ethereum, the gas is a unit that measures the
amount of computational effort needed to execute operations. Thus, the higher the gas
usage for a method, the more intense the computation of a blockchain node to execute the
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method’s instructions. In Table 4, we provide the execution cost for the main methods in
terms of gas usage.

Table 4. k-DaO smart contract methods’ gas usage. Results are indicative and can change on the basis
of the input data.

Smart Contract Method Gas Usage

DataOwnerContract

grantAccess() 96,436

requestAccess() 142,648

grantAccessRequest() 77,706

revokeAccess() 30,126

AggregatorContract
requestAccessToData() 698,854

createkDaO() 447,958

kDaO

submitProposal() 133,501

submitRefundProposal() 362,489

submitSuggestion() 114,523

vote() 188,539

changeVote() 153,587

executeRefundProposal() 82,672

kDaOToken transfer() 52,311

TokenTimelockProxy lockTokens() 246,525

TokenTimelockUpgreadeable release() 45,808

We start from the analysis of the gas usage of the trans f er() method of the kDaOToken
contract. This acts as a reference point, as this method is one of the most invoked ones
in the Ethereum public permissionless blockchain, because it consists of the standard
implementation of the ERC20 token. The associated gas usage of ∼52k can be relatively
considered cheap, and it helps to give a measure of comparison. The DataOwnerContract’s
methods can, then, be considered relatively cheap in comparison. This result is needed
because these methods are executed many times. The method requestAccess() is the one with
the highest gas usage because it takes as input several parameters, i.e., IOTA announcement
link, variable list of Ethereum accounts, a string for the request.

The AggregatorContract’s method requestAccessToData() has an high gas usage, i.e., ∼700k,
because it interacts with several other contracts on-chain. This usage value represents a request
made to other two smart contracts. In general, the gas usage in this case increases linearly
with the number of contracts to make the request to. The createkDaO() method is cheaper
because it only reads from those smart contracts. However, the gas usage is high because it
deploys a new contract, i.e., the kDaO one, using the proxy pattern. By using the EIP-1167
Minimal Proxy pattern [72] instead of a standard factory pattern, this method only uses
∼447k gas units instead of ∼2840k.

In the kDaO contract, the submitProposal() method is used to submit a generic proposal
and uses less gas than the submitRefundProposal() because the latter executes two more op-
erations, i.e., submits two proposals “refund” and “not-refund”. The vote() and changeVote()
methods have slightly higher gas usages because of the check of the locked tokens. The
lockTokens() method in the TokenTimelockProxy contract for locking a certain amount of
kDaOTokens is expensive in terms of gas usage, i.e., ∼256k, because it also deploys a new
contract using the proxy pattern. However, also in this case, there are savings compared
with the factory pattern, that requires ∼1037k gas units.

Generally speaking, the methods that are executed the most do not appear to be a
concern for their execution in a private permissioned blockchain environment.
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7. Conclusions

In this paper, we have described the architecture of a decentralized personal data
marketplace and provided an implementation based on Distributed Ledger Technologies
(DLTs), Decentralized File Storages (DFS) and smart contracts. Data are stored in Personal
Data Stores (PDS) and then accessed through an authorization blockchain using a Threshold
Proxy Re-Encryption (TPRE) schema. Moreover, we have provided a Layer-2 solution
based on the use of an hypercube-structured Distributed Hash Table (DHT), with the aim
of facilitating the retrieval of large amounts of data using specific keywords. We focused
specifically on retrieving data stored in IOTA stream channel messages. We discussed a use
case for participation in the creation of citizen-generated data with the aim of describing our
implementation and of validating it against a real-world scenario. The proposal validation
then continued with a performance evaluation divided in three steps: (i) hypercube DHT
simulation, (ii) distributed authorization testing and (iii) smart contract gas usage.

The solution we provided for the hypercube DHT consists of a decentralized system
that provides an efficient routing mechanism based on keyword sets. The simulation
analysis shows that searching for an object with an exact keyword set requires on average
log(n)

2 hops, where n is the number of logical nodes of the hypercube. This solution
presents an efficient trade-off between memory space and response time, thus making a
first contribution towards the creation of a system that allows complex queries on DLT.

The distributed authorization is implemented using the GoQuorum permissioned
blockchain, a set of smart contracts for implementing data owner’s policies and the TPRE
cryptographic schema for distributing the keys that decrypt data. The results show that
writing on the blockchain represents a bottleneck, but that the citizen-generated data
use case implementation is viable. Moreover, the results beyond the ledger writing part
gives good reason to believe that a similar approach can be easily implemented in more
performing blockchains with much better results.

Smart contracts that implement access control and DAO operations have adequate
gas usage. The use of patterns such as the Minimal Proxy pattern helps to reduce the gas
usage of some contract methods.

Finally, for future work, we are preparing the deployment of such a decentralized mar-
ketplace in larger networks, formed by more performing nodes. This will allow us to better
test the influence of the network transmission and the system scalability. Moreover, we will
focus on the integration of richer policy expression languages for managing personal data
access control, adding a layer of policy declaration and reasoning on top of smart contracts.
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Abstract: Population aging requires innovative solutions to increase the quality of life and preserve
autonomous and independent living at home. A need of particular significance is the identification
of behavioral drifts. A relevant behavioral drift concerns sociality: older people tend to isolate
themselves. There is therefore the need to find methodologies to identify if, when, and how long the
person is in the company of other people (possibly, also considering the number). The challenge is
to address this task in poorly sensorized apartments, with non-intrusive sensors that are typically
wireless and can only provide local and simple information. The proposed method addresses
technological issues, such as PIR (Passive InfraRed) blind times, topological issues, such as sensor
interference due to the inability to separate detection areas, and algorithmic issues. The house is
modeled as a graph to constrain transitions between adjacent rooms. Each room is associated with a
set of values, for each identified person. These values decay over time and represent the probability
that each person is still in the room. Because the used sensors cannot determine the number of people,
the approach is based on a multi-branch inference that, over time, differentiates the movements in
the apartment and estimates the number of people. The proposed algorithm has been validated with
real data obtaining an accuracy of 86.8%.

Keywords: multi-person detection; sensor data; smart environment

1. Introduction

The rapid development of the ICT sector has enabled scenarios where an ever-deeper
interconnection between the physical and digital worlds is proposed (Phyigital—2007 by
Chris Weil). One scenario is the home, where the interconnection between technologies and
people enables the implementation of a paradigm for autonomous living, guaranteeing
mutual safety (people, family members, and caregivers are in contact with each other)
and allowing the identification of behavioral drifts and their subsequent compensation
(behavioral drift is selectively compensated with solutions for the identified problem by
containing costs and promoting personal autonomy) [1].

In recent years, applications of domiciliary technology systems interacting with the
person have addressed issues such as activity recognition (e.g., [2–4]), health monitoring [5],
security [6], and the prediction of future events [7].

The need to understand what is happening inside the dwelling requires that the
phenomena to be tracked are observable; this assumes that there are suitable sensing
systems (sensors and transducers) and that these are distributed more or less densely in
the home. Considering the environmental sensing, the various proposals combine data
collected from different types of sensors, such as RFIDs (Radio-Frequency IDentification),
PIRs (Passive InfraRed) [8], contact sensors, pressure-sensitive mats [9], tilt sensors [10],
power meters [11], inertial sensors, infrared array sensors [12], etc. In general, the types of
sensor can be vision-based (e.g., cameras), wearable (generally based on inertial sensors like
accelerometers, gyroscopes, etc.) or environment detection (e.g., motion or door/window
sensors, temperature/humidity sensors, etc.). It is worth noting that both current regula-
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tions and perceived privacy violations make it difficult to use vision-based systems (2D
and 3D cameras) over other detection techniques.

Considering wearable vs. non-wearable devices, a non-intrusive monitoring system
(that is, without wearable devices) can guarantee a better trade-off between privacy and
reliability because the absence of wearable devices eliminates or reduces some important
critical issues, such as routine maintenance (e.g., recharging batteries) or the misuse of
the device (e.g., taking it off in certain situations or forgetting to wear it). However, non-
intrusive monitoring systems can provide reliable and direct measurements for many
activities in a specific environment, such as room occupancy in the house, but do not
achieve high levels of accuracy for many other tasks, such as calculating the number of
people in a room. It is worth noting that in some scenarios, like in the case of aging,
the exact calculation of the number of people in a home support system is not particularly
relevant. What is often of interest is to detect whether the person is alone at home (and to
inform the caregiver so that they pay more attention to the person) or whether there is a
behavioral drift present, which leads the elderly to isolate themselves and progressively
reduce their degree of sociality.

In these contexts, it is necessary to identify methodologies for identifying whether,
when, and for how long the person is in the company of other people (possibly also
considering the number).

People-counting in smart environments with distributed sensor networks has been
studied in the past, but using a large number of sensors (e.g., up to 60 sensors distributed in
a single apartment). Such a large number of sensors represents an important entry barrier
for many households. The challenge is to tackle this task in sparsely sensorized apartments,
with sensors that can be wireless (nowadays, many apartments are not equipped to host
wired solutions) and can provide only local and simple information.

In this article, we propose a method that addresses technological problems (such as
the blind times of the PIRs, their insensitivity in the absence of motion, and their different
sensitivity depending on the distance and temperature of bodies), topological problems
(such as possible sensor interference due to the inability to separate detection areas),
and algorithmic problems. In the instrumented apartment, there is only one PIR per room
and one on/off sensor on the front door. This is the minimum monitoring configuration:
below this, one or more rooms are not ‘observable’. The house is modeled as a DAG
(Directed Acyclic Graph). The model is used to deal with the fragmentation of the data
stream that the various sensors can generate. In particular, we need to manage unwanted
transitions between rooms when there are multiple people in the house. The DAG model
can constrain the transition between adjacent rooms and avoid crossing walls. However,
other issues for correct detection remain. The state of each room is represented by a set
of values, one for each identified person. Each value decays over time and represents the
probability that the person, while not specifying who they are, is still in the room. Because
the sensors used in our setting cannot identify the number of people, the approach is based
on multi-branch inference that, over time, differentiates the movements in the apartment
and estimates the number of people; the limitation is that the number of people must be
less than the number of rooms in the dwelling [13].

The main contributions of our work are:

• The method infers, step by step, the number of people in the house. It operates on
non-ubiquity: if sensors are simultaneously active in rooms that cannot interfere, there
are at least as many people as the number of active sensors. If the estimation is aimed
at residents only, the method derives the exact number of people in the apartment.
If the estimation is aimed at guests, the method gets whether the person is alone or
whether there are more people.

• The method is based on a non-intrusive and minimum-cardinality sensors network
with a single PIR sensor per room and a contact sensor on the front door. The scenario
is typical of real-world situations.

62



Sensors 2022, 22, 4823

• The method requires little scenario information (house map, sensor position, and the
observability of each PIR) to determine both adjacency between rooms and interference
situations between sensors.

• Finally, the method is unsupervised (can run in different scenarios without model
training). This requirement is essential in order to make it possible to monitor a wide
set of apartments.

The rest of the document is organized as follows. In Section 2, previous and related
work is introduced. Next, Section 3 presents the proposed approach. In Section 4, the
performance is evaluated. Finally, Section 5 discusses and concludes our work.

2. Related Works

During the years, various smart environment systems have been proposed. They have
been used in many scenarios, such as family houses [14], offices [15], shopping malls [16],
and museums [17], and have been applied for a variety of purposes, including tracking
people in buildings [18], counting people numbers [19], recognizing human behavior [20],
etc. In addition, energy consumption can be monitored, and the indoor environment can
be controlled automatically by using appropriate sensors and controllers [21].

The types of detection means (e.g., through sensors or transducers) that can be used in smart
environments are diversified. They can be roughly divided into two main categories, wearable
devices and non-wearable devices, where the latter is in turn divided into sensors–transducers
and multimedia-based devices. In terms of wearable devices, Bluetooth—BLE ([22,23]), UWB,
Zigbee, WiFi, and RFID technologies [24], or specialized sensors (e.g., magnetic field sensors [25])
are widely used in indoor positioning systems to track or to localize people [26]. Sensors–
transducers include various types of detection systems positioned in a smart environment to
detect the movement of humans [27]. A non-exhaustive list of these devices includes Passive
Infrared sensors [28,29], Thermal Sensors [30], and Force-Sensing Resistors (e.g., smart floors [31].
Moreover, pressure polymer, electromechanical film (EMFi), piezoelectric sensors, load cells, or
WiFi can be used [31]. Finally, multimedia-based approaches can obtain rich context from the
environment with videos [32] and audio [33–35].

Various approaches for people-counting in non-intrusive monitoring environments have
been proposed without multimedia-based devices. Petersen et al. [36] propose an SVM-based
method (Support Vector Machine) to detect the presence of visitors in the smart homes of
solitary elderly because social activity is an important factor for assessing the health status
of the elderly (social, psychological, and physical are, typically, the three dimensions of the
health-related quality of life). Wireless motion sensors are installed in every room, and several
key features are extracted and input to a SVM classifier, which is trained to detect multi-person
events. The model has been validated with a two-subjects dataset and the results demonstrate
the feasibility of visitor detection. The adopted method suffers from some criticalities: time is
divided into fixed slots of time, with epochs of 15 min; all possible room combinations are
taken into account (i.e., n × (n − 1)/2 ) without considering that adjacent rooms could produce
sensors interference; PIR blocking-time is not mentioned (blocking time could interfere with
the activation order of PIRs); the time of the day is flagged a priori to consider the ‘circadian
rhythm’; and finally, the approach is supervised.

Müller et al. [37] implement two approaches for inferring the presence of multiple
persons in a test lab equipped with 50 motion sensors (data from CASAS) and some contact
sensors; only two persons are monitored in the laboratory. One approach is a simple
statistical method to derive the number of people based on the raw sensor data, while the
second one uses multiple hypothesis tracking (MHT) and Bayesian filtering to track the
people. The first method reaches an accuracy of 90.75%; the second one reaches 83.35%.
The limit of this research is that the proposed method can only distinguish whether the
house has a single person or multiple persons, but does not estimate the number of people.
In addition, there are dense sensors in the test smart home, and the complex installation of
sensors may limit the widespread use of such a system.
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The authors of [38] estimate people numbers that satisfy the house topology and
sensor activation constraints; then, a Hidden Markov Model is used to refine the result.
The algorithm is validated in two smart homes and obtains high accuracy results when
the smart home has 0 to 3 persons, but the accuracy decreases dramatically with 4 or
more persons. In this work, both simulated and real data from different scenarios were
used: ARAS (limitation: small rooms, few rooms, and only partially covered), ARAS-FC
(limitation: few rooms without a dataset; the authors produced some data via simulation),
and House 2 (limitation: the authors produced a simulated dataset). Unfortunately, it is not
clear if they took into account the limits of the PIR sensors (for example, sensitivity and
blocking time) and the criticality of the map; for instance, this could create interference
between the different activations.

The work in [39] proposes an unsupervised multi-resident tracking algorithm that can
also provide a rough estimation of the number of active residents in the smart home. They
consider two datasets. The first is the dataset TM004 from CASAS, consisting of 25 ambient
sensors distributed among eight rooms and with two-bedroom apartments with two older
adult residents; occasionally, their child will come and stay in their house for a couple
of days. The second is named Kyoto and contains a denser grid of sensors (91 sensors
installed in six rooms—hallways included) with two residents; occasionally, they received
friends for a visit of a few days. The algorithm has good performance, but this decreases as
the number of residents increases; moreover, the algorithm tends to generate more resident
identifiers when the same resident triggers the same sensor events, and it has a higher
possibility of segmentation errors when tracking residents in a location where sensors are
more densely deployed.

Other papers focus on the problem of the recognition of multi-resident activities in
a smart-home infrastructure [40,41] (using the CASAS dataset with 60 sensors and 2 resi-
dents), [42] (using the ARAS dataset), and they can have as a consequence the possibility of
counting the number of people. However, given their main goal, the number of sensors is
typically very high, and the number of residents is limited to two persons.

A recent paper [43], focuses on the recognition of some daily activities in a multi-
resident family home. The recognition of daily activities is a specialized task that requires
to precisely identify the type of resident. For this purpose, authors used numerous and
specialized types of actuators (e.g., a sensor module for a cup and a sensor box of the
fridge) to distinguish the different activities performed by the individuals and using a
data-driven and knowledge-driven combination method to recognize users. The article
is very interesting, but, for the obvious reasons of observability of the phenomena, it
requires a conspicuous number of transducers in addition to those normally used for
home monitoring.

The survey in [27] focuses on the techniques for localizing and tracking people in multi-
resident environments. For the counting problem, they identify three classes of approaches:
(a) binary-based techniques based on binary sensors like PIRs—they typically exploit
snapshots or, possibly, the history of snapshots with spatial and temporal dependencies
to understand the number of people [44]; (b) clustering-based techniques that identify
multiple non-overlapping clusters containing one or more targets; and (c) statistical-based
techniques based on statistical models to estimate the number of persons.

The work in [45] aims at identifying visitors by using different measures of entropy for the
cases with/without visitors in a smart home equipped only with PIR sensors and a door contact
sensor that is used to confirm the visits and their duration. An accuracy of 98–99% is obtained
in a setting where a single occupant typically resides in the home and a visitor arrives.

Alternative approaches to estimate the number of people have been proposed. For ex-
ample [31] use WiFi: the movement can be detected through the analysis of the propagation
effects of radio-frequency signals. Wang et al. [46] propose a method to count people by
utilizing breathing traces, reaching 86% accuracy for four people. Similarly, in [47], Fiber
Bragg Grating sensors are used for the detection and number of occupants, experimented
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with three people. Recent techniques also include voice recording to recognize up to three
persons [48].

In the literature, vision-based methods have been always considered a reliable approach to
estimate the number of people because the camera can obtain rich information. Vera et al. [49]
proposed a system to count people using depth cameras mounted in the zenithal position: people
are detected in each camera and the tracklets that belong to the same person are determined.
Even though vision-based methods are efficient and reliable [14,50,51], they are unsuitable for
smart homes due to privacy reasons. Algorithms based on wearable devices are infeasible for
detecting visitors who do not wear such devices. Additionally, this intrusive method may not
be acceptable for those people with low compliance.

Our algorithm avoids the usage of wearable devices and cameras: it adopts a system
equipped with a very low number of presence detectors to realize non-intrusive monitoring,
based on architectural modules of the BRIDGe project (Behavioral dRift compensation for
autonomous and InDependent livinG) [52,53].

The proposed algorithm is based on minimal data about the house structure (plans of the
flat) and sensor position, such as room adjacency and possible overlapping monitored areas
(sensor interference), and can update the estimated number of people dynamically. The case
study is with four inhabitants (a family with two adult children) in an apartment with a living
room, a kitchen (open view), three bedrooms (a double room and two single rooms), two
bathrooms, and a corridor. In the apartment, there are frequent guests, especially from Friday
to Sunday (typically in the evening). The maximum number of people has reached six people.
The apartment is instrumented with one PIR per room (eight PIRs) and a contact sensor on
the main door. The PIR has a 2 s blocking time, 2 moves sensibility (the number of moves
required for the PIR sensor to report motion), and a 12 s window time (the period of time
during which the number of moves must be detected for the PIR sensor to report motion).

3. Proposed Method and Algorithm

3.1. System Architecture

The use-case scenario is a classical house with typical rooms: a kitchen, a living room,
and one or more bedrooms and bathrooms. In each room, a PIR sensor is installed. PIR
sensors are cheap and small, but they have some shortcomings: (a) the detection area
of the PIR sensor is difficult to control, so that PIR sensors in different rooms may have
overlapping areas of sensing range; (b) PIR sensors can only provide a binary response to
the presence or not of people regardless of the number of people; (c) the sensitivity of the
PIR is not uniform (it depends on the distance, the width of the visibility area—for example,
edge zone or sectors of areas—and on the speed of the subject, on the characteristics of
the subject [54]); and (d) the functioning of a PIR depends on a set of motion detection
parameters (e.g., the blocking time).

Moreover, a contact sensor is installed at the entrance of the smart home. The sensor
sends an activation signal when the door is opened. It is worth noting that a contact sensor
(e.g., door and windows perimeter monitoring) is less critical, in terms of functioning and
parameters, with respect to PIRs.

Figure 1 shows an overview of the architecture and data flow of the proposed algo-
rithm. The inputs of our algorithm are: the stream data from the PIR and contact sensors
and some information stored in the database, including the house structure and the sensors
settings. The stream data are processed by the Data Processor to detect the status of the
sensors, which can be active or inactive. The Data Fragment Generator reads the sensor
data and groups them into fragments concerning a continuous period that may represent
interesting changes in the house. Then, the Event Detector detects events in the received
data fragment, which may also include events coming from the door contact sensor. Based
on the detected events, the status of the sensors, and the system setting, a multi-branch
inference machine infers the number of people by fusing several independent inference
engines that represent different possible scenarios compatible with the sequence of events.
An algorithm coordinator controls all these modules and adds some functionalities that
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allow (a) to start the algorithm in any initial situation without any information about the
number of residents and (b) to avoid accumulated errors that may occur in long-time
runnings. All the modules are detailed in the next subsections.

Figure 1. Architecture of the proposed algorithm.

3.2. Fragment Generation and Event Detection
3.2.1. Data Fragment Generation

Sensors produce and send data irregularly, depending on the activities that occur in
the house. Typically, a series of signals are activated by the movement of a person within a
small time interval. To recognize events that happen in the house, we divide stream data
into semantic fragments composed of sequences of signals that occur in a certain interval
as shown in Figure 2. Fragments are separated by periods that do not detect events for a
given time interval.

In our Data Fragment Generator, only the active signal of PIR sensors and contact sensors
installed at the entrance door are taken into consideration. Thus, data fragments represent events
such as ‘somebody moves from the bedroom and goes out passing through the living room’.

Figure 2. The generation of a data fragment: circles represent events that produce new data; if
the time difference between two events is greater than interval, the new data are regarded as the
beginning of a new data fragment.

3.2.2. House Event Detection

The layout of the rooms in the house is modeled as a Directed Acyclic Graph (DAG)
representing their adjacency. The algorithm works also in multi-floor buildings. The detec-
tion and inference of possible events is realized by finding the transition of active signals
from generated data fragments.

Besides the movement of people between adjacent rooms, there are some special events:

• Go in: When someone enters the house, a ‘go in’ event happens. The total number of
people in the house increases.

• Go out: Similarly, a ‘go out’ event happens when someone goes out of the house.
In this case, the total number of people decreases. Notice that the exact number of
people entering/exiting the house cannot be determined, so the algorithm must take
into account this aspect.
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• Overlap: The detection area of PIR sensors in different rooms may have overlapping
detection areas. An example is shown in Figure 3. Such kinds of events need to be
identified to have a better inference.

Figure 3. Overlap Example: Both sensors in Room A and B are active, but the overlap is in Room B, so this
is defined as the Overlapped True (OT) room; instead, Room A is defined as the Overlapped False (OF) room.

The overlap case depends on the direction and the installation place of sensors; there-
fore, the possible overlap areas can be identified in advance.

If an overlapping case occurs, both sensors are active: if the difference between their
timestamps is less than a predefined overlap interval, the detector will detect an overlap
event. Figure 4 shows the typical behavior.

Figure 4. Overlap Event Detector: The last two signals highlighted in each data fragment are
compared with the list of known overlap cases.

3.3. House Status Estimation
Decayed Room Status Representation

To represent the house status, our method considers the following facts:

• PIRs transmit a state change when they detect a change in the infrared signals they
receive. After an activation, PIR sensors remain inactive for a while and do not capture
other events (blocking time). It is worth noting that PIR sensors do not change state
when people are motionless.

• The latest data can be considered more reliable for the representation of the current
status of the house compared to previous data.

To estimate the number of occupants accurately, besides the latest data, also the
previous data need to be taken into account. In each room, more than one person may be
present: the status of a room is represented by a set of values, one for each estimated person,
that decay over time and that represent the probability that the persons are still in the
room. We call this kind of representation Decayed Room Status Representation (DRSRt) and
the status of each person j in each room i at the time instant t Room Status Signals (RSSj

i,t).

The value of each RSSj
i,t varies from 0 to 1: 1 means that the person has been detected, 0

that the person has left the room, an intermediate value that the person may be in the room.
Each RSSj

i,t decays over time with a given decay ratio until it reaches a lower limit,
according to Equation (1), where Δti is the time difference from the last update of the i-th
room and ni is the number of persons estimated in the room.

RSSj
i,t+Δti

= max{RSSj
i,t − decay_ratio × Δti, decay_lower_limit}, j = 1, 2, ..., ni (1)
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where decay_ratio defines the decay speed of RSSj
i,. and decay_lower_limit is the limit that

RSSj
i,. can reach. Such a decay mechanism can make up for the shortcomings of the PIR

sensors that are insensitive to motionless people. When a person is detected in a room,
if the adjacent room has not revealed an activity, we can assume that the person is still
there. Therefore, the activation status can last for a certain period, until the RSSj

i,t value
decays to the lower limit (decay_lower_limit). Thus, from the status DRSRt of the house, we
can determine whether a room is occupied or not by comparing their RSSj

i,t values with a

given threshold. The description of RSSj
i,t is shown in Figure 5.

Figure 5. The graphical representation of RSSj
i,t with the active and inactive areas, the decay lower

limit and the decay ratio.

The RSSj
i,t also has the following tunable parameters:

• Additional decay: To balance the uncertainty between the case of motionless people
(but still in the room) and people that have moved to other rooms, an additional decay
value is defined to be added in case of inactivity signals.

• Active threshold: determines the status of a room. If an RSSj
i,t is higher than the

active threshold, the room status is set as occupied; when it is lower than the active
threshold, the person is removed from the counting for that room.

Because the transfer of people from one room to another can be detected from a data
fragment as described in Section 3.2.2, if the algorithm detects a transfer from room A to
room B, while room B already has one person in it, then the number of people in the status
of that room will be set to 2. For example, if the active threshold is 0.2 and the RSSs in the
house are those shown in Table 1, then the total number of people in the house is estimated
to be equal to 3 because three RSSj

i,t values are greater than 0.2. Notice that for Room 2,

two different RSSj
2,t values are available, one for each person.

Table 1. Example of people occupation determination.

Rooms Room 1 Room 2 Room 3 Room 4

RSS [0.0] [1.0, 0.3] [0.15] [0.73]

Status Empty 2 people Inactive 1 person

3.4. Inference Engine

An inference engine is an entity that infers the status of the house. It has two attributes: the
status of the rooms RSSi,t of the house described above and a confidence score which changes
with the inferring process. The confidence score represents the consistency of the state of the
house. Whenever an ambiguity condition occurs, the confidence score decreases to return to
1 when the ambiguity is resolved. For example, if the inference engine finds that a transfer from
one room to another is concluded successfully, the inference process finishes, and the state of
the house is updated. On the contrary, if some inconsistencies are found and the process needs
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to continue in order to solve these problems, the confidence score is decreased. The number of
inference engines depends on the events in the house and the sensors data, as different branches
for all the possible cases that could be inferred are generated.

When the algorithm starts, one inference engine is initialized with the confidence score
set equal to 1. All rooms are regarded as empty, i.e., all RSSi,t are initially empty. When
the system is running, the new sensors data and the events detected by the Data Fragment
Generator are fed to the inference engine to update the status of the rooms. Then, the
number of people is estimated based on the RSSi,t values.

The Inference Engine updates status of the rooms following the main rules below:

• ‘Go in’ event: For the room connected to the entrance door (for example, room i = 1), a

new RSSj
i,t with value 1 is added and the status (number of people) is increased by 1.

The event is identified through the analysis of the activation sequence between the
input PIR and the ON/OFF sensor;

• ‘Go out’ event: For the room connected to the entrance door (for example, room i = 1),
all RSSi,t values and the status are set to 0; if the room is currently estimated as empty
(inconsistency state), the confidence is reduced.

• ‘Overlap’ event: the false activation signal is ignored;
• When the system receives an active signal, the algorithm determines if a room transfer

has occurred according to the topology of the house. If a transfer happens, a new
RSSj

i,t of the target room is set to 1. At the same time, the RSSj
i,t with the minimum

value of the room where the person comes from is deleted. In case the active signal
just intercepts an activity inside the room (person movement), all RSSj

i,t for that room
are incremented through the following formula (in the current settings, arise_ratio is
equal to the decay_ratio)

RSSj
i,t+Δti

= max{RSSj
i,t + arise_ratio × Δti, 1}, j = 1, 2, ..., ni (2)

• If the PIR sensor does not activate for a certain time, but it may be possible that there

are still persons in the room, the status of the room becomes inactive, and its RSSj
i,t

values are decreased by the additional decay value.

Multi-Branch Inference

Because PIR and contact sensors cannot distinguish the number of people, we deal
with this situation with a multi-branch inference approach to consider the context of
sensors data. In some cases, the system may not be able to estimate the number of people
accurately, like in the case where there are more than two candidate rooms that satisfy the
room transfer condition, but after some inferences, the estimated result can finally converge
to the ground-truth number. Figure 6 shows a simple example.

The maintenance of the proposed multi-branch inferring method is as follows:

Figure 6. Example of transfer dilemma: One person is in Room A and another one is in Room C.
If the PIR sensor in Room B is activated, it is hard to determine whether the person who activated it
comes from Room A or Room C, until other events occur.

• Create Branch: When a dilemma case occurs, several new inference branches are
created for every possible movement case. Every branch has a confidence attribute
representing its reliability. For example, for the transfer dilemma case in Figure 6,
two inference engines are created—one for a possible transfer from Room A to Room
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B; another for the transfer from Room C to Room B, with independent room status
values. Both continue to infer the house status simultaneously.

• Merge Branch: Branches that have the same status are merged. If two inference
engines have the same status of the house for all the rooms, we regard them as the
same inference engine, delete one of them, and sum their confidence scores.

• Resize Confidence: Confidence scores are scaled-up periodically according to
Equation (3), where confidencei,t+Δ is the new confidence for engine i, confidence is the
vector of all confidence values of the engines.

con f idencei,t+Δ =
1

max(con f idence)
× con f idencei+t (3)

• Delete Branch: To reduce the number of inference engines, all the confidences are
sorted, and the inference engines with the lowest confidence values are deleted.

• Branch Fusion: All inference branches have different DRSR statuses and estimated people
numbers. Specific methods are used to fuse the results of all the inference branches, such
as voting, averaging, or weighted averaging based on branch confidence.

3.5. Algorithm

The general algorithm as well as all the steps described in the previous subsections
are described in Algorithms 1–5.

Algorithm 1 Main algorithm

1: sensorId, sensorState, sensorTimestamp ← getSensorEvent()
2: if sensorState == On then
3: sensorsList ← updateSensorsList(sensorID, sensorTimestamp, On)
4: if goIn(sensorsList, sensorID) == True then
5: for each DRSR in DRSRList do
6: roomentrance ← addNewPerson()
7: end for
8: else
9: if goOut(sensorsList, sensorId) == True then

10: for each DRSR in DRSRList do
11: roomentrance ← zeroPerson()
12: end for
13: else
14: if overlap(sensorsList, sensorId) == True then
15: DRSR ← re f resh(sensorsList, sensorId, time())
16: else
17: DRSR ← update(sensorsList, sensorId, sensorTimestamp)
18: end if
19: end if
20: end if
21: else
22: if sensorState == O f f then
23: sensorsList ← updateSensorsList(sensorID, sensorTimestamp, O f f )
24: DRSR ← update(sensorsList, sensorId, sensorTimestamp)
25: DRSR ← rssDecay(sensorTimestamp)
26: else
27: DRSR ← re f resh(sensorsList, All, time())
28: end if
29: end if

70



Sensors 2022, 22, 4823

Algorithm 2 Function goIn

1: de f goIn(sensorsList, sensorId) : boolean
2: if (sensorId) == DOOR then
3: if time(sensorsList.entrance)− time(sensorsList.door) ≤ DELTA then
4: returnTRUE
5: else
6: returnFALSE
7: end if
8: end if

Algorithm 3 Function goOut

1: de f goOut(sensorsList, sensorId) : boolean
2: if (sensorId) == DOOR then
3: if time(sensorsList.door)− time(sensorsList.entrance) ≤ DELTA then
4: returnTRUE
5: else
6: returnFALSE
7: end if
8: end if

Algorithm 4 Function update

1: de f update(sensorsList, sensorId, time) : DRSR
2: if dilemma(sensorsList, time, DAG) == True then
3: DRSR ← addNewDRSR(sensorsList, time)
4: else
5: if roomsTrans f er(sensorsList, time, DAG) == True then
6: DRSR ← moveDRSR(sensorsList, time)
7: else
8: DRSR ← re f resh(sensorsList, sensorId, time)
9: end if

10: end if

Algorithm 5 Function refresh

1: de f re f resh(sensorsList, sensorId, time) : DRSR
2: DELTA = time − lastTime
3: if sensorId! = ALL then
4: DRSR ← rssArise(sensorsList, sensorId, time)
5: else
6: if DELTA ≥ INTERVAL then
7: lastTime = time
8: DRSR ← rssDecay(DELTA)
9: DRSR ← resize()

10: DRSR ← merge()
11: DRSR ← f usion()
12: DRSR ← delete(numDRSR)
13: end if
14: end if

3.6. Algorithm Coordinator

Two further important algorithm steps are introduced: the two-stage process and
the restart mechanism. The former is needed to balance the accuracy and stability of our
algorithm; the latter is used to avoid an accumulated error for long-time running.
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There are two challenges that our algorithm has to face: the first one is that the initial
number of people and the initial status of the house are unknown because the smart home
system may start at any time; the second challenge is that sensors in the smart home cannot
distinguish multiple persons. For example, if two people are in the same room, they are
regarded as one person, because sensors cannot see the difference with respect to the case
of a single person. In this condition, the algorithm would estimate fewer people. To solve
the two problems above, the algorithm works in two different stages: refresh stage and
stable stage.

• Refresh stage: When the system starts (the initial people number is set to 0) or when
the entrance door opens (some people may come in or go out), the estimated people
number is uncertain. The number of people is refreshed over time, and the estimated
number can converge to a correct result. This process is realized by changing the lower
limit of the room status. When this is set to 0, the estimated number can increase and
also decrease.

• Stable stage: When the estimated number remains unchanged for a specific period,
the lower limit of the room status is raised to a value that is greater than the active
threshold, i.e., the estimated number can only increase. In this stage, our algorithm
can perform a more stable estimation because people will not disappear when the
door does not open.However, the algorithm should allow the increase in the estimated
number because, in the refresh stage, some motionless/sleep inhabitants may have
been ignored and the corresponding room statuses are falsely decaying to 0.

A parameter called Refresh Stage Duration is set to switch the algorithm from the refresh
stage to a stable stage. The diagram of our two-stage process is shown in Figure 7.

Figure 7. Diagram of the Two-stage Process: The algorithm starts, and after the Refresh Stage
Duration, the algorithm switches to the stable stage.

Because smart home systems need to run for months, our proposed algorithm also
needs to run for a long time. To avoid accumulated errors for the house status and
people number estimation, the algorithm needs to be restarted regularly. The length of
the Refresh Stage Duration has been tuned on the field, and the results are shown in the
experimental section.

4. Results

Our approach has been validated in a domestic environment equipped with smart sensors
using the BRIDGe platform [52]. Data have been recorded for 14 days in a house with four
people (a family with two adult children). In the apartment, there are frequent guests, especially
from Friday to Sunday (typically in the evening). Six is the maximum number of people at a
Saturday dinner (on the other days, the typical number is less or equal to four).

4.1. House Layout and Sensor Setting

Figure 8 shows the layout of the house. It includes a kitchen (open view), a living
room, two bathrooms, three bedrooms, and a corridor. The corridor connects bedrooms,
bathrooms, and the living room. The entrance door of the house is in the living room.
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Figure 8. The Layout of Smart Environment with PIR sensors positions. The positions of the PIRs are
highlighted with red circles in the pictures of the rooms. On the map represent, they are positioned in
corresponding of the red circles, while the red sectors indicate the general direction of the sensors’
sensing areas, not the actual sensing range.

The apartment is instrumented with one PIR per room (therefore eight PIRs) and a
contact sensor on the main door. Data are collected by the FIBARO control unit (model
HC2); all FIBARO sensors, Z-Wave protocol (868 MHz), are mesh networked to the FIBARO
control panel. It is worth noting that the WiFi (there is a connection in the apartment) and
Z-Wave connection do not interfere because they operate on different frequencies. Data
transmission from the central unit to the cloud operates by events. Whenever a sensor
changes state (the state—ON or OFF—and time in which the state change occurred),
the record related to the sensor (SensorID, State, Time) is sent to the cloud. The PIRs are
FIBARO Motion Sensors, type FGMS-001 (multi-sensor: PIR, vibration, temperature, and
light), configured as follows: 2 s blocking time, 2 moves sensibility (number of moves
required for the PIR sensor to report motion), and 12 s window time (period of time during
which the number of moves must be detected for the PIR sensor to report motion). The
PIRs are sensitive to direct sunlight. The PIRs were put in a condition not to be directly
affected by the sun. There are no other particular and critical situations to take into account.
The PIRS in the bathrooms are positioned far from water. By construction, they tolerate
humidity; this characteristic is particularly important in Bathroom Small, where a shower
is present and where it is possible to detect variations of 30% RH when taking showers
in winter. Possible overlap cases exist in this smart environment as shown in Table 2.
As described in Section 3.2.2, OT rooms are the correct rooms to be considered when the
person is in the overlap area. For example, the first line indicates that when the person is in
the corridor, there is an area where they may also be detected by the living room sensor.
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Table 2. Possible Overlap Cases in Validation Dataset.

Number of Case OT Room of Case OF Room of Case

1 Corridor Living Room
2 Bedroom L Living Room
3 Bathroom Big Corridor

There are four permanent residents, and they have private environments. In particular,
there are two single rooms (Room person A and Room person L) and one master bedroom
(Room persons F and S). Bathroom Big is used mainly by A, L, and F, while Bathroom Small
is used mainly by S. In Bathroom Small, there is a shower used by all four family members.
In the living room, there are two sofas and a television; there is no table. The table is
only in the kitchen. For the ground truth, the arrival and leaving of people have been
recorded manually, including in/out events, the change of people number, and the time
when they were in or out. The time has been recorded manually and accurately (hours
and minutes). The total people number changes when the door is opened; then, it may
be distributed in different ways in the different rooms. Because the record of the contact
sensor installed at the door is accurate to seconds, we used it to align the in/out time to
reach second-level accuracy.

4.2. Indicators Design

To measure the performance of our approach, two kinds of indicators have been
considered: the accuracy of the number of people and the stability of the number change.

4.2.1. Accuracy Design

The accuracy represents the percentage of the time with a correct estimation with
respect to ground truth. As shown in Equation (4), TTotalTime is the total time we measured,
and the unit is in seconds.

Accuracy =
∑n

i=0 TPi

TTotalTime
(4)

TTotalTime = t − tbegin (5)

TCorrectEstimate+ = [n̂t = nt]× (t − tprev) (6)

Accuracy is the overall accuracy of the validation dataset. TPi is the total time that the
algorithm makes a correct estimation when the ground-truth number is i. TTotalTime stands
for the total time from which the system begins to the current moment. t and tbegin are
the current timestamp and the moment when the system started, respectively. In the last
equation, n̂t is the estimated people number at the current moment, nt is the true people
number, t is the current time, and tprev is the previous timestamp when the sensor data
have been received.

4.2.2. Stability Indicator Design

Stability can be represented by using the notion of information entropy. The information
entropy is used to measure the uncertainty of inferred numbers. We take the last 10 min of the
inference results to calculate the entropy because the earlier change of numbers may possibly be
caused by people’s movements. The less the entropy, the better the system performance.

Total_Entropy =
∑ Entropy(t)

N
(7)

Entropy(t) = −
max(n̂t)

∑
k=0

(pn̂t=k,tln(pn̂t=k,t)) (8)

pn̂t=k,t =
∑ 1n̂=k
T/Fs

(9)
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Total_Entropy is the average entropy of every moment. N is the total number of
the received data from the validation dataset. Entropy(t) is the calculated entropy in the
10 min before time t. n̂t is the estimated people number at the current moment, pn̂t=k,t is
the probability that the algorithm estimates the people number is equal to k in the 10 min
before time t, T is the sample period, and Fs is the sample frequency; here, we set it to 1 Hz.

Notice that entropy alone is not enough to represent the stability. For example, if there
are two people-counting results, such as (2,1,2,1,2,1) and (2,2,2,1,1,1), they have the same
entropy value, but the former result is worse. Therefore, a measure of the frequency of
changes in the estimated numbers is introduced, called Changecost(). The less the changes
cost, the better the system performance.

Total_ChangeCost = ∑ ChangeCost(t)
N

(10)

ChangeCost(t) =
T

∑
t=0

|n̂t − n̂t−1| (11)

Total_ChangeCost is the average ChangeCost of the whole dataset. ChangeCost(t) is
the calculated entropy in the 10 min before time t.

4.3. Experiment

The final selected parameters are shown in Table 3. The final accuracy result is 86.78%
with about 36,000 sensors data from the eight PIRs and the contact sensors for 14 days.

Table 3. Editable Parameters in the Algorithm.

Editable Parameters Value Editable Parameters Value

Decay Ratio 0.003/s Series Interval 40 s

Additional Decay 0.2/s Door Action Interval 60 s

Active Threshold 0.1 Max Branch Number 50

Overlap Interval 10 s Refresh Stage Duration 300 s

Some examples of the parameter selections are reported next: the first example is the
selection of the Refresh Stage Duration. We took values from 1 to 30 min and tested the
data from the dataset and obtained the result in Table 4. It can be noticed that when the
Refresh Stage Duration is 5 min, the algorithm can reach the highest accuracy of 91.78%,
with acceptable values of the other indicators, such as Entropy and ChangeCost.

Table 4. Parameter Selection of Refresh Stage Duration.

Parameter Values Accuracy Entropy ChangeCost

1 min 56.89% 0.155 0.820

3 min 88.63% 0.169 0.824

5 min 91.78% 0.171 0.882

10 min 89.12% 0.176 0.937

15 min 58.12% 0.213 1.375

20 min 12.17% 0.294 2.225

30 min 10.34% 0.325 2.894

The next example concerns the selection of the Max Branch Number. Similarly, several
values were tested to find out the best value. The results of the tests are shown in Table 5.
From the table, we can see that when the Max Branch Number is set to 30, the algorithm
obtains the best result.
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Table 5. Parameter Selection of Max Branch Number.

Parameter Values Accuracy Entropy ChangeCost

10 49.04% 0.196 1.093

20 73.50% 0.212 1.430

30 84.21% 0.177 1.002

40 81.14% 0.177 0.952

50 81.14% 0.177 0.952

60 83.78% 0.173 0.913

70 81.14% 0.174 0.884

Several ablation studies of the algorithm have been undertaken to compare the perfor-
mance with different methods and settings.

First of all, the validation dataset has been tested without the multi-branch inference
method, i.e., only one inference engine has been used to infer the status of the smart
environment. As shown in Table 6, we can see that the multi-branch method has less
Entropy and ChangeCost than the single-branch method, which means that the estimated
result of the former method is more stable. Moreover, the Accuracy of the multi-branch
method is higher than the single-branch method, by over 10%. Thus, the proposed multi-
branch inference method plays an important role in our algorithm.

Table 6. Comparison of multi-branch method and single-branch method.

Method Accuracy Entropy ChangeCost

Multi-branch Inference 86.785% 0.152 0.757

Single-branch Inference 75.695% 0.160 0.785

In the proposed algorithm, overlap events can be detected and this message can
be used as information to help the inference engine infer the house status. By using
this event detector, the shortcomings of PIR sensors can be remedied. To prove this,
an ablation experiment has been conducted and the result is shown in Table 7. Additionally,
the detection of door actions, including the ‘go in’ and ‘go out’ events, have also been
taken into account. From Table 7, we can see that without detecting the ‘Overlap’ event,
the algorithm obtained a worse result than the proposed method in all the indicators.
The former method regards the false overlapping case of the PIR sensors as real activation
signals, which leads to an incorrect inference of the house status. If the ‘Door Action’ event
detector was forbidden, the algorithm failed to make a correct estimation because the door
action is important for the house status inference.

Table 7. Ablation Study on Event Detection.

Method Accuracy Entropy ChangeCost

Proposed Method 86.78% 0.152 0.757

Without ‘Overlap’
Detector 55.71% 0.172 0.904

Without ‘Door Action’
Detector fail fail fail

4.4. Limitations of the Method

It is worth noting that to detect the right number of people in the apartment, the
following conditions must hold:
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1. The number of people in the apartment is lower than the number n of rooms with a
PIR sensor (or to the number of PIR sensors that cover separate areas). If this is not
the case, the algorithm will identify a number of people that is at most equal to n.

2. The blocking time of the PIR sensors reduces the accuracy of our algorithm, especially
when residents move around quickly and/or frequently; the lower the value, the
higher the accuracy of the proposed method. It is worth noting that the parameters of
the sensors strongly depend on the technology (both for connectivity and detection),
on the chipset, and on the available energy. The latter aspect is the predominant
factor because liveness depends on energy consumption. For example, the Tellur WiFi
motion sensor and Xiaomi Aqara Zigbee have a blocking time of 60 s, the FIBARO
motion sensor Z-Wave—the type used in our case study—has a blocking time that
varies from 2 to 8 s, while for wired sensors, the times are extremely lower, and also
with mixed detection technology (e.g., the Risco BWare DT AM microwave in K band
with PIR).

3. The dynamics of the in/out events from the apartment must be lower than the
dynamics of the movements of the people in the house; if the stationary condition
of the number of people in the rooms is long enough, the algorithm is more likely
to identify the number of people in the apartment. In fact, as the time of the people
staying in the apartment increases, the certainty of the results increases (if they move
among different rooms).

4. People in the apartment do not always move in pairs. If the people move in groups,
the algorithm will not distinguish them from the movement of a single person.

The proposed methodology is general and without any specific needs, excluding those
reported above; the rooms are those of a typical apartment (kitchen, bedroom, bathroom,
etc.), and the limitations are derived from the number of the rooms and their connections.
A studio apartment, for example, is an environment that does not allow, in a non-intrusive
way, to draw much information about the number of people (except for special ‘private’
events, such as the use of the bathroom). Although it is out of the scope of this article,
in some real cases we have been faced with, by increasing the PIR densities in some specific
rooms, they had a ‘complex’ characterization. For example, in an apartment with an open-
space living area gathering, where there is a kitchen, dining table, living room, etc., the area
has been virtually partitioned into sub-units in order to infer where people are moving and
the type of activity they are doing. In these cases (with the limits reported above), it is also
possible to estimate the number of people.

5. Conclusions

In this paper, we presented a people-number estimation algorithm based on non-
intrusive, sparse-distributed sensors data from a multi-resident smart environment with
work on the continuous flow of data generated by the sensors. Estimating the exact number
of people in a family with more than two residents is a difficult task, especially in a sparse-
distributed sensor network where each room has only one binary sensor to detect the
presence of a human. However, the choice for such a setting, which is basic and minimal,
is affordable in practice in many situations. Moreover, having a good, even if not precise,
estimation of the number of people can be sufficient in many real scenarios of older people
living alone at home.

Our algorithm has several advantages: it does not need to learn any data and therefore
can be applied immediately, starting at any time, and only limited information about the
house settings is needed. A good accuracy has been obtained thanks to the representation
of the status of the rooms and the multi-branch inference based on the context.

As future work, we plan to also test other types of sensor data, such as bed/chair sen-
sors, to evaluate the results in motionless situations [55] where no PIR sensors are activated.
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Abstract: Sensor technology that captures information from a user’s neck region can enable a range of
new possibilities, including less intrusive mobile software interfaces. In this work, we investigate the
feasibility of using a single inexpensive flex sensor mounted at the neck to capture information about
head gestures, about mouth movements, and about the presence of audible speech. Different sensor
sizes and various sensor positions on the neck are experimentally evaluated. With data collected from
experiments performed on the finalized prototype, a classification accuracy of 91% in differentiating
common head gestures, a classification accuracy of 63% in differentiating mouth movements, and a
classification accuracy of 83% in speech detection are achieved.

Keywords: wearable computing; interaction design; neck-mounted interface; flex sensor; machine
learning (ML)

1. Introduction

The ever-increasing prevalence of mobile phones, wearable devices, and smart speak-
ers has spurred intense exploration into user interfaces. These new user interfaces need
to address the challenges posed by the ubiquitous interaction paradigm, while having
available the possibilities that these varied smart technologies provide.

Arenas for exploration of mobile user interfaces include improving gesture-based
interfaces to enable interaction in limit mobility settings or by decreasing the social disrup-
tion that is caused by repeated disruptive interactions. Interfaces have been developed that
use the movement of the hands, arms, eyes, and feet.

Touch gesture controls still dominate mobile system interfaces because of the ubiquity
of touch screens [1]. However, the dominant tap, scroll, and pinch gestures have been linked
to repetitive strain injuries on smart phones [2,3]. In addition, they have their limitations
on wearable devices because of the limited screen size and, in turn, the available interface
surface. The gestures on smartwatch screens need to be done with greater precision and
with more constriction of the hand muscles, since the smartwatch screens are significantly
smaller than the smartphone screens.

Voice user interfaces (VUIs) that are used for smart speakers have been another
arena for improvement, with voiceless speech being explored for situations where there is
background noise and for microinteractions.

In this work, we examine the benefits that sensoring the neck can provide within the
breadth of mobile user interfaces. We explore and develop a new user interface for mobile
systems, independent of limb motions. For example, in place of a scroll down, the head
can be tilted forward. In place of a tap, the head can be turned to one side, all with only an
inexpensive sensor affixed to the neck or shirt collar.
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We sensor the neck with an inexpensive and nonintrusive flex sensor and show
the range of interfaces that are possible with the incorporation of this simple wearable
technology into our lives. Our efforts provide a proof of concept that common actions,
such as head tilts, mouth movements, and even speech, can be classified through the
interpretation of the bend angle received from the neck. We explore the size of the flex
sensor and the positioning of the sensor on the neck and use our classification results to
tailor the prototype.

Applications for neck interfaces include use in assistive devices where limb motion is
limited, in gaming and augmented reality systems for more immersive experiences, and in
wearable and vehicular systems where hand and/or voice use is restricted or inconvenient.
Neck interactions expand a user’s bandwidth for information transference, in conjunction
with or in place of the typically saturated visual and the audial channels.

A neck-mounted prototype was designed and developed, as detailed in Section 3. The
system design considered comfort and the range of motion in the neck and upper body.
The form factor and the positioning of the system was finalized to enable the embedding
in clothing, such as in a shirt collar. A range of sensor types, sizes, and positions were
considered and evaluated.

The prototype’s head gesture and position classification accuracy was evaluated for
five different classes of common head tilt positions. These experimental evaluations are
detailed in Section 4. Head tilt classification is important because it enables user interface
input with simple and subtle head gestures.

The encouraging results from the head gesture classification motivated us to explore
more possibilities, including using the prototype for mouth movement and speech clas-
sification. The experimental evaluations of mouth movements and speech classification
are detailed in Section 5. By also incorporating speech and/or mouth movement detection,
head gestures for software interactions can be differentiated from head gestures that arise
during regular conversation.

The main contributions of this work are (1) the development of a neck-mounted
prototype, with an evaluation of sensor types, sizes, and positions; (2) the evaluation of
the prototype’s head-position classification accuracy; (3) mouth movement detection; and
(4) speech detection and classification.

2. Related Work

Interfaces that sense hand and arm gestures are widespread [4], including those that
rely on motion sensors [5–8], changes in Bluetooth received signal strength [9], and light
sensors [10,11]. Interfaces that leverage the movement of the legs and the feet have also
been explored [12,13]. Computer vision-based approaches using the camera to capture
head and body motions [14,15], facial expressions [16], and eye movement [17] also exist.

Detection of throat activity has been explored using different enabling technologies.
Acoustic sensors have been used for muscle movement recognition [18], speech recogni-
tion, ref. [19] and actions related to eating [20–22]. Prior research has been done on e-textiles
used in the neck region for detecting posture [23] and swallowing [24], but those efforts
have relied on capacitive methods that have limitations in daily interactions. Researchers
have explored sensoring the neck with piezoelectric sensors for monitoring eating [25] and
medication adherence [26].

In addition to the neck-mounted sensors systems, there has been an exploration
of actuation at the neck region using vibrotactile stimulation for accomplishing haptic
perception [27–29].

The use of video image processing for speech recognition has been applied to lip
reading [30–32]. More recently, as part of the silent or unvoiced speech recognition research
efforts, mobile phone and wearable cameras have been used for speech classification from
mouth movements. Researchers have used bespoke wearable hardware for detecting
mouth and chin movements [33], or leveraged smart phone cameras [34].
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Electromyography (EMG) has also been used for speech and/or silent speech classifi-
cation. Researchers have used EMG sensors on the fingers placed on the face for mouth
movement classifications [35]. EMG sensoring of the face for speech detection has also
been carried out [36].

Tongue movement has been monitored for human–computer interfaces, including
using a magnetometer to track a magnet in the mouth [37], using capacitive touch sensors
mounted on a retainer in the mouth [38], using EMG from the face muscles around the
mouth [39], and using EMG coupled with electroencephalography (EEG) as sensed from
behind the ear [40]. Detecting tooth clicks has also been explored including a teeth-based
interface that senses tooth clicks using microphones placed behind the ears [41].

Head position classification has been carried out with motion sensors on the head [42],
pairing ultrasound transmitters and ultrasonic sensors mounted on the body [43] and
barometric pressure sensing inside the ear [44].

This work is an expansion on our previously published conference paper [45] that clas-
sified head gestures using on a single neck-mounted bend sensor. In this expanded work,
we look not only at head gesture classification using our neck-mounted sensor interface,
but also at mouth movement classification, speech detection, and speech classification.

3. Prototype

A neck-mounted wearable prototype was developed and used for classifying neck
movement, mouth movement, and speech. The prototype consists of a sensor affixed to
the neck which is connected to a microcontroller. The data collected from the sensor is
wirelessly transferred via Bluetooth by the microcontroller to the user’s paired smart phone.
On the smart phone, the time-series data is in real time filtered, classified, and then used as
input to a software application. Figure 1 provides an overview of the wearable system and
its components interactions.

Figure 1. Prototype system’s component overview, with sensor placed on neck and wearable hard-
ware placed on collar for communicating data to a smartphone for processing and for interfacing
with the application.

E-textile and flex sensors were investigated as potential candidates for the prototype.
E-textiles can be used as capacitive sensors or as resistive sensors. With the capacitive
method, the e-textile worked well as a proximity sensor to detect when the sensor was
near human skin. However, once the sensor was in contact with or in close proximity
of the skin, the sensor data became saturated and did not provide valuable features or
respond to movements. Using the e-textile sensor as a resistive sensor was more successful
in displaying features when actively bending or pulling the material.

The flex sensor proved to be the most appropriate for sensoring the neck. The flex sen-
sor acts as a flexible potentiometer, whose resistance increases as the bend angle increases.
Unlike the e-textile, which did not return to a static level after deformation and was prone
to noise, the flex sensor performed reliably under bending and returned to a stable level
when straight.
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A variety of positions for the sensor around the neck, chin, and side of face were
explored with the neck being the most practical in terms of data collection and ease of wear.

The hardware of the final prototype consists of an inexpensive (approximately
USD 10) flex sensor, whose change in resistance signaled change in the bend of the sen-
sor. The flex sensor was placed against the neck by weaving it under a small piece of paper
that was taped to the neck. An Arduino microcontroller collected and wirelessly transmitted
the data from the sensor to a smart phone for processing and display. Both an Arduino Nano
and an Arduino Mega 2560 were used in the experiments.

A simple moving average (SMA) filter was used to smooth the measured resistance
signal. SMA filters replace the current data value with the unweighted mean of the
k previous points in the data stream, in effect smoothing the data by flattening the impact
of noise and artifact that is outside the bigger trend of the data. As the window size is
decreased, the smoothness of the data is decreased. In this application, a window size that
is too small can result in artifact and/or noise in the time-series data being improperly
classified as a neck movement event. As the window size is increased, the impact of noise
and artifact is also decreased, but the likelihood that relevant information is filtered out
is increased. In this application, with a window size that is too large, there is the risk of
delaying the recognition of neck movement events or even missing the events altogether. A
window size of k = 40 was selected, which roughly maps to one second of data.

4. Head Tilt Detection

In a series of experiments, two types of flex sensors in a variety of positions on the
neck are evaluated to determine the feasibility of differentiating and classifying head tilt
and positioning.

In the experiments conducted, both a short sensor in three different positions and a
long sensor were considered. Each sensor placement and sensor received 10 experiments
per head-tilt with a time duration of 30 s. The tilts were held static for the entire 30 s. For
each experiment, approximately 1100 data points were collected.

4.1. Flex Sensor Types and Placement

Two types of flex sensors are considered: a short sensor and a long sensor. With
the short sensor, three different placements are considered: a low placement, a center
placement, and a high placement. The low placement is at the bottom of the neck, closest
to the collar, as shown in Figure 2a. The center placement is directly over the larynx, at
the middle of the neck, as shown in Figure 2b. The high placement is the top of the throat,
closest to the chin, as shown in Figure 2c. The long sensor spans the three positions along
the neck, from the base of the neck to under the chin, as shown in Figure 3.

 
(a) (b) (c) 

Figure 2. (a) Low, (b) center, and (c) high placement of the short flex sensor along the center line of
the neck.
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Figure 3. The placement of the long flex sensor along the center line of the neck.

4.2. Data Visualization

We visualize here some of the data collected across various placements of the sensors
and for different head tilts. Figures 4–6, respectively, display the collected resistance data
over a 30-s time frame across the first three classes of head tilts, namely down, forward/no
tilt, and up, for each placement of the short sensor, namely low, center, and high placement.
Figure 7 displays the collected resistance data over a 30-s time frame for the long sensor,
across the first three classes of head tilts, namely down, forward, and up. The data
represented has been filtered using a moving average filter.

Figure 4. With low placement of short sensor, head tilt filtered data.

Figure 5. With center placement of short sensor, head tilt filtered data.
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Figure 6. With high placement of short sensor, head tilt filtered data.

Figure 7. With long sensor, head tilt filtered data.

The short, low sensor placement and the long sensor (Figures 4 and 7, respectively)
show the clearest distinction between the three classes. Therefore, the short, low sensor
placement and the long sensor were further evaluated using all five classes of head tilts,
namely down, forward, up, right, left. The collected resistance data over a 30-s time frame
are shown in Figures 8 and 9, respectively.

Figure 8. With low placement of short sensor, head tilt filtered data, with right and left tilts added.
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Figure 9. With long sensor, head tilt filtered data, with right and left tilts added.

4.3. Head Tilt Detection Machine Learning Results

We evaluated the accuracy of classifying a three-class dictionary of head tilts. We then
went on to evaluate the accuracy of classifying an expanded five-class dictionary of head
tilts. The classification results are presented in this subsection.

Three different classical machine learning (ML) classifiers were considered, specifically
logistic regression, SVM, and random forest. The labeled dataset was partitioned into a train
and held-out test set with an 80:20 ratio. To ensure the consistency of the models, a k-fold
cross-validation was performed. A fivefold cross-validation of the train set was performed,
with a random fourth of the examples in the training fold being used for validation during
hyper-parameter tuning. For all the classical ML models, the Scikit-learn library in Python
was used.

All four configurations, i.e., the long sensor and the three (low, center, and high) place-
ments of the short sensor, were evaluated using the three head tilts (down, forward/not
tilt, and up).

Table 1 displays our fivefold accuracy based on the model and placements of the
sensors. In all cases, Logistic Regression was not sufficient in classifying the three-class
dictionary. The short and low sensor placement and the long sensor had the best results.
In both cases, random forest is the best performing model with test accuracies reaching
~83.4% and ~96% for the short, low placement and the long sensor, respectively.

Table 1. Fivefold training, cross-validation, and held-out test accuracy of classical ML models with
different feature sets. The bold font denotes the cases with the highest accuracy for that model. These
results are for the three-class dictionary.

Model
Short Sensor Low
Placement

Short Sensor Center
Placement

Short Sensor High
Placement

Long Sensor

Logistic
Regression

Train 0.744 0.379 0.629 0.603

Validate 0.74 0.379 0.622 0.602

Test 0.76 0.349 0.589 0.608

SVM

Train 0.825 0.594 0.648 0.891

Validate 0.809 0.547 0.612 0.881

Test 0.824 0.555 0.575 0.891

Random Forest

Train 0.955 0.918 0.854 0.989

Validate 0.821 0.665 0.694 0.945

Test 0.834 0.669 0.671 0.960
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To the best performing results, two additional classes were added. The two additional
classes are the user’s head facing right and the user’s head facing left.

Table 2 shows the performance of the short sensor with low placement and the long
sensor when classifying against this five-class dictionary. As with previous results, random
forest had the best performance with a test accuracy of ~83% for the short sensor and ~91%
for the long sensor.

Table 2. Fivefold training, cross-validation, and held-out test accuracy of classical ML models with
different feature sets. The bold font denotes the cases with the highest accuracy for that model. These
results are for the five-class dictionary that includes facing right and facing left.

Model Short Sensor Low Placement Long Sensor

Logistic
Regression

Train 0.734 0.337

Validate 0.733 0.338

Test 0.755 0.363

SVM

Train 0.756 0.869

Validate 0.741 0.812

Test 0.76 0.818

Random Forest

Train 0.956 0.977

Validate 0.824 0.915

Test 0.828 0.91

Table 3 shows the confusion matrix for the short sensor with low placement with the
random forest classifier. The largest source of misclassifications are from the up data points,
with only 65 out of 157 labels predicted correctly.

Table 3. Five-class confusion matrix for the short sensor with low placement. Rows represent actual
class and columns represent predicted class.

Random Forest
Predicated

Down Forward Up Right Left

A
ct

ua
l

Down 259 0 10 0 0

Forward 1 285 40 1 3

Up 25 47 65 15 5

Right 0 0 8 185 18

Left 0 0 3 29 194

Table 4 shows the confusion matrix for the long sensor using the random forest
classifier. With the long sensor, only 17 out of 182 up data points are mislabeled. The largest
confusion is between left and right tilts.

From the confusion matrix the neck gesture language can be created. The most
frequent or the most important gestures can be assigned to the head tilts that achieve the
highest classification accuracy, both in terms of sensitivity and specificity. For example,
the following mapping of neck gestures would be appropriate for the social media app
Instagram. While on their feeds, users would tilt their heads forward to signal scrolling
and would turn their heads to the side, either right or left, to ‘like’ an image.
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Table 4. Five-class confusion matrix for the long sensor. Rows represent actual class and columns
represent predicted class.

Random Forest
Predicated

Down Forward Up Right Left

A
ct

ua
l

Down 202 3 11 0 0

Forward 0 494 2 0 0

Up 17 0 182 0 0

Right 0 0 0 204 49

Left 0 0 0 36 166

5. Speech and Mouth Movement Detection

In this section, we explore a larger range of opportunities that the neck-mounted sensor
can provide in addition to the head gesture detection detailed in Section 4. Section 5.1
addresses speech detection using the prototype, by differentiating speech from static
breathing. Section 5.2 address mouth movement classification, namely the determination of
how many times the mouth has been opened and closed. Section 5.3 tackles the challenging
task of speech classification using only the detection of movement in the neck.

Speech and mouth movement detection provide contextual information that can be
used to trigger or to mute the head tilt interface. For instance, if the system detects that the
user is talking, then the user’s head tilts are not relayed to application software.

5.1. Speech Detection

Figure 10 shows an example sensor reading from static breathing and from talking,
specifically saying ‘hello’, on the same graph. The visualization demonstrates that the
presence of speech can potentially be differentiated from static breathing using only the
data collected from the flex sensor on the neck-mounted prototype.

Figure 10. Sensor readings from static breathing and saying ‘hello’.

Using the neck-mounted prototype, an experiment was conducted to see if static
breathing can indeed be differentiated from speech. Three-second-long samples with the
prototype’s flex sensor were collected of both static breathing and of saying ‘hello’. A total
of 60 samples, 30 of each class, were collected. The samples were classified using K-nearest
neighbors (k-NN) with dynamic time warping (DTW), with k set to 3.

Dynamic time warping measures the similarity between two time-series signals, which
may vary in speed and in length. It calculates the minimal distance between the signals
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allowing for warping of the time axis, with similar signals having lower cost than dissimi-
lar signals.

Each test signal is compared against all the training signals, and the DTW cost between
the test signal and each training signals is calculated. The DTW cost of the k nearest
neighbors, i.e., most similar training signals, is then used to classify the signal.

Table 5 shows the confusion matrix for the classification results. The overall accuracy
of the classification was 83.3% with 3 of the 30 talking samples misclassified as breathing.

Table 5. Two-class confusion matrix for static breathing and talking. Rows represent actual class and
columns represent predicted class.

Predicated

Static Breathing Talking

A
ct

ua
l

Static Breathing 23 7

Talking 3 27

5.2. Mouth Movement Classification

In another experiment, the classification of mouth movements without the generation
of any sound was examined. The mouth was opened and closed without sound being
generated. It was a four-class dictionary, with static breathing (no mouth movement),
opening and closing of the mouth once, opening and closing of the mouth twice, and
opening and closing of the mouth three times.

Three-second-long samples with the prototype’s flex sensor were collected with a total
of 60 samples, 15 of each class. The samples were classified using K-nearest neighbors
(k-NN) with dynamic time warping, with k set to 3.

Table 6 shows the confusion matrix for the classification results. The overall accuracy
of the classification was 67.5%. The classification of static breathing resulted in most of the
misclassifications. By considering sample’s peak-to-valley amplitude, this misclassification
can be decreased.

Table 6. Four-class confusion matrix for mouth movements. Rows represent actual class and columns
represent predicted class.

Predicated

Breathing One Cycle Two Cycles Three Cycles

A
ct

ua
l

Breathing 2 3 3 12

One cycle 0 19 1 0

Two cycles 0 7 13 0

Three cycles 0 0 0 20

5.3. Speech Classification

The final experiments explored speech classification. Two different experiments of
speech classification were carried with each having a set of four different sentences or
phrases being spoken with the prototype affixed to the neck and the bend sensor capturing
the neck activity.

For each of the two experiments, three-second-long samples with the prototype’s flex
sensor were collected. For the first experiment with sentences, a total of 40 samples were
collected, 10 of each class. The sentences used in the experiments were “I am a user who is
talking right now”; “This is me talking with a sensor attached”; “Who am I talking to at this
very moment?”; and “Can you recognize what I am saying while attached to a sensor?” For
the second experiment with famous idioms, a total of 80 samples were collected, 20 of each
class. The idioms used in the experiment were “a blessing in disguise”; “cut somebody
some slack”; “better late than never”; and “a dime a dozen.” The samples were classified
using K-nearest neighbors (k-NN) with dynamic time warping, with k set to 3.
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Tables 7 and 8 show the confusion matrices for the classification results for the
two experiments, respectively. The overall accuracy of the classification was 62.5% and
32.5%, respectively.

Table 7. Four-class confusion matrix for spoken sentences. Rows represent actual class and columns
represent predicted class.

Predicated

“I Am . . . ” “This Is . . . ” “Who . . . ” “Can You . . . ”

A
ct

ua
l

“I am a user who is talking right now.” 0 9 1 0

“This is me talking with a sensor attached.” 0 10 0 0

“Who am I talking to at this very moment?” 0 4 6 0

“Can you recognize what I am saying while
attached to a sensor?” 0 0 1 9

Table 8. Four-class confusion matrix for spoken phrases. Rows represent actual class and columns
represent predicted class.

Predicated

“A Blessing in
Disguise”

“Cut Somebody
Some Slack”

“Better Late than
Never”

“A Dime a
Dozen”

A
ct

ua
l

“A blessing in disguise” 0 0 14 6

“Cut somebody some slack” 0 2 1 17

“Better late than never” 0 0 19 1

“A dime a dozen” 0 0 15 5

6. Discussion

The experiments with sensor data captured from the neck-mounted prototype show
that the short sensor with low placement on the neck and the long sensor had the best
results. For a three-class dictionary of head tilts, random forest is the best performing
model with test accuracy of ~83.4% for the short sensor with low placement and ~96% for
the long sensor. For a five-class dictionary of head tilts, random forest again had the best
performance with a test accuracy of ~83% for the short sensor with low placement and
~91% for the long sensor.

Movements farther from the neck were also successfully detected and classified. Sensor
data captured from the neck was able to differentiate speaking from static breathing, with
~83% accuracy. The presence and the number of mouth movements was classified with
~68% accuracy. Speech classification was more challenging, achieving up to 62.5% accuracy
in differentiating spoken sentences from a four-class dictionary.

7. Conclusions

In this work, we show that subtle neck tilts, mouth movements, and speech can be
detected and classified using an inexpensive flex sensor placed at the neck, and thus can
prove to be enabling technology for use in software interfaces.

A flex sensor incorporated into a shirt collar or as part of a necklace opens new
possibilities for software interaction. The accuracy of the classification of head tilts and
their socially undisruptive nature makes head tilting a good option for signally software
micro-interactions. For example, a tilt of the head can dismiss a smartwatch notification.

As head gestures can be made during the course of natural speech, the detection of
speech and mouth movements allows for the interface to be tailored to times when a person
is not speaking and thus improve the interface with greater context awareness.
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Abstract: The linguistic and social impact of multiculturalism can no longer be neglected in any
sector, creating the urgent need of creating systems and procedures for managing and sharing cultural
heritages in both supranational and multi-literate contexts. In order to achieve this goal, text sensing
appears to be one of the most crucial research areas. The long-term objective of the DigitalMaktaba
project, born from interdisciplinary collaboration between computer scientists, historians, librarians,
engineers and linguists, is to establish procedures for the creation, management and cataloguing of
archival heritage in non-Latin alphabets. In this paper, we discuss the currently ongoing design of an
innovative workflow and tool in the area of text sensing, for the automatic extraction of knowledge
and cataloguing of documents written in non-Latin languages (Arabic, Persian and Azerbaijani). The
current prototype leverages different OCR, text processing and information extraction techniques
in order to provide both a highly accurate extracted text and rich metadata content (including
automatically identified cataloguing metadata), overcoming typical limitations of current state of
the art approaches. The initial tests provide promising results. The paper includes a discussion of
future steps (e.g., AI-based techniques further leveraging the extracted data/metadata and making
the system learn from user feedback) and of the many foreseen advantages of this research, both from
a technical and a broader cultural-preservation and sharing point of view.

Keywords: digital libraries; minority languages; humanistic informatics; computer archiving;
intercultural communication

1. Introduction

Since 1700, when the difficulty of establishing a stable system of norms arose, Europe
has been studying the management and cataloguing of documentary heritages. Organic
codes were devised for catalog compilation in several countries between the 1800s and
1900s, and worldwide agreements were established to create a common system of de-
scriptive cards. The need to manage multimedia content today imposes new and urgent
demands: creating systems and procedures for managing and sharing cultural heritages
in both supranational and multi-literate contexts. This is the challenging scenario of the
recently started DigitalMaktaba (in Arabic, the word maktaba is derived from the root k-
t-b which originates the words: kitāb (“book”), kutub (“books”), kātib (“writer”), kuttāb
(“writers”, also “Koranic school”) and so on. The prefix ma- indicates the place where
something is found or carried out; therefore, maktaba literally means: the “place where
books are found”, “library”) project, born from the collaboration between computer scien-
tists, historians, librarians, engineers and linguists gathered together from the mim.fscire

Sensors 2022, 22, 3995. https://doi.org/10.3390/s22113995 https://www.mdpi.com/journal/sensors95



Sensors 2022, 22, 3995

start-up, the University of Modena and Reggio Emilia (UniMoRe) and the Fondazione per
le Scienze Religiose (FSCIRE), leader institution of the RESILIENCE European research
infrastructure on Religious Studies (ESFRI Roadmap, 2021). The intersection of the knowl-
edge of religious studies, digital humanities, corpus linguistics, educational studies and
engineering and computer science guarantees a broad reflection on various aspects re-
lated to the design theme: technological, ethical, cultural, social, economic, political and
religious. This synergy between academic and extra-academic science-sector skills and
varied professional experience is fundamental to effectively address the challenges that
a technologically advanced, multicultural and historically rich community, such as the
European one, poses in the field of the conservation and enhancement of one’s own cultural
heritage. The long-term objective is to establish procedures for the creation, management
and cataloguing of librarian and archival heritage in non-Latin alphabets. In particular,
the project test case is the large collection of digital books made internally available by the
“Giorgio La Pira” library in Palermo, which is a hub of FSCIRE foundation, dedicated to
history and doctrines of Islam. Documents such as these pose a number of non-trivial issues
in their computer-assisted management, especially optical character recognition (OCR) and
knowledge extraction, since their texts are presented in several non-Latin alphabets (in
particular, Arabic, Persian and Azerbaijani) and, for each alphabet, in multiple characters,
also in a single work (see Figure 1 for a sample).

Figure 1. A sample frontispiece with multiple Arab characters.

DigitalMaktaba focuses on innovative solutions in the context of digital libraries,
providing several techniques to support and automate many of the tasks (OCR, linguistic-
resource linking, metadata extraction, and so on) related to the text sensing/knowledge
extraction and cataloguing of the documents in a multi-lingual context. Even if the text
sensing/OCR/machine-learning research area is in general very active concerning Latin
script documents [1,2], up to now only few projects (e.g., [3–5]) have been proposed in
the state of the art research for the curation of new and innovative digital libraries in the
considered Arabic-script languages; furthermore, most of them require consistent manual
work and none of them returns rich information and metadata beyond the extracted text.
However, we deem that the linguistic and social impact of multiculturalism can no longer
be neglected in any sector. Until a few years ago, only few highly specialized libraries
possessed texts in non-Latin alphabets; now, even the smallest ones must adapt acquisitions
to the needs of culturally heterogeneous users and are often unable to do so due to the
difficulty of managing this data. Hence, the urgency of a global sharing of multicultural
heritages.

The present work extends our previous paper [6] in several directions and discusses the
currently ongoing design of an innovative workflow and tool for the automatic extraction of
knowledge and cataloguing of documents written in non-Latin languages, and in particular
for the Arabic, Persian and Azerbaijani languages. The Material and Methods section
(Section 3) presents an overview of the tool that is being developed, whose information-
extraction pipeline (Section 3.1) smartly combines the output of several techniques that are
described in detail, with special emphasis on the text-sensing aspect:
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• Text extraction, leveraging and combining the output of the best-performing OCR
libraries in order to extract text information in a more accurate and uniform way than
current proposals;

• Metadata enrichment, enabling to automatically capture useful metadata: (a) syn-
tactic metadata, including text-regions information (improved w.r.t. the state of the
art approaches by means of a newly proposed text-region numbering and merging
approach), identified language(s) and character(s), text size and position on page,
and the self-assessed quality of extraction through an ad-hoc metric; (b) linguistic
metadata, including links to external linguistic resources providing useful information
such as word definitions for further (semantic) processing; and (c) cataloguing metadata,
through a novel approach for automatic title and author identification in a frontispiece.

Besides information extraction, which is our current focus, we also take a look
(Section 3.2), for the first time, at the data-management foundations enabling convenient
and efficient access to the stored data and simple data exchange. Results (discussed in
Section 4) include a look at the user interface and overall functionalities of the current
prototype incorporating the above-described techniques, and several preliminary evalu-
ation tests. The tests, performed on a subset of our use case dataset provide promising
results on the effectiveness of the text, text-regions and cataloguing-metadata extraction,
also w.r.t. the state of the art techniques. Generally speaking, the tool already overcomes
typical limitations of current proposals, including uneven performance/limited support for
different languages/characters, difficulties in automating batch extraction and very limited
additional metadata availability.

The discussed techniques and their rich metadata output will be the groundwork for
the complete semi-automated cataloguing system we are aiming to obtain, whose future
steps, including intelligent and AI-based techniques providing even greater assistance to
the librarian and incremental learning with system use, are discussed in Section 4.3. The
paper is complemented by a detailed discussion of the state of the art research (Section 2).
Finally, Section 5 concludes the paper by detailing some of the many foreseen advantages
of this research, both from a technical and broader cultural point of view. In short, we
hope this research will ultimately help in preserving and conserving culture, a crucial task,
especially in this particular and interesting scenario, and to facilitate the future consultation
and sharing of knowledge, thus encouraging the inclusiveness of the European community
and beyond.

2. Related Works

In this section, we discuss related works by specifically focusing on projects that have
been proposed for the curation of digital libraries in Arabic-script languages (Section 2.1).
We also specifically examine what is available on the text sensing/extraction front, always
in Arabic script (Section 2.2). We conclude the section by comparing the features of the
DigitalMaktaba proposal to existing state of the art techniques, specifically identifying the
innovative aspects (Section 2.3).

2.1. Projects and Proposals for the Curation of Digital Libraries in Arabic-Script Languages

From an academic point of view, even though the information-retrieval and text-
extraction/sensing fields on Arabic scripts have made huge strides in the last decades,
there have been not many projects aimed at exploiting them for the curation of new and
innovative digital libraries. In 2009 the Alexandria library announced the creation of the
Arabic Digital Library as a part of the DAR project (Digital Assests Repository), with text-
extraction tools for Arabic-language characters implemented with a high accuracy, despite
being designed only for extracting short information in the text [7]. In addition, worth
mentioning here are more recent projects concerning the digitization and the building of
Arabic and Persian texts corpora. The first example is represented by the Open Islamicate
Text Initiative (OpenITI) [3], which is a multi-institutional effort to construct the first
machine-actionable scholarly corpus of premodern Islamicate texts. Led by researchers at
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the Aga Khan University International (AKU), University of Vienna/Leipzig University
(LU), and the Roshan Institute for Persian Studies at the University of Maryland, OpenITI
contains almost exclusively Arabic texts, which were put together into a corpus within
the OpenArabic project, which was developed first at Tufts University in the frame of
the Perseus Project [8] and then at Leipzig University. The main goal of OpenArabic is
to build a machine-actionable corpus of premodern texts in Arabic collected from open-
access online libraries such as Shamela [9] and the Shiaonline library [10]. From this
important partnership, two other interesting projects have been developed: KITAB [4]
at the AKU and the Persian Digital library (PDL) at the Roshan Institute for Persian
Studies [5]. The first one provides a toolbox and a forum for discussions about Arabic
texts and its main goal is to research relationships between Arabic texts and discover
the inter-textual system laying underneath the Arabic rich textual tradition. The PDL
project is part of the larger Open ITI project and is focused primarily on the construction
of a scholarly verified and machine-actionable corpus. PDL has already created an open-
access corpus of more than 60,000 Persian poems collected from the Ganjoor site [11]
and then integrated with a lemmatizer [12] and a digital version of the Steingass persian
dictionary [13]. Another similar project is Arabic Collections Online (ACO), another multi-
institutional project between NYU, Princeton, Cornell, and the American University of
Cairo and Beirut in collaboration with the UAE National Archives and the Qatar National
Library (QNL). It provides a publicly available digital library of Arabic language content.
ACO currently provides digital access to 17,262 volumes across 10,148 subjects drawn from
rich Arabic collections of distinguished research libraries [14]. It aims to digitize, preserve,
and provide free open access to a wide variety of Arabic language books in subjects such
as literature, philosophy, law, religion, and more. Although of a different kind, we would
like to mention a few other important projects focusing on the digitization of Arabic and
Persian manuscripts that involve handwritten-text recognition (HTR), such as The British
Library projects [15,16] with the partnership of the Qatar National Library (Qatar Digital
Library) [17] and the Iran Heritage foundation [18].

DigitalMaktaba has a number of significant differences and innovative aspects w.r.t.
all the above mentioned approaches; these will be discussed in Section 2.3.

2.2. Text Sensing/Extraction/OCR in Arabic-Script Languages

Talking more specifically about text sensing and OCR, one of the areas where the
first steps in DigitalMaktaba are being performed, we can distinguish between research
projects and publicly available tools. From a research perspective, Arabic-script OCR is
not an easy topic, since many issues have to be dealt with, including character skewing,
the noisy structure of the titles and the presence of diacritical marks (vowels) mixing
with diacritical dots. Studies on hidden Markov models (HMM) such as al-Muhtasib [19]
have given good results on character variation. Obaid [20] proposed a segmentation-free
approach for the recognition of naskh, derived from the verb nasakha “to transcribe, to copy,
(to abrogate)”, one of the most popoluar forms of Arabic script: now, more Qurans are
written in naskh than in all other scripts combined. Popular for writing books because of
its legibility and adapted for printing, it is still the most common font in printed Arabic.
The model is extensible, robust, and adaptive to character variation and to text degradation.
The use of symbolic AI combined with algorithms (such as the C4.5 algorithm) has shown
high tolerance to noisy documents with a high training speed [21]. In more recent times,
contour-based systems for character recognition have been proposed. As shown in the
study of Mohammad [22], the systems demonstrate robustness to noise resulting in high
average recognition accuracy. Other works have targeted the difficulties posed by Arabic
or Persian manuscripts when disentangling overlapped characters that cause diacritic
points to nudge forward (right to left) their original position, creating recognition errors
or failure. Many attempts have been made to provide useful algorithms able to recognize
the slanting and overlapping script typical of the Arabic handwritten script (in particular
nasta’lı̄q) [23]. Different typologies of neural networks (NN) have been indagated, such as
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the simple artificial neural network (ANN) [24], bidimensional long-short memory (BLSTM)
and recurrent neural network (RNN), sometimes implemented with some HMM [25]. In
addition, different ML techniques have been implemented, such as K-means or K-nearest
neighbour (KNN), in order to cluster diacritical dots and segment different characters in a
proper way. Persian-manuscript recognition has also been an active field of studies. Early
in 1997, Dehgan and Faez extracted images utilizing Zernike moments, pseudo-Zernike
and Legendre moments [26]. By using an ART2 neural network they obtained very good
results. Mowlaei developed a recognition system of Persian digits and characters by using
Haar wavelet to extract features and then insert them into an NN [27]. A different approach
is represented by fuzzy logic, particularly indicated in ambiguous contexts. Linguistic
fuzzy models have demonstrated robustness to Persian script manuscripts variations [28].
More recently, RNN and Deep NN has been introduced along with new segmentation
techniques [29] or architectures such as DensNet and Xception [30].

While the above works are certainly interesting, they often do not offer publicly
available OCR tools. Therefore, we will now focus specifically on publicly available
OCR libraries supporting the required languages. Among the free and open source
ones, there are systems such as Tesseract (Available online: https://github.com/tesseract-
ocr/tesseract (accessed on 4 February 2022)), EasyOCR (available online: https://github.
com/JaidedAI/EasyOCR (accessed on 4 February 2022)), GoogleDocs (available online:
https://docs.google.com (accessed on 4 February 2022)) and Capture2Text (available on-
line: http://capture2text.sourceforge.net/ (accessed on 4 February 2022)). While certainly
a good starting point, these systems have a number of drawbacks that will be discussed in
Section 2.3. Regarding metadata extraction, the most notable multilingual resources sup-
porting the considered languages are the Open Multilingual WordNet thesauri (available
online: http://compling.hss.ntu.edu.sg/omw/ (accessed on 9 February 2022)), including
Arabic and Persian WordNet (see Section 3.1 for more details).

2.3. Comparison and Discussion of Innovative Aspects of DigitalMaktaba w.r.t. State of
the Art Techniques

Let us now consider the specific contributions of our proposal w.r.t. state of the art
techniques, discussing their innovative aspects.
Overall workflow and tool aim and context. As seen in Section 2.1, not so many projects
have been proposed in this context; in any case, all the projects that we have mentioned
target only a part of the languages considered in DigitalMaktaba and aim at the pure
digitization of a (smaller) library of books, often with consistent manual work. To give
just a brief example, the Italian National Librarian System (SBN) does not provide the
opportunity to insert metadata in non-Latin alphabets, thus relying heavily on ineffective
transliteration systems, which seems to be in contrast to the adjustments that other countries
are preparing and to the standards dictated by the International Standard Bibliographic
Description (ISBD). Instead, DigitalMaktaba includes:

• Multiple languages: the presented innovative workflow and tool works in the Arabic,
Persian and Azerbaijani languages, which have not been considered together in
other works;

• A larger size: the project is aimed at the creation of a very large digital library (300,000+
books, much more than other projects, which are aimed at thousands of books at
most), thanks also to the innovative automation features which are not present in the
discussed other projects (see below);

• Non-Latin alphabet metadata: the automatically extracted metadata, besides being very
rich (see points below), contribute to the creation of a digital library integrated with
SBN without relying on transliteration (in contrast to the cited state of the art projects).

Text-extraction approach. Regarding text extraction, we have seen in Section 2.2 that, even
if some approaches are available in the literature for the considered languages, they are very
specific since they do not target all the languages involved in DigitalMaktaba, and, most
importantly, they are not publicly available and therefore impossible to be experimentally
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compared. Concerning the discussed publicly available libraries, considered alone they do
not always offer consistent and high-quality results on all the required languages; moreover,
many require manual work (batch process is not always possible). Therefore, the novel
combined approach we propose in DigitalMaktaba exceeds the scope of the best-performing
free libraries and combines/enriches their features (see Section 3.1) in order to obtain a
completely automatic system producing high-quality outputs:

• Better effectiveness: thanks to the proposed text and text-regions extraction approaches,
the achieved effectiveness is better than the state of the art techniques (see tests in
Section 4);

• Across all considered languages: in contrast to the discussed OCR libraries, all the con-
sidered languages are automatically identified without manual work and supported
without uneven performance issues.

Metadata-extraction approach. Automatic metadata extraction is a unique feature w.r.t.
the approaches discussed in Sections 2.1 and 2.2, which are aimed at pure text extraction
and (possibly) manual metadata entering. Instead, DigitalMaktaba offers:

• Rich metadata: syntactic, linguistic and cataloguing metadata are extracted and stored
for each new processed document;

• Automated extraction: the metadata extraction is a fully automated process, including
the identification of title and authors, which in state of the art projects (Section 2.1) is
performed as a time-consuming manual activity.

Proposed tool: batch automation, data management and UI. Further innovative aspects
are the following (we are not aware of similar features in the discussed works):

• Flexible data management: the system can, at any time, access the data stored in a
standard DBMS and convert the bibliographic information toward most desired
outputs;

• Less manual work: the extraction pipeline and associated UI features help users in
performing less manual work, fully automating batch text and metadata extraction
(for instance, the discussed OCR libraries do not support this when working with
multiple languages).

3. Materials and Methods

The information-extraction/text-sensing process we propose is depicted in Figure 2
and is divided into three steps, for which we will now give an overview: document prepro-
cessing, text extraction and metadata extraction. Even if the current phase of the project is
particularly focused on title pages elaboration, the described approach is sufficiently gen-
eral for any kind of documents/page; in particular, it is devised so as to provide, for each
processed page, information about the identified text regions, the contained text in the
best-possible quality and a number of associated metadata.
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Information extraction / text sensing pipeline

Document pre-processing Text extraction Metadata enrichment
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Figure 2. The information-extraction/text-sensing pipeline of the proposed approach: first, docu-
ments are pre-processed in order to identify their language and submit them to the available OCR
engines (left box); then, text extraction is performed, where OCR raw data is processed and evaluated
and the text-region extraction, renumbering, merging and fusion approaches are performed (center
box); finally, syntactic, linguistic and cataloguing metadata is sensed (right box). Detailed descriptions
of the different phases are available in Section 3.1.

See Section 3.1 for more details on the processing steps.
Document preprocessing. In the first step the documents are classified into digitized or non-
digitized ones. As non-digitized documents do not provide editable text, OCR approaches
must be used in order to extract image content (for most-complex case, on which we focus
in this paper; for digitized documents, the text is directly extracted and processing goes on
to the subsequent steps). To enable effective OCR processing, but also successive metadata
extraction, it is necessary to detect in advance the language(s) of the text; in contrast to
many state-of-the-art systems, this process is completely automated, then the document is
processed by means of several OCR engines, returning a preliminary output which will be
processed and merged in the subsequent step.
Text extraction. In the second step, the raw output of the OCR engines is analyzed, elab-
orated and smartly merged in order to extract: (a) for each document page, the different
text regions present in it (for instance, a large central text region containing the document
title, and so on, a feature that is crucial for automatic cataloguing); (b) for each text region,
the contained text with the best-possible quality. The above points require to solve a number
of technical issues, including identification and linking of the different text regions among the
output of the different systems (for (a)) and definition/exploitation of a quality-evaluation
metric enabling the choice/merge of the best text output (for (b)) (see Section 3.1).
Metadata enrichment. Eventually, the output is enriched with additional metadata in-
formation, going beyond typical state-of-the-art tools: (i) syntactic metadata, i.e., text-
regions information, identified language(s) and character(s), text size and position on
page, and self-assessed quality of extraction; (ii) linguistic metadata, i.e., links to external
linguistic resources; and (iii) cataloguing metadata, i.e., automatically extracted author and
title information (see Section 3.1 for details on their extraction).

3.1. Text-Sensing Aspects: Information Extraction

We will now provide more details of the techniques used in the information-extraction
steps and the implementation choices behind them. In order to better understand their
rationale, we will first of all discuss the preliminary exploratory analyses that were per-
formed on the OCR systems identified in the state-of-the-art approaches and are to be
exploited in the processing.
Analysis and selection of OCR libraries. Evaluating the best state-of-the-art libraries (and
their strengths/weaknesses) on which to base document processing was crucial to define
pipeline implementation. In order to reach this aim, we selected a subset of 100 sample
documents from the La Pira digital archive, chosen so as to be representative of different
languages and characters involved (we will also exploit this subset in the preliminary
evaluation of the system compared to state of the art, discussed in Section 4.2). Then, we
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manually applied several available OCR libraries (including the ones cited in the related
work discussion) to test their features and quality. The first filter that allowed us to discard
some libraries was the supported language: we eliminated from the choice the libraries
that do not support the languages of our interest. Furthermore, we decided to focus on
open-source systems, which allowed us to discard many other items from the list. Other
tools were discarded as academic projects still under development or carried out at an
amateur level that did not seem to suit our purpose. In the end, we selected three libraries:
GoogleDocs (and in particular its OCR features when importing documents), EasyOCR
and Tesseract.

For testing text-extraction effectiveness, we defined an ad-hoc evaluation framework
by taking into account: (a) the quality of the output (oq, range [0–2]) as quantified by
linguistic experts; (b) the quality of the input (iq, range [0–2], taking into account the
document scan quality/resolution). Since typical OCR evaluations (including accuracy) are
not suited to the above requirements, we defined two ad-hoc quality metrics that, from two
different points of view, depend on the quality of the documents and also have a strong
dependence on expert feedback:

• qdiff (range [−2, 2]), expressing whether the output is in line (0), superior (positive
values) or inferior (negative values) to the input quality;

• qscore (range [1, 5]), expressing the quality of the result of the OCR system given the
input quality.

The specific definitions are the following:

qscore =

{
5 − ((2 − oq) ∗ (iq + 1)) if oq �= 0,
1 otherwise,

(1)

qdiff = oq − iq (2)

While Equation (2) is quite straightforward, the idea behind Equation (1) is to subtract
from the best score a penalization that is the more pronounced the higher the input quality
and the lower the obtained output quality. The performed tests (whose numerical results
will be summarized in Section 4.2 in comparison with our proposal) highlighted several
critical issues in available OCR libraries, with each one having its strengths and weaknesses.
On one hand, Tesseract and EasyOCR are capable of extracting a few portions of text with
medium quality, and they are among the few to return some metadata (limited to the
position of the text in the original image, even if not very precise for Tesseract); on the other
hand, they require manual specification of the language before processing. GoogleDocs
provides automatic language identification and better output quality; however, at the same
time, its output is devoid of metadata. The overall processing pipeline combines such
libraries in a new and more comprehensive approach, satisfying our goals for a rich and
high-quality output without the need of manual intervention.
Combined approach, language identification. On the basis of the technical strengths and
weaknesses of the various libraries, specific choices were made to make them work together
in an automated way. As to language identification, the documents are first processed with
GoogleDocs, whose output is used to obtain the language via GoogleTranslate, then this
information is passed to EasyOCR and Tesseract for further processing.
Text (and text-regions) extraction. As to text region identification and text extraction, we
devised a way to exploit both GoogleDocs (in many cases superior) OCR quality and
the other libraries richer output (including text position on the page): for each page,
(i) the page is processed in EasyOCR, Tesseract and GoogleDocs in parallel; (ii) from
the libraries providing approximate text-region metadata (specifically, EasyOCR, since
Tesseract metadata are not sufficiently precise), text-region information is extracted; (iii) text
regions are renumbered and merged by means of ad-hoc techniques; (iv) each of the
identified regions is “linked” to the text output from the different libraries (including those
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not supporting region identification, i.e., GoogleDocs); and (v) the best output for each of
the regions is selected.

Point (iii) will be described in detail in the following subsection. In order to perform
point (iv), the text for each of the regions (from EasyOCR) is compared to (parts of) the raw
text obtained from GoogleDocs and Tesseract by means of the edit distance metric: in this
way, each sentence (or group of sentences) can be associated to the belonging region. As to
point (v), automatic quality evaluation is performed by means of a simple metric wcount
defined with the aid of the external linguistic resources. Furthermore, wcount simply
corresponds to the count of existing words present within the results of the considered
multilingual corpora (Open Multilingual WordNet and others as described in the linguistic
metadata description); for each region, the output having the higher wcount is selected.
Text (and text-regions) extraction: text-region renumbering and merging. Text regions
(which we will now call boxes, for simplicity) are crucial to the subsequent processing and
user-interaction steps; in particular, it is essential to: (a) have them numbered in a way that
reflects the logical flow of information; (b) avoid excessive fragmentation (e.g., multiple
boxes for information that has to be considered as one piece of text). Unfortunately,
due both to the specific complexities given by the considered languages and the often
suboptimal quality of the available document images, even the raw output of OCR libraries
most suited to box metadata extraction (in our case, EasyOCR) does not meet the above
requirements, for instance, fragmenting text into too many boxes and not correctly ordering
them following the Arabic right-to-left convention. For this reason, we devised a text-region
renumbering and merging phase that proceeds following these steps (see also Abbreviation
part for an overview of the used abbreviations):

• Horizontal grouping: first of all, the boxes of a page are grouped into horizontal
groups following a horizontal grouping criterion (see Figure 3): two boxes will belong
to the same group if the vertical distance v-dist between their medians w.r.t. the height
of the tallest box does not exceed a given threshold thv-dist;

• Merging: inside each group of boxes are boxes satisfying the merging criteria (i.e.,
relative height difference below a given threshold thh-diff and horizontal distance
relative to page width below a given threshold thh-dist, as depicted in Figure 3);

• (Re)numbering: the resulting boxes are renumbered from top to bottom (different
groups) and from right to left (inside each group): Figure 3 shows the resulting
numbers on the top right corner of each box.

Figure 3. Visual example for horizontal box grouping and merging criteria: boxb and boxc are grouped
into the same horizontal group (g2) but are not merged. Groups are shown on the bottom left corner
of each box. The resulting box numbering is shown on the top right corner of each box.

All thresholds are expressed as a ratio between 0 and 1. As we will see from the tests
(Section 4.2), this process enables us to obtain text-region information that is much closer
to the desired one (the tests will also discuss how we derive the three best-performing
threshold values).
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Metadata-enrichment overview. As discussed in the pipeline overview, besides text, dif-
ferent metadata are added to the output; let us now detail the different processing phases
where each of them comes from. The language of the document is the one extracted
from the pre-processing phase; text-region information comes from the text-region ex-
traction/renumbering/merging described in the previous section; text size is not directly
available from the OCR libraries output; however, it is extracted by analyzing font sizes
in GoogleDocs raw output; quality metadata is the wcount metric corresponding to the
best selected output; linguistic metadata is extracted for the document words by searching
each of them in the multilingual corpora (this provides additional information including
word definitions and synonyms, see next section for more details). Linguistic metadata
also enable various methods for the extraction of further cataloguing metadata (automatic
identification of title and authors, see next sections) and will as well support future auto-
matic cataloguing tasks (e.g., automatic identification of document topics and categories
through semantic processing on linguistic metadata).
Metadata enrichment: linguistic metadata. Searching for linguistic information in the
languages covered by the project (Arabic, Persian, and Azerbaijani) is certainly a complex
task, as we also underlined in the related works: for instance, the Arabic language has
many more words and variations, including vocalized and unvocalized, than languages
deriving from Latin such as English. To date, there are no open-source linguistic resources
providing a coverage level at least comparable to those available for the English language.
In order to partially overcome this issue, we decided not to base our tool on a single
resource but to exploit a pool of them. After evaluating them in terms of linguistic features
and size (i.e., number of words), we designed linguistic-metadata extraction techniques
jointly exploiting:

• Open Multilingual WordNet (http://compling.hss.ntu.edu.sg/omw/(accessed on 10
March 2022)) providing word lookup for the three different languages (only unvo-
calized words, in the case of Arabic) and access to extended semantic information
(including word definitions). Arabic and Persian/Azerbaijani Wordnet contain 17,785
and 17,560 synsets, respectively;

• Arramooz (https://github.com/linuxscout/arramooz (accessed on 10 March 2022))
an open-source Arabic dictionary for morphological analysis providing unvocalized
word lookup and definitions for the Arabic language. It contains 50,000 words;

• Tashaphyne (https://pypi.org/project/Tashaphyne (accessed on 10 March 2022)),
a light stemmer that is used as a devocalizer in order to extend the Arabic cover-
age of the two previously described resources.

The joint exploitation of the above resources enables us to enhance the overall linguistic
coverage: for instance, for the Arabic language, among 458 “test” terms (229 in unvocalized
and 229 in vocalized form), we were able to obtain an overall coverage of 73%, compared,
for instance, to less than 10% and 36% for Wordnet and Arramooz used alone.
Metadata enrichment: cataloguing metadata (title/author identification). One of the
most important but time-consuming activities for cataloguing a new document is to manu-
ally insert (or select among the OCR output text) its title, authors and other information.
Currently available tools (including those discussed in Section 2) do not propose ways
to automate/support this process. The tool we propose aims to exploit the extracted
metadata (including box size and position, and linguistic metadata) and text in order to
automatically suggest to the librarian the text regions that most likely contain specific fields.
At the time of writing, we have designed and tested some preliminary but promising (see
Section 4) strategies for identifying the text regions (boxes) containing title and authors in a
frontispiece:

• DIM method: boxes are sorted on vertical dimension, then the first box in the ranking is
suggested as title, the second one as author(s) (following the intuition that the largest
texts on a frontispiece are typically the title and the authors’ names, in this order);

104



Sensors 2022, 22, 3995

• RES method: external linguistic resources (including a list of names and surnames in the
different languages) are searched and boxes are sorted on the basis of the percentage
of found words and names (for identifying title and author, respectively);

• WGH method: method combining the contributions of the previous methods (a linear
combination ranking fusion technique [31] is exploited in order to produce final
rankings for both title and authors).

In the future, we plan to extend these methods and combine them with machine-
learning techniques in order to learn from system usage (see also next section).

3.2. Data Management

While we are currently most focused on the information extraction techniques which
will be key to the effectiveness of our proposal, work is also already undergoing on some of
the subsequent steps that will lead to a complete and usable cataloguing tool. In this section,
we will specifically discuss the data-management foundations, while a look at the user
interface and functionalities we are currently considering on our preliminary prototype
implementation will be given in Section 4.1.

The extracted data and metadata are stored on a DBMS in order to guarantee good
efficiency levels for both data insertion/update and querying in a typical usage scenario.
Currently, our database design is focused on relational DBMSs; in the future, we will also
consider extending this design to possibly exploit specific big-data-management techniques
and tools for even larger workloads.

Figure 4 shows the entity-relationship schema for our database. The database is
designed to easily store and retrieve the document data and metadata whose extraction we
described in Section 3.1, along with the definitive catalogue data that the user will insert
while using the system:

• The document entity is at the heart of the schema and stores the catalogued documents
data/metadata, including title, author, language and the path of the folder containing
the actual document file(s);

• The details about the scanned images of a document are stored in the Image entity
(each image corresponds to a specific document page), including file location and
image dimensions;

• The category entity stores information about the specific category (name and descrip-
tion) to which each document belongs. Categories are currently manually selected
by the user from a 3-level hierarchy (modelled through a self-association) containing
more than 560 entries; however, in the future we plan to provide “smart” techniques
based on AI to assist the process by means of relevant suggestions;

• The entities on the left part of the image store useful metadata about both the OCR
results and the feedback coming from system use: for each image, the Box entity stores
the text regions associated to an image (position, dimensions, text, and automatic
quality evaluation as described in previous section), while Box_info stores the semantic
information about the box content (i.e., the fact that the box contains author, title,
and other information is stored in the association_type property).
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Figure 4. Data management: entity-relationship diagram for database conceptual schema.

The database is designed to support not only standard cataloguing needs but also to
store the data that will be key to provide future smart assitance to the user: in particular,
the information contained in Box and Box_info will enable machine-learning techniques
that will be able to enhance the system effectiveness through use (e.g., for title/author
recognition).

The database is implemented in PostgreSQL; several kinds of indexes enable its fast
querying, in particular GIN (generalized inverted indexes) supporting title and author
full-text search and b+trees for category lookup. Further advanced search techniques
(including fuzzy approximate search) will be developed in order to make searches more
efficient and effective w.r.t. typical cataloguing needs.

4. Results and Discussion

In this section, we will consider what we have achieved so far both in terms of the
resulting cataloguing-tool prototype we are implementing (whose current user interface
and functionalities are described in Section 4.1) and of the experimental evaluation of the
presented techniques (Section 4.2).

4.1. Prototype: User Interface and Functionalities.

The techniques described in the previous sections have been incorporated in a prelimi-
nary application prototype that we are designing. The cataloguing tool is implemented in
Python and exploits the Flask framework in order to provide a user-friendly, even if in an
initial design phase, user interface. Among the already enabled functionalities are:

• Batch document preprocessing: this allows to preprocess an entire folder of PDF
documents. The current implementation exploits multithreading for faster processing,
using one OCR thread per page. The UI informs users on the documents being
processed and allows them to proceed to document cataloguing for the ones that are
ready (see Figure 5);

• Catalogue an already processed document: this guides the user on a series of steps
where (s)he is provided with a graphical user interface in order to finalize document
properties input (title, author, category, etc.). For instance, the UI for title selection
(Figure 6) shows the document frontispiece (on the left) and automatically selects the
text region(s) (whose extracted text content is shown on the right) that are most likely to
contain the title. The user is able to select different text regions to modify/merge their
text (text is concatenated from right to left based on the order in which they are clicked).
The tool also visually helps users by showing at a glance the automatically discovered
links to the available linguistic resources: the found words are shown in green color
and, when the “clip” icon is clicked, a popup displays which words are found in
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which linguistic resource and, for each of them, related information such as vocalized
versions and definitions (lower part of Figure 6). See Section 3.1 for a description
of the involved extraction process for text, text regions (including automatic region
merge and sorting), and linguistic and cataloguing metadata (including automatic
author and title identification);

Figure 5. Preliminary resulting cataloguing tool prototype UI: Document preprocessing.

Figure 6. Preliminary resulting cataloguing tool prototype UI: document cataloguing (title window),
showing the actual extraction of the title (highlighted in the green box, on the frontispiece displayed
on the left). From top to bottom on the left side, the title is hinted before confirming and also selected
in blue under the confirm button. Arramoz and Wordnet are the employed linguistic resources,
in this case activated (in green) on the word ibn “son” and al-mudhimm “the one who reprehends,
the censor”.

• Various search functions on the catalogue database, including author and title full-text
search and category search (see Section 3.2);

• see a summary of the currently catalogued documents data (Figure 7);
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Figure 7. Preliminary resulting cataloguing tool prototype UI: catalogued documents summary. After
the semi automatic selection of title, author name (and eventually surname), all selected data are
put together in the cataloguing interface in relation to a specific topic and field which represents a
category (or sub-category) of the library. Title, author name and surname are shown in the original
language (arabic script) as shown here in the figure.

• Other miscellaneous functions: modify already entered data, delete documents from
database, restore deleted documents, view catalogued documents.

4.2. Experimental Evaluation

In this section, we report on the tests we carried out to perform an initial evaluation
of the effectiveness of the approaches we propose (even if the complete tool discussed in
the previous section is still in a very early implementation phase). In particular, we will
discuss the evaluation of the effectiveness of the text-region renumbering and merging,
OCR/text extraction, and of the title and author identification techniques (all described in
Section 3.1). All tests are performed on a subset of 100 sample documents from the project
library which, thanks to their variety, are representative of the complete collection (both in
terms of image quality and linguistic contents). In the future, as the development of the
tool continues and as it will be employed for actual librarian and cataloguing work and its
database populated, we aim to be able to extend the scope to larger document sets.
Effectiveness of text-region extraction. In this first batch of tests, we aimed to evaluate
the effectiveness of the text-region renumbering and merging described in Section 3.1.
Effectiveness is evaluated on two metrics w.r.t. a gold standard manually determined
by experts: average percentage error—the percentage of boxes in each document having
a wrong number, averaged on the whole document set, and percentage of documents with
box sort error—the percentage of documents having at least one error in the numbering of
their boxes.

Let us first consider text region renumbering. The first test (the left part of Figure 8)
shows the effect of moving the vertical distance thv-dist threshold: as expected, there is a
trade off between very low threshold values (which tend to make too-selective horizontal
groups) and higher ones (which tend to produce too-inclusive groups).

Figure 8. Text-region renumbering tests: effect of vertical-distance threshold thv-dist (left) and error
comparison between different approaches (right).

Note that all threshold “tunings” were performed on a separate tuning dataset of
the same size of the main dataset, in order to keep such phases separate from the final
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evaluation. The trade off is at thv-dist = 0.25–0.30. This setting enables a very low percentage
error of 0.7% for the first metric and 2% for the second one. The right part of Figure 8
compares the final effectiveness achieved by the approach as described in this paper
and two baselines (no renumbering, i.e., taking the box region numbers as provided by
EasyOCR, and adopting a fixed threshold expressed in pixels instead of the relative one
described in this paper): as we can see, the considered metrics drop from 14.03% to 0.7%
and from 32% to 2%, respectively.

As to text-region merging, we performed similar tests in order to analyze the effect of
moving the two thresholds (horizontal distance thh-dist and height difference thh-diff) and
evaluating the overall effectiveness of the approach. Being that the two thresholds are
practically independent, we first evaluated the effect of moving the first with the second
one set at a default value, then we moved the second one with the first set at the value
suggested by the first test. Figures 9 and 10 (left part) show that we a have good trade
offs at thh-dist = 0.1 and thh-diff = 0.5. The evaluation of the effectiveness of the merging
approach (with the above threshold values) on the main dataset is shown in the right part
of Figure 10: the two metrics are basically confirmed at 2% and 0.1% for our approach (as
opposed to 15% and 2.54%, respectively, when no box merging is performed).

Figure 9. Text-region merging: effect of horizontal-distance threshold thh-dist.

Figure 10. Text-region merging: effect of height-difference threshold thh-diff (left) and error compari-
son with and without merging (right).

Effectiveness of OCR/text extraction. We will now discuss the results of the evaluation of
the OCR libraries, as described in Section 3.1, and the effectiveness that our tool is able
to reach. The metrics qdiff and qscore (as defined in Section 3.1) were used. In particular,
the input quality oq was defined in a range from 0 (a low-quality scan of a page that contains
a lot of noise, or poorly defined or damaged writing) to 2 (a well-defined, high-quality scan);
as to output quality, it was evaluated by linguistic experts on a range from 0 (completely
wrong results) to 2 (completely correct results).

Figure 11 shows the average performance of each system in terms of qdiff (left part of
figure) and qscore (right part of figure). Starting our analysis from state-of-the-art systems,
as we can see from the qdiff metric, GoogleDocs generally performs better than EasyOCR
(with a score near 0, confirming an output that is typically in line with the quality of the
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processed input), while the worst-performing library is Tesseract, with a qdiff near −1. This
is also confirmed by the qscore values. As to our approach, we can see that its scores are
slightly better than GoogleDocs, which is the best-performing system. In particular, this is
the first evidence that the best output selection strategy, based on the count of words found
in existing multilingual corpora, is working well (indeed, in this regard, we verified that,
on the sample of documents considered, our approach correctly classifies the best output in
95% of cases).

Figure 11. Text extraction: qdiff (left) and qscore (right) overall results.

Moreover, we were also interested in analyzing the comparative performances w.r.t.
the specific languages of the sample documents (results shown in Figure 12). As we can
see, considering state-of-the-art libraries and qdiff (left part of figure), we see that some
languages are more difficult to deal with than others (e.g., Azerbaijani), while only for
Persian do some systems provide an output quality exceeding the input quality of the
documents (positive qdiff scores). In particular, the best-performing system for Azerbaijani
is EasyOCR, with GoogleDocs being very close (also looking at qscore on the right), then
Tesseract.

Figure 12. Text extraction: qdiff (left) and qscore (right) results per language.

GoogleDocs appears as the general best choice (in particular for Persian and Arabic,
with good results also for Azerbaijani); anyway, by going beyond the average values shown
in the graphs and analyzing the performance on the single document cases, we note that
there are indeed some cases (especially for Arabic and Persian) where GoogleDocs is not
always able to return a better output than others.
Effectiveness of title/author identification. Figure 13 shows the accuracy (% of correct
guesses) we currently achieve on the considered dataset for the three methods discussed in
Section 3.1. The DIM and WGH method achieve the best accuracy for both title (65% for
both) and author (40% and 41%, respectively) and their performance is quite close. We have
to remember that the quality of the scanned images is generally quite low (this is to reflect
the actual digital data that is available to cataloguers) and this, in some cases, prevents the
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full exploitation of the external linguistic resources’ potential on the extracted text. While
the overall figures can certainly be improved, in any case, they represent a promising result
since none of the systems available in the state of the art projects aims at automating this
task, thus requiring the completely manual insertion/selection of both titles and authors.
In the future, we will consider further improvements to the methods so that the system
will adapt to the quality of the documents and only provide the suggestions for which it is
most confident.

Figure 13. Title/author identification: correctness of the best guess for the different methods.

4.3. Future Work

Generally speaking, besides the specific improvements to the presented methods
discussed in the relevant sections, many are the steps we envision that will lead to the
creation of the final complete supervised intelligent cataloguing tool, for which we will also
exploit our past expertise in semantic [32] and machine-learning techniques in different
scenarios [33–35]:

• From a data-management perspective, special focus will be given to the data inter-
change and long-term preservation aspects, in order to allow data interchange with
catalogue data from other libraries and make the managed data readable and usable
also on a long-term basis [36];

• Intelligent and AI-based techniques will also have a prominent role: intelligent as-
sistance features will be designed and implemented in order to bring new levels of
assistance to the cataloguing process. Data entering will be supported by suggestions
derived from user feedback and previously entered data, thus integrating and extend-
ing the author-/title-identification techniques we described in this paper; supervised
machine-learning models will enable automatic publication-type recognition and pro-
vide a systematisation and classification of data according to the topographic design
of the La Pira library;

• The design of incremental ML algorithms will ensure that the tool can “learn” and
become more and more automated and effective with use. Both classic and deep-
learning algorithms will be considered, deployed on parallel architectures for faster
execution. Special attention will be given to interpretable machine-learning algorithms,
following the recent interpretable machine-learning trend in different fields [37],
with the aim of going beyond the black-box nature of ML suggestions and explaining
them, also in the library cataloguing/cultural heritage context, where this has seldom
been performed;

• Ee plan to extend the scope of the experimental tests by considering incrementally
larger portions of the use case library.

Al techniques will be integrated in order to create a reproducible and reusable web
tool enabling a simple cataloguing workflow overcoming language and field obstacles.

5. Conclusions

In this paper, we presented the first steps for designing a novel tool for the automatic
extraction/sensing of knowledge from documents written in multiple non-Latin languages.
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As shown in the preliminary tests, the performance of the currently developed techniques
are encouraging. We will conclude the paper by briefly discussing the expected advantages
of the final tool we are aiming to create, both from technical and non-technical perspectives.

From a technical point of view, many foreseen advantages are auspicable in the
scientific domain:

• Overcoming the limitations of current text-extraction tools: non-uniform OCR with differ-
ent characters, backwardness of OCR for Arabic, poor automation and extraction of
additional metadata;

• Faster pipeline: To date, the cataloguing of documents has been performed manually,
document by document, opening them one at a time, searching inside the information
to be catalogued and then moving to the next one. By employing the tool being
developed, we can drastically reduce the time spent cataloguing simpler documents
(since the suggested output will need fewer modifications from the user), while for
the most complex ones, the system can still provide useful suggestions. In both cases,
this system will speed-up the entire procedure;

• Greater consistency and fewer errors: In fact, with the automatic suggestions supplied
to the user, it will become easier to avoid mistakes while inserting the document’s
information, making the extracted data less error-prone. Moreover, the system will
constantly perform checks on previously catalogued data in order to avoid inconsis-
tencies, which can be very common in manual cataloguing (e.g., an author surname
inserted with/without name, abbreviated name, etc.);

• Consistently better system output through time: by means of the machine-learning/intelligent
features, the system will provide an output that will be better and better as the system
is used, exploiting its “training” on previously catalogued, similar documents;

• Flexibility of data output/exchange: being a system based on a complete data-management
system on which all the user and system output is stored, the system can at any time
access the stored data and convert the bibliographic information toward most desired
outputs, thus facilitating data exchange;

• Efficiency and Explainability: advanced data-management and machine-learning tech-
niques will enable high efficiency levels for significant data-cataloguing needs, while
the explainability of the models will make the intelligent assistance tools more usable.

Finally, from a broader standpoint, benefits from this research and the use of the tool
are expected on several innovative fronts:

• Advancement of studies on cataloguing in multi-literate environments without leaning
exclusively on confusing transliteration systems;

• Exchange of IT, humanist and library personnel, enhancement of professional skills,
training activities extended to realities with similar needs;

• Strengthening of library services thanks to shared international standards, expanding
library heritage, databases integration, maximum access to the heritage, possibility of
using the language of the document without the mediation of other languages.

We are also aware of some limitations of our current research: in particular, achieving
complete automation might be, in some ways, limited by the quality of the input images,
which is not always satisfying; moreover, we are aware that text sensing on Arabic-script
documents is an area where available research results and tools are not as developed as the
ones for Latin scripts. This poses some obstacles but it is also a further motivation for what
we are performing. Finally, machine-learning/intelligent features will only be possible
with large amounts of data already loaded into the system, which will require a significant
initial amount of manual work. In any case, we are confident that these limitations will be
dealt with in our future research work.

In short, we are confident that this research will ultimately help in preserving and
conserving culture, a crucial task, especially in the challenging scenario we consider.
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oq manually assessed OCR output quality
iq manually assessed OCR input quality
qdiff resulting quality difference from oq-iq
qscore overall quality of the OCR system result, given the input quality
v-dist vertical distance
h-dist horizontal distance
h-diff text boxes height difference
thv-dist Threshold on vertical distance
thh-diff Threshold on height difference
thh-dist Threshold oh horizontal distance
h boxes height
g box(es) group
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Abstract: Several smart home architecture implementations have been proposed in the last decade.
These architectures are mostly deployed in laboratories or inside real habitations built for research
purposes to enable the use of ambient intelligence using a wide variety of sensors, actuators and
machine learning algorithms. However, the major issues for most related smart home architectures
are their price, proprietary hardware requirements and the need for highly specialized personnel to
deploy such systems. To tackle these challenges, lighter forms of smart home architectures known
as smart homes in a box (SHiB) have been proposed. While SHiB remain an encouraging first step
towards lightweight yet affordable solutions, they still suffer from few drawbacks. Indeed, some of
these kits lack hardware support for some technologies, and others do not include enough sensors
and actuators to cover most smart homes’ requirements. Thus, this paper introduces the LIARA
Portable Smart Home Kit (LIPSHOK). It has been designed to provide an affordable SHiB solution
that anyone is able to install in an existing home. Moreover, LIPSHOK is a generic kit that includes a
total of four specialized sensor modules that were introduced independently, as our laboratory has
been working on their development over the last few years. This paper first provides a summary of
each of these modules and their respective benefits within a smart home context. Then, it mainly focus
on the introduction of the LIPSHOK architecture that provides a framework to unify the use of the
proposed sensors thanks to a common modular infrastructure capable of managing heterogeneous
technologies. Finally, we compare our work to the existing SHiB kit solutions and outline that it
offers a more affordable, extensible and scalable solution whose resources are distributed under an
open-source license.

Keywords: ambient intelligence; smart home in a box; architecture; framework

1. Introduction

Over the years, various implementations of smart homes have been developed in
laboratories or real habitations built for research purposes [1–8]. These works mainly focus
on using sensors, effectors and learning algorithms to enable the use of ambient intelligence
(Am.I.) as an empirical method in order to support older people’s autonomy and health
monitoring for medical purposes. For instance, enhanced homes with Am.I. allow one to
improve the safety of residents who suffer from cognitive impairments. At the same time,
they help healthcare professionals track a resident’s condition so they are able to adapt
their decisions. While each study in the field of smart homes has been developed to address
these concerns and more specifically, the activity recognition problem [9], they all suggest
different methods and infrastructures to achieve these objectives. Regardless, the major
issues for most related smart home architectures are their expensive price, their lack of scal-
ability due to proprietary hardware requirements that are rarely compatible with wearable
devices [10] and the highly specialized personnel needed to deploy such systems [6]. The
high costs involved in a number of traditional smart home implementations are primarily
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related to the prices of the required networking hardware and servers rather than the prices
of the sensors and actuators themselves, since they remain relatively inexpensive.

In order to tackle these challenges, lighter implementations of smart home architectures
known as smart home in a box (SHiB) have been proposed [5,11]. These kits have been
designed mainly to offer cheap and easy to install solutions that do not compromise the
capabilities of traditional smart home infrastructures. Moreover, these kits do not require
any formal training to be operated. While existing SHiB kits remain an encouraging first
step towards lightweight yet affordable smart home infrastructures, they still suffer from a
few drawbacks. Indeed, these solutions do not always enable the use of various types of
sensors or actuators, such as static and wearable devices with high or low sampling rates.
Moreover, most of the kits that have been adopted so far are essentially built from a single
technology (e.g., a ZigBee mesh network), thereby limiting the support for several other
technologies that may also be involved in smart homes.

This paper introduces the LIARA Portable Smart Home Kit (LIPSHOK), a new SHiB kit
that is intended to be a better alternative to existing smart home in a box implementations.
The main advantage of LIPSHOK is that it is able to manage heterogeneous sensors and
actuators, and several wireless communication technologies through a unified modular
architecture. Moreover, all the modules that are part of the kit have been designed with
the aim of providing a low-cost, self-contained and easy-to-install solution. In addition,
since these components are open-source, it is possible for our SHiB kit to be extended
with more features than the distributed ones to best suit specific needs, a task that may be
cumbersome to achieve with proprietary hardware.

As of now, LIPSHOK comes with four specialized sensors that have been developed
by our laboratory to fulfill modern smart home needs and related research. All the details
as regards the four hardware components, including bathroom modules [12], a gait speed
module [13], PIR-BLE-RSSI modules [14] and a smart wristband module [15], are provided
in the next sections.

The rest of the paper is structured as follows: Section 2 presents the current state of
smart home in a box kits and provides more insightful details about the motivation for the
development of LIPSHOK. Section 3 briefly reports the sensors included in the kit. Next,
Section 4 describes the design of the LIPSHOK architecture while Section 5 discusses the
benefits of using LIPSHOK. Finally, Section 6 draws conclusions and Section 7 mentions
future work we will accomplish.

2. Current State of Smart Home in a Box Kits

To the best of our knowledge, very few works have presented self-sufficient, affordable
and easy to install smart home in a box kits.

The most popular one is CASAS: the smart home in a box [5]. This kit was developed at
Washington State University with the main objectives of being easy to install and affordable.
The physical layer offered by this kit is a mesh network composed of both sensors and
actuators that communicate with each other through the ZigBee protocol. Each device can
be powered by simple batteries while providing long-term functioning. Moreover, new
devices may be added to the mesh network on demand, allowing the entire infrastructure to
scale seamlessly and automatically. Indeed, the physical layer is linked to a ZigBee bridge
that allows each device to communicate with a publish/subscribe manager that composes
the messaging service middleware. Finally, an application layer is hosted on a small server
where additional computing is performed for data storage and activity recognition.

The implementation proposed by the CASAS kit yields several advantages. First, the
use of low-power communication through battery-powered sensors and actuators consider-
ably reduces the cost and simplifies the cumbersome installation process required to make
homes smart. Moreover, by its design the CASAS kit remains efficient, simple, scalable and
particularly well suited for sensors with low data rates, including binary sensors and actua-
tors (i.e., on/off values), such as a PIR motion sensor. However, the main limitations of this
infrastructure is its inability to handle both non-ZigBee-enabled sensors—this technology
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is mandatory in CASAS—and sensors with high data throughput. Examples are inertial
measurement units (IMUs) and positioning sensors based on received signal strength
indication (RSSI), as they rely mainly on Wi-Fi or Bluetooth communication technologies.

In addition, ref. [16] have introduced the SPHERE smart home architecture. This smart
home kit was designed to enable the use of environmental sensors, wearable devices and
real-time video analysis. However, since it has been developed for long-term usage, its
installation within existing homes remains challenging and requires qualified personnel. In
addition, although special attention has been placed by the authors on the use of affordable
consumer hardware, its specifications concerning the use of relatively powerful gateways
make it a more expensive architecture than CASAS, although it also offers more possibilities.
In that sense, as the SPHERE infrastructure may be seen as a more traditional smart home
setup, it will not be discussed here in further detail.

A different team in the same research group was working, at the same time, on the
development of an independent SHiB solution: SPHERE in a Box [11]. As a subset of the
more comprehensive SPHERE smart home infrastructure, the SPHERE in a Box kit was
designed, based on the same two main objectives of the CASAS kit: easy installation and
affordability. The SPHERE in a Box kit is more oriented towards wearable devices than
CASAS, as specific emphasis was placed on the integration of such devices inside smart
homes throughout its presentation paper. Thus, it is capable of working with high-data-rate
devices. In this case, a Bluetooth Low Energy (BLE) wristband is used with an embedded
IMU. This device then communicates with several gateways strategically placed in the
environment to locate the wearer through RSSI and to collect IMU data at a frequency of
25 Hz. Finally, each gateway transmits compressed and encrypted data from one or more
wristband once a day to a backup database server through a router that provides a Wi-Fi
access point and a 3G/4G cellular link to the Internet.

The main drawback of that solution is the lack of diversity in sensors, due to the
limitation of including only wristbands with the kit. That leads us to state that it cannot be
used as a fully autonomous smart home kit in its current state. Nevertheless, if the kit were
to also contain other high-data-throughput sensors and a few low-data-rate sensors, the
gateways would have to be improved first. According to our point of view, other wireless
communication technologies than BLE and Wi-Fi would have to be added to the gateways,
such as ZigBee or Z-Wave. This would allow the use of less power-consuming sensors
and actuators, but it would also make the infrastructure more generic. However, given
the authors’ proposed hardware system, such improvements in the SPHERE in a Box kit
appear to be perfectly achievable without considerably increasing its costs.

Through the detailed analysis of these two main previously proposed smart home in a
box kits, the elements of which are provided by Table 1, the first requirement we identified is
the need for such systems to be capable of handling both low and high-data-rate sensors and
actuators, since both of them coexist in most current smart home designs [10]. Furthermore,
since devices included in these kits may rely on heterogeneous technologies often mandated
by the specific data acquisition needs that are used by machine learning applications, it
remains important that the proposed solution does not limit itself to the support of a single
technology. For example, the CASAS solution requires the use of ZigBee-enabled devices
only. In this regard, both commercial and industrial sensors also represent one of the main
concerns when designing a SHiB kit. Indeed, commercial sensors, although relatively cheap,
rarely offer full control over the data they provide: sometimes the sampling frequency is
not adjustable; otherwise, it is impossible to have access to raw data in favor of already
pre-processed data. On the other hand, industrial sensors offer, most of the time, absolute
control on the output data. However, their prices are not compatible with the constraint of
proposing a low-cost smart home in a box kit.
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Table 1. Elements of existing SHiB kits.

CASAS [1] SPHERE in a Box [11]

Main Technology ZigBee BLE

Included Modules

IR motion/light sensors (×24)
Door sensor (×1)
Temperature sensors (×2)
Relays (×2)

Wristband (×1)

Ease of Installation
Yes
no wiring required:
battery-powered modules only.

Yes
evaluated through a survey conducted
by the authors.

Affordability Moderate High

Extensibility
No
only compatible with
ZigBee enabled modules.

Yes
BLE and WiFi compatible out of the box.
Possibility to add support for other
technologies relatively easily.

Scalability Yes Yes

Sensor Data Rates only low data rates both low and high data rates
out of the box

This paper presents LIPSHOK: a framework for a generic smart home in a box kit. The
kit includes a total of four custom-made sensors that have been designed by our research lab-
oratory to best address the modern challenges of today’s smart homes requirements [17,18].
The main benefit of LIPSHOK is that it respects all the essential constraints for a SHiB kit
which we stated previously. Indeed, it has been designed to be easily deployable in various
existing environments without depending on a single technology, and the included devices
are all heterogeneous. Some of them are static sensors and others are wearable devices,
each of them having its specific hardware and software design, so the kit provides support
for a wide variety of technologies. In addition, since the whole kit is distributed under
an open-source license, the features are easily customizable and extendable. While each
of these four sensors has been presented independently, this paper aims to describe their
integration with the LIPSHOK framework in the same controlled environment within our
laboratory. All details and materials required to reproduce such a deployment are provided.

3. Custom Sensors in LIPSHOK

As LIPSHOK is built on integrating several sensors that have been designed by our
laboratory and introduced individually, we consider it important to first provide a brief
overview of each one before presenting the framework in more detail.

3.1. Bathroom Modules

Corporal hygiene is a particularly useful indicator for detecting the impairment of
the cognitive function of an individual living in a smart home. Indeed, it is known that
people affected by a cognitive disorder will spend less and less time taking care of their own
hygiene [19,20]. Moreover, in the context of personal hygiene, persons affected by a physical
disability take longer to complete activities of daily living (ADLs), such as showering and
going to the toilet [21,22], supporting that corporal hygiene remains a reliable indicator
of physical condition for residents of smart homes. Hence, the first previously proposed
module included in the LIPSHOK SHiB kit is a combination of two devices to be placed in
the bathroom [12]. As shown in Figure 1, the two devices are placed both on the bathtub
and over the toilet in the bathroom of the smart home.
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(a) (b) (c)

Figure 1. The bathroom modules previously introduced by ref. [12]. (a) The bathroom modules where
(1) refers to the bathtub device and (2) is the device for the toilets. (b) The first IRPS bathroom device
placed in the bathtub. (c) The second IRPS bathroom device positioned over the toilets. Reprinted
with permission from ref. [12] 2020 IEEE.

The bathtub device was roughly waterproofed to ensure minimal safety during the
experiments, but it was not made to comply with both dust and water protection standards
defined by ingress protection (IP), such as IP67 as defined by the EN-60529 standard
(https://keystonecompliance.com/en-60529/ accessed on 22 February 2022). The two
modules are based on the same sensor, an infrared proximity sensor (IRPS) (https://www.
sparkfun.com/products/8958 accessed on 22 February 2022), allowing each module to
compute the distance between the device and a potential human standing in front. This
sensor provided accurate presence detection that could not have been achieved with any
other sensors that had been reported in the literature. One reason is that passive infrared
(PIR) sensors can never be sensitive to someone not moving while standing in front of
them [5], and they are not capable of providing the distance. Moreover, the current state-of-
the-art reports other types of sensors that are not effective enough at recognizing ADLs
adequately, or whether they are being performed by the monitored person or for how long.
Among these works, microphone-based recognition [23] and contact-based recognition [24]
have only demonstrated the ability to detect the end of an event, providing no further
related information.

As detailed in our previous research [12], the reliability of the bathroom modules was
evaluated by their ability to accurately identify the activities “taking a shower” and “going
to the toilet”, through the use of threshold-based decision algorithms. The data used for
this experiment were recorded over a 59-day period by eight participants, all of whom were
healthy adults without any motor or cerebral disability. Moreover, a qualitative survey
regarding the ease of installation and the acceptability of the bathroom modules by the
participants was also conducted. Table 2 exposes an overview of the results obtained for
the assessments.

Table 2. Overview of the results obtained with the bathroom modules [12].

Evaluation Toilets Shower/Bathtub

Activity recognition (F-measure) 95.26% 98.62%
Duration differences (% of difference) 3.90% 6.48%
Ease of installation (% of agreement) 91.43% 91.43%

Acceptability (% of positive response) 84.38% 90.63%

3.2. Gait Speed Module

Gait speed is known to be an excellent predictor of diseases such as mild cognitive
impairment (MCI) in the older population [25]. More precisely, ref. [26] have demonstrated
in a 20-year longitudinal study that although the age has an impact, patients diagnosed
with MCI have a further decline in gait speed when compared to the healthy population.
However, a possible remediation to help slow and control the progression of such cognitive
decline is to consult with occupational therapists for regular monitoring of the gait speed
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(i.e., each year). Thus, gait speed monitoring appears to be a relevant use case of applied
ambient intelligence inside smart homes. In that sense, considering the importance of this
predictor which is currently rarely addressed in the literature, our team have been focused
on the development of a device to be included in the LIPSHOK SHiB kit as an autonomous
module that automatically monitors residents’ gait speed in real time [14].

The gait speed module was built based on three IRPS sensors, the same as for the
bathroom module. Each sensor is placed at a height of 90 cm on a hallway wall at a fixed
distance of 60 cm from the others, resulting in a module with a total length of 120 cm, as
shown in Figure 2. This gait speed module was designed to be affordable, easy to install
and to provide a relatively straightforward way of operating. In a nutshell, whenever a
monitored person walks by the module, the detection is monitored in order to allow the
computation of the gait speed.

Figure 2. Gait speed module deployed in our smart home laboratory introduced by ref. [14].
Reprinted with permission from ref. [14] 2020 Springer Nature.

The gait speed module was evaluated in a three-phase experimental procedure which
was as close as possible to real use case situations. The procedure was completed by nine
participants, all being healthy adults without any known issues in physical condition. The
first phase of the experiment focused on the evaluation of the precision of the speed (A)
following a 5-meter walk test (5MWT) as introduced by ref. [27]. Then, the second phase
of the experiment consisted of the evaluation of the user identification through the BLE
RSSI only (B). Finally, the last phase focused on the combination of the identification of
monitored persons and activity recognition (C). The data for the activity recognition process
were collected with the wristband presented in Section 3.4. Table 3 exposes an overview of
the results obtained for such assessments.

Table 3. Overview of the results obtained with the gait speed module [14].

Evaluation Result

(A) speed precision (% of precision) 93.38%
(B) raw identification of monitored persons (% of accuracy) 48.00%

(C) identification of monitored persons and activity recognition
aggregated (% of accuracy) 84.00%

3.3. PIR-BLE-RSSI Modules

The next module provided in the LIPSHOK SHiB kit is the PIR-BLE-RSSI device
(several ones are used). One is shown in Figure 3. This module was designed by our
team [13] in order to better address the key challenge when it comes to achieving an
accurate activity recognition process in a multi-resident smart home context, namely,
effectively associating the sensor observations and the right individuals [28]. Indeed, each
PIR-BLE-RSSI module combines a passive-infrared motion sensor and a BLE unit, allowing
it to detect movements through more or less restricted fields of view (i.e., 120°, 80°or 15°)
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and room-level positioning when paired with any wearable device, such as a smartwatch
or a smartphone.

Figure 3. An example of the PIR-BLE-RSSI module introduced by ref. [13]. Reprinted with permission
from ref. [13] 2020 Elsevier.

The evaluation was performed by installing multiple PIR-BLE-RSSI modules in our
smart home laboratory of 43 m2. Next, several realistic scenarios of ADLs were completed
by eight participants, all being healthy adults, in a multi-resident setup. Firstly, two
monitored persons (PA and PB) were equipped with one wearable device each and asked to
perform ADLs simultaneously in different areas of the smart home (e.g., PA: washing hands
in the bathroom and PB: changing clothes in the bedroom). Then, to collect some control data,
a third monitored person was requested to stand in the same area without wearing a device
for all scenarios in the experiments. Table 4 exposes an overview of the results obtained,
outlining the robustness of our system when using multiple PIR-BLE-RSSI modules.

Table 4. Overview of the results obtained for the identification of monitored persons with the
PIR-BLE-RSSI module [13].

Identification of Monitored Persons Result

BLE only 90.22%
BLE and PIR aggregated 92.28%

3.4. Wristband Module

Over the past few years, wearable devices have been widely used in smart homes to
address several research problems in various areas. Indeed, given their small size, their
cheap price and their convenience of use and integration in intelligent environments, they
have allowed researchers to suggest new systems for continuous health monitoring and the
recognition of activities, gestures or falls [29–32]. In addition, wearable devices have also
been shown to provide an excellent basis for addressing the multi-occupancy challenge, as
they are capable of both tracking and identifying people, but also recognizing activities in
an autonomous manner [33–35].

Our team focused on developing a wristband module to help with the rehabilitation of
people affected by myotonic dystrophy type 1 (DM1) [15,36]—a hereditary neuromuscular
disease that causes a variety of impairments, particularly muscle weakness—since it is
a prevalent disease in the area of our University (i.e., Saguenay-Lac-Saint-Jean region of
Quebec, Canada). As pictured in Figure 4, the proposed wristband hardware relies on a
nRF52832 board (https://www.adafruit.com/product/3406 accessed on 22 February 2022)
that embeds a native-Bluetooth chip to which a 9-degree-of-freedom (DoF) IMU has been
added. However, three of the nine degrees of freedom corresponding to the magnetometer
were deactivated, because in the context of activity recognition, it was determined that they
did not provide enough relevant information, and therefore may be ignored, especially for
devices with limited hardware [37].
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Figure 4. The wristband module introduced by ref. [15]. Reprinted with permission from ref. [15]
2021 IEEE.

In the context of LIPSHOK, the wristband is the most powerful module included in
the SHiB kit. Indeed, the wristband module is the only one capable of accurately achieving
the recognition of ADLs directly on its embedded hardware through a machine learning
algorithm (i.e., a C4.5 decision tree) using the inertial data. However, while every other
module presented in this paper is designed to work autonomously, as they are capable
of performing simple activity detection on their own, combining their data with the data
produced by the wristband can significantly improve the accuracy of the overall system
for all the use cases that have been presented. For instance, the gait speed module, the
PIR-BLE-RSSI, and the bathroom modules all have the ability to scan wristband identifiers
and associate the readings with the nearest person based on an RSSI localization. As regards
the recognition of ADLs through inertial data, an overall F-measure of 84.40% was obtained
during the following experiment: Twenty participants were asked to perform, three times a
week, a 5-activity training program (i.e., running, sit-to-stand, stand-to-sit, inactive and
walking). The participants were divided into two equal groups of 10 people according to
whether they had to complete the program with the wristband or without, in order to form
a control group [15].

4. The Design of LIPSHOK

In this paper, we introduce LIPSHOK, LIARA Portable Smart Home Kit, a smart home
in a box framework. We were motivated by the need to integrate the modules presented
in the previous section into a standalone kit that is easy to install and inexpensive. As
illustrated in Figure 5, the design of such a framework remains simple. Regarding our
implementation, this architecture relies on a centralized unit that does not require powerful
hardware to manage the flow of data generated by all the sensors a smart home may involve.
Indeed, despite most of the implementations suggested in the literature [8], we have rather
opted for the use of a Raspberry Pi 3B, one of the most well-known nanocomputers currently
available on the market, since it offers an excellent price–performance ratio.

Moreover, as the proposed architecture is intended for a real-time usage of the data, it
therefore avoids the need for expensive storage devices, and it also provides better privacy
and security for the residents of smart homes. Nevertheless, the such a framework does not
enforce the use real-time data. As it stands, it is possible to create a dedicated application
within the LIPSHOK architecture in order to store incoming data in a database server
located in another environment.
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Figure 5. The detailed diagram of the suggested LIPSHOK framework.

4.1. Main Architecture

The central unit of the LIPSHOK framework hosts the core software component that
mainly relies on the use of the websocket protocol (https://www.rfc-editor.org/rfc/inline-
errata/rfc6455.html accessed on 22 February 2022). This technology is preferred, since
it allows us to create a bidirectional communication channel that is kept open as long as
required. In addition, websockets remain simple, well suited for real-time applications and
allow one-to-many connections, which is particularly useful when it comes to supporting
many smart home sensors.

In the LIPSHOK achitecture framework, there are two distinct websockets, the first
one being required to acquire data transmitted by every receiver and the second one being
required to emit aggregated data to external clients, such as dedicated applications (e.g., a
visualization application) or other devices (e.g., a database server). In order to facilitate
future explanations, it is first important to provide the definitions of some key concepts:

• Smart sensor: A smart sensor encompasses a physical sensor and a programmable
chip, or a nanocomputer, that allows one to embed algorithms or any data processing
software, and that provides either a wired or a wireless connectivity (e.g., BLE).

• Receiver: A receiver is an entity authorized to collect data of one or more sensors
communicating with the same protocol (e.g., Z-Wave). Its only requirement is to be
capable of connecting to both a websocket protocol and its related communication
protocol. For example, the BLE receiver must be able to connect to any of the BLE
smart sensors available and to send their data through the websocket protocol.

• Winput is the notation employed to refer the receiving websocket of the central unit.
Its role is to combine and normalize data transmitted by the receivers. Moreover, it is
also possible for this receiver to act as the default receiver for any smart sensor using
a websocket as its only communication protocol.

• Woutput is the notation employed to refer the emitting websocket of the central unit. Its
role is to stream aggregated and normalized data obtained from smart sensors through
Winput to every connected client. Therefore, if two interfaces are connected to Woutput,
they will both receive real-time data, regardless of the underlying communication
protocol required by each sensor.
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While our implementation suggests hosting the receivers within the same central unit,
it is simple to see how the system may be improved by distributing them across multiple
physical devices, as long as they have the proper requirements. The architecture should
then benefit from better load distribution across the network and better robustness against
single points of failure (SPoF).

4.2. Protocol Receivers

In order to provide a generic architecture capable of adapting to most technologies
being used by sensors and actuators of smart homes, the suggested design of the LIPSHOK
framework defines various software components as receivers. Every receiver operates
on a specific network port. Each one is associated with a given technology, as detailed
in Table 5. While these receivers cover most of the most popular technologies, including
the ones required for every module included in the kit, more receivers may be added to
the framework. Indeed, as an open-source project (https://github.com/kevinchapron/
LIPSHOK-final accessed on 22 February 2022), the LIPSHOK framework was designed
to be as extensible as possible. In addition, while the core software is written in GoLang
(https://golang.org/ accessed on 22 February 2022), additional features may be developed
in other languages without compromising its proper functioning, as long as they comply
with the architectural guidelines related to port forwarding and encryption.

Table 5. Detailed receiver network configurations.

Label Technology Port

UDP Receiver UDP 5010
TCP Receiver TCP 5020
BLE Receiver BLE 5030

Z-Wave Receiver Z-Wave 5040
Main Receiver (Winput) Websocket 5001
Main Receiver (Woutput) Websocket 5003

4.3. Security

The main requirement mandated by the LIPSHOK framework is the need for the
data transmission process to implement a previously defined encryption layer. This is to
prevent malicious users from acquiring sensible data that are easily usable through a man
in the middle (MITM) attack [38]. Therefore, the suggested implementation is based on the
advanced encryption standard (AES) algorithm. Thus, each message transmitted within
the architecture must comply with the packet structure illustrated in Figure 6. Since the
AES-128 master key is generated only one time, it is then stored securely in the central unit
and in each module included in the kit. Moreover, to reduce the threats of potential packet
interception, a unique AES initialization vector (IV) is generated for each new message.

Figure 6. The structure of a message packet in the LIPSHOK architecture.

While AES is a powerful yet efficient encryption algorithm, some modules included
in the kit, such as BLE-based devices (e.g., the wristband), limit the size reserved for the
body of the message to 20 bytes, making them not suitable with AES encryption. To cope
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with such a problem, we therefore suggest using the PRESENT algorithm [39] since it is a
lightweight block cipher encryption method advertised to be 2.5 times more cost-effective
than AES (https://nieuws.kuleuven.be/en/content/2012/ultra-lightweight-encryption-
method-becomes-international-standard accessed on 22 February 2022). The PRESENT
algorithm uses an 8 byte block cipher. In that sense, as data transmitted by BLE-based
devices within the architecture are 20 bytes long, the encryption algorithm is applied three
times using the following bytes: [0, 8], [6, 14] and [12, 20]. A total of four bytes need to be
overlapped to fit the algorithm. However, this overlap has no impact, since the decryption
operation is applied in reverse order.

5. Why Use Lipshok?

From our point of view, the LIPSHOK SHiB kit detailed in this paper should benefit all
stakeholders concerned with the use and development of intelligent environments. Inspired
by the early proposal of ref. [5], the kit has also been designed to be easy to install in either
new or already existing homes regardless of the available setup, for a very low price.
For instance, Table 6 provides an evaluation of the cost for each module included in the
LIPSHOK kit and the infrastructure costs. Furthermore, Table 7 offers a costs comparison
of LIPSHOK with related SHiB solutions (i.e., CASAS [1] and SPHERE in a Box [11]) when
deployed in a one-bedroom apartment. However, it must be noted that quoted prices for
the LIPSHOK kit represent the costs for the production of the proofs of concept. Large-scale
manufacturing of the different modules is expected to reduce significantly these costs.

Table 6. Summary of the cost for every module included in the LIPSHOK SHiB kit and for the
hardware required to implement the architecture.

Module Content Qty. Unit Price ($US)

LIPSHOK infrastructure

Raspberry Pi 3B+ board 1 35.00
Minimal Raspberry equipment (Minimal equipment
for the Raspberry Pi board includes a power cable and
a class 10 micro SD memory card with a storage
capacity of 32 GB.)

1 30.00

ZigBee dongle 1 30.00
Z-Wave dongle 1 60.00
Total 155.00

Bathroom modules

Raspberry Pi Zero W board 2 10.00
Minimal Raspberry equipment 2 20.00
16-bit ADC 2 15.00
IRPS sensor 2 15.00
Total 120.00

Gait speed module

Raspberry Pi Zero W board 1 10.00
Minimal Raspberry equipment 1 20.00
16-bit ADC 1 15.00
IRPS sensor 3 15.00
Total 90.00

PIR-RSSI module

Raspberry Pi Zero W board 1 10.00
Minimal Raspberry equipment 1 20.00
PIR sensor 1 10.00
Total 40.00

Wristband module

RedBear BLE Nano V2 board 1 15.00
LSM9DS1 IMU sensor 1 17.50
LiPo battery manager 1 21.50
400 mAh LiPo battery 1 5.50
Total 59.50
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Table 7. Cost comparison of two related SHiB kits, CASAS [1] and SPHERE in a Box [11], with LIPSHOK.

SHiB kit Content Total Cost ($US)

CASAS [1]

Server (×1)

2765.00
IR motion/light sensors (×24)

Door sensor (×1)
Relays (×2)

Temperature sensors (×2)

SPHERE in a Box [11]
Cellular router (×1)

500.00WiFi gateways (×4)
Wristband (×1)

LIPSHOK

Central unit (×1)

624.50
Bathroom modules (×1)
Gait speed module (×1)

PIR-BLE-RSSI modules (×5)
Wristband module (×1)

When compared to existing SHiB kits, such as CASAS and SPHERE in a Box, LIPSHOK
is the most affordable when taking into account the number of sensors it provides out of
the box. Furthermore, since the architecture has been made to allow integrating sensors
and actuators based on various technologies and thus working at several data rates, the
kit features better extensibility than SPHERE in a Box by default. In addition, having the
entire LIPSHOK infrastructure (i.e., hardware blueprints and the firmware and algorithms)
distributed under an open-source license also ensures enhanced extensibility, as it allows
developers and researchers to easily upgrade the core features of the kit to best suit
their needs.

Finally, LIPSHOK includes everything required from sensors to client applications
enabling a fully operational smart home within a couple of hours of installation and configu-
ration. Figure 7 shows the sensors-state-monitoring client application also provided as part
of the kit (provisioned on the central unit by default). Additionally, it is important to note
that the architecture may also be scaled-up to further meet high-availability requirements
in order to improve fault tolerance in the same way as defined by refs. [8,10].

Figure 7. The sensors-state-monitoring application interface included with the LIPSHOK SHib kit.

6. Conclusions

In this paper, we have introduced the LIARA Portable Smart Home Kit (LIPSHOK),
a smart home in a box (SHiB) kit capable of managing both heterogeneous sensors and

126



Sensors 2022, 22, 2829

actuators, along with several wireless communication technologies, in a unified modular
architecture. In order to keep this architecture affordable, its design relies on a centralized
unit that does not require powerful hardware to manage the flow of data generated by
all the sensors in real time. Since it is a simple architecture that is based on inexpensive
hardware, we have put our efforts toward offering a standalone and generic solution, in
order to facilitate its installation. Moreover, four custom sensors are also featured in this
kit. However, these devices do not exclude the possibility for researchers and developers
to integrate other sensors or actuators, which may be either proprietary or custom-made
in the LIPSHOK kit. While each of these four sensors has been presented independently,
this is, to the best of our knowledge, the first time such a comprehensive SHiB kit has
been presented.

7. Future Work

Future work will focus first on the refection and enhancement of the bathroom mod-
ules. Indeed, since these modules have not been designed to meet any of the IP standards,
it seems important to offer modules that are IP67 considering the environment where they
are installed. Moreover, the need for these modules to be powered through an electric cable,
while it only outputs 5V, remains a drawback in their design that may raise concerns for
smart home residents. Thus, we are working on making the bathroom modules capable of
being powered by a button cell battery.

In addition, as a post-COVID-19 pandemic context is starting to emerge, our objective
of deploying the complete LIPSHOK kit in real conditions, within a non-research laboratory
environment, now appears achievable. Therefore, future work will focus on this essential
step that is required to ensure the LIPSHOK SHiB kit works in residential settings.
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Abbreviations

The following abbreviations are used in this manuscript:

5MWT 5-Meter Walk Test
ADL Activities of Daily Living
AES Advanced Encryption Standard
Am.I. Ambient Intelligence
BLE Bluetooth Low Energy
DM1 Myotonic Dystrophy type 1
DoF Degrees-of-Freedom
IMU Inertial Measurement Unit
IP Ingress Protection
IRPS Infrared Proximity Sensor
IV Initialization Vector
LIPSHOK LIARA Portable Smart Home Kit

127



Sensors 2022, 22, 2829

MCI Mild Cognitive Impairments
MITM Man in the Middle
PIR Passive Infrared
RSSI Received Signal Strength Indication
SHiB Smart Home in a Box
SPoF Single Points of Failure
TCP Transmission Control Protocol
UDP User Datagram Protocol
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Abstract: The ever increasing pace of IoT deployment is opening the door to concrete implementa-
tions of smart city applications, enabling the large-scale sensing and modeling of (near-)real-time
digital replicas of physical processes and environments. This digital replica could serve as the basis
of a decision support system, providing insights into possible optimizations of resources in a smart
city scenario. In this article, we discuss an extension of a prior work, presenting a detailed proof-of-
concept implementation of a Digital Twin solution for the Urban Facility Management (UFM) process.
The Interactive Planning Platform for City District Adaptive Maintenance Operations (IPPODAMO)
is a distributed geographical system, fed with and ingesting heterogeneous data sources originating
from different urban data providers. The data are subject to continuous refinements and algorithmic
processes, used to quantify and build synthetic indexes measuring the activity level inside an area of
interest. IPPODAMO takes into account potential interference from other stakeholders in the urban
environment, enabling the informed scheduling of operations, aimed at minimizing interference and
the costs of operations.

Keywords: Digital Twin; big data; geographic information system; smart city; Urban Facility
Management; Apache Spark

1. Introduction

Digital transformation is an essential element for urban governance, enabling the
efficient coordination and cooperation of multiple stakeholders involved in the urban
environment. In the last decade, the concept of the smart city has gained tremendous
importance and public/private institutions have started thinking about innovative ways
to develop solutions tackling the complexity of the various phenomena [1]. At their core,
these solutions rely on IoT and ICT to realize the perception, control and intelligent services
aimed to optimize resource usage, bettering the services for the citizens [1,2]. To this aim,
real-time access to accurate and open data is central to unlocking the economic value of
the smart city potential, opening a rich ecosystem to suppliers for the development of new
applications and services [3].

Digital Twin (DT) technology has revived the interest in the smart city concept, un-
derstood as a digital replica of an artefact, process or service, sufficient to be the basis for
decision making [4]. This digital replica and the physical counterpart are often connected
by streams of data, feeding and continuously updating the digital model, used as a descrip-
tive or predictive tool for planning and operational purposes. While the concept of Digital
Twin is by no means new, recent advances in 5G connectivity, AI, the democratization
of sensing technology, etc., provide a solid technological basis and a new framework for
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investment. As an example, ABI Research predicts that the cost benefits deriving from the
adoption of urban DTs alone could be worth USD 280 billion by 2030 [5].

Recognizing these benefits, different public and private institutions have already
started investing in the technology, and this fact is attested by several urban DT initiatives,
aimed at addressing different and complex problems in the smart city context. In the
H2020 DUET project, the Flanders region aims at building a multi-purpose DT platform
addressing the impact of mobility on the environment, to reduce the impact on human
health [6]. In the same project, the city of Pilsen is building a proof-of-concept DT focusing
on the interrelation between transport and noise pollution. The pilot aims to demonstrate
the concept of the technology across transport and mobility, urban planning and the
environment and well-being limits [7].

Recently, Bentley Systems and Microsoft announced a strategic partnership to advance
DT for city planning and citizen engagement [8]. This partnership materialized in 2020 in a
collaboration with the city of Dublin, pursuing the development of a large-scale urban DT
used as a support tool for citizens to engage, from the safety of their own homes, in new
development projects in their local communities.

It is evident that the success of an urban Digital Twin is directly impacted by the
quality and quantity of the data sources that it relies on to model the physical counterpart.
The modeling component, being either visual, e.g., based on a dashboard showing a
consolidated view of the data, or data-driven, e.g., AI or statistical, is another core element
of the framework. In this work, we discuss a concrete DT solution for the Urban Facility
Management (UFM) process. The process under scrutiny comprises multiple stakeholders
acting on a shared environment, e.g., different companies involved in the maintenance
of various urban assets, each having a local view of the overall maintenance process.
Their view on the activities is periodically consolidated in a joint conference called by
the municipality, where mid-to-long-term operational details are discussed and a global,
coarse-grained view of the process is established.

The scope and aim of the project is to showcase the use of DT technology as a deci-
sion support system, guiding UFM operators in their activity through the use of a rich
set of correlation tools depicting the activities inside an area of interest. The system is
equipped with a scheduling functionality, consulted to find feasible schedules for main-
tenance interventions, while minimizing some predetermined indexes, e.g., disturbance
on mobility, interferences with other planned city events, etc. From a technological view-
point, the Interactive Planning Platform for City District Adaptive Maintenance Operations
(IPPODAMO [9]) is a proof-of-concept DT consisting of a (distributed) multi-layer geo-
graphical system, fed with heterogeneous data sources originating from different urban
data providers. The data are initially staged at ingestion points, dedicated ingress ma-
chines, where they undergo syntactic and semantic transformations, and are successively
forwarded to a big data processing framework for further refinements. The data are subject
to different algorithmic processes, aimed at building a coherent view of the dynamics
inside an area of interest, exploited by the UFM operated to make informed decisions on
potential future maintenance operations. This work builds on a prior work [10], extending
the study with a detailed discussion of some core system components, showcasing the
advanced capabilities of the decision support system.

The article is organized as follows. Section 2 provides a concise background on the
concepts and technological ecosystem adopted in this work. Section 3 briefly describes
some data sources considered in the project, followed by a high-level functional overview
of the multi-layer geographical system. Section 4 presents two distinct big data processing
pipelines, providing some insights into their implementation and performance trends.
While preserving the general aspect of our study and without loss of generality, in Section 5,
we present the use cases and functionalities currently targeted by the platform. Finally,
Section 6 draws the conclusions, delineating some future work.
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2. Background

This section provides a brief overview of the Digital Twin concept, presenting its
main building blocks and relating them to IPPODAMO. Next, we provide a concise and
contextual survey of big data computing frameworks, part of the technological ecosystem
adopted in this work.

2.1. Digital Twin Concept

Grieves is recognized to be the first that coined the term Digital Twin, using it to
describe the digital product lifecycle management process [11]. Since then, thanks to the
availability of modern computing platforms, engineering and management paradigms and
practices, the term has gained in popularity, promoting DT technology as a key enabler of
advanced digitization.

To date, many such applications have been successfully implemented in different do-
mains, ranging from manufacturing [12] and logistics [13] to smart cities [14], etc. However,
currently, there is no common understanding of the term, and in this respect, a taxonomy
would help to demarcate the conceptual framework.

To this end, the authors in [4] provide a classification of the individual application
areas of Digital Twins. As part of a comprehensive literature review, they develop a
taxonomy for classifying the domains of application, stressing the importance and prior
lack of consideration of this technology in information systems research. Building on this,
the authors of [15] undertake a structured literature review and propose an empirical,
multi-dimensional taxonomy of Digital Twin solutions, focusing on the technical and
functional characteristics of the technological solution. As an add-on, the proposal allows
for the classification of existing Industry 4.0 standards enabling a particular characteristic.

What unites the various DT approaches is the presence of some key technological
building blocks that need to be considered and are crucial to its success.

1. Data link: the twin needs data collected from its real-world counterpart over its full
lifecycle. The type and granularity of the data depend on the scope and context of
deployment of the technology.
IPPODAMO relies on a multitude of heterogeneous data sources, available at dif-
ferent granularities. Each data source has a dedicated (automatic) ingestion process
used to transform the data, enriching the IPPODAMO data layer. For more informa-
tion on the data sources and some computational aspects, we refer to the reader to
Sections 3 and 4, respectively.

2. Deployment: the twin can be deployed and span the entire cloud-to-thing contin-
uum, starting from the thing (IoT devices), the edge and/or the cloud. The specific
deployment criteria depend on the scenario requirements, typically based on laten-
cy/bandwidth and/or security/privacy constraints.
IPPODAMO is not directly involved in the raw data collection process. The system
relies on third-party data providers, which collect, extract and fetch the data in dedi-
cated ingress, cloud-backed machines. The raw data are anonymized and temporally
retained in the system.

3. Modeling: the twin may contain different and heterogeneous computational and
representational models pertaining to its real-world counterpart. This may range
from first-principle models adhering to physical laws; data-driven; geometrical and
material, such as Computer-Aided Design/Engineering (CAD, CAE); or visualization-
oriented ones, such as mixed-reality.
Our Digital Twin solution provides a consolidated view of heterogeneous urban
data (descriptive Digital Twin), while at the same time, relying on historical and
(near-)real-time data to perform near-to-mid-term predictions on the activity indexes
(predictive Digital Twin). This allows operators to perform simulation scenarios aimed
at minimizing predetermined indexes during routine and scheduled interventions.
More information on the use cases and, in particular, the UFM scheduling is provided
in Section 5.
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4. APIs: the twin needs to interact with other components, e.g., twins in a composite
system or an operator consulting the system. To facilitate these interactions, various
APIs must be available to allow for information collection and control between the
twin and its real-world counterpart.
IPPODAMO presents the UFM operator an intuitive, high level user interface abstract-
ing low-level system interfaces. At the same time, IPPODAMO has a programmatic
interface, exposing well-defined ReST APIs through which other systems and opera-
tors could integrate and interact. The rationale behind this choice is to enable future
potential integrations of IPPODAMO into a larger, federated ecosystem of smart city
platforms. This aspect of the study is beyond the scope of this article.

5. Security/privacy: considering the role and scope of the DT, physical-to-digital inter-
actions require security/privacy mechanisms aimed at securing the contents of the
twin and the interaction flows between the twin and its physical counterpart.
The solution is deployed on a state-of-the-art virtualized environment equipped with
all the necessary security features. To this end, different administrative levels are
provisioned, for accessing both the virtualized system and the system functionalities.

In the following, we provide a concise survey on some big data computing frameworks,
motivating the choice of the identified technological ecosystem.

2.2. Big Data Computing

Smart cities generate and require, more than often, the collection of massive amounts of
geo-referenced data from heterogeneous sources. Depending on the process and purpose
of the system(s), these data must be quickly processed and analyzed to benefit from
the information. To this end, big data computing frameworks have gained tremendous
importance, enabling complex and online processing of information, allowing us to gain
insights about phenomena in (near-)real time.

Cluster computing frameworks such as Apache Hadoop, based on the MapReduce
compute model, are optimized for offline data analysis and are not ideal candidates for fast
and online data processing due to the overhead of storing/fetching data at intermediate
computation steps [16]. Current efforts in the relevant state-of-the-art have shifted toward
promoting a new computing paradigm referred to as Stream Processing [17]. This paradigm
adheres to the dataflow programming model, where computation is split and modeled as a
directed acyclic graph and data flow through the graph, subjected to various operations [18].
Micro-batching represents a middle ground in this continuum: the idea is to discretize
the continuous flow of data as a set of continuous sequences of small chunks of data,
delivered to the system for processing. In this context, frameworks such as Apache Spark
adopt this philosophy [19]. While Apache Spark is not a purely streaming approach, it
introduces a powerful abstraction—the resilient distributed dataset (RDD [20])—allowing
for distributed and in-memory computation. This programming abstraction supports
efficient batch, iterative and online micro-batching processing of data, and it is a perfect
match for the dynamics of our UFM scenario. Moreover, the cluster computing platform
offers a wide range of libraries and computation models, as well as the geographical
extensions needed to handle spatial data [21].

3. The IPPODAMO Platform

In this section, we start by presenting the data sources used by the Digital Twin, dis-
cussing their spatial and temporal characteristics. Next, we provide a high-level overview
of the functional components comprising the technical solution.

3.1. Data Sources

IPPODAMO relies on a multitude of heterogeneous data sources provided, in part, by
the project partners, including a telco operator and a company operating in the UFM sector.

Referring to Figure 1, the twin relies on (anonymized) vehicular and human presence
data, combined to extract a measure of the activity inside an area of interest. The data
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sources are geo-referenced, embodying different levels of granularity, subject to different
data processing steps and aggregation procedures aimed at building a composable activity
level index (refer to Section 5). At the time of writing, the system has processed and stores
two years of historical data and actively processes (near) real-time updates from each data
source. These data have important value and enable IPPODAMO to gain (near-)real-time
insights into the activities, but also to simulate near-to-mid-term evolutions of the activity
level by exploiting the historical data.

Figure 1. IPPODAMO data sources.

Other important data relate to the UFM process itself, which comprises data generated
from: (i) the urban monitoring activity, e.g., the status of an urban asset assessed periodi-
cally through field inspections, (ii) annual planning and scheduled operations, e.g., repair
interventions, (iii) geographical data concerning public utilities such as hospitals, schools,
cycling lanes, etc. The data are provided and updated by the company operating in the
UFM sector, having a vested interest in accurately depicting and monitoring the status of
the urban assets.

Additional data sources are available and extracted from the open data portal, curated
and maintained by the municipality of Bologna, Italy, and these include: (i) city events and
(ii) other public utility maintenance operations.

All the above-mentioned data sources undergo dedicated processing steps and are
stored in a logically centralized system, providing a consolidated and multi-source data
layer. A rich set of visualizations can be built, guiding the UFM operator in their work.
At the same time, more advanced functionalities, relying on the historical data to predict
future evolutions of the phenomena inside an area of interest, are possible, and this topic is
discussed in Section 5.
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3.2. Technological Ecosystem

The platform (Figure 2) is structured in four main conceptual layers: (i) the ingestion
layer, which interacts with the data providers, continuously acquiring new data, performing
syntactic transformations, pushing them upwards for further refinements; (ii) the big data
processing layer, which performs semantic transformation and enrichment of raw data
fed from the ingestion points; (iii) the storage layer, providing advanced memorization
and query capability over (near-)real-time and historical data, and (iv) the analytics layer,
presenting to the customer an advanced (near-)real-time layer with query capabilities,
aggregate metrics and advanced representations of data.

Figure 2. Technological components of the IPPODAMO platform.

For each data source used by the Digital Twin and, in particular, for the vehicular
and presence data, there is a custom ingestion process tasked with reading the raw data,
performing some syntactic transformations and pushing them towards the big data cluster.
The various data sources are retrieved and pushed in parallel to specific Kafka topics,
which identify also the semantic processing pipeline. Indeed, to enable the reliable and
fast delivery of data from the ingestion points to our analytics and storage platform, we
rely on Apache Kafka, an open-source, distributed, message-oriented middleware [22].
This choice is driven by the capabilities of this platform, including, but not limited to,
its capability to gracefully scale the processing in the presence of high-throughput and
low-latency ingress data. This matches the requirements of our domain, where data are
constantly and periodically collected from many heterogeneous sources, e.g., vehicle black
boxes, cellular, public transport, etc.

To provide advanced and fast processing capabilities for spatial data, the technological
stack integrates and relies on Apache Sedona [23]. Apache Sedona is a distributed process-
ing library, which builds on the in-memory computation abstraction of the Apache Spark
framework and is able to provide advanced and fast queries over spatial data. Thanks
to this spatial processing framework, we are able to blend and elaborate different data
sources, creating rich representations of various phenomena in an area of interest.

Once the data have been processed, they are stored in Elasticsearch, a fast and scalable
no-SQL database with advanced capabilities of indexing and querying key-value data [24].
Thanks to the advanced integration between Spark and Elasticsearch, we can use the
solution as both a data provider and as a distributed storage system. The data are subject
to further refinements and algorithmic processes aimed at creating different layers of
aggregations, calculating synthetic indexes, etc., which are then used by the planner
functionality to identify suitable time intervals during which to schedule urban operations.
The raw data and information extracted from the data are presented to the end-users in
different forms through advanced visualization dashboards available through Kibana, part
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of the Elasticsearch ecosystem. Last is the JobServer component, an optimized RESTful
interface for submitting and managing Apache Spark tasks [25]. A job request, e.g., for a
suggestion on a maintenance operation schedule, is a JSON-formatted request, triggering
the execution of a specific algorithm resulting in a JSON-formatted output visualized
through a web-based user interface. This component composes part of the IPPODAMO
programmatic API, which could be used to integrate the solution into a larger, federated
ecosystem of platforms in a smart city context.

4. Big Data Processing

In this section, we provide some technical details on the big data processing pipelines
dedicated to the transformation and enrichment of incoming raw data. Next, we present
and analyze the performance trend of two distinct data processing pipelines, providing
in-depth insights into some system mechanisms.

4.1. Processing Pipeline(s)

The data sources introduced in Section 3 are subject to different processing pipelines
due to the inherent syntactic and semantic differences that they embody. Concerning the
vehicular and presence data, of relevance to the UFM process is the measure of the activity
level inside a particular area in time. To this end, both pipelines are finalized to implement
a counting technique measuring the activity volume. The geographical granularity of the
presence data is accounted on a tile basis, a square-shaped geographical covering an area
of 150 m × 150 m, while the vehicular data are point data—latitude and longitude—and
can be accounted for at any meaningful granularity. These data resolutions are imposed
by the data provider. It is important to note that in scenarios where both vehicular and
presence data need to be accounted for, the granularity of this aggregation operation can
be a tile or a multiple of tile entities.

Referring to Figure 3, both vehicular and presence data sources are initially subjected
to some syntactic transformations before being forwarded from the Kafka producer, sim-
plifying the ingestion process on the Spark cluster. From here on, the data are subject to
semantic transformation processes, enriching the source data with relevant geographical
information. In particular, the last operation in the pipeline accounts for the activity index
information, retaining it in a distributed memory support. This operation should be done
in a fast and efficient way; otherwise, it risks becoming a bottleneck for the overall system,
delaying the ingestion performance.

To this end, we rely on a spatial partitioning mechanism, dividing the interest area
among the cluster nodes. The area of interest to the project is initially saved in the un-
derlying distributed file system and programmatically loaded and partitioned using the
GeoHash spatial partitioning scheme [26]. This allows us to distribute topological data
and index thereof among the cluster nodes. Indeed, in scenarios where ingress data are
uniformly distributed inside the area of interest, this allows us, on average, to equally
distribute and scale the computation among available cluster nodes. In particular, the
data are accounted for by performing distributed point-in-polygon (PiP) and k-Nearest-
Neighbor (kNN) operations, and these operations are enclosed by the GeoRDDPresence and
GeoRDDVehicular functional components, respectively, for the presence and vehicular data.
The data, once retained, are then subjected to additional processes, aggregating and slicing
the data in the time and space domains (refer to Section 5). Other sources of information
are those containing topological information concerning urban assets such as cycling and
bus lanes, hospitals, schools, etc., and open data offered by the municipality, e.g., city
events. Topological data have a dedicated batch processing pipeline; at its crux is a geo-join
operation, aimed at enriching the IPPODAMO baseline topological map with additional
information on urban assets. A dedicated update procedure is available whereby old
information is discarded and only the fresh information is considered.
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Last are the data sources containing operational information on the facility manage-
ment process. UFM data have spatial and time information and are currently handled by a
similar processing pipeline to the topological data.

Figure 3. IPPODAMO (big) data processing pipelines and information flow.

4.2. Performance Analysis

The periodicity of the individual data sources imposes some operational constraints
on the data processing pipelines, and this consideration applies to the vehicular and
presence data. As an example, when a new batch of vehicular data enters the system,
the corresponding end-to-end processing pipeline comprising the various syntactic and
semantic transformations should take no more than 60 min (refer to Figure 1). Failure
to do so would create a backlog of data that increases over time, slowing down the
ingestion performance.

In particular, among the operations shown in Figure 3, the one embodying the highest
computational burden is the GeoRDDVehicular operation, which requires the execution
of a kNN operation for each data point present in the hourly dataset. We report that the
end-to-end sequential processing of an hourly vehicular dataset containing, on average,
15,000 records (trips) often results in a violation of its operational constraint.

To address the issue, we leverage some specific constructs of the Apache Sedona
framework, aimed at distributing the computational effort among the various cluster nodes.
As anticipated, the proposed solution makes use of the (i) GeoHash spatial partitioning
scheme, allowing the partitioning of a geographical area of interest among cluster nodes,
and the (ii) broadcast primitive implementing a distributed, read-only shared memory
support. In particular, the ingress vehicular dataset is enclosed as a broadcast variable,
shared among worker nodes, where each node is responsible for the computation of a kNN
operation over a subset of the points contained in the original dataset. This approach allows
the parallel computation of individual kNN operations, whose outcome is later merged
and retained in ElasticSearch. Figure 4 shows the performance trend of the optimized
vehicular data processing pipeline. In particular, Figure 4a plots the processing time with a
varying number of input records. The resulting trend is monotonic, allowing for the timely
processing of the input dataset, adhering to the operational constraints imposed by the data
source periodicity. Figure 4b puts the processing time into a greater context, accounting
for additional operations occurring before and after the GeoRDDVehicular processing step,
comprising data (de)serialization and output communication to the driver node, with the
kNN processing step accounting for nearly 91% of the processing time.

138



Sensors 2021, 21, 8460

(a) (b)
Figure 4. Vehicular processing pipeline performance. The experiments were carried out in a testbed comprising 4 VMs—1 driver
and 3 workers—each equipped with 8 vCores, 32 GB vRAM and 150 GB data SSD support. (a) Overall processing time under
varying number of ingress records. (b) Processing time decomposition for the 15,000 record configuration.

5. A Decision Support System

At its core, the IPPODAMO platform serves as a decision support system, aiding UFM
operators in their daily activity. In this section, we start by discussing a set of identified use
cases best targeting the needs of the UFM operator. Next, we discuss the concept behind
the activity level index, a synthetic index used by some underlying system functionalities.
Then, we provide a brief description of the algorithmic details of the scheduler functionality,
along with a validation study showcasing its capabilities.

5.1. Use Cases

While preserving the general aspect of our study and without loss of generality, we
identified two broad use cases, which showcase the capabilities of the solution in the
following directions:

• UC#1: Rich (comparative) analysis by providing a set of configurable visualizations,
used to quantify and visualize the activities inside an area of interest.

• UC#2: UFM scheduling functionality guiding the placement of maintenance opera-
tions in time.

• UC#3: Quantitative evaluation of the annual planning interventions.

Concerning the first use case, the system provides a rich set of configurable visualiza-
tions, allowing the UFM operator to consult and confront the historical and current trend of
data inside an area of interest. The second use case aims to provide the UFM planner with a
proactive decision tool, guinding the scheduling decisions. The last use case allows the plat-
form administrator to perform an a posteriori evaluation of the annual planning schedule,
dictated by the data that IPPODAMO has ingested. Through this functionality, we would
like also to be able to perform a qualitative evaluation of the algorithmic decisions made
by IPPODAMO, confronting them with the knowledge of the UFM specialist. At the core
of these use cases is the activity level index, which is discussed in the following section.

5.2. Activity Level Index

Once the data are processed, they are stored in ElasticSearch and are subjected to
further periodic and event-based algorithmic processes, aggregating and slicing the data in
the time and space domains. Intuitively, the activity index is a measure of the activity level
inside an area of interest.

At first, vehicular data are stored at their finest granularity, contributing to the traffic
volume in a specific point of the underlying road topology. These point-wise data are
aggregated and accounted on a road-arch basis, a constituent of the road topology. The data
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are also sliced in the time domain, accounting for the daily traffic volume and the traffic
volume on some configurable rush hours. Once aggregated, the data are normalized and
stored at different scales, e.g., for better visualization. This computed quantity constitutes
the activity level index derived from the vehicular data.

The human presence data are subjected to a similar workflow. The difference is in
the granularity (tile entity) that the data are accounted for. Recall that this granularity is
imposed on us by the data provider. Once the individual indexes are computed, they can
be composed and weighted according to some criteria. The current implementation allows
an operator to simulate different scenarios by specifying the weights accordingly.

These indexes are periodically updated and maintained, and they constitute the input
for the, e.g., UFM scheduler. Currently, three implementations for the activity level index
are available, and the planners’ behavior is parametric on the index type:

1. Raw index: scaled activity level computed from the raw data. This index has only look-
back capabilities and is used by the UFM specialist to compare the goodness of the
performed annual activities. This index is connected to the functionality of UC#3, via
which we would like to obtain a qualitative evaluation of the platforms’ operations.

2. Smoothed index: a window-based, weighted average index adopted to filter noise and
potential erratic behavior of the raw index. Similarly, this index has only look-back
capabilities, serving as a starting point for more sophisticated types of indexes.

3. Predictive index: this index has look-ahead capabilities, leveraging the past to predict
near-to-mid-term, e.g., monthly-based evolution, activity levels in a specified geographi-
cal area. This index is used to create future hypotheses for scheduling operations.

Concerning the predictive index, we rely on state-of-the art algorithms, capable of
inferring seasonality and local phenomena from the data. Currently, we are evaluating
some practical design considerations that can occur in a dynamic and time-varying scenario
such as ours.

5.3. UFM Scheduling Algorithm

This functionality is used in the first use case, and aids the UFM operator in searching
for a suitable timeframe during which schedule a maintenance intervention. A maintenance
operation may consist of a minor/major repair operation of an urban asset; it has fixed
coordinates in space, a predicted duration, and an optional timeframe in which it needs to
be scheduled. The scheduling criteria vary, and, depending on the objective, one would
like to avoid or minimize disturbance to nearby activities. To this aim, the system has the
capability to express and consider all these and other constraints when performing the
search for a suitable timeframe.

Once a request is issued, the system receives all the constraints expressed by the
operator, including the list of attributes, e.g., coordinate, expected duration, etc., for each
intervention. The algorithm then exploits the geographical coordinates to compute the
activity level index inside an area of interest and gathers all the potential interferences with
nearby ongoing activities. To this aim, the functional component relies on the Spark SQL
library and geographical primitives available in Apache Sedona. Recall that the algorithms’
behavior is parametric on the index type, and different types of indexes are available.
The final outcome of this computation is the construction of the index history and its
hypothetical evolution in time.

Once the activity level index is computed, and all interferences have been retrieved,
a final index is processed for the time horizon under consideration served as input to
the scheduling algorithm. The exact algorithmic details and final index composition are
beyond the scope of this article.

5.4. Discussion

Figure 5 shows a comparative view through which the UFM operator can assess
the vehicular activity in configurable timeframes and areas. These views fall inside the
functionalities provisioned in the second use case, and are all configurable via dedicated
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high-level graphical interactions. Once the configuration has been set up, a Kibana view is
generated and mirrored in the frontend.

Figure 6 shows some sample outputs generated by the UFM scheduler functionality
provisioned in the second use case. For this assessment, the algorithm relies on the
predictive index and co-locality information identifying nearby interferences, e.g., city
events, other public utility maintenance operations announced by the municipality, etc.
A maintenance operation has a specific location in space, and a duration in time that could
span several days or hours (Figure 6). Indeed, as already discussed, the data are sliced in
the time domain: in Figure 6a, the algorithm exploits the daily predictive index to position a
maintenance operation in time, while, in Figure 6d, the maintenance operation is, generally,
positioned in a series of consecutive (pre-configured) time intervals. The IPPODAMO
interface allows an operator to specify this additional search criterion.

In all the charts, the lines denoted in green identify the minimum cost schedules along
with potential identified interferences, gathered and reported via the user interface. It is
noteworthy to point out that, in the current implementation, interferences do not contribute
to the index, but rather serve as additional information guiding the UFM operator to make
an informed decision (Figure 6b,c). In addition, the interface allows the UFM operator to
customize the weights of the individual parameters, e.g., as shown in Figure 6c, where the
only quantity contributing to the index is that derived from the vehicular data.

(a) (b)
Figure 5. Trend of the vehicular index—scale [0, 100] for better visualization—in the pre-COVID-19, during and post-
COVID-19 period. (a) Timeline comprising the COVID-19 period. (b) Post-COVID-19 period.

(a) (b)

Figure 6. Cont.
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(c) (d)
Figure 6. The UFM scheduler result, providing the operator with potential timeframes (green color) during which to
schedule a specific maintenance operation. The final activity index is decomposed in all its constituent values, contributing
to the final index. The analysis considers a period of one month, starting from 10 November 2021. (a) Equal cost timeframes
proposed by the scheduler for a maintenance operation in Via Indipendenza X, Bologna, Italy. (b) Identified non-binding
interference for a maintenance operation in Via Zamboni, Bologna, Italy, in the interval [10, 23]. (c) Equal cost timeframes,
vehicular data only, proposed by the scheduler for a maintenance operation in Via Zamboni. (d) Scheduling of an urgent
intervention in Via Zamboni, relying on the next-day prediction of the activity index.

6. Conclusions

In this work, we presented a Digital Twin solution for the Urban Facility Management
process in a smart city context. IPPODAMO is a multi-layer, distributed system making use
of a multitude of heterogeneous data sources to accurately depict and predict the dynamics
inside a geographical area of interest. The decision support system consists of a wide
variety of visualizations, including a scheduler functionality, aiding UFM operators in their
maintenance placement activity.

Currently, the solution is being tested in a real operational scenario, and we are
studying emergent software behavior, identifying near-to-mid-term directions to extend
the software. Of paramount importance is the capability to quantify the benefits of the
solution through measurable KPIs. To this end, we are collaborating with the private sector
and structuring a qualitative data gathering process that could serve as a basis for the value
proposition of the proposal.
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Abstract: Future university campuses will be characterized by a series of novel services enabled by
the vision of Internet of Things, such as smart parking and smart libraries. In this paper, we propose a
complete solution for a smart waste management system with the purpose of increasing the recycling
rate in the campus and provide better management of the entire waste cycle. The system is based
on a prototype of a smart waste bin, able to accurately classify pieces of trash typically produced in
the campus premises with a hybrid sensor/image classification algorithm, as well as automatically
segregate the different waste materials. We discuss the entire design of the system prototype, from the
analysis of requirements to the implementation details and we evaluate its performance in different
scenarios. Finally, we discuss advanced application functionalities built around the smart waste bin,
such as optimized maintenance scheduling.

Keywords: Smart Campus; smart waste management; waste classification; multi access edge computing

1. Introduction

The Internet of Things vision is becoming a reality, transforming the way we live and
interact with the environment. Many conventional places are acquiring smart character-
istics thanks to a multitude of small, low cost and connected computing devices able to
sense, process and communicate data from the environment to cloud/Internet services.
Smart Cities and Smart Buildings, to name a few, are all different realizations of such
a vision and are nowadays of great interest to academic researchers as well as having
great potential for the industrial world. Smart Campuses are of particular interest in this
scenario, and they can be seen as the perfect place for initial steps towards the realization
of large-scale projects targeting Smart Cities [1]. Indeed, university campuses mimic cities
in many aspects: they generally extend on a vast urban area, they are composed of many
buildings of different types (administrative buildings, research laboratories, classrooms,
residences, bar/restaurants) and populated by different types of people (students, teachers,
administrative and technical staff, etc.). At the same time, the management is somehow
more flexible than what is found in proper cities and municipalities since universities
are by nature more open at accepting innovations and new technologies, even if still not
completely mature. Several solutions have been recently proposed in association with
the concept of Smart Campus [2]: smart parking systems [3,4], microgrids [5], smart li-
braries [6,7], systems for classroom monitoring and occupancy estimation [8,9] as well
as sustainable solutions [10,11], are all examples of smart applications implemented in
university campuses.
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One area that received particular attention in the last decade is the efficient manage-
ment of university solid waste (USW) [12]. Recycling such waste is crucial from several
points of view: from an economic perspective, turning solid waste into a resource is fun-
damental to the realization of a circular economy, where one industry’s waste becomes
another raw material. At the same time, efficient and sustainable management of waste
helps reduce health and environmental problems: recycling materials helps cut emissions
from landfills and from new extraction/processing sites, and mitigates environmental
issues such as water/air pollution and littering.

Several works in the literature have addressed the analysis of how much waste is
produced in a university campus, with estimates ranging from 50 to 150 g/user/day (i.e.,
20–50 Kg per user each year) [13–15]. Considering that, according to recent statistics [16],
each person in Europe produce half a tonne of municipal waste per year, USW alone
account for about 1 tenth of the total waste produced in cities.

Moreover, some studies [17,18] have analysed the composition of waste produced
in university campuses, concluding that the majority of USW is composed of organic
waste suitable for composting, followed by recyclable materials such as plastic, glass and
paper. As different types of waste require different recycling processes, segregating and
separating waste at its source is key to the effective management of the recycling chain.
While industrial waste is generally treated with large-scale segregators, the task of waste
separation is much more challenging at the municipal or campus level, as it is solely based
on the goodwill of people and the level of readiness of the recycling infrastructure available.

To facilitate the separate collection of waste starting from the beginning of the sort-
ing chain, that is, from public waste bins, information technologies may come to help.
In particular, embedding different types of sensors and actuators into such waste bins,
connecting them to the Internet and driving them through intelligent algorithms (i.e.,
following the vision of the Internet of Things (IoT)) may give an incredible boost to the
recycling performance.

Motivated by these reasons, this paper extends our previous paper [19] and describes
the realization of a complete solution for the efficient management of USW. The key
building block of our proposal is a novel prototype of a Smart Waste Bin (SWB), a smart
object able to automatically sort different types of trash directly at the place of generation
using a multi-sensor approach, thus easing the management of the entire trash cycle.
Peculiar features characterize the system: the SWB adopts a hybrid scalar/visual sensor
waste classification algorithm that allows for accurate waste recognition as well as an
innovative dual-motor design for automatic waste segregation. Moreover, the SWB and
the management system designed around it are integrated with the recently introduced 5G
networking architecture, particularly for what concerns the advantages of using a Multi-
access Edge Computing (MEC) server. Indeed, the intelligence driving the SWB resides
at the edge of a 5G cellular network, rather than in a cloud server or locally on the object
itself. This approach brings several benefits, such as reduced delay in waste recognition
and reduced energy consumption, making the SWB more appealing to everyday use.

In detail, the contributions of this work are the following: first, we illustrate the design
and implementation of the smart waste bin, detailing the steps made for its creation from
the analysis of the requirements to the physical realization of its external and internal
parts. Second, we give details on the algorithms governing the SWB, including the main
functioning logic as well as the multi-sensorial artificial intelligence used for recognizing
and sorting different types of trash. For the latter, we propose different ways of fusing
information coming from the different sensors, evaluating the performance obtained. Third,
we evaluate a fully working prototype of the SWB in different scenarios, showing through
experiments on a real 5G network that moving the artificial intelligence on the MEC is
beneficial under both latency and energy consumption perspectives. Finally, we showcase
the potential of a management system built around a multitude of (simulated) smart waste
bins, allowing for, e.g., easy and optimized maintenance.
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The remainder of this paper is structured as follows: Section 2 briefly reviews the
main related works in the field of smart waste management. Section 3 details the physical
realization of the proposed smart waste bin prototype, focusing on the main working
logic and the offered functionalities. Section 4 provides a detailed description of the
hybrid scalar/visual machine learning algorithm used to perform waste classification and
evaluates the performance obtained when such intelligence is run locally on the SWB, in
the Cloud or on a 5G MEC. Section 5 focuses on the management backend server and the
advanced features offered by the provided user application. Finally, Section 6 concludes
the paper.

2. Related Work

Facilitated by the wide commercial availability of low-cost sensors, microcontrollers
and communication modules, several research works focusing on prototyping smart waste
management systems have appeared in the last few years.

A class of these works focus mainly on monitoring the amount of trash and the fill
level of waste bins in order to send alerts and optimize the emptying procedures [20–22].
Generally, ultrasonic sensors are used to estimate the fill level by measuring the distance
from the lid on top of the bin to the trash in the compartment. Sometimes a load cell
sensor is incorporated at the bottom of the bin to measure the weight of the waste [23,24].
As an example, in [25] authors propose a system with ultrasonic sensors connected to a
Microcontroller Unit (MCU) that sends an SMS message to the municipality if the waste
level is above a certain threshold. Knowing the waste levels and the locations of the
corresponding bins, the routing and scheduling of the garbage picking procedures can be
optimized; as a result, authors claim that the service cost can be cut by 50%.

The second class of works focus on techniques for recognizing and sorting different
types of trash, with several approaches. Some works use scalar sensors, such as electro-
magnetic sensors (capacitive or inductive sensors), which can be utilized for detection
of nonferrous metal fractions based upon electrical conductivity of the sample [26,27].
Alternatively, photoelectric sensors (obtained coupling a Light Emitter Diode (LED) source
and a photodiode as a receiver) can be used to recognize the type of material (especially in
presence of transparent wrappings) [28]. Other works focus on Radio-frequency identifica-
tion (RFID) technology to sort the different categories of waste, assuming that each piece of
trash is equipped with a smart RFID tag containing the information on the particular type
of material [29,30].

With the success and popularity of machine learning, and in particular of Convolu-
tional Neural Networks (CNN) in the field of computer vision, a considerable amount of
works tackle the problem of image-based waste recognition [31–34]. A common approach
is to use already existing CNN models (pre-trained over very large image databases, such
as ImageNet [35]), which are known to provide excellent results in terms of image classifica-
tion (e.g., AlexNet [36] or VGG16 [37]), and fine tune their last layers of the neural network
with datasets containing images of pieces of trash [38]. All these works report excellent
performance in the task of trash classification, reporting accuracies generally above 90%
when four target classes of glass, paper, metal and plastic are concerned.

Some works also propose prototypes not only to recognize different pieces of trash,
but also to move them in proper compartments after recognition. The operation is typically
performed through the use of Direct Current (DC) or stepper motors [39,40]. As an example,
in [41] waste is placed on a conveyor belt and classified in different categories via image-
based recognition and a trained CNN. After classification, an automatic hand hammer is
used to push the waste into a specifically labelled bucket.

For what concerns communication technologies, most of the aforementioned works
contemplate the use of radio technology to communicate application data such as the bin
fill levels or other information to a remote management server. Often, a GSM module
is used [23–25], although recent works explored the possibility of using other types of
communication such as LoRa/LoRaWAN [42,43].

147



Sensors 2021, 21, 8278

This paper proposes a complete solution for waste management that comprises most
of the features encountered in the recent literature. The proposed Smart Waste Bin offers
accurate waste classification through a hybrid scalar/visual sensor system, as well as
automatic waste segregation with an innovative dual-motor setup and waste level tracking.
In addition, the entire system makes efficient use of 5G connectivity and the availability
of MEC technology to increase recycling rates while providing reduced operation costs,
response time and energy consumption.

3. Building the Smart Bin

3.1. Requirement Analysis

Before designing the system, we conducted an analysis to understand (i) how people
interact with the traditional waste bins currently available in the campus premises and
(ii) what is the composition of the waste produced, two pieces of information that are key for
building an effective yet user-friendly prototype. The analysis was conducted in the Bovisa
Campus of Politecnico di Milano university, which hosts departments and classrooms for
both the Engineering and Design schools and hosts roughly 10,000 people considering
students, faculty and administrative staff. For one week, we filmed the behaviour of people
during the lunchtime break (12:30–13:30), collecting statistics on the type of trash produced
as well as studying the behaviour of each person when handling the trash in front of the
existing waste bins. The area analysed is an area generally used by students for consuming
lunch. Two trash collecting points are present in the area, both equipped with four coloured
bins collecting different types of trash according to the regulation of the municipality of
Milan (paper, plastic/aluminium, glass, unsorted trash) (Figure 1). We observed that the
most recurring behavior of a person after lunch is to collect all pieces of trash, move to one
of the waste collecting points and then manually sorting all pieces of trash in the correct
bins, one at a time. Another observed behavior consists of throwing all the different pieces
of trash in the unsorted bin. Although such a latter behavior happens less frequently,
it is detrimental for recycling purposes. In total, we analysed about 400 interactions
between humans and trash bins: the average amount of time spent by the first group of
users, the ones sorting the trash in the correct bins, is 5.3 s. The composition of the waste
produced is observed as it follows: 24% plastic/aluminium, 22% paper, 2% paper and 52%
residual waste (unsorted). Such percentages are in line with other studies conducted in
university campuses [18]. Based on such observations, we designed a Smart Waste Bin
able to (i) accurately classify and segregate trash while requiring minimal effort to the
users and (ii) keep the required interaction time below the average observed during the
requirement analysis. The realized bin is the central element of a more general Smart Waste
Management System, illustrated in Figure 2, and detailed in the following Sections.
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(a) Correct waste disposal
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(b) Incorrect waste disposal

Figure 1. Two frames of the recordings used for analysing the student’s behaviour. The average
interaction time is estimated from the video.
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Figure 2. Overview of the Smart Waste Management System: the Smart Waste Bin leverages 5G
MEC architecture to accurately classify trash in order to automatically segregate it. Usage data from
the smart waste bin is also transmitted to a central backend server, which allows the university
administration to provide optimized waste management.

3.2. Prototype Design

The proposed Smart Waste Bin (SWB) is composed of a unique solid body measuring
90 cm in height, with a diameter of 62 cm. The external body is digitally fabricated
with a large size FDM (Fused Deposition Modeling) 3D printer, using a thermoplastic
material. A washable protective varnish is applied on the whole exterior prior to the final
colouring process. Figure 3 shows a digital render of the prototype, while Figure 4 shows
the final realized version. The 3D-printed body hides an aluminium structure, which
gives solidity to the entire prototype and is used for supporting all the hardware and
the electronics needed, as well as the Garbage Unit (GU). The GU contains four circular
aluminium structures, used for holding four standard 110 L bags for collecting glass,
paper, plastic/metal and residual waste. We opted to maintain the same type of garbage
bags already used for traditional bins in the campus for all type of waste, although the
requirement analysis clearly showed different usages among the four different type of
waste, in order not to modify the supplying operations of the waste management service
of the campus and facilitate a transition between already existing bins and smart bins. To
ease the tasks of garbage bag replacement, cleaning and other maintenance activities, the
entire GU can be easily opened through sliding guides placed at the bottom of the SWB (as
shown in Figure 2, right).

A convenient flap door is placed on the front side of the Smart Bin, easily accessible
through a metal handle mounted on its top. The door embeds a LED matrix, covered with
a laser-cut semi-transparent plastic material, which is used to signal if the SWB is correctly
functioning (with a green arrow) or not (with a red cross). In the latter case, an automatic
lock avoids opening the door. In normal conditions, opening the door reveals the Waste
Disposal Unit (WDU), where objects to be thrown away are deposited and eventually
recognized, one at a time. The user deposits a piece of waste in the WDU, which contains a
rotating circular shelf with an aperture surrounded by a semicircular structure connected
to a couple of servo motors (Figure 5). This area is used for taking measurements from
the piece of trash using a hybrid scalar/visual sensor system, which are subsequently fed
to a waste classification algorithm (detailed in Section 4). After the waste is recognized
in one of the four trash classes, it is automatically moved in the proper bag, thanks to the
servo motors.
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Figure 3. Three-dimensional (3D) render of the Smart Waste Bin: (a) on top, the lid of Waste Disposal
Unit with LED feedbacks, (b) on the bottom, the garbage unit in its open position, showing the
internal bin bags.

(a) Front view (b) Top view

Figure 4. Smart waste bin: realized prototype

The top part of the SWB is composed of a plastic surface that protects four circular
LEDs indicators and a LED string, which are used as visual feedback for the user. The
surface is fabricated starting from an anti-scratch piece of semi-transparent rigid plastic,
which is later processed with a laser cutting machine and then engraved to make the LEDs
visible. The four circular LEDs on the top are used to indicate the fill levels of each bag,
respectively, in white from 0% to 99% and in red when the 100% is reached. The LED string
contouring the top part is again used to signal the operational status of the bin with the
same colour code of the front LED matrix: static green indicating that the SWB is ready for
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collecting a piece of trash, blinking green for the trash processing phase, and red in case of
malfunctioning or if the bin bags are full.

1

2

2

3

a

b

Figure 5. Waste disposal unit. (1) A piece of trash is inserted into the SWB and recognized. (2a) The
semicircular structure acts as a mechanical arm and moves the trash towards the correct bin. Concur-
rently (2b), the shelf moves to let the trash fall into the correct bin in the garbage unit (3).

3.3. Sensors and Actuators

The Smart Waste Bin exploits heterogeneous sensors and actuators for recognizing and
sorting the trash, respectively. Such sensors and actuators, as well as the logic of the system,
are controlled by a Raspberry Pi 3 Model B+, which is attached to the internal aluminium
structure of the SWB and directly connected to a power socket. For communication with
external services, the Raspberry Pi is connected through the internal WiFi interface to a
Huawei 5G CPE router provided by Vodafone Italia S.p.A, as explained in Section 4.3.

3.3.1. Waste Sensing Module

The waste classification algorithm, explained in Section 4, is based on a hybrid
scalar/visual Waste Sensing Module (WSM) which exploits different types of sensors.
The main tasks of the WSM are (i) detecting when an object has been inserted into the
WDU of the bin and (ii) acquiring measurements from the piece of waste for subsequent
analysis and recognition. For what concerns the waste detection task, the WDU is equipped
with a pair of Time-of-Flight (ToF) VL53L0X distance sensors, which are able to accu-
rately detect whether or not an object is in the area and, subsequently, trigger the sens-
ing process. Upon detection of a new object, the WSM leverages the following sensor for
gathering measurements:

• Inductive Sensor: an LJ12A3-4-Z/BX sensor is attached to the bottom of the shelf in the
WDU, used for non-contact detection of metallic objects. The detection range limit of
this sensor is about 5mm: therefore, it is placed in the center of the WDU, which is
curved to facilitate objects to slide towards the sensor.

• Capacitive Proximity Sensor: such type of sensors are generally used for non-contact
detection of both metallic and nonmetallic objects. Here, we used an LJC18A3-H-
z/BX sensor placed close to the inductive sensor. The detection range of the sensor is
about 10 mm.

• Photoelectric sensors: three couples of photoelectric emitter/receiver are attached at
the two opposite sides of the WDU, in through-beam configuration. The emitters are
standard LEDs, while we used BPW21 photodiodes as receivers. Such sensors may be
used to detect transparent materials such as plastic or glass.

• Camera: on top of the WDU, a Logitech C920 wide-angle camera is placed at 45 cm
from the surface, with an inclination of 30 degrees. The camera is configured to acquire
images at a resolution of 320 × 240 pixels.
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The data acquired by such sensors is then passed to the waste classification algorithm,
which is detailed in Section 4.

3.3.2. Automatic Waste Segregation

Trash segregation is obtained through a pair of servo motors, which allow for precision
control of the movement and rotors position. The two motors are located in the central
spindle of the bin, one on top of the other and allow to move a piece of trash in the proper
bag. One motor controls the plastic shelf rotation in the WDU, while the second is attached
to the semicircular structure. Disposal of a piece of waste happens in two steps: first, the
shelf and the semicircular structure rotate in the same direction so that the piece of trash
is located on top of the right bin. Then, the shelf rotates in the opposite direction so that
its aperture let the piece of trash fall into the bin (Figure 5). Both motors are wired to
the Raspberry Pi and controlled through the GPIO pins. In order to ensure the correct
positioning of the two motors, they are automatic calibrated during every boot of the SWB
thanks to specific magnets located on the motors’ hardware.

3.3.3. Fill Levels Engine

Each bag in the garbage unit is equipped with a Time-of-Flight (ToF) VL53L0X distance
sensor, similar to the one used in the Waste Sensing module. Thanks to a laser, the sensors
can accurately measure the distance between the top of the GU (Figure 6 and the garbage
inside the correspondent bin bag, providing the estimated fill level of each trash bag. Then,
the fill level is used as user feedback displaying the percentage level on the upper surface
of the smart waste bin through LED strips, and transmitted to a remote server for advanced
functionalities and management purposes.

Figure 6. SWB vertical section and internal details.

3.4. Standard Operating Procedure

Figure 7 illustrates the functional flow diagram of the smart waste bin. Upon activa-
tion, the smart waste bin performs the following operations:
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Figure 7. Functional flow diagram of the smart waste bin.

1. Start-up routine: during this phase, the firmware executes a series of checks for all the
sensors and actuators, as well as for the wireless connectivity with an external server.
If all the checks are passed, the SWB can be started; otherwise, the flap door is locked
and all LEDs are turned to red color.

2. Motors synchronization and calibration: after the start-up, the motors that control the
automatic waste segregation need to align with the waste disposal unit to ensure
correct disposal of trash. Such regulation allows the motors to set their starting
position and subsequently compute the positions (in terms of degrees of rotation) of
the four trash bags. For this purpose, the motors perform one complete 360 degrees
start-up spin: we use a magnet and a Hall effect sensor to mark the starting position
of both the shelf and the semicircular structure, thus calibrating the system.

3. Fill Levels Engine: after the controlling operations, the SWB verify that it has enough
room to store new pieces of trash, using the Fill Levels Engine. The current level of
each bag is estimated and transmitted via MQTT to an external server. The topic used
for such signalling is smartbin/swb_id/fle/material where swb_id and material
are the strings controlling the SWB identifier and the waste material corresponding to
the sensed bag. If the levels exceed a specified threshold (75% in our case), the waste
management administrator is promptly notified, in order to empty the bin before it
can saturate the bag size. Moreover, when one or more bags fill levels reach 100% of
the capacity, the bin activation is interrupted, the door is locked, and all LEDs are
turned red, waiting for an operator to take action.

When all the operations above are completed, the smart waste bin enters the idle state
and the LEDs on the top (as in Figure 4a) become green, indicating it is ready to accept
recycling items. The operations are as follows:

4. Waste insertion: when the SWB is active, a user willing to throw a piece of trash can
open the lid of the waste disposal unit, insert an object on the shelf as in Figure 5(1)
and, finally, close the lid to activate the classification process.
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5. WSM activation: upon the closure of the WDU, the Smart Waste Bin, thanks to the
Time-of-Flight sensors, detects that an object is ready to be analysed. At this point,
in order to avoid any interference from outside, the SWB securely closes the lid and
activates the waste sensing module, gathering measurements from the sensor as well
as taking an image with the installed camera.

6. Waste Classification and Segregation: the sensed data is passed to the waste classification
algorithm (Section 4), which returns, as a result, the estimated type of the piece of trash.
Finally, the motors are activated and the object is moved in its correspondent bag.

7. Release: after the object is disposed correctly, the motors come back to the start-
ing position, the fill levels engine is again activated, and the SWB is ready for an-
other operation.

4. Waste Classification Algorithm

The smart waste bin implements a hybrid waste classification algorithm that leverages
data from both the scalar sensors and the camera installed in the WDU to distinguish the
specific type of waste inserted. We train the algorithm to distinguish among four different
classes according to the rules of the municipality of Milan: glass, paper, plastic/metal,
and unsorted.

4.1. Dataset

We created a dataset for training the waste classifier, collecting the most frequent waste
items found in our university campus’ bins and surveying the students about the most
common garbage objects thrown into the trash. We collected about 65 different waste items,
which were inserted into the smart waste bin for data collection. Since waste objects are
not always in their pristine forms when being thrown away but are often dirty, distorted,
torn, or crumpled, each item was inserted multiple times into the SWB. Each time, we
changed the position of the object inside the WDU as well as applied physical deformations
to modify its shape. From the initial 65 items, we collected 3125 data observations, each one
composed of one image acquired by the camera sensor as well as a vector of measurements
collected by the other scalar sensors. Finally, we grouped objects of the same type together:
as an example, all different observations of beverages in aluminium cans (e.g., Coke, Fanta
Orange, Red Bull) are grouped in the class metal can. After this operation, the final dataset
is composed of 40 classes, each one with roughly 80 observations. As a last step, each item
in the dataset is labelled with one of the five classes of trash: glass, paper, plastic, metal,
and unsorted. We obtained 7 objects in the glass class, 9 in the paper class, 13 for the plastic
class, 4 for the metal class and 7 for the unsorted class (see Table 1 for a complete list).
Figure 8 shows a sample of the pictures used for the training dataset taken by the bin’s
camera, while Table 2 reports the summary statistics for the data gathered by the scalar
sensors, divided by class. As one can see from Table 2, the scalar sensors allow capturing
some characteristics of specific materials such as the conductivity of metals or the different
transparency between paper and plastic. The complete dataset is made publicly available
at https://tinyurl.com/SWB-dataset (accessed on 22 May 2021).
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Table 1. List of objects contained in each waste class of the dataset.

Glass
Coke bottle, Beck’s Beer, Aperol Bottle
Heineken Beer, Jar, Red Beer, Water Bottle

Paper
Business Card, Candy Box, Cup, Flyers
Paper Bag, Juice Box, Magazine, Paper Napkins,
Newspaper

Plastic

Blue Bottle, White Bottle, Green Bottle
Coffee Capsule Packet, Transparent Glass
White Dish, Green Dish, Red Dish
Cutlery, Tea bottle, Fiesta Snack, Yogurt Cup,
Plastic Bag

Metal
Aluminium can, Metal Box, Aluminium Foil,
Jar Lid

Unsorted
Backing Paper, Bic Pen, CD,
Cigarettes, Lighter, Marker, Receipt

Figure 8. A sample of the pictures used as training dataset. The objects were acquired by the waste
sensing module directly on the white shelf of the waste disposal unit.

Table 2. Summary table reporting the per class average and standard deviation obtained by the
Inductive Sensor (IS), Capacitive Sensor (CS) and Photoelectric sensors (PS).

IS CS PS

Glass 0 ± 0.0 0.96 ± 0.23 14.28 ± 8.9

Paper 0 ± 0.0 0.12 ± 0.11 0.68 ± 0.6

Plastic 0 ± 0.0 0.12 ± 0.12 17.00 ± 8.7

Metal 0.93 ± 0.25 0.98 ± 0.12 4.35 ± 2.3

Unsorted 0 ± 0.0 0.18 ± 0.13 7.12 ± 3.2
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4.2. Waste Classification

We observe that the type of data returned by the two different types of sensors is
very different: the inductive and capacitive sensors return a binary value, the photoelectric
sensors return a real value and the camera produces an image. In the following, we will
first derive two different classification models, leveraging either the scalar sensor data or
the images from the camera. Then, we will explore two strategies to effectively fuse all
this information in a single classification algorithm, which differ in terms of where data
integration happens: at learning time or at prediction time.

4.2.1. Classification from Scalar Data

As a first step, we trained a classifier to leverage the data retrieved by the scalar sensors
only. As a preprocessing step, each sensor data was normalized in order to have zero mean
and unit variance. We split the available data into train and test subsets, according to
stratified k-fold cross-validation with k = 5. The training data was given as input to a
logistic regression classifier, using as labels the object materials. The performance of the
resulting 5-class model is evaluated on the test folds, and we report in Table 3 the results
obtained in the form of a confusion matrix, considering all test folds. As one can see from
the Table, waste classification starting from the scalar sensors only allows to already reach
a good starting point, with an average accuracy of about 89.6%. Some classes have very
high recognition accuracy: indeed, the glass, metal and paper classes are recognized with
accuracy higher than 95% given the unique property of the materials and the way they
interact with the available sensors (i.e., inductive and capacitive sensors).

Table 3. Test confusion matrix obtained for sensor-based classification.

Predicted Class

True
Class

Glass Paper Plastic Metal Unsorted

Glass 530 (97%) 6 (1%) 2 (<1%) 8 (1%)

Paper 697 (99%) 5 (1%)

Plastic 1 (1%) 44 (4%) 846 (83%) 123 (12%)

Metal 2 (1%) 310 (99%)

Unsorted 1 (<1%) 35 (6%) 96 (18%) 414 (76%)

4.2.2. Classification from Images

As a second step, we build an image-based waste classifier. We base our approach
on the use of a Convolutional Neural Network (CNN) classifier, thanks to its proven
effectiveness in image classification tasks. Training a CNN classifier from scratch, avoiding
the issue of overfitting, generally requires a massive amount of training images. Due to
the relatively small size of our dataset, we rely on the concept of transfer learning: we start
from a CNN image classifier pre-trained on the ImageNet dataset [44], and re-train only its
last layers on our dataset in order to specialize it to the task of classifying trash. Since each
CNN layer learns filters of increasing complexity, the earlier layers learn to detect basic
features such as edges, corners, textures whilst later layers detect patterns, object parts,
tags, and the final layers detect objects. Therefore, fine-tuning the last layers on our dataset
while keeping the previous layers enables us to reach an accurate model without needing
a huge image dataset as input. Several pre-trained CNN models, differing in structure
(number of layers, number of neurons per layer, etc.) are already available: in order to select
the one that best fits our purposes, we performed fine-tuning and studied the resulting
model accuracy as well as Single Forward Pass (SFP) time (that is, the time it takes for the
CNN to process an image and return the classification result). The following CNN models
were considered for comparison: NASNet-A-Mobile, MobileNet-v2, MobileNet-v3-large,
MobileNet-v3-small, ResNet-18, ResNet-34, ResNet-50, ResNet-101, GoogleNet, ShuffeNet-
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v2-1.0, SqueezeNet-v1.1 and Inception-v3. Due to the large variability of the appearance of
objects inside each waste material class, tests were performed in the following way: we
first split the dataset in train and test folds according to the same 5-fold cross-validation
procedure used for the scalar sensor-based classifier. This time, however, we trained the
CNNs using the object labels rather than the material labels. At inference time, we mapped
back each object to its material class. All tests were performed on an Intel Core i7-6700HQ
CPU, equipped with a NVIDIA GeForce GTX 950M GPU, and 16 GB RAM. The accuracies
obtained are illustrated in Figure 9: we select the ResNet-18 model as the best compromise
between accuracy and SFP time. Table 4 shows the confusion matrix obtained with the
fine-tuned ResNet-18 model. As one can see, the average accuracy hits about 93%, with no
material class having accuracy higher than 95%.
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Figure 9. Material class accuracy vs. mean forward pass time.

Table 4. Test confusion matrix obtained for image-based classification.

Predicted Class

True
Class

Glass Paper Plastic Metal Unsorted

Glass 486 (89%) 39 (7%) 21 (4%)

Paper 21 (3%) 653 (93%) 22 (3%) 6 (1%)

Plastic 40 (4%) 963 (95%) 11 (1%)

Metal 3 (1%) 4 (1%) 283 (91%) 22 (7%)

Unsorted 11 (2%) 4 (1%) 6 (1%) 7 (1%) 518 (95%)

4.2.3. Hybrid Classification

Looking at the results obtained classifying waste with scalar sensor or image data, it is
clear that each method has its pros and cons. Scalar sensor data outperforms image-based
classification for some materials (e.g., metal), while image-based classification obtains
similar results for each class. In the following, we propose two different strategies to
exploit the best features of the two different approaches.
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1. Integration at prediction time: a first approach consists of running the two classifiers
in parallel and then taking a decision considering the lowest (training) classifica-
tion error (Figure 10). Let y be the output of the two classifiers, taking qualitative
value C = [glass, paper, plastic, metal, unsorted],, i.e., the output class. For each clas-
sifier, we compute the a posteriori misclassification error probability P(x �= C|y = C),
being x the true class. To do this, we use the Bayes’ theorem:

P(x �= C|y = C) =
P(y = C|x �= C)P(y = C)

P(x �= C)
, (1)

where P(y = C|x �= C), P(y = C) and P(x �= C) are the likelihood of misclassi-
fication for class C, the prior output and the prior class probabilities, respectively.
We estimated such quantities from the (training) confusion matrix of each classifier.
In case the two classifiers agree on the output class, the method obviously returns
the same class C; in case the two classifiers disagree, the class C having the lowest
misclassification error is selected.
As an example, let ys = plastic and yi = glass be the output of the sensor-based and
image-based classifiers, respectively. Assuming the values contained in Table 3 and 4
as the learnt probabilities during training we have:

P(x �= plastic|ys = plastic) =
0.1038 × 0.303

0.675
= 4.65%, (2)

while
P(x �= glass|yi = glass) =

0.1337 × 0.179
0.825

= 2.9%; (3)

The system will therefore select yi as final class, since its associated error is lower.
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Figure 10. Integration at prediction time.

2. Integration at learning time: A second approach is to train a new classifier, where input
features come from all available sensors. To do this, we note that the last layer of the
fine-tuned CNN consists of 40 nodes, where each node outputs a value between 0 and
1 that represents the probability that the input image belongs to one of the 40 object
classes. We treat such values as new features, which are fed to a regularized logistic
regression classifier together with the scalar sensor measurements (Figure 11. The
classifier is again trained according to k-fold cross-validation using as ground truth
labels the waste materials.
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Figure 11. Integration at learning time.

The results obtained on the test set for the two strategies are contained in Tables 5 and 6,
for the integration at prediction and learning cases, respectively. As one can see, both
approaches allow to increase performance compared to solely using the scalar sensor-based
or image-based approaches. In particular, integration at prediction time allows obtaining
an accuracy of 96.12%, while the best result is obtained with the integration at learning
time approach (97.37%). This is particularly promising, especially to cope with specific
waste objects such as that of shattered glass. In this case (fortunately rare, according to
our survey) relying solely on an image-based recognition would be very difficult given the
high variance associated with images of glass fragments. Indeed, using also scalar sensors
in the system may greatly improve the recognition accuracy.

Table 5. Test confusion matrix obtained for hybrid classification with integration at prediction.

Predicted Class

True
Class

Glass Paper Plastic Metal Unsorted

Glass 535 (98%) 3 (<1%) 2 (<1%) 0 6 (<1%)

Paper 2 (<1%) 700 (99%)

Plastic 7 (1%) 20 (2%) 951 (94%) 36 (3%)

Metal 2 (<1%) 310 (99%)

Unsorted 11 (2%) 9 (2%) 11 (2%) 12 (2%) 503 (92%)

Table 6. Test confusion matrix obtained for hybrid classification with integration at learning.

Predicted Class

True
Class

Glass Paper Plastic Metal Unsorted

Glass 542 (99%) 2 (<1%) 2 (<1%)

Paper 701 (99%) 1 (<1%)

Plastic 1 (<1%) 14 (1%) 963 (95%) 36 (3%)

Metal 312 (100%)

Unsorted 6 (1%) 7 (1%) 13 (3%) 520 (95%)
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4.3. Waste Classifier Location

The hybrid model with integration at learning time has been exported for being tested
in three different scenarios, differing in where the classification takes place.

1. Local recognition: first, we run the classifier on the Raspberry PI controlling the SWB.
In this case, the SWB does not require any connection to an external server as all
decisions are taken locally.

2. Cloud-based recognition: as a second test, we move the classifier on a cloud-based server
hosted on Amazon Web Services EC2, located in Ireland. Data gathered from the
WSM is transmitted to a listening process on the server: upon reception, the classifier
is run and the response is transmitted back to the SWB. We used SCP to transfer data
from the SWB to the server, while the MQTT protocol was used to reply from the
server to the SWB.

3. MEC-based recognition: finally, we move the classifier on a multi-access edge comput-
ing server, provided by Vodafone Italia S.p.A, located in the core Vodafone network
in Milan and running an Ubuntu Server machine with the same characteristics of
the AWS EC2 instance. Access to the MEC is enabled by using the 5G connec-
tion through the Huawei 5G CPE router, which allows for a low-latency and high-
bandwidth connection.

For every scenario, we tested the total recognition time of a waste item and the overall
energy consumption of the SWB.

4.3.1. Recognition Time

The total recognition time is composed of CNN execution time and the picture transfer
time from the Raspberry Pi to the server. (Image acquisition time is assumed constant
and thus discarded.) For the local scenario, since the picture is processed internally on the
Raspberry Pi, the total time equals the execution time of the CNN, which is around 3 s.
For the cloud and MEC server scenarios, the total time also includes the transfer time of
the picture from the Bin to the server. In these cases, the Image Acquisition Module of the
Raspberry Pi takes a picture of the trash, sends it to the cloud or MEC server using Secure
Copy Protocol (SCP); then, the server feeds the picture to the CNN, and the resulting label
along with the confidence level is sent back to the SWB as an MQTT publish message. The
time measurement summary is given in Table 7.

Table 7. Total waste recognition time.

Local Cloud Server MEC Server

Avg. Data Transfer Time (ms) - 343.3 191.3

Avg. Classification Time (ms) 3159.2 123.9 123.9

Avg. Total Recognition Time (ms) 3159.2 467.1 315.2

As one can see, the total time on the Raspberry Pi is 5–6 times longer than the others
taking over 3 s due to the low computational power available. Since the cloud and the
MEC server have equivalent hardware specifications, the CNN recognition time is identical
on the two machines. However, as the MEC server is located closer to the Smart Waste Bin
compared to the cloud server, the data transfer time is greatly reduced. For this reason, we
can see a clear improvement for the MEC approach in the Average Total Time. In any case,
note that the total time is well below the average time of 5.3 s spent with the traditional
bins and estimated from the requirement analysis. This means that the use of the SWB
speeds up an average interaction with a human, also reducing waste misplacement.

4.3.2. Energy Consumption

To measure the energy consumption of the SWB, we used an Adafruit INA219 High
Side DC Current Sensor wired to an Arduino Uno and connected in series to the Raspberry
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Pi of the SWB. The method calculates the integral of power over the execution time, i.e.,
the sum of instant power samples taken by the sensor unit, illustrated in Figure 12. Even
though the unit continuously takes measurements, since the samples are discrete, the exact
energy consumption is not measured but estimated. As one can see in Table 8, the energy
consumption reflects the total recognition time. In particular, using the MEC, we can save
up to 15% of energy compared to the cloud version.

Figure 12. Energy measurement during one normal operation cycle.

Table 8. Energy consumption of the Raspberry Pi when the waste classifier is run locally, on the MEC
or on the cloud server.

Local Cloud Server MEC Server

Bin Energy Consumption (J/object) 11.69 1.28 0.93

5. Management Application

The smart waste bin collects not only data relative to the waste classification but also
a multitude of heterogeneous information such as time and frequency usage, bag filling
levels, emptying time. Such additional metadata may be of enormous value for optimizing
the waste collection task in a university campus, as well as larger scenarios such as a city.
For these reasons, all the information collected by the bin (working status, filling level
for each waste class, etc.) are periodically transmitted to a management server, hosted
remotely, which stores the data for advanced uses. In the following, we provide a brief
description of such a management server: to fully test the functionalities offered, we also
provide a Smart Waste Bin simulator (SWB-sim), which allows simulating a multitude of
SWB instances, therefore, providing enough data.

5.1. Smart Waste Bin Simulator (SWB-Sim)

To overcome the practical issues of physically realizing multiple prototypes, we
propose a simulator that virtually creates thousands of bins with different usage profiles,
such as frequency of interaction with people and distribution of waste produced. The
simulation software is written in Python and replicates an arbitrary number of Smart Waste
Bin devices in a simulated environment with adjustable parameters. At the program start-
up, a user-specified number of Smart Waste Bins devices are simulated, placed in an area
of interest either randomly or in specific positions. Then, the simulation system runs the
engine for the process of waste generation. We leveraged Python capabilities to generate a
discrete-time simulation scenario that can either run in real-time or in a speed-up fashion.
Each bin’s waste level at a certain time is modelled as a normal distribution, according
to [45]. Indeed, the amount of waste deposited by each person in a bin can be represented
as a stochastic variable. Therefore, according to the central limit theorem, the sum of many
stochastic variables of arbitrary probability distributions approaches a normal distribution.
The simulator allows to use five template distributions for each bin, according to different
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usage profiles from very low to very high usages, which in turn control the mean and
variance of the associated normal distribution. Moreover, in order to adhere to real-world
constraints, the simulator takes into consideration specific environment characteristics
such as university closing time, holidays, and most expected waste type. Periodically, the
data generated by each bin in the simulator is transmitted to a remote server via MQTT,
using the same message format as the prototype. The smart waste bin simulation system is
available at: https://tinyurl.com/SWB-sim (accessed on 22 May 2021).

5.2. Management Server

All data produced and transmitted by the SWB, real or simulated, are received by a
server application running on a public server. The main tasks of the management server
are the following:

1. Data storage: the server runs an MQTT broker that accepts messages from the smart
waste bins. Each module publishes messages on specific MQTT topics: for example, in
a scenario with two SWBs named swb1 and swb2, the topic smartbin/swb1/fle/glass
is used for publishing messages of the glass bag’s filling levels; while the topic
smartbin/swb2/daily is used for communicating the daily usage summary of the
recycling bin as a Json file. Upon reception of a message, the server reads its content
and saves the received information in a local SQL database.

2. Data visualization: the server also provides a web-based dashboard for data visual-
ization and monitoring purposes. The dashboard is implemented with Node-RED,
a framework built on top of Node.js that has recently become very popular in IoT
application development. As shown in Figure 13, the dashboard shows aggregated
information for each smart waste bin connected to the system: (i) on the top part, the
fill levels for the four materials with their daily correspondent trend represented in
a chart; and (ii) in the bottom part, a map summarizing the status of all the SWBs
present in an area, with different colours according to the overall fill level of each bin,
allowing to easily keep track of the status of the bin from the landfill operators.

3. TSP for waste collection: The management server also allows to calculate an optimized
route for the operator in charge of the waste collection. The task is faced as a Travelling
Salesman Problem (TSP). In particular, the goal is to minimise the travelling time
starting and finishing at a specific node (e.g., the landfill site) after visiting each other
node exactly once. In particular, the nodes are represented by the bins and the weight
on the links is the travel time of a specific road. Moreover, to avoid useless stops at
an empty recycling bin, the SWB with a filling level lower than 75% of the total are
automatically excluded by the TSP problem.
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Figure 13. Smart waste bin backend dashboard implemented with Node-RED. The map shows the
bins’ position as well as a graphical summary of the fill levels. Respectively, red when at least one
class is greater than 70%; yellow when at least one class is greater than 40% and green when all the
classes are below or equal 40%.

6. Conclusions

We have presented the design and implementation of a waste management system for
Smart Campuses. The system is based on a smart waste bin prototype, an innovative device
that can be used for automatically recycling objects using a hybrid sensor/image-based
classifier. Results showed that the proposed approach reached an accuracy of over 97% for
waste classification. In addition, we evaluated the device in different network scenarios,
including moving the artificial intelligence on the MEC of the 5G network, reducing the
recognition latency and the energy consumption. Moreover, we presented an application
server which is able to easily monitor the status of waste bins present in the campus, as
well as optimizing the management procedures (e.g., waste collection). We believe such a
system will be extremely useful in the near future, considering the increased environmental
impact of waste generated by people, which requires correct recycling. For this reason,
we plan to create many other smart waste bin devices and deploy them on the university
premises. This will also enable the possibility to study the interaction between students
and smart waste bins, paving the way for possible future system optimizations.
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Abstract: Automation plays an important role in modern transportation and handling systems, e.g.,
to control the routes of aircraft and ground service equipment in airport aprons, automated guided
vehicles in port terminals or in public transportation, handling robots in automated factories, drones
in warehouse picking operations, etc. Information technology provides hardware and software
(e.g., collision detection sensors, routing and collision avoidance logic) that contribute to safe and
efficient operations, with relevant social benefits in terms of improved system performance and
reduced accident rates. In this context, we address the design of efficient collision-free routes in a
minimum-size routing network. We consider a grid and a set of vehicles, each moving from the
bottom of the origin column to the top of the destination column. Smooth nonstop paths are required,
without collisions nor deviations from shortest paths, and we investigate the minimum number of
horizontal lanes allowing for such routing. The problem is known as fleet quickest routing problem
on grids. We propose a mathematical formulation solved, for small instances, through standard
solvers. For larger instances, we devise heuristics that, based on known combinatorial properties,
define priorities, and design collision-free routes. Experiments on random instances show that our
algorithms are able to quickly provide good quality solutions.

Keywords: automated transportation network; collision-free routing; grid network; optimization
algorithm; integer linear programming; heuristics

1. Introduction

Modern transportation and handling systems greatly benefit from information tech-
nology (IT) and automation, as demonstrated by the consolidated use of sensor-equipped
transport networks, automated guided vehicles (AGVs), self-moving robots, as well as
the growing adoption of drones, in many industrial, logistic and public transportation
environments. Typical examples can be found in railway transportation systems, where
optic or acoustic sensors on trains and tracks, integrated by collision detection and avoid-
ance logic, support safe and efficient operations. IT also supports taxiways operations in
airports airside [1], where aircraft, passenger buses as well as many ground service vehicles
(like baggage dollies, passenger steps, tow-tractors, follow-me cars, etc.) run intersecting
routes between the boarding gates and the runways, and the risk of collisions or deadlocks
has to be constantly monitored. Another application in logistic networks involves the
use of AGVs in port terminals [2] to transport containers from the berths on the quay
along the shoreline to dockside stacks and land access points. In a similar way, automated
warehouses or factories adopt vehicles (like AGVs or drones) to transfer goods or materials
from the depot shelves to the delivery docks or between production lines [3], or to perform
other inventory, inspection or surveillance operations [4,5]. In all of these cases, the traffic
load may be relevant and appropriate vehicle routes must be designed and operated, in
order to mitigate the risk of collision while preserving the system efficiency in terms of
transportation time and cost. To this end, IT provides hardware and software devices to
support safe and efficient transport network operations. A sensing network, including
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sensors installed on the network infrastructure and/or the vehicles, collects information
(position, direction, velocity, etc.), that is processed by software logic that schedules vehicle
movements and detects possible conflicts or deadlocks. In this context, the availability
of optimization algorithms can be determinant in reducing transportation time, cost and
accident rates, with relevant economic as well as social benefits.

We focus on automated transportation systems where, for the sake of safety, potential
collisions should be avoided in advance as much as possible. In particular, we envision
a system where, given the initial and the goal positions of each vehicle, a set of collision-
free nominal routes are determined, and the sensing network and related logic manage,
at real-time, possible conflicts or deadlocks that may arise due to unpredicted events
causing any vehicle or network disruptions that prevent following the predefined schedule.
Moreover, in many cases, like, container port terminals (see, e.g., [6]), logistic and industrial
warehouses, etc., automated transportation systems rely on a grid network topology, where
the vehicle moves on intersecting horizontal and vertical lanes. This motivates us to
consider a simplified, although realistic, setting, where vehicles are initially positioned
on one side of the grid network (e.g., the berths along the shoreline in a port terminal, or
the gates of an airport apron) and have to reach a destination on the opposite side (e.g.,
the land or the runways access points), and the time needed to move between any two
consecutive lanes is the same for all vehicles. Under these settings, the most efficient way
for a single vehicle to reach its destination is to follow a smooth nonstop path that starts
from the origin and only contains moves on horizontal and vertical lanes in the same
direction, the one towards the destination. Such kinds of shortest paths on the grid do
not contain horizontal (or vertical) moves in opposite directions and are called Manhattan
paths. Clearly, there exists more than one Manhattan path for each vehicle. If a fleet of two
or more vehicles has to be routed, choosing Manhattan paths may cause collisions, since
two vehicles may require to cross the same intersection or the same road segment between
two lines at the same time. Collisions can be avoided by choosing different Manhattan
paths rather than stopping vehicles along the path, in order to preserve efficiency. To
this end, let us consider, without loss of generality, the case where vehicles have to move
from the bottom side of the grid to the top side and observe that it is always possible to
route vehicles, without stops, on a set of collision-free Manhattan paths where each vehicle
performs all the required horizontal moves on a different dedicated horizontal lane. The
drawback of such a solution is the possibly large number of required horizontal lanes,
which corresponds to long displacement times and large infrastructural and operational
costs, including, e.g., land consumption, sensing network installation and operation and
transportation costs. On the other hand, a small number of available horizontal lanes
may not be sufficient to guarantee the possibility of finding collision-free routes without
stopping or deviating from the Manhattan paths.

The question of determining the smallest number of required horizontal lanes is the
object of the fleet quickest routing problem on grids (FQRP-G), which can be stated as
follows. We are given a grid network made of intersecting horizontal and vertical lanes
and a set of vehicles. The time to move between consecutive lanes is constant and the same
for every vehicle. Each vehicle is initially positioned at its origin at one side of the grid
and has to reach its destination at the opposite side: without loss of generality, let origins
be located at the bottom and destinations at the top of the grid, that is, the route of each
vehicle starts at the bottom of a vertical lane and ends at the top of a (possibly different)
vertical lane. We want to determine the minimum number of horizontal lanes that allow
routing the vehicles on a set of collision-free nonstop Manhattan paths.

The scope of the paper is presenting an exact solution approach to FQRP-G, based on
mathematical programming, and alternative fast heuristics that exploit relevant theoretical
results presented in the literature, with the aim of assessing their computational perfor-
mance and their impact on the design of time-cost efficient and safe routing systems. After
reviewing the literature related to FQRP-G in Section 2, the general methodology adopted
in this paper, based on modelling the problem on an undirected grid graph, is presented in

168



Sensors 2021, 21, 8188

Section 3, together with previous theoretical results that are relevant for our work, and an
integer linear programming formulation of FQRP-G. Fast heuristic algorithms are reported
in Section 4, one corresponding to a more efficient implementation than that proposed
in [7], and further greedy procedures that prioritize vehicles based on measures computed
on a conflict graph, defined in Section 3.2. Section 5 reports on computational experiments
on a benchmark of more than 200 random and on-purpose designed instances of different
sizes up to 300 columns and vehicles. Results show that the proposed exact approach is
able to solve instances up to about 150 vehicles in a few seconds, whereas running times
become longer than one minute, and exponentially increase for larger instances. In any
case, we show that the optimal solution, on average, would enable large per cent savings in
terms of required horizontal levels. The tested heuristics always run in a blink. Moreover,
even if the gap from the optimal solution may be, in theory, very large, the worst-case
performance is just observed on on-purpose designed instances, whereas the performance
on random instances, in particular for the first heuristic, shows just a few additional re-
quired horizontal lanes with respect to the optimal solution. This means that, as discussed
in Section 6, the proposed heuristic can be used in realistic settings with relevant savings in
terms of transportation and sensing infrastructure while preserving vehicle route safety.
The concluding Section 7 summarizes the findings of the paper and draws some lines for
further research.

2. Literature Review

Several works in literature are related to FQRP-G and, more generally, to designing a
routing network and finding collision-free schedules for multiple vehicles.

In the collision-free route planning problem (also known as multi-agent path finding
in artificial intelligence literature), a set of vehicles with a given origin and destination
has to move in a given routing network, modelled as a directed graph. A first group of
papers presents static approaches, where, for each vehicle, nominal routes are computed
on the underlying routing network, taking load-balance factors into account, to prevent
collisions as far as possible [8,9], or, if the application context allows, by dividing the
routing area into non-intersecting zones, each occupied by one vehicle at a time, as in
regional control models [9–12]. In general, such approaches cannot guarantee collision-free
nominal routes, and additional methods are required during their execution to detect
and resolve collisions and, in case, deadlocks, based on, e.g., Petri Net approaches [13,14],
graph-theoretic models [15], queries on geospatial reference grid systems [16] and searching
the space of possible deviations from nominal routes [17]. A specialized static approach
for grid networks is presented in [18], where initial routes that minimize collisions are
chosen from equivalent Manhattan paths, and selected collision avoidance rules, based on
preliminary collisions classification, are applied during execution.

An improved static method is proposed in [19], where statically computed load-
balanced paths are post-processed by resource reservation and deadlock prevention tech-
niques inspired by [20], leading to collision-free routes.

Notice that, in general, collision and deadlock avoidance introduce deviations from
nominal shortest paths as well as delays in the vehicle schedule, since stops may be required
during routes operation. By considering deviations and delays already at the planning
stage, dynamic approaches are able to directly determine optimized collision-free paths and
schedules, by taking into account that the impact of vehicle routes on network resources
changes over time. For a general network topology, the authors of [21] developed a heuristic
based on a mathematical programming formulation and column generation, whereas exact
algorithms are devised in [22] for the special case where the routing network consists of
two horizontal lanes and vertical bridges between them, and in [23] for the special case of
two vehicles on a grid network. The dynamic approach proposed in [24] for the general
case, iteratively computes shortest paths on a time-expanded network, and it is suitable for
online settings, where transportation requests may appear during operations. In [25], a
time-expanded network allows dynamically modelling the problem as a multi-commodity
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network flow [26]: the corresponding integer linear programming formulation, solved by
state-of-the-art off-the-shelf solvers, provides either cost- or time-optimal schedules for up
to 50 vehicles to be routed on a grid network.

The literature also integrates collision avoidance methods and dynamic algorithms
with general heuristic searching techniques (A*-based search, evolutionary algorithms,
particle swarm optimization, neighbourhood search, etc. [27]) that efficiently explore
different vehicle priorities and conflict-resolution policies, as well as alternative routes
towards the destinations. For example, in [28], an improved A* algorithm searches the
paths between vehicles origin and destination in a grid network related to a warehouse
environment, also taking congestion measures into account, and grid specific priority
rules are used to solve residual conflicts. In [29], the D* Lite search algorithm is run on a
reachability graph obtained from a suitable coloured Petri net that models feasible multi-
AGV trajectories. A Time Enhanced A* search is proposed in [30] to find collision-free route
plans in a time-expanded network, and integrated with tabu search techniques to further
improve the efficiency by changing the assignment of transport tasks between robots. The
Conflict Based Search proposed in [31], and further enhanced in [32], explores a constraint
tree whose nodes are evaluated through nominal shortest routes and, in case of collisions,
branches are generated corresponding to alternative vehicle priorities. For the solution of a
real ship traffic optimization problem, the authors of [33] integrate the dynamic collision-
free routing algorithm proposed in [24] into a local search scheme that explores the space
of possible alternative scheduling decisions related to precedence conflicts between ships
that compete for traversing a waterway with limited capacity and equipped with sidings to
allow ships stopping and passing each other, according to the chosen precedence strategy.

We remark that the collision-free routing methodologies described above allow for
vehicle stops and deviations from the nominal shortest paths (Manhattan paths, in the
case of grids), whereas our research focuses on smooth nonstop routes. With this respect,
FQRP-G has relations to the design of at-grade traffic networks without conflicts, aiming
at configuring and operating a routing network where all roads run at the same level (at-
grade) and all vehicles can seamlessly move from their origin to their destination without
stopping. A grid-shaped network is proposed in [34], where conventional four-leg lane
intersections are replaced by a combination of suitable intersections with restrictions on
the permitted lane exchanges, giving rise to paths where vehicles can safely move without
stops between any two points of the grid, at the cost of an additional detour with respect
to the Manhattan path, which may represent a good trade-off, especially for automated
routing networks [35]. An alternative design is obtained in [36], by tiling together hexagon
blocks with one-way or bidirectional links, able to avoid intersection conflicts between any
nonstop paths.

In this context, a conflict-free routing system based on grid networks with alternating
one-way lanes and no detour from nominal shortest paths is presented in [37]: platoons,
each representing a virtual sequence of non-conflicting vehicles running on the same lane,
are scheduled on a regular basis (rhythm), in such a way that, in each moment in time,
just one virtual platoon crosses an intersection; each (real) vehicle is scheduled to join a
synchronized nonstop sequence of virtual platoons to cover a Manhattan path from its
origin to its destination. Notice that, due to the limited length of virtual platoons, a vehicle
may need to wait at the border of the grid before joining the first platoon and proceeding to
its destination, so that the problem is to optimize the vehicle entry times, which is modelled
and solved in [37] with an integer linear programming formulation.

Even if the literature presented above shares common features with FQRP-G, it
presents significant limitations in the scope of our research. In fact, as already observed,
the reviewed routing algorithms may entail delays during the execution of the routes, as
well as deviations from Manhattan paths. Even conflict-free routing systems involve either
detours from optimal paths (like, e.g., [34]) or delays at the beginning of the schedules
(like, e.g., [37]). As a consequence, the routes provided by previous methods are, in gen-
eral, worse than the ones expected from the solution of FQRP-G, since we are looking for
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algorithms able to avoid collisions and deadlocks while preserving shortest paths with
no initial nor intermediate delays. Moreover, under the hypothesis on the distribution of
vehicles origins and destinations given in Section 1, the goal of FQRP-G is to minimize the
grid size, which, instead, is given and fixed in previous literature, where different metrics
are optimized.

Concerning works involving grid networks and nonstop collision-free routing on
Manhattan paths and, hence, more strictly related to FQRP-G, a first heuristic approach is
proposed in [38], where collision avoidance is guaranteed by one-way horizontal lanes and
by prioritization of horizontal moves, based on the distance of a vehicle from its destination:
the number of required horizontal lanes is equal to the number of vehicles, in the worst case,
and smaller on average. Improved upper bounds and heuristic algorithms for FQRP-G
are discussed in [7,39,40], based on the analysis of the potential conflicts arising between
vehicles, and the related properties. In particular, thanks to theoretical results derived
under the one-way lanes hypothesis and, as far as [7] is concerned, by restricting Manhattan
paths to those containing only one horizontal leg, the number of required horizontal lanes
is limited by roughly the number of vehicles divided by four, using the heuristic proposed
in [7], whereas the bound claimed by the authors of [40] has to be amended, as observed
in [39]. The results presented in [7,38] that are relevant for the analysis proposed in our
work, will be reviewed in Section 3.

3. Methodology: A Mathematical Formulation

In this section, we describe a mathematical model for FQRP-G, based on a graph
representation. It will be used to introduce notation and to review some relevant properties
presented in the literature. By exploiting such properties, we then propose a mathematical
programming formulation of FQRP-G, which will be the base for the exact approach
proposed in this work.

3.1. Graph Model and Notation

The analysis and the development of solution methods for FQRP-G starts from mod-
elling the grid network as an undirected grid graph G = (N, E): the set N contains the
vertices, each corresponding to the intersection of one horizontal and one vertical lane, and
the set E contains the lane segments, each connecting two consecutive nodes on the same
horizontal or vertical lane (see Figure 1a).

α(p) α(q)

ω(q) ω(p)

c(p, q)

1

2

...

m

1 2 3 . . . n− 1 n

m+ 1

α(p) α(q)

ω(q) ω(p)

c(p, q)

1 2 3 . . . n− 1 n

1

2

...

m

m+ 1

(a) (b)

Figure 1. A sample grid graph with two conflicting vehicles routed on: (a) paths colliding in the red
node; (b) collision-free paths.

We denote with n the number of vertical lanes (or columns) and with m the number of
horizontal lanes (or rows or levels) in the grid. Columns are numbered from left to right
from 1 to n, rows from bottom to top from 1 to m, so that each node representing the
intersection between column i and row j is identified by the pair (i, j). Without loss of
generality, we consider vehicle origins located at the bottom of the grid, in row 1, and,
thus, vehicle destinations at the top of it, in row m. Moreover, the dummy level m + 1 in
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Figure 1 at the top of the grid, simply represents the vehicle exit points from the grid. Let
α(k) denote the starting column of vehicle k and ω(k) its destination column.

All vehicles start at the same time and, according to the FQRP-G definition, they never
stop until they reach their destination. We recall that the time to cross an edge is constant
and the same, for every edge and vehicle, and we can take it as the unit time. We can thus
assume that the time is discrete and that, at each moment in time, each vehicle has to make
a move, either vertically or horizontally.

We recall that, for the sake of efficiency, each vehicle has to reach its final destination
using a Manhattan path on the grid, that is a (shortest) path that does not contain moves in
opposite directions. Moreover, in order to avoid collisions, two different vehicles cannot
use the same edge, or be in the same node, at the same time. In particular, no two vehicles
can start from the same position, nor can share the same final position.

We also say that two vehicles i and j are in (or have) an edge (resp. a node) conflict
between each other, if there exists a Manhattan path πi of i and a Manhattan path πj of
j that use one same edge (resp. node) at the same time. If πi and πj are chosen, then a
collision between i and j occurs. For example, vehicles p and q in Figure 1 have a node
conflict, as shown, e.g., by the two Manhattan paths depicted in Figure 1a, that use the
same node at time 4. Clearly, since we search for a set of pairwise collision-free paths, a
solution to FQRP-G is feasible if and only if it does not contain any such a pair of paths.
With reference to the example of Figure 1, notice that the node conflict between p and q can
be avoided by, e.g., choosing the two Manhattan paths of Figure 1b.

We can divide the vehicles into three sets, S, R and L, in the following way:
S = {k : ω(k) = α(k)},
R = {k : ω(k) > α(k)},
L = {k : ω(k) < α(k)}.
Vehicles belonging to S have to proceed straight to their final destination, and they

have no conflict with other vehicles.
Vehicle k1 belonging to R will have to make ω(k1)− α(k1) horizontal moves to the

right and may have conflicts with vehicles belonging to L.
Vehicle k2 belonging to L will have to make α(k2)− ω(k2) horizontal moves to the left

and may have conflicts with vehicles belonging to R.
Since, for each vehicle belonging to S, there is only one Manhattan path, we have to

choose a path only for vehicles in R or L.
In the proposed modelling framework, the FQRP-G objective can be stated as follows:

we want to find the minimum number of levels necessary for all the vehicles to complete
all horizontal moves before reaching their final destination column without collisions. A
conflict between two vehicles can exist only if one of them belongs to R and the other to L.
Moreover, since we consider nonstop Manhattan paths, further necessary conditions can
be established. To this end, given vehicles k1 and k2, let c(k1, k2) = �α(k1) + α(k2)�/2.

An edge conflict between vehicles k1 and k2 exists if and only if the pair (k1, k2)
belongs to the set

Codd =
{
(k1, k2) ∈ R × L : α(k1) < α(k2), α(k1) + α(k2) is odd,

ω(k1) ≥ c(k1, k2) + 1, ω(k2) ≤ c(k1, k2)
}

. (1)

The conflict only occurs on a horizontal edge joining a node of column c(k1, k2) with a
node of column c(k1, k2) + 1. To avoid collisions related to edge conflicts between vehicles
k1 and k2 with (k1, k2) ∈ Codd, vehicles k1 and k2 have to cross the space between columns
c(k1, k2) and c(k1, k2) + 1 at different levels.

A node conflict between vehicles k1 and k2 exists if and only if the pair (k1, k2) belongs
to the set

Ceven =
{
(k1, k2) ∈ R × L : α(k1) < α(k2), α(k1) + α(k2) is even,

ω(k1) ≥ c(k1, k2), ω(k2) ≤ c(k1, k2)
}

. (2)
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The conflict only occurs on a node of column c(k1, k2).
Node conflicts can be further classified as (see [7]):

• B-conflict, if ω(k1) > c(k1, k2) and ω(k2) < c(k1, k2),
• C-conflict, if either ω(k1) = c(k1, k2) or ω(k2) = c(k1, k2).

To avoid collisions related to B-conflicts between vehicles k1 and k2 such that (k1, k2) ∈ Ceven,
the set of nodes in column c(k1, k2) visited by vehicle k1 has to be disjoint from the set of
nodes in the same column visited by vehicle k2.

Consider now vehicles k1 and k2 such that (k1, k2) ∈ Ceven, subject to a C-conflict,
and assume that ω(k2) = c(k1, k2). In this case, any Manhattan path of vehicle k2 reaches
column c(k1, k2) and then proceeds with vertical steps only, remaining in such column.
Therefore, vehicle k1 needs to visit and leave column c(k1, k2) before k2 reaches this column.
Hence, as observed by the authors of [7], to avoid collisions related to such C-conflict, it is
necessary and sufficient that vehicle k1 leaves column c(k1, k2) on a lower level than that
on which vehicle k2 reaches it.

Given two vehicles k1 and k2 subject to a C-conflict, we say that k2 has a C-conflict with
k1 if ω(k2) = c(k1, k2) and, vice versa, k1 has a C-conflict with k2 if ω(k1) = c(k1, k2). Such
relation is not symmetric: if k2 has a C-conflict with k1, then k1 does not have a C-conflict
with k2. Furthermore, if k2 has a C-conflict with k1, then it cannot have any other C-conflict
with any vehicle distinct from k1.

3.2. Review of Relevant Previous Results

Andreatta et al. in [38] consider FQRP-G and propose a heuristic dispatching algo-
rithm (DA) to solve it. The algorithm incrementally builds vehicle routes and its underlying
idea is to give priority to the horizontal movement of the vehicles with higher numbers
of remaining horizontal steps. DA provides collision-free Manhattan paths and its com-
putational complexity is O(n2). As observed in [38], the route generated by DA for any
vehicle is, by construction, a simple Manhattan path, i.e., a Manhattan path such that all its
horizontal moves are performed on one level only. Moreover, no level contains horizontal
moves in opposite directions, that is, grid rows corresponds to one-way horizontal lanes.
Concerning the objective function value, the number of necessary levels, i.e., the number
of levels at which at least one vehicle moves horizontally, is bounded by the number of
vehicles, hence by n, in the worst case, even if it can be significantly smaller for specific
FQRP-G instances.

The minimum number of levels that ensures the existence of collision-free routes in
any instance of FQRP-G for a given n, has been deeply investigated by Cenci et al. in [7].
They tackle FQRP-G defining C-conflict paths, i.e., sequences of vehicles such that each
vehicle in the sequence has a C-conflict with the following one (we recall that the definition
of C-conflict is not symmetric). They prove that the length of the longest C-conflict path
that can be observed in any instance of FQRP-G on a grid with n ≥ 3 columns is equal to

1 +
⌊n − 1

4

⌋
. (3)

Then they assume that only simple Manhattan paths are feasible and that each grid
level allows movements in one direction only (one-way horizontal lanes). These conditions
exclude collisions related to edge and B-conflicts and restrict the attention to C-conflicts.
Under such hypotheses, Ref. [7] proves that, for n ≥ 3,

m∗ = 3 +
⌊n − 1

4

⌋
(4)

is the number of levels of the grid that guarantees the existence of a feasible solution to
every instance of FQRP-G. As a minor result, they provide an algorithm (called CaR) to
solve any instance of FQRP-G on a grid graph n × m∗ with time complexity O(n3), thus
showing that m∗ horizontal lanes are also sufficient.
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An important byproduct of the research in [7], which will be relevant for the analysis
proposed in this paper, is the definition of the C-conflict directed graph F = (V, A), where V
is the set of vehicles and A is the set of arcs, defined as follows: given two vehicles k1 and
k2, (k1, k2) ∈ A if and only if k2 has a C-conflict with k1. In other words, arcs are associated
with C-conflicts: arc (k1, k2) means that the route of k1 must be strictly below the route of
k2 in column ω(k2) of graph G. Notice that the definition of C-conflict directed graph given
above slightly differs from the one in [7], as the arc orientation is opposite. This allows us
to restate one of the results in [7] as follows, and to provide a formal proof (recall that an
arborescence is a directed rooted tree such that the path from the root to any other node
is unique).

Proposition 1 ([7]). The C-conflict directed graph F is a forest of arborescences.

Proof. Suppose that the directed graph F contains a cycle k1, k2, . . . , kc, kc+1 = k1. For
any pair of consecutive vehicles in the cycle, ki and ki+1, vehicle ki+1 has a C-conflict with
vehicle ki by the definition of arc in F. It follows that the number of horizontal steps in the
route of ki (equal to |ω(ki)− α(ki)|) is strictly greater than the number of horizontal steps
in the route of ki+1, for any i = 1, . . . , c. However, this contradicts the fact that k1 = kc+1.
Therefore, the directed graph F does not contain cycles. Furthermore, as each vehicle can
have a C-conflict with at most one other vehicle, each node of F has at most one entering
arc, and thus the path from the root to any node is unique. It follows that F is a forest of
arborescences.

3.3. A Mathematical Programming Formulation

In this section, we propose a mathematical programming formulation of FQRP-G.
Mathematical programming is a well-known operations research tool to model and solve
optimization problems. A mathematical programming model defines numerical decision
variables and, based on these variables, an objective function, and a system of equations
and inequalities (constraints): the objective function is the quantity to be maximized
or minimized, whereas the constraints define the set of feasible solutions. Solving a
mathematical programming model means finding a solution that satisfies all the constraints
and optimizes the value of the objective function. Integer linear programming formulations
are mathematical programming models where the objective, as well as the constraints,
are linear functions of the decision variables, and (some of) the variables are restricted
to assume integer values only. There is no known polynomial-time algorithm to solve
general integer linear programming models (indeed, this is an NP-hard problem [41]),
but standard techniques are available, like, e.g., branch and bound or cutting planes
algorithms and further improvements (see, e.g., [42,43]), whose running time is expected to
grow exponentially with the size (number of variables and constraints) of the formulation.
However, these techniques are implemented by state-of-the-art solvers, which provide
effective off-the-shelf tools to solve optimization problems formulated as integer linear
programming models in a wide range of applications, including collision-free network
design and routing (e.g., [25,37]), at least for moderate-size instances.

The integer linear programming formulation we propose for FQRP-G is based on
network flow models (see, e.g., [26]). For each vehicle k ∈ R, let us introduce the follow-
ing binary variables xv

ijk and xh
ijk, representing decisions about vertical and, respectively,

horizontal moves:

• variable xv
ijk is equal to 1 if the edge joining nodes (i, j) and (i, j + 1) belongs to the

chosen shortest path of vehicle k (and 0 otherwise); these variables are defined for
every triplet i, j, k such that α(k) ≤ i ≤ ω(k) and 1 ≤ j ≤ m;

• variable xh
ijk is equal to 1 if the edge joining nodes (i, j) and (i + 1, j) belongs to the

chosen shortest path of vehicle k (and 0 otherwise); these variables are defined for
every triplet i, j, k such that α(k) ≤ i ≤ ω(k)− 1 and 1 ≤ j ≤ m.
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For each vehicle k ∈ L, let us introduce the following binary variables yv
ijk and yh

ijk,
which are the homologous of x variables above:

• variable yv
ijk is equal to 1 if the edge joining nodes (i, j) and (i, j + 1) belongs to the

chosen shortest path of vehicle k (and 0 otherwise); these variables are defined for
every triplet i, j, k such that ω(k) ≤ i ≤ α(k) and 1 ≤ j ≤ m;

• variable yh
ijk is equal to 1 if the edge joining nodes (i, j) and (i − 1, j) belongs to the

chosen shortest path of vehicle k (and 0 otherwise); these variables are defined for
every triplet i, j, k such that ω(k) + 1 ≤ i ≤ α(k) and 1 ≤ j ≤ m.

We remind that the dummy level m + 1 represents the vehicle exit points from the
grid. Therefore, variables xv

imk or yv
imk, just above defined, are equal to 1 if vehicle k from

the top of column i moves out of the grid.
Finally, let us introduce a variable z, whose meaning is the highest level where a

horizontal move takes place.
The proposed integer linear programming formulation of FQRP-G (ILP) is reported

in Figure 2. As from the objective function (5), we are interested in minimizing z, i.e., we
want to find the minimum number of levels necessary for all the vehicles to complete all
horizontal moves before reaching their final destinations.

Overall, constraints (6)–(11) guarantee that, for each vehicle, the edges associated with
variables that take value 1 provide a (shortest) Manhattan path: constraints (6)–(8) are
devoted to vehicles in R whereas constraints (9)–(11) to vehicles in L. Constraints (6) and
(9) require that the route of vehicle k starts at position (α(k), 1) with either a horizontal step
or a vertical one. Then, equalities (7) and (10) state flow conservation, that is: if vehicle k
reaches node (i, j) (either with a vertical or a horizontal move, see the left-hand side), then
k must perform either a vertical or a horizontal move starting from the same node (see
the right-hand side). For the sake of clarity, notice that constraints are stated regardless of
the fact that, for some boundary values of indexes i and j, some of the variables involved
in (7) and (10) are not defined and must be replaced by 0. In the definition of constraint
(7) for k ∈ R, this happens for the following variables: (i) xh

i−1,j,k, if i = α(k); (ii) xh
i,j,k, if

i = ω(k) and (iii) xv
i,j−1,k, if j = 1. With similar arguments, in the definition of constraint

(10) for k ∈ L, the following variables must be replaced by 0: (i) yh
i+1,j,k, if i = α(k); (ii) yh

i,j,k,
if i = ω(k) and (iii) yv

i,j−1,k, if j = 1. Equalities (8) and (11) require that the route of vehicle
k reaches the top of the destination column with a vertical step.

After the observation that defines sufficient conditions to avoid collisions related to
node conflicts (see Section 3.1), such collisions are avoided by constraints (12): they state
that at most one of the two vehicles involved in a given conflict can reach, with either
a vertical or a horizontal move, the potential collision position, i.e., the same row in the
conflict column. Even for these constraints, boundary index values are solved by replacing
xv

i,j−1,k1
= yv

i,j−1,k2
= 0 in case j = 1. Even according to the sufficient conditions stated in

Section 3.1, constraints (13) prevent collisions related to edge conflicts, since they exclude
routes where two vehicles in such a conflict move between the interested columns at the
same level.

Variable z is linked to variables x and y through (14) and (15), stating that at least j
levels are required if at least one horizontal move takes place at row j.
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(ILP) min z (5)
s.t.

xv
α(k),1,k + xh

α(k),1,k = 1 k ∈ R (6)

xv
i,j−1,k + xh

i−1,j,k = xv
i,j,k + xh

i,j,k

k ∈ R, α(k) ≤ i ≤ ω(k), 1 ≤ j ≤ m (7)
xv

ω(k),m,k = 1 k ∈ R (8)

yv
α(k),1,k + yh

α(k),1,k = 1 k ∈ L (9)

yv
i,j−1,k + yh

i+1,j,k = yv
i,j,k + yh

i,j,k

k ∈ L, ω(k) ≤ i ≤ α(k), 1 ≤ j ≤ m (10)
yv

ω(k),m,k = 1 k ∈ L (11)

xv
i,j−1,k1

+ xh
i−1,j,k1

+ yv
i,j−1,k2

+ yh
i+1,j,k2

≤ 1

(k1, k2) ∈ Ceven, i = c(k1, k2), 1 ≤ j ≤ m (12)

xh
i,j,k1

+ yh
i+1,j,k2

≤ 1 (k1, k2) ∈ Codd, i = c(k1, k2), 1 ≤ j ≤ m (13)

z ≥ j · xh
i,j,k k ∈ R, α(k) ≤ i ≤ ω(k)− 1, 1 ≤ j ≤ m (14)

z ≥ j · yh
i,j,k k ∈ L, ω(k) + 1 ≤ i ≤ α(k), 1 ≤ j ≤ m (15)

xv
ijk ∈ {0, 1} k ∈ R, α(k) ≤ i ≤ ω(k), 1 ≤ j ≤ m

xh
ijk ∈ {0, 1} k ∈ R, α(k) ≤ i ≤ ω(k)− 1, 1 ≤ j ≤ m

yv
ijk ∈ {0, 1} k ∈ L, ω(k) ≤ i ≤ α(k), 1 ≤ j ≤ m

yh
ijk ∈ {0, 1} k ∈ L, ω(k) + 1 ≤ i ≤ α(k), 1 ≤ j ≤ m

z ∈ R

(16)

Figure 2. The integer linear programming formulation of FQRP-G (ILP).

The objective is to find the minimum of z. Finally, constraints (16) set variables x and y
as binary and variable z real. Notice that z integrality follows, by (14), (15) and the objective
function (5), from integrality of xh and yh. Moreover, even xv and yv could be defined as
continuous, since their integrality follows from the one of xh and yh by (6), (7), (9) and (10).

We remark that the proposed ILP model describes, for each vehicle, a static flow
on the grid network, since no time component is required to define both the decision
variables and the constraints, in view of the conditions devised in Section 3.1 to bound
the set of possible collision points. This is different from the mathematical programming
formulations presented in, e.g., [25], where flows are defined on a time-expanded network,
or [37], where the impact of the flow on different rhythmic routing intervals has to be
considered. As a consequence, the size of ILP, in terms of the number of both variables
and constraints, is considerably smaller than the corresponding formulations presented in
previous literature, with benefits for the required solution time.

4. Heuristics

The mathematical model presented in Section 3 can be solved through off-the-shelf
solvers for mixed-integer linear programming to obtain an optimal solution for a given
FQRP-G instance, i.e., the minimum number of rows that allows collision-free nonstop
Manhattan paths to route vehicles on, together with the paths themselves. However, due to
the computational complexity of integer linear programming, we expect that the efficiency
of the model, in terms of time to obtain the optimal solution, degrades with the size of
the instance to handle, as in fact our computational experiments, presented in Section 5,
ascertain. We thus propose two heuristics to solve FQRP-G. The first one, called Heuristic
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A, is a reinterpretation of the CaR algorithm given by Cenci et al. in [7], but it is much
simpler and improves the computational complexity, as will be stated in Proposition 4. It
uses the C-conflict directed graph to generate vehicle routes that are simple Manhattan
paths and it is able to always provide a feasible solution to FQRP-G. The second one, called
Heuristic B, is more flexible in choosing Manhattan paths and attempts to determine the
vehicle routes by giving priority to the horizontal moves of vehicles ranked on the basis of
measures obtained from the C-conflict directed graph.

4.1. Heuristic A

Heuristic A is based on the C-conflict directed graph F. As from Proposition 1, each
connected component of F is an oriented arborescence. Any such arborescence has a root,
and its nodes can be partitioned according to their depth. The root has zero depth. The
depth of any node is equal to the length of the unique path in F from the root to that node.
For each node, we also define its height as the length of the longest path in F from that
node to any of the leaves. The height of a connected component is equal to the length of
the longest path from its root, i.e., the height of the root itself. Vehicles in S, as well as any
vehicle that is not involved in C-conflicts, are isolated nodes in F, and have both height
and depth equal to 0. The root of any non-trivial arborescence is either in L or in R.

We now state Heuristic A and, then, we discuss its correctness and properties. Given
an instance of FQRP-G, in terms of the number of columns n, set of vehicles and related
origins α and destinations ω, Heuristic A runs through the following steps:

1. Partition the set of vehicles into S, R and L and build the C-conflict directed graph F.
Assume, without loss of generality, that a connected component with maximal height
has the root in R (the case in L is similar).

2. Let p be any vehicle in a connected component rooted in R, and let lp be its depth in
F. The route of vehicle p is as follows: move vehicle p vertically on column α(p) to
reach level lp + 1, and then horizontally on level lp + 1 until column ω(p); then move
it vertically to its final destination.

3. Let q be any vehicle in a connected component rooted in L, and let lq be its depth in
F. The route of vehicle q is as follows: move vehicle q vertically on column α(q) to
reach level lq + 2, and then horizontally on level lq + 2 until column ω(q); then move
it vertically to its final destination.

4. The route of vehicles in S contains vertical steps only.

The following proposition shows that Heuristic A always provides a feasible solution.

Proposition 2. The vehicle routes given by Heuristic A are nonstop collision-free simple Manhat-
tan paths.

Proof. In the output of Heuristic A, all the horizontal moves performed at any level have
the same direction. Indeed, each path in F is a C-conflict path and, hence, it alternates
vehicles in R and in L. If follows that, under the assumption that the maximum height
is related to an arborescence rooted in R (the case in L is similar) all vehicles in R move
horizontally on an odd row, and all vehicles in L on an even row. This corresponds to
having one-way horizontal lanes, which prevents collisions related to edge conflicts from
occurring. We observe that, trivially, Heuristic A outputs simple Manhattan paths, as each
vehicle performs consecutively all its horizontal moves on the same level. This, together
with one-way lanes, avoids collisions related to B-conflicts.

For each pair of vehicles p and q such that q has a C-conflict with p, the directed graph
F contains the arc (p, q), and lq = lp + 1 holds. Therefore, vehicle p performs its horizontal
moves on a lower level than q does, and the route of p is below the one of q in column ω(q),
as required to avoid collisions related to C-conflicts.

Notice that, if Heuristic A is applied to a single connected component of F, then the
number of grid levels used by the output solution is equal to one plus the height of that
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component. Therefore, given any instance, the number of grid levels needed by Heuristic
A is equal the height of the highest connected component of F, added by 2. The term “+2”
comes from the case in which the forest F contains two (or more) highest components, of
which, one rooted in R and another in L. This proves the following

Proposition 3. Given an instance of FQRP-G and its C-conflict direct graph, let m̄R and m̄L
be the maximum height of an arborescence rooted in R and, respectively L. The number of levels
required by Heuristic A is max{m̄R, m̄L}+ a, where a = 1 if m̄R �= m̄L, a = 2 otherwise.

The number of required levels is equal to the one stated for algorithm CaR proposed by
Cenci et al. in [7]: as shown in [7], CaR optimally solves FQRP-G if the set of vehicle routes
is restricted to simple Manhattan paths and under the hypothesis of one-way horizontal
lanes. We thus have the following

Corollary 1. Heuristic A finds the optimal solution of FQRP-G restricted to simple Manhattan
paths and one-way horizontal lanes.

In fact, as already stated above, Heuristic A is a reinterpretation of the CaR algorithm
that improves its computational complexity (we recall that CaR runs in O(n)3).

Proposition 4. Given an instance of FQRP-G on a grid network with n columns, the computational
complexity of Heuristic A is O(n).

Proof. In order to detect all C-conflicts, O(n) calculations are sufficient. Indeed, for any
vehicle k ∈ R (resp. in L), we only have to check if there is another vehicle moving from
position (2 ω(k) − α(k), 1) and having its destination on the left (resp. on the right) of
column ω(k); in such case, vehicle k has a C-conflict with the other vehicle. All the arcs of
F can be thus detected in at most n (a bound on the number of vehicles) operations, and F
built in O(n). All the data required by Heuristic A can be collected during a depth-first
visit of F, which allows computing the depth and the height of any node in O(n). This
shows that Step 1 takes O(n) operations. Concerning Steps 2 to 4, they simply assign the
horizontal level to each vehicle, which can still be done in O(n).

4.2. Heuristic B

Heuristic B aims at calling non-simple Manhattan paths conveniently into play. The
underlying idea is to find an appropriate order of the vehicles and, then, to sequentially
route each vehicle on the “lowest” Manhattan path possible, i.e., a Manhattan path obtained
by choosing a horizontal step whenever this is compatible with previously assigned paths.

Vehicles are sorted according to a measure of how critical it is to route them. For
example, an order of the vehicles could provide a feasible set of routes only if, for any pair
of vehicles k1, k2 such that k2 has a C-conflict with k1 on column ω(k2), vehicle k1 precedes
k2 in the order, since otherwise k2 would have precedence in the horizontal move to reach
the conflict column and stay below k1 on it, which means that the C-conflict cannot be
resolved (see Section 3.1). It follows that vehicles belonging to a C-conflict path should
be sorted in the increasing order of their depth in the C-conflict directed graph F, which
again plays an important role in prioritizing vehicles. We also observe that, in general, the
assigned Manhattan paths are not simple and each level can be run in opposite directions;
therefore, both edge conflicts and B-conflicts may actually generate collisions and have to
be taken into account.

For each vehicle k, the following measures are considered:

• lk: the depth of k in F;
• γk: length of the longest C-conflict path k belongs to. Notice that, if lk and hk are,

respectively, the depth and the height of k in F, γk = lk + hk, and, in particular, γk = 0
if k is not involved in any C-conflict;
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• δk: overall number of conflicts k is involved in;
• ρk: number of edge conflicts k is involved in.

Given an instance of FQRP-G, in terms of number of columns n, set of vehicles and
related origins α and destinations ω, Heuristic B runs through the following steps:

1. Compute an upper bound m on the number of required levels (it can be simply equal
to the number of vehicles, or it can be obtained by running Heuristic A).

2. Build the C-conflict directed graph F and, for each vehicle k, compute γk, lk, δk and ρk;
3. Sort vehicles according to any order such that they appear by non-decreasing lk;
4. For each vehicle k in the determined order, assign k to the “lowest” available Manhat-

tan path, as recursively defined by the following rule (given for the case k ∈ R, the
case k ∈ L ∪ S is similar):

(a) let (i, j) be the actual position of vehicle k in the grid (initially set to (α(k), 1));
(b) if i = ω(k) and j = m, then output “feasible path for k found” and consider

the next vehicle;
(c) if i = ω(k) and all vehicles up to k in a C-conflict path are not involved in

further conflicts, then k performs a vertical move;
(d) otherwise, if i �= ω(k), then check if the horizontal move to node (i + 1, j)

involves any collision with previously assigned paths (this could be related to
a node-conflict if, after a unit of time, another vehicle will be in node (i + 1, j),
or an edge conflict if another vehicle is performing the opposite move from
(i+ 1, j) to (i, j) at the same time); if the answer is “no conflict”, then k performs
the horizontal move to node (i + 1, j);

(e) otherwise, check if the vertical move to (i, j + 1) involves any conflict with
previously assigned paths (this could be a node-conflict if, after a unit of time,
another vehicle will be in node (i, j + 1)); if the answer is “no conflict”, then k
vertically moves to node (i, j + 1);

(f) otherwise, output “no feasible path for k found” and stop.

With reference to Step 4c, we remark that, since vehicles are sorted by non-decreasing
lk, collisions related to C-conflicts are avoided, as for any arc (k1, k2) of F, the path of
vehicle k1 is set before the path of k2. These are the only collisions associated with vertical
moves on the destination columns, so that, in the case specified by Step 4c, checking their
occurrence is redundant.

While, in the above case, C-conflicts are solved by appropriately ordering the vehi-
cles in the first phase of the algorithm, remaining node-conflicts and edge conflicts are
tentatively solved during Steps 4d–4e. However, we have no guarantee to avoid related
collisions and, indeed, Heuristic B may get stuck if both horizontal and vertical moves
of a vehicle at a given node are forbidden. Nevertheless, if Heuristic B is successful, the
required number of levels is not bounded from below by the length of the longest C-conflict
path, as it is the case for Heuristic A: we thus aim to empirically evaluate the probability of
getting stuck and, if this is not the case, the ability of Heuristic B to provide better results
than Heuristic A.

The actual performance of Heuristic B depends on the specific sorting adopted by
Step 3. We propose two alternatives giving rise to:

• Heuristic B1: vehicles are sorted in lexicographic order by decreasing γk, increasing lk,
decreasing δk and decreasing ρk;

• Heuristic B2: vehicles are sorted in lexicographic order by increasing lk, decreasing γk,
decreasing δk and decreasing ρk.

We now discuss the computational complexity of Heuristic B.

Proposition 5. Given an instance of FQRP-G on a grid graph with n columns, the computational
complexity of Heuristic B is O(n2 m).
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Proof. Step 1 to determine m can be done in O(n). The measures required by the sorting
step can be computed by building and depth-first visiting the C-conflict directed graph
F, which can be done in O(n) (as discussed in proof of Proposition 4). The sorting Step 3
takes O(n log n). Since the number of moves in a Manhattan path is bounded by n + m,
and the number of vehicles by n, the complexity of Step 4, and of overall Heuristic B, is
O(n2 m).

5. Results

In the previous sections, we propose the integer linear programming (ILP) formulation
and three heuristics (A, B1, and B2) to solve FQRP-G. Computational experiments have
been conducted with the following purposes:

• determine to what extent, in terms of instance size and required running time, ILP is
able to solve FQRP-G;

• assess the quality of the solutions output by Heuristic A (which, we recall, is optimal
under one-way horizontal lanes and simple Manhattan paths hypothesis) in terms of
additional required levels with respect to the (unrestricted) optimal solution provided
by ILP;

• estimate the success rate of Heuristics B1 and B2 and their ability to find better
solutions than Heuristic A.

We recall that, as discussed in Section 2, previous literature approaches to collision-
free routing problems present limitations in their application to FQRP-G, since they do
not consider grid-size minimization and, moreover, they allow for space-time deviations
from nonstop Manhattan paths. The heuristic algorithm DA presented in [38] is able to
solve FQRP-G, however it is dominated by Heuristic A for both efficiency since DA is
O(n2) whereas Heuristic A is O(n), and effectiveness. Indeed, as observed in [38], DA
returns routing schedules made of simple Manhattan paths on one-way horizontal lanes
and, hence, compliant with the hypothesis of Corollary 1: as a consequence, DA cannot
provide better solutions than Heuristic A, which is optimal under such restrictions.

In our experiments, we consider two benchmarks. The first one is made of random
instances with 10 up to 300 columns and vehicles: in particular, 20 instances are generated
for each n ∈ {10, 25, 50, 75, 100, 150, 200, 300} by randomly choosing the origin and the
destination columns of each vehicle. The second benchmark includes 11 ad hoc instances
with 105 up to 233 columns and vehicles, created on purpose as to contain long C-conflict
paths, and more than one arborescences in the related C-conflict directed graph. ILP has
also been run on a third benchmark of large random instances with n ∈ {350, 400, 500}, to
determine the larger size instances ILP can solve in practice.

All the tests were run on a workstation equipped with an Intel Xeon E-2176G processor
with 6 cores at 3.7 GHz, and 16 GB RAM.

ILP has been solved using the Cplex 12.9.0 engine [44] with a time limit of 30 min. In
order to take the number of variables and constraints of ILP, hence running times, as small
as possible, we run Heuristic A (whose running time, as we will see, is negligible) and set
the parameter m in the ILP model equal to the number of levels output by Heuristic A.

Table 1 reports the computational results given by ILP and Heuristic A on the first
random benchmark. Statistics involving ILP refer to tests on 10 out of 20 instances available
per size. The first column specifies the instance size. The average, minimum and maximum
number of levels used by ILP are reported in Columns 2 and 3. ILP running times, whose
average (in seconds) appears in Column 4, are below the time limit in every instance and,
therefore, data in Columns 2 and 3 refer to proven optimal values. Columns 5–8 are related
to Heuristic A and give respectively: the average number of levels used by its solutions,
the relative percentage error with respect to the optimal ILP value, the minimum and
the maximum number of levels required by all the obtained solutions, and the maximum
absolute gap between the number of levels used by the solutions of Heuristic A and the
corresponding optimal values. Running times of Heuristic A are not specified as they are
negligible (always fairly less than 1 ms).
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Table 1. Experimental results of ILP and Heuristic A on random instances.

Instance ILP Heur A

n Avg Min–Max Time Avg Err% Min–Max Δmax

10 2.2 2–3 0.02 2.25 0.0 2–3 0
25 2.4 2–3 0.09 2.95 15.0 2–4 1
50 3.0 3–3 0.79 3.50 20.0 3–5 1
75 2.9 2–3 1.75 3.45 15.0 3–4 1

100 3.1 3–4 5.90 3.75 23.3 3–5 2
150 3.0 3–3 42.54 4.05 30.0 3–5 2
200 3.0 3–3 151.33 4.25 40.0 3–5 2
300 3.0 3–3 1099.91 4.30 43.3 4–5 2

The computational results given by Heuristics B1 and B2 on the first random bench-
mark appear in Table 2. The percentage of instances where Heuristic B1 has been able
to find a feasible solution (success rate) is reported in Column 2. Columns 3 to 6 refer to
these successful instances and report: the average, minimum and maximum number of
levels required by B1 (Columns 3 and 5 respectively); the average per cent error in the
number of levels used by B1 with respect to the optimal value output by ILP (Column 4);
the maximum absolute gap between the number of levels used by B1 and the optimal
values (Column 6). Always referring to successful instances for B1, Column 7 compares the
performances of Heuristic B1 versus Heuristic A, reporting the percentages of successful
instances in which B1 uses less (win) or more (lose) levels than A. Columns 8 to 13 report
the same information for Heuristic B2. Again, statistics involving ILP refer to tests on 10
out of 20 instances available per size.

Table 2. Experimental results of Heuristics B1 and B2 on random instances.

Heur B1 Heur B2

n Succ% Avg Err% Min–Max Δmax Win-Lose% Succ% Avg Err% Min–Max Δmax Win-Lose%

10 90 2.72 50.00 2–4 2 5–40 90 2.72 50.00 2–4 2 5–40
25 40 3.75 56.25 2–5 3 5–30 55 3.64 55.56 2–5 3 10–35
50 5 4.00 33.33 4–4 1 0–0 5 3.00 0.00 3–3 0 100–0
≥75 0 – – – – – 0 – – – – –

ILP was able to find the optimal solution of all the instances within the time limit,
and running times are consistently less than a few seconds up to 100 vehicles. For larger
sizes, running time grows almost exponentially, as expected. Indeed, we performed a
further test of ILP on the third benchmark, observing that only four out of ten cases with
n = 350 (and no other larger instances) are solved to optimality. In the remaining cases
with n = 350, ILP always finds feasible solutions whose difference with respect to the best
available lower bound (optimality absolute gap) is 2.5 levels on average (maximum 4). The
success rate on 400 columns instances is 90%, i.e., ILP finds feasible (even if not provably
optimal) solutions for 9 out of 10 instances, with an optimality absolute gap of 3 levels on
average (maximum 4). For n = 500, the success rate is 60%, with optimality absolute gap of
3.5 levels (maximum 4). We also observe that, as far as the third benchmark is concerned,
the number of required horizontal lanes never exceeds 6 in the proposed feasible solutions.

Heuristic A is extremely fast, and, as from Table 1, it finds solutions that, even for
larger random instances, take no more than 5 levels and at most 2 additional horizontal
lanes with respect to the optimal values.

Running times of Heuristics B1 and B2 are negligible as well (always less than 10−2 s),
however, their performance is poor. Both B1 and B2 get stuck in all the instances with 75 or
more vehicles. The success rate is acceptable only for very small instances and just, in a
few cases, B1 and B2 are able to improve over Heuristic A (with B2 showing slightly better
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results than B1). Summarizing the overall performance of Heuristic A on random instances
is by far better than B1 and B2.

As observed above, the number of levels required by Heuristic A is very small in
random instances. However, we recall that it is strictly connected to the length of the longest
C-conflict path in the instance, so that, according to Equations (3) and (4), instances exist
where the collision-free paths outputted by Heuristic A need more than a few horizontal
lanes to be seamlessly operated. Therefore, we consider the second benchmark of ad hoc
generated instances containing long C-conflict paths, more than one arborescence in the
C-conflict directed graph, and further edge conflicts and B-conflicts between vehicles in
the same or different arborescences. Table 3 reports the related computational results,
showing a row for each instance. The number of vehicles and the length of the longest
observed C-conflict path appears in Columns 1 and 2. Columns 3 and 4 give the number
of levels required by the solution of Heuristic A and by the optimal solution of the ILP
model, respectively. The ILP model running times, in seconds, are listed in the last column
(the table does not show Heuristic A running times, since they are always less than 10−3 s).
Results for Heuristics B1 and B2 are not reported, since they always fail in providing
feasible routes.

Table 3. Experimental results of ILP and Heuristic A on ad hoc instances.

Instance Heur A ILP

n Longest C-Path Used Levels Used Levels Time

105 27 28 4 2.88
117 30 31 4 2.63
129 33 34 4 4.11
141 36 37 3 4.44
153 39 40 4 10.50
161 41 42 4 7.49
173 44 45 4 10.63
189 48 49 4 16.92
201 51 52 4 13.61
221 56 57 4 22.11
233 59 60 4 38.05

ILP solves all the instances of the second benchmark to optimality, still providing
routes that can be operated on a few (at most four) horizontal lanes. It is thus self-evident
that Heuristic A is not appropriate to solve FQRP-G on these ad hoc instances, as it needs
many more levels with respect to the optimal solution. Indeed, performing horizontal steps
on more than one level is crucial, in presence of long chains of C-conflicts, to save levels.
However, the ad hoc instances in the third benchmark do not appear much harder to be
solved with ILP in terms of computational time.

6. Discussion

The methods presented in the previous sections allow us to find provably optimal or
heuristic solutions to FQRP-G. The problem is relevant for the design and the operation
of automated transportation systems where the routing network consists of intersecting
horizontal and vertical lanes, vehicles move between opposite sides (e.g., from bottom
to top) and a network of sensors supports safe and efficient operations: port container
terminals, automated warehouses, train terminals, etc., are some significant examples
that can be approximated by such routing networks. By solving FQRP-G, the number of
horizontal lanes and a set of routes is determined that can be seamlessly operated without
intermediate stops nor deviations from static shortest paths (efficient routes) and without
any collision (safe routes). In real-time, the sensing network and related logic monitor the
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operations and manage further conflicts just in case they arise due to unpredicted events
(vehicle breakdowns, network interruptions, etc.), making the overall routing system robust
against disruptions, and further reducing the risk of collisions.

While the number of vertical lanes is often determined by the facility layout, the
number of required horizontal lanes should be carefully dimensioned at the design phase,
in order to minimize the cost of the underlying transportation and sensing infrastructure.
In this work, we have devised and tested four possible approaches to solve FQRP-G and
determine the minimum number of levels, given vehicles’ initial positions and final destina-
tions: an exact method (ILP) based on solving an integer linear programming formulation
of the problem by standard solvers, and three heuristics (A, B1 and B2) that prioritize
vehicles based on the properties of a graph summarizing C-conflicts between vehicles.

Experiments on benchmarks of random and ad hoc instances show that, from a
computational point of view, ILP is able to find the proven minimum number of horizontal
lanes (with related vehicle routes) for instances of up to 300 vehicles, even if running times
seem to be suitable for real-time operations of up to about 100 vehicles. For larger random
instances, Heuristic A always provides, in negligible running time, feasible routes with at
most two additional horizontal lanes, if compared to the optimal solutions, while heuristics
B1 and B2 often fail in finding a set of non-conflicting vehicle paths.

From a network design perspective, it is interesting to notice that the optimal solution
for the tested instances (up to 300 vehicles) always requires no more than 3 levels (4 in 2
out of 80 cases), thus suggesting that the size of the transportation network can be set to
a relatively small number of horizontal lanes. Even more interestingly, our experimental
results show that, at the cost of a few additional horizontal lanes, Heuristic A can be
run to produce feasible seamless routes for the case where, due to limited computational
resources, solving ILP is unpractical. Moreover, Heuristic A has the advantage of providing
simple Manhattan paths that can be run on a network with one-way lanes and leads to a
simpler network to design, monitor and maintain, as well as to smoother, safer and simpler
routes to operate. The drawback is that the number of levels required by Heuristic A may
be very large with respect to the optimal one, as our experiments on ad hoc instances
show: however, such instances (with long chains of vehicles in C-conflict paths) seem
to be extreme cases and, in fact, they never occurred in random experiments. Moreover,
they get solved by ILP in less than 40 s, even for the larger 233 vehicles instance, with
optimal solutions requiring, as for random instances, no more than four horizontal lanes.
It follows that an automated grid transportation network can be conveniently designed
with a relatively small number of horizontal lanes and operated through ILP or Heuristic A
(depending on instance size and available computational resources), leaving to the sensor
network and to the run-time collision detection and avoidance system (based, e.g., on more
general methods for collision-free routing presented in literature) the rare cases where the
proposed methods do not find feasible solutions to FQRP-G.

Our experiments with ILP show that a grid routing network with four horizontal lanes
has always been able to accommodate routing paths according to the requirements of FQRP-
G. In case an exact solution method (like ILP) is not conveniently available, the proposed
heuristic would require at most five horizontal lanes in almost all of the FQRP-G instances.
For the residual cases, a grid network with five horizontal lanes may not guarantee nonstop
routing on Manhattan paths for all vehicles: in such events, the envisioned routing system
can be integrated with state-of-the-art algorithms for multi-agent pathfinding, like the ones
presented in the literature review, in order optimize any required space-time deviations
from nominal shortest routes.

7. Conclusions

In this work, we addressed FQRP-G, where a set of vehicles has to be routed on a
grid network according to a set of nonstop collision-free Manhattan paths that minimizes
the overall number of required horizontal lanes. Such paths can be seamlessly operated
with no further control logic for collision and deadlock detection and avoidance, leaving a
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sensor network as the only task to guarantee safe operations against an unexpected vehicle
or infrastructure disruptions during the real-time execution.

We have presented an integer linear programming formulation of FQRP-G, called ILP,
and three heuristics, showing that:

• a theoretical analysis provides properties of conflicting paths that have been exploited
to devise improved mathematical models and solution algorithms for FQRP-G. In
particular: ILP formulates the problem on a static graph model, whereas the formu-
lations proposed by literature for problems related to FQRP-G rely on a dynamic
(time-expanded) graph, thus requiring a larger number of variables and constraints;
Heuristic A fairly improves the computational complexity with respect to the imple-
mentation proposed by [7];

• ILP, by means of state-of-the-art off-the-shelf mathematical optimization software, can
solve instances of up to 100 vehicles in a few seconds at most, providing the minimum
number of horizontal lanes and related routes. ILP can even solve larger instances
of up to hundreds of vehicles, at the cost of longer running times, which may be not
compliant with real route-execution environments;

• one of the proposed heuristics, called Heuristic A, is very efficient and effective, even
for instances with hundreds of vehicles. It always runs in negligible time, and, with
only rare exceptions that never showed up in random benchmarks, it finds routing
paths requiring just a few horizontal lanes (one or two) more than the optimal solution;

• from a routing network design perspective, our empirical study shows that a grid
with four or five horizontal lanes normally allows for finding collision-free nonstop
Manhattan paths for all the vehicles of FQRP-G. With such sizing, the needing to
integrate the routing system with further state-of-the-art algorithms for multi-agent
pathfinding (as to optimize possible delays and deviations from shortest routes) is
rare and limited to some infrequent exceptions where the methods proposed in this
paper would require higher grids.

Further research is needed towards heuristic algorithms that, like B1 or B2, do not
rely on one-way lanes and on simple Manhattan paths, which, according to the theoretical
results reviewed in this work, is mandatory to enable a smaller number of required levels
for the instances that are critical for Heuristic A. Possible lines for future studies could
also involve exact solution methods for FQRP-G, based on either the model proposed in
this work or alternative mathematical programming formulations, and the extension of
FQRP-G and related solution approach to more and more realistic settings, e.g., considering
arbitrary vehicle origins and destinations or more general grids.
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Abstract: The pandemic crisis has forced the development of teaching and evaluation activities
exclusively online. In this context, the emergency remote teaching (ERT) process, which raised
a multitude of problems for institutions, teachers, and students, led the authors to consider it
important to design a model for evaluating teaching and evaluation processes. The study objective
presented in this paper was to develop a model for the evaluation system called the learning analytics
and evaluation model (LAEM). We also validated a software instrument we designed called the
EvalMathI system, which is to be used in the evaluation system and was developed and tested
during the pandemic. The optimization of the evaluation process was accomplished by including
and integrating the dashboard model in a responsive panel. With the dashboard from EvalMathI,
six online courses were monitored in the 2019/2020 and 2020/2021 academic years, and for each
of the six monitored courses, the evaluation of the curricula was performed through the analyzed
parameters by highlighting the percentage achieved by each course on various components, such as
content, adaptability, skills, and involvement. In addition, after collecting the data through interview
guides, the authors were able to determine the extent to which online education during the COVID
19 pandemic has influenced the educational process. Through the developed model, the authors
also found software tools to solve some of the problems raised by teaching and evaluation in the
ERT environment.

Keywords: online education; learning analytics; emergency remote teaching; responsive dashboard;
eLearning and digital transformation of education; IT for education

1. Introduction

During the pandemic crisis, governments from various countries decided to force the
closure of educational institutions and universities by implementing new learning models
that could help the education sector to continue its work exclusively online. Several types
of teaching were adopted, including mobile learning and blended learning. According to
UNESCO, only 20% of countries globally were equipped with online teaching devices and
programs before the pandemic [1].

In the academic year of 2020/2021, a pandemic year, the world’s universities were
forced, in most cases, to cancel face-to-face courses and to use online education. The
responses of European countries differed, and online education took place to varying
degrees—25%, 50%, 75%, or 100%, depending on local conditions. Alternating distance
learning with present or face-to-face learning (F2F) has been the subject of several studies [2,3].

The drastic changes imposed by the pandemic have had a multitude of effects on
learning environments, including open ones. Learning environments have undergone a
changing trend from learning management systems to personal learning environments [4],
and in terms of learning infrastructures, they have provided learning services from open
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educational resources to a classroom framework [5]. In the UK, according to the YouGov
study in February 2021, it was shown that the adaptation of educational tools was achieved
by using video conferencing applications such as Zoom, Google Meet, and Microsoft Teams,
and for communication with students, Microsoft Teams and Google Classroom were used
as collaborative platforms.

Teaching exclusively online has raised a multitude of issues, namely video transmis-
sion problems, slow access to platforms, untimely responses to questions in class, students’
hopes to get corresponding guidance after class, and teachers’ feedback communicated in
a timely manner so as to improve the students’ learning. Considering the resources used
in multiple studies, proposals were made to use online resources for as many courses as
possible, as well as to add as many activities as possible to online platforms to satisfy as
many students as possible [6].

The learning analytics system through embedded dashboards was used by the authors
to monitor the activities that generate the learning process. It was also used in the monitored
activities, by analyzing algorithms using educational data mining techniques [7] and
viewing information, to monitor the degrees of involvement and reflection.

The study was based on the proposed model and the designed and implemented
application, and it was conducted in regard to the educational process in crisis situations or
ERT situations, that is, online teaching and evaluation, representing an element of novelty
in the field of online educational resources. Training carried out under the pressure of
time with minimal resources is called emergency remote teaching (ERT). Through the
application developed, the authors tried to solve some of the problems that this type of
teaching raises. There is still the fear that by the end of 2021, or after a certain period
of time, the pandemic experience will be repeated, which is why the authors focused on
developing a package of software tools. Regarding the evaluation, in the second semester
of the 2019/2020 academic year, which was carried out exclusively online, the authors
thought about the need to develop tools that help teachers in teaching, both in the process
of evaluating courses and evaluating the students. For this purpose, a model was designed
for the evaluation, a system called the EvalMathI system. The EvalMathI system is software
that supports teachers in their teaching activities, and it can be used for two evaluation
processes, namely course evaluation and student evaluation. From the designed software,
the dashboard tools necessary for monitoring and evaluating several disciplines were
implemented and tested. In addition, an optimization module was added by introducing
and integrating the dashboard into a responsive panel to facilitate and streamline the
evaluation process.

The results of the study are based on the answers of the students involved in an
investigation conducted by both authors. The sample was composed of 157 students in the
2019/2020 academic year and 143 students in the 2020/2021 academic year. Questionnaires
were distributed, and 190 and 339 answered the survey each year, respectively. The students
who responded can be considered representative from the perspective of the tested model
and application.

The process of monitoring and the evaluation of the six courses through the EvalMathI
dashboard were also attended by nine teachers from the three faculties of the University
of Petrosani, the university where the study took place, namely four from the Faculty of
Mining, three from the Faculty of Sciences, and two from the Faculty of Mechanical and
Electrical Engineering. For each of the six monitored courses, tools were developed for the
evaluation of the discipline through the parameters analyzed, highlighting the percentage
achieved by each course on various components.

By elaborating the learning analytics and evaluation model (LAEM) and the proposed
application—the EvalMathI system—the authors managed to coordinate the monitoring
and evaluation activity of the six optional courses carried out with 300 students. Through-
out this study, the authors aimed to answer the following questions regarding the central
objective by evaluating the utility of the proposed learning analytics and evaluation model
(LAEM) as well as the efficiency of the EvalMathI system software application:
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Q1—How did EvalMathI affect the evaluation process of the courses in an ERT situation?
Q2—What are the best EvalMathI dashboard tools regarding content evaluation?
Q3—How is the content of each course assessed through EvalMathI in terms of relevance
and applied scientific content, coherence, and consistency?
Q4—What skills were obtained by the students in completing the six courses?

2. Related Work

2.1. Emergency Remote Teaching (ERT) and Learning System Process

Lately, the teaching–learning process has been the subject of many studies; previous
research has referred to different processes as blended learning, face-to-face learning, or
eLearning. Because of the COVID-19 threat, universities and colleges have had to decide
how they can continue teaching under conditions of acute uncertainty. Many institutions
have opted to suspend face-to-face classes, including the operation of laboratories, opting
for online courses.

In a normal situation, the planning, preparation, and elaboration of a completely online
university course requires an elaboration time between six and nine months, time that the
teachers did not have during the pandemic [8]. It was also impossible for every university
professor to suddenly become an expert in online teaching and learning. The process
of preparing and implementing online resources was prolonged over time, increasing
stress and pressure, and it was sincerely acknowledged that there were many online
teaching experiences in which instructors failed to fully prepare materials, leading to a
large probability of suboptimal implementation [9].

In this time of crisis, teachers and students have made the best use of the available
resources, but it must be acknowledged that there is a big difference between vocational
training on online platforms and education carried out under the pressure of time with
minimum resources—emergency remote teaching (ERT) [8].

In contrast to activities that are planned and designed from the beginning to be online,
emergency remote teaching is a temporary form of education that is used to carry out
the training process in an alternative way in crisis circumstances. This mode of training
involves the use of entirely remote teaching solutions. The main objective is not to create a
robust educational ecosystem but rather to ensure temporary access to training in a rapid
manner in an emergency or in a period of emergency crisis. This is the main difference
between ERT and classic online learning [8].

During the pandemic, some educational institutions supplemented the hardware
support made available to teachers for conducting online courses. The technical staff
of universities were also involved to facilitate the educational process. Carrying out all
activities exclusively in an online environment meant flexibility in the teaching and learning
processes [10,11], but the problems raised by teaching exclusively online were multiple
because many of the systems that provided the resources were overworked and even
exceeded capacity [9].

In ERT, speed and “just get it online” are detrimental to the quality of the course, so
the authors of [9–11] believe that courses created in an ERT situation should be a temporary
solution to an immediate problem. Further, the principles of the universal design for
learning (UDL) should focus on creating flexible, inclusive, student-centered learning
environments that ensure that all students have access to courses and activities [12].

2.2. Learning Analytics Dashboards and Learning Analytic Evaluation Models

Siemens (2010) defines learning analytics as “the use of intelligent data, learner-
produced data, and analysis models to discover information and social connections, and
to predict and advise on learning”. In recent years, a series of tools have been developed
to monitor and/or to evaluate learning activities and then to visualize them in learning
dashboards. Learning dashboards, depending on how the teaching process is carried out,
are divided into three categories—dashboards based on face-to-face courses, dashboards
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for face-to-face work groups, and dashboards that work in online learning or blending
learning [13,14].

Dashboards that collect data from traditional face-to-face courses have been integrated
into multiple applications, such as Backstage [15], which is a dashboard that displays Twit-
ter activity during the course activities [16], Classroom Salon [17] which allows teachers
to create, manage, and analyze social networks to view the contribution of each mem-
ber, and in which the dashboard allows for viewing the contribution of each member
to view the correct answers received, and finally, Slice 2.0. [18], which is a system that
interconnects the teacher’s slides with the students‘ devices, and the teacher can view the
students’ annotations.

Several dashboards for working in face-to-face groups and a classroom orchestration
design [19] have been developed, including TinkerBoard [20], Collaid [21], and Class-
on [22–24], and some of them were developed by taking data from OpenSocial [25].

A learning analytic evaluation model usually contains the following groups of param-
eters: the relevant student actions, captured data on relevant actions, awareness, reflection,
sense-making, and impact, and effectiveness, efficiency, and usefulness.

1. Relevant student actions. In face-to-face teaching, time and date, location, who
and what kind of device they use, and even the background sounds were analyzed, and
each item has a greater or smaller significance. Students find that social interaction is
somewhat useful, especially for blended or face-to-face courses [26]. Teachers consider
the visualization of social interaction more important because it is useful in identifying
students who do not collaborate with others or those who collaborate excessively. Teachers
consider that the effort of students is very important. However, the usefulness is seen
differently by teachers and students. Students often believe that the data collected does not
reflect the effort made, while teachers perceive the data to be useful for an in-depth view
and possibly for the identification of students potentially at risk. All the data mentioned
above refer to quantitative data, which is why it was investigated whether it was possible
to increase the qualitative data, such as the number of re-tweets or comments on a blog
post, and whether that can indicate the relevance of such communication. This idea was
already explored by the authors of the Backstage dashboard [16].

2. Capture data on relevant actions. Many learning analytic dashboards take data
from virtual sensors through certain tools and resources, such as laptop or desktop user
interactions and social media, through hashtags or blog comments. One of the main
problems tracking learning activities, an aspect called automated tracking. Previous studies
have shown that students rate the usefulness of dashboards as low when some of the
activities covered take place outside of the learning environment [27]. Regarding personal
learning environments, which include a wide variety of tools and services that aggregate
data from various sources—Twitter, blog posts, comments, software environments, and
so on—the feedback is positive. The use of sensors such as cameras or microphones to
capture student data for monitoring and counseling activities is the subject of computer-
supported collaborative learning (CSCL) research. They are present to a small extent in
learning dashboard applications because they provide real-time feedback to students or
teachers [28].

3. Awareness, reflection, sense-making, and impact. Bakker et al. [29] presented
research on the use of sensors to capture physiological responses and to both estimate
stress levels and provide feedback to employees on their current work schedule. Such
research on the level of awareness and reflection in learning environments and the impact
of such awareness have been presented at the Learning Analytics and Knowledge (LAK)
conference [30,31].

4. Effectiveness, efficiency and, utility. Efficacy has been measured in terms of
better engagement [24,32], higher grades [26,33,34], post-test results [34], lower retention
rates [26], and improved self-assessment [35]. The results of a long-term experiment
regarding course signal [26] indicated that there is an impact on retention rates and grades.
There was also a significant difference in improving self-assessment in an evaluation of the
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CALMS system [36]. An evaluation of TADV [20] indicated that the overall satisfaction with
the course for students using the dashboard was higher, satisfaction that was measured
in terms of self-esteem and the recommendation of the course to other students. In other
experiments, student involvement has been measured to obtain information on the potential
impact. The results of Morris et al. [24] indicated that there was no increase in involvement
when learners used the scoreboard. The results of iTree [35] indicated that the dashboard
does not encourage learners to post messages on a forum, but there is an increase in
the reading of posts. Efficiency was measured in a Class-on assessment experiment [23],
which assessed whether using a dashboard during class sessions helped to distribute a
teacher’s time more accurately. Usage and utility evaluations were performed—either by
teachers or students, or both. The perceived usefulness of the Student Inspector [37] and
LOCO-Analyst [21] dashboards was, for example, evaluated by teachers and was high for
both categories of dashboard users. The results of the evaluations for SAM and StepUp
indicated that the perceived utility is often greater for teachers than for students [38]. The
results of the LOCO-Analyst assessment [21] also indicated that the perceived utility was
significantly higher in a case study in which several data points were used to provide a
perspective on the learning activity.

2.3. Dashboards for Online Learning

For retrieving data from an online environment, dashboards for online learning have
been created for online learning and blended learning. Course signals [26] predict and
visualize learning outcomes based on three data sources—grades in the course so far, time
spent on a task, and past performance.

The dashboard developed by Carnegie Mellon University [39] is highly detailed, and
concepts and how they are carried out on different course activities may need additional
attention from the student. Displaying various parameters differentiates dashboards for
online learning. A student activity meter (SAM) [38] displays the progress of a particular
course and illustrates the time spent by students in different study environments. LOCO-
Analyst [40], the Moodle dashboard [41], and GLASS [42] are tools that visualize student
feedback and different levels of performance in different ways. Student Inspector [43]
visualizes the use of data in the Active Math environment. Tell Me More [44] provides
visualizations of exercise results. The CALM system [45] visualizes comparative levels of
knowledge through self-assessments [33].

There are models with components dedicated especially to students, such as Teacher
Advisor [46], which is based on manual interventions to automatically generate tips for the
student, or StepUp [47], which is a model designed for mobile devices for students who
apply learning analytics techniques for awareness and self-reflection.

In their latest work, Vieira et al. [48] analyzed visual learning analytics and concluded
that there are few studies that have simultaneously deepened complex visualizations and
educational theories, a statement also supported by Jivet et al. [49], who analyzed learning
dashboards from the students’ point of view.

From the category of learning dashboards used on cloud platforms [50], Amazon Web
Services offers two solutions for monitoring—AWS CloudTrail resources [51], a managed
service to track user activity and API usage, and Amazon CloudWatch, a monitoring service
of cloud resources and applications. There are several workarounds on the market that
offer more powerful dashboards for cloud monitoring, including Opsview Monitor [52],
Spectrum [53], SignalFx [54], and AWS Cloud Monitoring [55]. However, these are all
expensive enterprise solutions that are difficult to use in academic or education fields in
countries like Romania.

Lonn, in one of the most recent studies focused on learning analytics tools that use
dashboards that measure performance, stated that they may decrease learner mastery
orientation and the students’ exposure to graphics of their academic performance may
negatively affect the students’ interpretations of their own data as well as their subsequent
academic success [56]. Thus, Sedrakyan et al. focused on feedback and its speed in
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certain activities during laboratory hours to improve the feedback given to students, and
they did not focus on academic performance [57]. Irons et al. [58] stated that there is a
direct proportionality between student feedback and impact, so the faster the feedback,
the more substantial the impact in learning; thus, the ability to give timely feedback is
very important.

From the analysis, it can be stated that it is a challenge to retrieve data on the evaluation
process from emergency remote teaching, so one of the contributions of this study is that it
proposes a tool that is actually a system that comes both in support of teachers as well as
students working in an ERT situation. This tool was partially validated in the period of
2020/2021 at a university in Romania.

3. Materials and Methods

From the analysis performed and from the evaluation of the difficulties encountered
in the teaching and evaluation process in ERT, the authors proposed a method of collecting
data on the results of different teaching and evaluation activities, as well as their processing
and subsequent visualization in a certain form of the activities monitored, minimizing the
time required for corrections.

The proposed learning analytics and evaluation model (LAEM) was developed by
the authors and is intended to be a support for teachers conducting ERT by collecting,
integrating, and analyzing data from various sources through a semi-automated process.
Subsequently, the designed software tool, the EvalMathI system is intended to be a support
for professors at the University of Petrosani in their attempt to automate and streamline
certain components of the evaluation process. EvalMathI proposes a solution for teachers
and students to access information about courses by completing questionnaires regarding
the evaluation process. EvalMathI was also tested according to the evaluation process, and
the results indicate that it is a responsive dashboard.

In order to establish the component elements of the input data for the learning analyt-
ics block, data collected from the learning activities and data that evaluate the activities
carried out on various platforms were analyzed on the basis of the project POCU 12596,
implemented by the authors as project managers at the University of Petrosani, and fi-
nanced by the European Commission through the Romanian Operational Program Human
Capital (OPHC) [59]. The virtual class platform for the courses was analyzed, monitored,
and evaluated [60,61].

3.1. The Learning Analytics and Evaluation Model (LAEM) Design, Based on Virtual Sensors

In developing the model for the proposed assessment system, the learning analytics
process model (LAPM) proposed by Verbert, K. [62] was adapted by the authors, and the
modified model is detailed in Figure 1, model in which the project’s groups of parameters
are represented.

Figure 1. The learning analytics process model adaptation of [62].

This model was customized by the authors for the conditions in which the teaching–
learning process took place by ERT at the University of Petrosani in the two pandemic
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years. In developing the LAEM model, the authors analyzed the following groups of
parameters: the relevant student actions, captured data on relevant actions, awareness,
reflection, sense-making, and impact, and effectiveness, efficiency, and usefulness, all of
which were captured by virtual sensors. Then, the groups of parameters analyzed in the
LAPM were customized for LAEM as well as the EvalMathI system.

In developing the LAEM model for the design of the EvalMathI system, the time and
date, the location, who and what kind of device they use, the background noise, the use of
resources, and the results of tests and exercises were taken into account. These results are
the main data taken from the EvalMathI system dashboard to be a support in the evaluation
process performed by teachers. The LAEM model that generated the EvalMathI system
dashboard retrieves data from virtual sensors through laptop or desktop interactions. In
applying LAEM and EvalMathI system customization for this parameter, we tried to assess
awareness by measuring the feedback received in the virtual classroom, but this developed
system will be the subject of further research.

This study answered questions related to the evaluation of courses conducted in an
ERT situation through our own design, EvalMathI, software that displays the status of
indicators monitored for the evaluated courses in a responsive dashboard.

The tool does not evaluate the students’ activity at this moment, but the authors intend
to further develop that part as well. Thus, regarding the analysis performed on existing
solutions, the authors considered the possibilities of collecting data from the virtual classes
and implementing a virtual sensor for them.

Customizing the LAEM and EvalMathI system for this parameter measured the
effectiveness from the perspective of the students because they obtained better results
in the tests measured in the second series of courses, demonstrating the efficiency and
usefulness of EvalMathI.

The conceptual scheme of the learning analytics and evaluation model presented
in Figure 2 applied in ERT was elaborated by the authors. In this model, the learning
activities included reading, lectures, quizzes, projects, media, tutoring, homework, re-
search, assessments collaboration, social media, and discussions, resulting as input data for
learning analytics.

Figure 2. The learning analytics and evaluation model proposed by the authors for designing the EvalMathI system in ERT
cases, based on virtual sensors.
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Following the research carried out on various learning models, starting with analysis,
design, development, implementation, and evaluation (ADDIE) [43], the authors estab-
lished the main stages of the process. In the next stage, the authors analyzed the proposed
CIPP evaluation model [12] and the proposed adaptive learning model [37]. The authors
proposed the model from Figure 2 as the best for exclusively online courses in ERT.

The learning analytics and evaluation model proposed for the EvalMathI system, and
schematically presented in Figure 2, shows the way in which data taken from learning
activities constitute input data in the data collection. The main learning activities that
the projected model considers are reading, lectures, quizzes, projects, media, tutoring,
homework, research, assessments collaboration, social media, and discussions. From
these activities, the input data block consists of lectures, materials, quiz/assessment items,
discussion forms, messages, tutoring, social networks, and data from the system log. The
data processing and analytics block incorporates the data collection and storing, and the
preprocessing, analyzing, and visualization. The output of this block constitutes the input
data for the evaluation block. The evaluation block analyzes the data from the learning
analytics and sends an indicator of the situation at a certain course to the teaching activity as
well as one indicator to the learning activity. Each of the two activities should be rethought
or corrected in order to increase the indicator’s value.

3.2. Design and Development of the EvalMathI System Software

The proposed LAEM model was validated by the EvalMathI system, a component of
which helps teachers in evaluation processes, which is why the LAEM model was used
and the application was designed and developed. The EvalMathI system is a web-based
application that can be used by students and teachers. The application also allows for
testing as well as disciplinary evaluation and monitoring.

For the database, in the 2020/2021 academic year, the authors used the MySQL
database for teachers, students, and the courses created; it will be extended later to the
administrative staff. For the development of the EvalMathI system, technologies were
used for indexing, searching, and analyzing the data available under the Apache server,
Apache 3.2.4 Open Source License [63].

The EvalMathI system admin panel and the main responsive are presented in Figure 3,
representing two solutions. Each of the two solutions performs different sections in the
evaluation process. EvalMathI was developed in PHP and collects data from teachers and
students using pages created for each type of user. The evaluations made by the experts
are collected using Elasticsearch and are then processed with Kibana.

Figure 3. EvalMathI system admin panel and main page.
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From a structural point of view, the EvalMathI system has access to the MySQL
databases of students, teachers, and courses. It provides aggregated information regarding
the use of resources at a given time in a given framework by a particular user, detailed
information about a specific activity carried out by a specific student in a specific setting,
and the percentage of progress made for a certain course in a certain moment of time, on
certain parameters studied, evaluated by a group of experts with well-defined roles in
the activity.

Users with a teacher profile can view each student’s progress in a particular course.
The scores obtained for tests taken and the degree of completion of each session can be
tracked. The benefits of the dashboard for this profile include the monitoring of several
students at a time, providing automatic feedback from students as well as obtaining useful
parameters for evaluation.

Users with a student profile can view the evaluation of their progress for each test
taken, the tests they still have to complete if the instructor agrees, and a comparison of
their progress with the rest of the class. The benefits of the dashboard to this profile include
self-regulated learning, planned learning, thinking and evaluating tasks and contexts [64],
motivation [65], and an overview of the class.

The EvalMathI system offers users with the system administrator profile the ability
to view detailed or aggregated resource consumption, to view history, use resources, and
monitor current resource consumption. Elasticsearch, a popular and powerful distributed
search and analytics engine based on Apache Lucene and designed for horizontal scalabil-
ity, reliability, and easy management, was designed to further connect the system to other
databases. It combines the speed of searching with the power of analytics via a sophis-
ticated, developer-friendly query language, covering structured, unstructured, and time
series data [66]. For the visualization and presentation, Chart.js was used, a visualization
platform that allows for the interaction between the graphs, and the Kibana tool [67] was
used for the subsequent developments of the application that will include histograms and
geo maps.

3.3. Data Collection through the Activity Analysis Sheet (AAS) and its Validation

Nine teachers were used as evaluators from the three faculties of the University of
Petrosani. They participated in the monitoring and evaluation processes of the six courses
using the EvalMathI dashboard. Four were from the Faculty of Mines, three from the
Faculty of Sciences, and two from the Faculty of Mechanical and Electrical Engineering.
Six optional courses were monitored, namely Sustainable Development, Creativity and
Innovation, Environmental Management, Renewable Energy, Cyber Security, and Web
Programming. These optional courses were attended by students and master students,
with 157 students in the 2019/2020 academic year and 143 students in the 2020/2021
academic year.

3.3.1. Instruments and Investigation Tools

An online questionnaire was the investigation tool selected for this study, as an
online survey was the most significant and reliable method for conducting this study.
The collected data were processed by elaborating the structure of the data matrix and
encoding the answers of the questionnaire applied. The results of the questionnaires were
processed using the IBM SPSS Statistics application, version 23, with which the variables
were also verified.

The study was based on three online questionnaires. Two of them were given to the stu-
dents, the “Questionnaire for evaluating the teaching activity”, composed of 17 questions,
and “Course observation”, composed of 31 questions. One was distributed to the teachers—
“Activity product analysis”, composed of 31 questions.

The two surveys completed by the students took place over two stages. The first
one was completed by 157 students in May 2020, and the second one was completed by
143 students in March–May 2021. The 300 students involved in the POCU 122596 project
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were monitored during six online courses carried out within the project. The students
chose one or more of these six courses, and the total number of students involved in our
survey was 529.

The survey completed by the teachers who presented the six courses took place during
the same period and a group of nine experts, teachers—also called evaluators—participated
during the same POCU 122596 project. Each of the nine experts evaluated the curricula,
the teaching, and the evaluation system of the three courses in six different stages of the
project, for a total of 162 responses.

3.3.2. Questionnaire Validation

By using the three proposed questionnaires, the authors’ intention was to evaluate the
curricula of six courses used in an online teaching and evaluation system through seven
parameters—Content Design Intra- and Interdisciplinary Relationship (CDDR), Content
Design Intra and Intercurricular Relationship (CDCR), Relevance for Life and Applied
Scientific Content (RLASC), Degree of Structuring (DS), Degree of Systematization (DSY),
Coherence (CH), and Consistency (CS). The percentages achieved by each course were
determined regarding components such as content, adaptability, skills, or involvement.

The construct validity of the questionnaire was tested using the Pearson correlation
matrix of major variables related to the online level. In addition, the fidelity and internal
consistency of the questionnaire were tested using the Cronbach alpha for the multiple
Likert questions.

After receiving the data from the respondents, they were processed accordingly using
inferential statistics such as the Cronbach alpha coefficient to assess reliability. These
statistical analysis tools were used to process the questionnaires given to the target group.
To transform the information gathered with the questionnaires, the authors used the
variables in SPSS—nominal, ordinal variables, which are qualitative variables, and the
range and ratio variables, which are quantitative. To assess the reliability, the Cronbach
coefficient was used; as indicated by Sekaran, a Cronbach alpha coefficient of 0.70 or higher
is considered reliable and acceptable.

The authors assessed the reliability using the Cronbach alpha coefficient for the main
variables. A value of 0.829 indicates a high level of internal consistency in this study with
this specific sample. The results for the seven parameters that evaluated the curricula
and the correlation matrix show the strength of the association between the variables, as
demonstrated in Table 1. The Cronbach alpha coefficients for all variables were well above
the threshold of 0.70, and it can be deduced that the results meet the reliability hypothesis
and that the reflective constructs have sufficient reliability.

Table 1. Summary of processed cases of variables. Reliability statistics.

Variable
Cronbach’s

Alpha

Content Design Intra- and Interdisciplinary
Relationship (CDDR) 0.964

Content Design Intra- and Intercurricular
Relationship (CDCR) 0.829

Relevance for Life and Applied Scientific
Content (RLASC) 0.835

Degree of Structuring (DS) 0.872
Degree of Systematization (DSY) 0.856
Coherence (CH) 0.834
Consistency (CS) 0.829

3.3.3. Population and Sample—Respondents

This study was based on the responses of the students of two faculties of the University
of Petrosani, the Science and the Mining Faculties. The total number of students of these
two faculties was 2153. It is important to mention that the University of Petros, ani has only
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three faculties; the authors selected the Science and the Mining Faculties because their
teaching activities involve students from only these two faculties, so the students could
be easily contacted, and as a result, their responses were representative. The 529 answers
represent 25% of the total number of students, as can be seen in Table 2. The students
of these two faculties who answered the questionnaire are students in the bachelor’s or
master’s degree programs.

Table 2. The number of students who answered the questionnaire from the Mining and Science
Faculties of the University of Petros, ani.

Online Monitored
Course

Academic Year
Number of
Students/Course

% of total Number of
Students/Academic
Year

Sustainable
Development 2019/2020 74 47%

Creativity and
Innovation 2019/2020 41 26%

Environmental
Management 2019/2020 18 11%

Renewable Energy 2019/2020 31 20%
Cyber Security 2019/2020 12 8%
Web Programming 2019/2020 14 9%
Sustainable
Development 2020/2021 69 48%

Creativity and
Innovation 2020/2021 49 34%

Environmental
Management 2020/2021 58 41%

Renewable Energy 2020/2021 60 42%
Cyber Security 2020/2021 63 44%
Web Programming 2020/2021 40 28%

Total 529

The study was based on the University of Petrosani, a small university that can be
considered representative, not for the whole Romanian education system, but for the small
Romanian universities. This assumption can be based on the fact that small universities
are similar in the field of online education because, unfortunately, they started the massive
implementation and use of eLearning only after 15 March 2020. The Romanian National
Council for the Financing of Higher Education statistics provide the total number of
Romanian students for the 2019/2020 academic year—459,899. The same statistics show
that out of the total 49 Romanian State Universities, 32 are small universities with around
5000 students, representing 30% of Romanian students. On the other hand, these small
universities are very important and representative because most of them are comprehensive
universities with the most fundamental areas of study, such as engineering, social sciences,
and humanities. The University of Petrosani is a very small university, with 3565 students
and engineering and social science areas of study.

In the field of eLearning, all these small universities are similar; they did not previ-
ously have distance learning, so they had to adjust very quickly to the new conditions of
education generated by the COVID-19 Pandemic. Additionally, these small universities
could not afford to buy an eLearning platform produced by one of the major world players
in this field. These small universities have adopted low-priced eLearning platforms, such
as LMS, developed by Moodle, or free collaborative educational platforms.

This study was also based on the responses of the evaluators from the same university,
teachers that evaluated other teachers during the development of the POCU 122596 project
in the 2019/2020 and 2020/2021 academic years. Each of the nine experts evaluated the
curricula, the teaching, and the evaluation system through seven main parameters—CDDR,
CDCR, RLASC, DS, DSY, CH, and CS—for three courses at six different stages of the project,
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for a total of 162 results. This number of evaluation results could be approximated as 10%
of the total number of courses at the University of Petrosani that are evaluated by one
evaluator per course at one time.

3.3.4. Questionnaire Description

To monitor the activity, we used a questionnaire called the “Activity Products Analysis
Sheet” (APAS). The APAS was carried out in APAS version S1 and APAS version S2 for
each series of students who participated in the courses. For the monitoring of the courses,
the Analysis Sheet had the following components: (1) Analysis of the course content;
(2) Adaptation to the requirements of the project; (3) Competences brought to the students;
(4) Determination of the students’ activity; (5) Other items.

1. Regarding the content analysis, the analyzed parameters were whether the content
design supports the intra- and interdisciplinary relationship, whether the content design
supports the intra- and intercurricular relationships, whether the course design supports
the lifelong relevance of the content, the applied scientific content, the degree of structuring,
the degree of systematization, course coherence, and course consistency.

2. Regarding the adaptation to the project requirements, we analyzed the following
parameters: to what extent it offers intellectual activity skills; to what extent it offers skills
of applicative activity; it is correlated with the project objectives.

3. Regarding the competences taught to the students, the following parameters were
monitored: to what extent the courses offer professional, social, or other competences.

4. In order to determine the students’ activity, the following parameters were moni-
tored: the attitude towards learning; attendance at the course; the attitude and responsibil-
ity of the students towards solving the work tasks; collaboration in the learning process;
the degree of use of knowledge, skills, and attitudes in new learning contexts; the progress
made by the students during the course.

These parameters were not included in this course analysis and evaluation study
because they were input data for the student evaluation. These parameters influenced the
learning activities (LA) in the LAEM model and not the teaching activity. These parameters
are described as the parameters of the evaluation block of the LAEM.

5. Other elements taken into account were the educational environment, the place
where the course took place and the platform used; funding, material resources, and
curricular auxiliaries used; presentation of materials, student work, the general atmosphere
during the course, and other observations

In the questionnaires used at the first stage of the study, there were some questions that
refer to these parameters, but they were not used in the present study. During the first stage
of the study, the 2019/2020 academic year, the authors recorded data for these parameters,
but the authors did not interpret them, as they were not considered representative.

4. Case Study Results: Dashboard for Courses Evaluation

4.1. EvalMathI System Dashboard for Courses Evaluation—Beta Version

The dashboard designed by the authors for the course evaluation was developed
in the first stage in a beta version in the 2019/2020 academic year and tested in the first
semester of the 2020/2021 academic year when the University of Petrosani transitioned
all teaching activities to online in an emergency remote teaching (ERT) situation. In ERT,
the courses were held in a video conference system, and the main platforms used were
Zoom, Google Meet, and Microsoft Teams. The activities carried out during laboratory
classes were developed in virtual classes created for each course. In the virtual classes,
the activities carried out by the groups of students for each discipline were monitored.
The student assessments were also conducted online by developing tests and quizzes in
Microsoft Forms. The exams at the end of the first semester were taken by participating in
a video conferencing system and completing quizzes.
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The beta version of EvalMathI presented in Figure 4 was designed to evaluate six
courses in the 2019/2020 academic year and contains filters that are suitable for different
categories or fields. It can also offer information for a selected course.

Figure 4. EvalMathI dashboard for courses panel—beta version.

4.2. EvalMathI System for Course Evaluation

The answers to the four questions, Q1, Q2, Q3, and Q4, which support the central
objective of the study—the design and testing of an evaluation model under ERT condition—
are presented as follows:

Q1. How did EvalMathI affect the evaluation process of the courses in an ERT situation?

For the interactive communication between teachers and students, the authors de-
signed a window in the application with which users can interact to share information and
communicate. Regarding the optimization use mode, an attempt was made to improve
the stability, security, and compatibility of the platforms. Because the method of archiving
information was scattered among a number of applications, and their unification required
consistent effort, the authors thought it would be useful for the application to gather the
information needed for an evaluation in a single window, and based on this information,
the evaluation can be carried out. The optimization of the usage method was solved by
inserting and integrating the dashboard in a responsive panel in order to facilitate and
make the evaluation process more efficient.

4.2.1. EvalMathI System Responsive Application Programing Interface (API) Optimization

The responsive dashboard of the EvalMathI presented in Figure 5 was developed for
the course evaluation and tested during the pandemic. By introducing and integrating the
dashboard in a responsive panel, the functionalities of the applications were optimized, and
at the same time, the evaluation process was facilitated and streamlined. After collecting
the data through the interview guides, the authors were able to evaluate the level of
influence on online education induced by the COVID-19 pandemic, and its influence on
the courses throughout the studied period.
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Figure 5. Responsive API EvalMathI—courses panel.

4.2.2. Results of Monitoring and Evaluation of the Courses with EvalMathI
Dashboard Software

Six online courses were monitored in the 2020/2021 academic year with the EvalMathI
dashboard for this study. For each of the six monitored courses, the evaluation of the course
was carried out by the analyzed parameters highlighting the percentage achieved by each
course on various components. With the help of the dashboard in the EvalMathI system,
the activity carried out for the six optional courses was monitored, following the evolution
of several parameters, such as content, adaptability, skills, and involvement.

Q1. How did EvalMathI affect the evaluation process of the courses in an ERT situation?

The final version of the responsive dashboard and EvalMathI, presented in Figure 6,
represent two solutions, each of which performs different parts in the evaluation process.
EvalMathI was developed in PHP and collects data from teachers and students using
pages created for each type of user. The evaluations made by the experts are collected
using Elasticsearch and then processed with Kibana. EvalMathI uses dynamic pages for
creating dynamic content. The contents of the pages integrated with Elasticsearch are easy
to analyze, being very intuitive and interactive. Field values can be easily seen with various
filters. The responsive dashboard displays four panels, each of them answering questions
regarding the evaluated courses—Content Design Intra- and Interdisciplinary Relationship
(CDDR), Relevance for Life and Applied Scientific Content (RLASC), Profession Student
Skills (PSS), and Degree of Structuring (DS).

Q2. What are the best EvalMathI dashboard tools regarding content evaluation? What does
this response mean for the intra- and interdisciplinary relationship indicator (CDDR)?

In order to determine the content according to the CDDR indicator, the first panel,
presented in Figure 7 from the responsive dashboard indicates the time interval of the
courses’ development between March and June 2021. The results of the indicator have
a median value between 3.5 and 4, which indicates that the course content sections at
different times of evaluation corresponded by an 87.5% proportion.
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Figure 6. Final version of the responsive dashboard presenting Content Design Intra- and Interdisciplinary Relationship
(CDDR), Relevance for Life and Applied Scientific Content (RLASC), Profession Student Skills (PSS), and Degree of
Structuring (DS).

Figure 7. Responsive dashboard presenting Content Design Intra- and Interdisciplinary Relationship (CDDR).

Q3. How is the content of each course assessed through EvalMathI in terms of relevance
and applied scientific content, coherence, and consistency?—What response does the
responsive dashboard give regarding the relevance for life of each evaluated course, the
RLASC indicator?

The result presented in Figure 8 can be interpreted with the assumption that there
were chapters or sections of this course for which the applied scientific content made
up 75% or less of this indicator. The presence of the “Other” category for this discipline
indicates a lack of completion of some fields. When fields are not completed, Elasticsearch
interprets the results in this manner.
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Figure 8. Responsive dashboard presenting Relevance for Life and Applied Scientific Content (RLASC).

Q3. How is the content of each course assessed through EvalMathI in terms of relevance
and applied scientific content, coherence, and consistency?—What response does the
responsive dashboard give regarding the degree of structuring (DS)?

Regarding the Degree of Structuring (DS) and the Degree of Systematization (DSY),
the indicators presented in Figure 9, the results extracted from Kibana are relative and
investigations should be continued.

Figure 9. Responsive dashboard presenting Degree of Structuring (DS).

Q4. What skills were obtained by the students in completing the six courses? What
response does the responsive dashboard give regarding the PSS indicator?

Interactively, by positioning the cursor on each position, as it is presented in Figure 10,
the authors found the responsive dashboard response for each course as the average value
of the PSS indicator on the date it was completed. During the first stage, in the beta version,
when data were collected with FAPA S1, the authors used Chart.js for representing the
data in a responsive zone using responsive objects such as panels of courses, canvases,
and so forth. In the second stage, the authors redefined the responsive dashboard concept
because the application contained responsive charts. With Chart.js, the authors represented
the responsive graphs and chose Chart.js because it set a certain value for that container.
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All the data were resized and the graph was responsive, responding at the width of the
container, which was very useful in that stage. During the second stage, the authors added
the Elastic Search component and the meaning of responsive was expanded.

Figure 10. Responsive dashboard presenting Professional Student Skills (PSS).

5. Discussion

In the process of developing the LAEM model, the authors of the current study ana-
lyzed other learning models, such as the ADDIE model [43], the CIPP evaluation model [12],
and the adaptive learning model [66]. Based on the presumption that the time factor is
essential in ERT situations, in the present study, the authors proposed a model, called
LAEM, which was adapted to the requirements of ERT for the academic level in which the
evaluation block would give a direct answer to the teaching and learning activities.

The COVID-19 pandemic, perhaps one of the longest disruptive periods, except for
times of wars, has irrevocably affected education and all related activities. Researchers
around the world, whether they work in education or not, have studied the effects on
all stakeholders involved in the education process. Many of them have also tried to
look to the future and to estimate how the new face of education will look. A search
in important databases such as the Web of Science Core Collection, Elsevier’s Scopus,
The Directory of Open Access Journals, and Springer, and using the keywords “learning
analytics” or “emergency remote teaching” or “responsive dashboard” led the authors to
almost 600 results. A more refined search made within the open-access database journals
published by MDPI, with the words “learning analytics” or “emergency remote teaching”
or “responsive dashboard”, led the authors to 15 results, important papers published
mainly in the Sustainability, Mathematics, Education Science, and Sensors journals during
the COVID-19 period.

The result of the present study can be compared with 10 of these relevant papers [68–77].
While other researchers have analyzed the effects of ERT on high school teachers [68],
state universities [69], and the challenges faced by educational institutions [70], for the
proposed model, the developed EvalMathI system was tested to be able to answer questions
Q1–Q4, questions that support the development of the model for the evaluation system
(LAEM), and also validate the software instrument called EvalMathI. Other previous
studies have shown that the teaching process in ERT can be improved mainly by improving
the method of interactive communication and by optimizing the use of resources. Thus,
for interactive communication between teachers and students, first, a new window was
designed in EvalMathI, with which users can interact so that they can share information
and communicate. The authors answered Q1—How useful is EvalMathI in evaluating
courses in an ERT situation?—by introducing and integrating the dashboard in a responsive
panel to facilitate and streamline the evaluation process. In addition, other researchers have
previously analyzed students’ performance in an ERT situation [71], the challenges faced
by math teachers in an ERT situation [72], the level of emotions in the learning process [75],
the factors influencing home learning [78], and students’ emotions and the perception of
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teachers in ERT [76,77]. In this context, the present study analyzed the methodology of
evaluation in ERT conditions and proposed a tool called EvalMathI, which was tested in a
case study of six courses conducted in ERT at our university.

In another study [73], the authors dealt with the evaluation of the quality of courses
in ERT situations, proposing a dashboard of indicators for decision making. However, the
present study found results in the content of each course evaluated through EvalMathI
in terms of the intra- and interdisciplinary relationship and the intra- and intercurricular
relationship. In the present study, considering the relevance and the application of the
content, EvalMathI highlighted two parameters for each discipline. Considering the degree
of structuring and the degree of systematization of the content, the response to Q3 shows
that EvalMathI evaluates each course. Thus, the authors could determine which courses
had high scores, based on two indicators, the coherence and consistency of the contents.
It was determined that the Cyber Security course obtained good scores, while the Web
Programming course needs to be rethought to improve these indicators.

6. Conclusions

The sudden transition from face-to-face (F2F) education to online made in the educa-
tion field in March 2020, without prior teacher training and without minimal knowledge
of the tools used in online education by the students, has generated an educational flaw.
Very few Romanian universities developed dedicated online platforms before the pan-
demic, which is why switching to online education actually meant switching to an ERT
education system.

Based on their higher level of management, countries from western Europe have
managed to overcome the pandemic waves, but at this time, Eastern Europe still faces
major problems generated by the pandemic, problems that also affect education at all levels.
Suddenly moving to an exclusively online system and using unprepared online teaching
and evaluation modules at the academic level in the entire Romanian education system in
the last year and a half has generated many unsolved problems.

According to the authors, future education will probably become more of a hybrid
model in the academic field, while online secondary education will probably remain only
an adjuvant for the teachers. This conclusion is based on the fact that online learning is
second nature for students, and now, after a year and a half of online education, teachers
are more prepared and trained. In addition, the transition to distance learning is now easier
because different software companies have created resources that could help both teachers
and students to migrate more easily to the online system. This conclusion is also supported
by the results of another five papers published by the authors on the same subject during
the 2020/2021 academic year [34,61,79–81], as well as by their expertise as members of
the Romanian Agency for Quality Assurance in Higher Education (ARACIS) and of the
Executive Agency for Higher Education, Research, Development and Innovation Funding
(UEFISCDI), and as managers in the top management level of the university.

Another opinion of the authors of this study is that the future hybrid education system,
composed of F2F and online education, will be more of an ERT system than a standard
online education system based on eLearning platforms, which is why instruments, such as
those presented in this paper, will become more necessary and useful in the future.

In the context of a future hybrid education system, the model and the application
developed and proposed by the authors could solve some of the problems caused by
this type of teaching, including online education in ERT conditions, because there is fear
that by the end of 2021, the educational system will have to pass again through such an
experience. This is one of the reasons the authors have tried to develop software tools for
teachers, software that could solve some of the problems raised by teaching and evaluations
exclusively online in ERT situations.
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Abstract: Two common difficulties which people face in their daily lives are managing effective com-
munication with others and dealing with what makes them feel uncertain. Past research highlights
that the result of not being able to handle these difficulties influences people’s performance in the task
at hand substantially, especially in the context of a social environment such as a workplace. Perceived
uncertainty of information is a key influential factor in this regard, with effects on the quality of the
information transfer between sender and receiver. Uncertainty of information can be induced into
the communication system in three ways: when there is any kind of information deficit that makes
the target message unclear for the receiver, when there are some requested changes that could not be
predicted by the receiver, and when the content of the message is so interconnected and complex that
it limits understanding. Since uncertainty is an inseparable feature of our lives, studying the effects
that different levels of it have on individuals and how individuals nevertheless accomplish the tasks
of daily living is of high importance. Modern technologies such as immersive virtual reality (VR) have
been successful in providing effective platforms to support human behavioral and social well-being
studies. In this paper, we suggest the design, development, and evaluation of an immersive VR
serious game platform to study behavioral responses to the uncertain features of interpersonal com-
munications. In addition, we report the result of a within-subject user study with 17 participants aged
between 20 and 35 and their behavioral responses to two levels of uncertainty with subjective and
objective measures. The results convey that the application successfully and meaningfully measured
some behavioral responses related to exposure to different levels of uncertainty and overall, the
participants were satisfied with the experience.

Keywords: human-computer interaction; virtual reality; serious game; interpersonal communica-
tions; uncertainty; social well-being; behavioral responses

1. Introduction

Most of us would agree that uncertainty, in many circumstances, is not something we
like to experience. For example, we do not wish to be uncertain about our ability to pay bills
at the end of each month, our work and educational prospects, and our health [1]. Some
studies in neuroscience also support this claim by providing evidence that the human brain
is hardwired to interpret uncertainty as a danger and respond to it with fear and stress [2,3].
A human brain under uncertainty tends to overestimate and dramatize danger [4], jump to
conclusions [5], and underestimate its ability to handle it [6–8].

Following this approach to uncertainty, the goal has been to reduce it [9,10]. For
example, people are encouraged to reduce the uncertainty of loss of income in old age or of
possible unemployment with saving money, paying taxes, and buying insurance policies [1].
In education, traditionally, uncertainty is often seen as a threat and removed by exposing
students to clearly defined problems, following predefined methods of solving them, to
reach expected outcomes [11]. The reality is that we live in an uncertain and complex
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world [1]. Despite our best efforts, things do not always go as planned, and unexpected
events may happen. Hence, one should strive to accept uncertainty, performing tasks aware
of its existence instead of amplifying its fear with the risk of arguing with life rather than
living it. The recent experience with COVID-19 supports such an idea [12]. This is why
many educators have recently sought the best ways to provide a structured and supportive
learning environment to prepare young students to respond productively to the challenges
originating from dealing with uncertainty [13,14]. As described by Beghetto [15], novel
learning environments should structurally offer uncertainty, engaging students with it,
teaching them how to sit with its difficulty, how to explore, how to generate and evaluate
new possibilities, and, most importantly, take action based on them [16]. In this way,
uncertainty may act as a catalyst for creative answers rather than an unbeatable barrier.
This approach motivates the idea of designing and implementing platforms to support the
study of the behavioral responses that the uncertainty may trigger [12,17,18].

The broad concept of uncertainty is, in fact, closely connected with that of informa-
tion which, in turn, is at the core of interpersonal communications [19,20]. Interpersonal
communication concerns the study of social interaction between people and tries to under-
stand how verbal and written dialogues, as well as nonverbal actions, are used to achieve
communication goals [21]. Studies show individuals facing different levels of uncertainty
have different behavioral responses, from negative to positive [22–24]. The ways a human
being may deal with an uncertain situation may differ based on individual differences [25],
culture [26], and the level of expertise [27]. Hillen et al presented a conceptualization of an
individual’s experience of uncertainty based on a categorization of potential responses [28].
In such a model, ambiguities or/and complexities generate(s) stimuli to the information sys-
tem. Uncertainties appear when individuals perceive (consciously become aware of) their
existence. Cognitive, emotional, and behavioral responses then follow such a perception.

Virtual Reality (VR) systems may act as feasible platforms to assist in understanding
behavioral responses to the uncertainty of interpersonal communications, as they may
provide 3D spaces involving the same kind of navigational and communication challenges
experienced in the real world [29]. With VR, it is possible to create structured environments
where the ability of people to cope with challenges can be observed, behavioral data gath-
ered, eventual achievements and feedback engineered, and strategies for skill improvement
applied in a top-down fashion [30–33]. In VR, people can express their ideas, feel in control,
and accomplish tasks and communicate with others [34–37]. This raises the potential to
enjoy and engage in activities in the digital space and then apply them to the real world
to improve one’s social well-being [38]. In addition, creating such an experience in the
context of a serious game can support situated cognition by contextualizing a player’s
experience in an engaging and realistic environment [39]. In addition, it can benefit from
those game design techniques that support the idea that uncertainty could potentially
maintain a user’s attention and engagement, providing the motivation to continue even in
challenging moments [1].

Considering this domain, we propose the design and development of an immersive
virtual reality experience whose scope is to support the investigation of how people manage
uncertainty while performing tasks in a workplace scenario. This experience, implemented
as a serious game, aims at simulating a workplace scenario, a social environment where suc-
cess in managing effective interpersonal communication appears very important [40–44].

With this work, we aim to contribute to the research community by providing answers
to the research questions below:

• RQ1: How do the participants rate their experience with different tasks in terms of
perceived uncertainty?

• RQ2: How do different degrees of uncertainty affect users’ behavior and performance
in this immersive virtual workplace scenario?

• RQ3: How are the users’ subjective responses to uncertainty related to the objective
responses?

• RQ4: How does the user evaluate the quality of his/her experience?

210



Sensors 2023, 23, 2148

This paper is structured as follows. Section 2 discusses related work. Section 3 de-
scribes the interaction techniques, environment, and task design process of this immersive
VR serious game. Section 4 describes the result of a usability study that evaluates the
user experience of the proposed VR system as well as reports some behavioral responses.
Section 5 discusses the main findings of the experiment. Section 6 concludes the paper and
discusses future opportunities for research.

2. Related Work

In this section, we present and discuss the works that fall closest to our contribution.
A good body of research has focused on the study of “Navigational uncertainty” and its
effect on the user’s spatial navigation performance and behavior [45–48]. In this area of
research, uncertainty has been mostly introduced into the system by creating a perception
of disorientation [49] and curing conflict [50] for the user, resulting in an increase in his/her
information-seeking behavior. In their recent review, Keller et al. [51] proposed that collect-
ing and analyzing continuous navigational data obtained from the participants in virtual
reality experiences that create navigational uncertainty can potentially provide important
insight into their information-seeking behavior. For example, in this research [46], the au-
thors focused on the “Looking around behavior” as a common type of information-seeking
behavior of participants when experiencing navigational uncertainty. They recorded contin-
uously the heading direction and tried to find its relation to navigational success measures.
From this body of literature, we could conclude the potential and importance of the data
that could be captured from VR experiences to provide insights into the behavioral re-
sponses of people, especially in the study of the effects of a variable, such as uncertainty,
on behavior.

Another area in which the study of uncertainty has received a lot of attention is gaming.
As Costikyan et al. [1] claim, games could improve by purposefully applying the concept of
uncertainty in their designs. Uncertainty could act as a catalyst to hold users’ attention and
interest; mastering it may help pursue a game’s goal in an efficient and non-threatening
way [52]. In addition, Costikyan et al. [1] support these claims by citing the sociologist
Roger Callios [53] “Play is. . . uncertain activity. Doubt must remain until the end, and
hinges upon the denouement. . . every game of skill, by definition, involves the risk for
the player of missing his stroke and the threat of defeat, without which the game would
no longer be pleasing. The game is no longer pleasing to one who, because he is too well
trained or skillful, wins effortlessly and infallibly”.

In the following, we review some examples of games that exploit uncertainty in their
design and present a comparison of their features in Table 1:

• Gone Home [54] is a first-person exploration game designed to put players in unknown
situations, engaging them to stay and accomplish some tasks, such as uncovering
the narration by non-linear progression through searching the space. This game
puts a player in the shoes of a young woman who returns home and finds that her
family is absent. As Veale et al. [55] also discussed, Gone Home is a video game that
uses effective storytelling to create empathy and a sense of responsibility in users by
placing them within a recent historical moment. In this way, it exposes the user to
the positive and negative elements of the past and encourages him/her to stay in the
game and reflect on these elements [56]. While not strong on interactivity, the game
through a careful visual, spatial, and audio design of the environment leads its users
to explore the house along a twisting, uncertain path and find out what happened
to the woman’s family through an analysis of imperfect clues from the memorabilia,
journals, and other items left around the various rooms. During the experience, there
are notes, voices, and letters from or to her family that motivate and guide her in the
exploration. These items of cues can be kept in the inventory and reviewed whenever
desired [54]. Considering an interest in the study of navigational behaviors of users,
Bonnie Ruberg [57] argues that with a deeper analysis of the interactive elements of
the game, the player path is linear instead of meandering despite what it seems the
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game encourages players to do. The path is already set and the locked, or hidden
doors prevent the user to have access to some areas unless they trigger an event or
find an object that unlocks this barrier in a predefined order.

• Don’t Starve [58] is a survival game that places the user in the role of a scientist who
finds himself in a strange and unfamiliar world. The goal is to collect and effectively
use survival tools. An uncertain scenario amounts to the interaction with the frogs
in the game, as this creates ambiguity, as it is unclear whether they are hostile. For
example, they can represent food, but different outcomes may result from eating
them. The game successfully engages the user to accept this ambiguity till effectively
able to develop higher-level strategies to interact with them. Farah et al. [59] studied
the multiplayer expansion of the game to track cooperative features and teamwork
behavioral markers.

• Wenge xu et al. [60] developed a motion-based survival game, GestureFit, that involves
the user in a fight with a monster. They induced uncertainty in the system through
three uncertain game elements: false attacks (creating the perception that there would
be a chance that the system is tricking the player to waste a defense move by defending
against a false attack), misses (creating the perception that there would be a chance that
the actual hit will be interpreted as a miss), and critical hits (creating the perception
that there would be a chance that an attack would be a critical attack and produce
more damage than a normal one). In this way, they created two different levels of
uncertainty, one with inducing these uncertain elements into the game and the other
without. After, they conducted a study to measure the effects of levels of uncertainty
(certain and uncertain), the display type (VR and LD), and age (young adults and
middle-aged adults) on the game experience, performance, and exertion level. Their
results showed that for the kind of game they designed, virtual reality could improve
game performance. In addition, they found that the uncertain elements that they
applied in their design might not help enhance the overall game experience, but could
help increase the user’s exertion.

• RelicVE [61] is a virtual reality (VR) game that gives the user a similar role to an
archaeologist and engages him in an exploration process of an archaeological discovery
experience. It exploits uncertainty in the design of their exploration process by placing
the user in a situation where s/he does not know the shape and features of the target
artifact and only can discover it by gradually and strategically using available tools
and physical movements. In this way, when the user hits specific triggers, a new
part of the information about the artifact will be uncovered. They also managed the
complexity of the game by the complexity of the shape and volume of the artifact.
They integrated VR interaction techniques in the design of their virtual system to
create an experience close to the real-world experience of archaeologists and in this
way increased the immersion and physical activity of the user during the experience.
In addition, they used a timer and a health bar to add the element of time pressure
to the experience. To evaluate the experience, the authors also conducted a usability
study that found the experience to be innovative as it can improve players’ learning
and motivation by adding the elements of uncertainty into the design.

To the best of our knowledge, no previous work took full advantage of the available
technologies, such as virtual reality, to induce structured uncertainty and investigate
the influence of uncertainty levels on human behavior with a focus on interpersonal
communications. Our study tries to take this step from within the design and development
of such an application by applying some of the design techniques inspired by the previous
games in this area and virtual reality techniques that improve the user experience and the
study of behavior.
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Table 1. Key features of the games reviewed in the related work section.

Name of the Game Type of the Game Type of the Experience
Applied Uncertainty

Approach
Requested Task

Gone Home Exploration game;
Role-playing game Video game

Put players in unknown
situations; Encourage

the user to explore
scattered objects along a
twisting, uncertain path

To find out what has
happened to the

character’s sister and
family by digging
through scattered

documents

Don’t Starve Exploration game;
Role-playing game Video game

Put the user in a strange
and unfamiliar world;

Put the user in a
situation that is

uncertain about the
outcome of some of

his/her choices

To find through trial and
error the way that can

survive from the threats
coming from the

environment

GestureFit Motion-based survival
game Immersive virtual reality

Induce uncertainty in
the system through three

uncertain gameplay
elements (false attacks,

misses, and critical hits)

To stay alive and
perform gestures to

defeat a monster

RelicVE Exploration game;
Role-playing game Immersive virtual reality

Place the user in a
situation where s/he

does not know the shape
and features of the

target artifact from the
beginning

To take away earth from
the artifact using the
available tools and
physical movement
without damaging it

3. Experimental Setting

In this section, we describe the experiment we conducted to study the effects of
different levels of uncertainty on behavioral responses, performance, and quality of the
experience of the participants resorting to objective and subjective measures. Figure 1
visualizes the stages of this experimental design.

Figure 1. The stages of the experimental design.
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3.1. Participants

We recruited 17 participants (3 female, 14 male, age: 20–35, M = 25.05, SD = 1.75) who
are affiliated with our university to take part in our study. Detailed demographic informa-
tion appears in Table 2. Before starting our experiment, we asked them to rate (1 = never,
5 = every day) any previous experience with virtual reality using a head-mounted display
(M = 2.88, SD = 1.36) and their level (1 = low, 5 = high) of English proficiency (M = 3.47,
SD = 1.01).

Table 2. Participants’ demographic information.

Sex Number Percentage (%)

Female 3 17.65
Male 14 82.35

Age Number Percentage (%)

20–30 17 100
30–35 0 0

Nationality Number Percentage (%)

Italian 17 100
Others 0 0

Education level Number Percentage (%)

High school graduate, diploma or
the equivalent 1 5.9

Bachelor’s degree 12 70.59
Master’s degree 3 17.65
Doctorate degree 1 5.9

3.2. Materials

We now proceed to present the design and implementation choices of the virtual
environment.

3.2.1. Setup

In our experiment, participants navigated in a virtual office via an HTC Vive Pro HMD
(refresh rate: 90 Hz, resolution: 1440 × 1600 pixels, FoV 110°) connected to a workstation
(Intel(R) Core(TM) i7-6850K CPU @ 3.60 GHz, 3.60 GHz). The environment was developed
using Unity 3D version 2019.4.35 f1. Unity 3D is a game engine developed by the Unity
Technologies (San Francisco, CA, USA). It is a very famous platform that has been used
by game developers across the world. The data analysis was performed using R version
4.2.2 and RStudio version 2022.07.2+576. R is a programming language and software
environment for statistical computing and graphics, developed by the R Development Core
Team and maintained by the R Foundation (Vienna, Austria). RStudio is an integrated
development environment (IDE) for the R programming language, developed by RStudio,
Inc. (Boston, MA, USA).

3.2.2. Experience Design

The experience was designed as a role-playing serious game where a user, in the
role of a new employee, is exposed to two different levels of uncertainty in the context
of interpersonal communication in a workplace scenario. To this aim, the story plot that
develops within the experience takes inspiration from Amelia Bedelia, the protagonist and
title character of the children’s book series authored by Peggy Parish [62]. Amelia Bedelia
is a housekeeper who takes her instructions literally because her boss could not be present
in the house on the first day of her work. The instructions include lexical ambiguity coming
from each sentence. Despite such ambiguity, Amelia stays positive and expresses her
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excitement to do her job well and make her boss happy, but she repeatedly misunderstands
the guidance. Inspired by this story line, our application implements:

• An absence of guidance when a user is following and executing given instructions.
This design limits the access to sources of information, asking the user to focus and
rely on the already provided knowledge or information that may come after from
sources such as panels and phone calls;

• Specific means of communicating instructions, which may be textual with the use of
panels (and sometimes verbal, e.g., through phone calls) as a result of the absence of
guidance;

• Specific instruction communication patterns in the form of sequences of sentences,
such as what appears in step-by-step construction manuals. At the same time, it en-
ables an experiment designer to purposely reduce the amount of available information
and change the complexity of the sentences to control the amount of ambiguity and
complexity in the system;

• The possibility of applying lexical ambiguity, as another potential source of confusion;
• A friendly environment supporting understanding and empathy in interpersonal

communications.

Please see the Table 3 for a comparison between these features in the proposed platform
and Amelia Bedelia story.

Table 3. A comparison of the elements in the proposed platform with those in the Amelia Bedelia
story.

Name of the Element
Description of the Element

in Amelia Bedelia Story
Description of the Element

in Our platform
Reason for Use

Absence of guidance

The housekeeper is asked to
accomplish tasks based on the
given instructions while does
not have access to anybody to

communicate her doubts.

The same situation is true here
for the user but also s/he can
save in the system the type of

problem which is facing (a
problem with the interface
and/or a problem with the

instruction).

This design choice limits the
access to the sources of

information, asking to focus
and rely on the already

provided knowledge or may
come after, from sources such

as panels and phone calls.

Specific means of
communicating instruction Textual on a printed paper

Both textual and verbal that
comes from the panels and

voice calls

Communicating instructions
in both verbal and textual
forms would be in favor of

cognitive load and managing
the attention of the user

during the experience [63].

Specific instruction
communication patterns and

sources of ambiguity

Instructions are presented in
sequences of sentences, as
appearing in step-by-step

construction manuals. These
instructions include lexical

ambiguity coming from each
sentence.

The same is followed here. In
addition, the complexity of

instructions also changes with
increasing the degree of

interconnectivity among parts
of the sentences. In addition,

available tasks and
information change with

receiving unpredictable phone
calls coming from the boss.

This design choice provides
the possibility for the

experiment designer to
purposely reduce the amount
of available information and
change the complexity of the

sentences to control the
amount of ambiguity and

complexity in the system. In
addition, the possibility of

applying lexical ambiguity, as
another potential source of

confusion is provided.

A friendly environment
supporting understanding

and empathy in interpersonal
communications

A nice house with friendly
relationships between Amelia

and the family

A nice virtual office and the
friendly voice of the boss

Experiencing this
environment potentially keeps
the user’s interest to stay till

the end of the experiment and
accept the challenges.
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The application includes two phases: the “Familiarization” phase and the “Main”
phase. The goal of the “familiarization” phase is to remove any uncertainty arising from
unfamiliarity with VR interfaces and the related context. For this purpose, it provides
information and a step-by-step tutorial with feedback to familiarize the user with the
context and allow the user to feel confident with the interactions that will then be executed.
The user in this phase will get to know the boss, his/her role, the space s/he will be working
in, the means of communication, and the way s/he can accomplish the tasks indicated
by the boss using the available interfaces. At the end of this phase and when the system
confirms the user has successfully executed all steps, s/he will reach the virtual office by
pressing the “Move to the office” button from the panel on the left hand (see Figure 2 for
some screenshots taken from the familiarization phase).

Figure 2. Screenshots showing some steps of the familiarization phase, from left to right: (a) selecting
the “I am ready” button by the user; (b) teleporting to a destination; (c) reading instructions of the
task from the panel on the user’s left hand; (d) removing an interactive object; (e) submitting the
current task; (f) selecting the “Move to the office” button to move there.

The main phase starts with the user finding himself/herself inside a virtual office in
front of a door. After 10 s, a phone starts ringing, and s/he should answer. The boss is on
the phone, welcoming and asking the player to follow some instructions, explaining three
options that will be available during the experience: submitting the task, suppressing it,
and requesting help using the buttons on the panel. The boss also says that if something
important comes up he will call again. By pressing the “I am ready” button on the panel, a
description of the first task appears. The user can now teleport to move within the office
environment, removing objects based on the instructions. The removed objects then become
visible in the “Item” tab of the panel. The user can cancel a previous removal by pressing
the close button near each image. The user will be asked to complete a second task either
by pressing the “Submit task” button or the “I do not do this task” button. After removing
a specific number of objects, in the middle of the second task the phone will ring. The boss
warns the user that it may be necessary to cancel previous removals to follow a new set of
instructions. Task 2 finishes either by pressing the “Submit task” button or the “I will not
do this task” button. The user can also decide to exit the game by pressing the “Exit the
game” button.

The virtual office is hence furnished with interactive and non-interactive objects as
well as two dynamic blackboards as two sources of information (See Figure 3 for some
screenshots showing the virtual office environment). As described in Figure 4, there are
five possible sources of information in the experience: 1. a small blackboard displays the
name of the current task; 2. a big blackboard communicates the current status; 3. a small
blackboard attached to the panel is a closeup of the big one; 4. a phone that blinks and
rings when the boss calls; and 5. a task board showing the instructions for each task. The
different parts of the panel are shown in Figure 5. An example of teleporting and removing
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interactive objects may be viewed in Figure 6. In addition, to increase the immersion,
during the main phase an ambient sound is played, simulating the sounds coming from
nearby offices to help reduce the confounding effects of noises coming from the real world.

Figure 3. Screenshots showing two views of the office: (a) the view of the office from the perspective
of the user at the beginning; (b) Another view of the office.

Figure 4. Screenshots showing five sources of information for the user during the experience:
(a) Arrow 1 points to a small blackboard that displays the name of the current task. Arrow 2 points to
a big blackboard that communicates the current status of the tasks during the experience; (b) Arrow 3
points to a small blackboard attached to the panel that is a closeup of the big one; (c) Arrow 4 points
to a phone that blinks and rings when the boss calls; (d) Arrow 5 points to a task board that shows
the instructions for each task.
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Figure 5. Screenshots showing different parts of the panel for interactions: (a,d) selecting the “I
am ready” and “Answering the phone” buttons by the user; (b,e) visualization of the task tab;
(c,f) visualization of the item tab.

Figure 6. Screenshots showing the participant when: (a) removing interactive objects; (b) using the
teleportation to move in the environment.

The tasks amount to sequences of instructions to search and remove objects expressed
in written form or verbally at different moments in the experience. The tasks include two
levels of uncertainty, as inspired by the definition of Hillen et al. [28]. As explained before,
uncertainty appears in terms of ambiguity, probability, and complexity. Ambiguities result
from incomplete guides and instructions. Probable situations appear as unexpected task
changes, and complexity as a change in the number of causal factors in the instructions.
Following this guide, we proposed these two tasks to represent two levels of uncertainty:

Task 1 (or base task): This includes a simple and clear set of instructions. For each step, the
number, place, and color of objects that should be removed are clearly expressed.

Instructions for Task 1:

• Step 1: Go to the blue rug area. Remove the red glasses and green smartphone from
the desk.

• Step 2: Go to the blue rug area. Remove the apple and orange from the tables.
• Step 3: Go to the brown rug area. Remove the blue cup from the table.
• Step 4: Go to the red rug area. Remove the green wallet and the sandwich from

the table.
• Step 5: Go to the white rug area. Remove the pink book from the table.
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Task 2 (or with an intermediate level of uncertainty): This is a task whose degree of
uncertainty includes more complex instructions when compared to Task 1. This Task
comprises lexical ambiguity in the instruction, instructions with missing information, and
the possibility of instruction changes on the fly (See Figure 7 for the placements of objects
in seven different areas of the environment with their associated rugs).

Instructions for Task 2:

• Step 1: Go to the brown rug area. Remove any food not positioned on a plate from
the table.

• Step 2: Remove the glasses from the brown rug area.
• Step 3: If you find some mugs in the pink rug area, remove the orange one.
• Step 4: Go to the green rug area. Remove the pillows that are closest to the hat.
• Step 5: If you find calculators on the table and a bag under the table in the white rug

area, remove the calculators.

Instructions for Task 2 (after change):

• Step 1: Go to the brown rug area. Remove any food on plates on the table.
• Step 2: Remove the glasses (if you find them there) from the brown rug area.
• Step 3: If you find any books in the blue rug area, remove any pencils near them.
• Step 4: Go to the red rug area. If a bag lies under the table, do not remove the

smartphone.
• Step 5: If you see any mugs on the table in the yellow rug area, remove them.

Figure 7. Screenshots from seven different areas for the placements of objects characterized by the
color of their associated rugs.

3.3. Methods
3.3.1. Procedure

After the participants read the consent form and provided their informed consent,
we briefly explained that the experience would develop in a virtual office and that they
would be asked to perform some tasks there. Then, a short introduction of the HTC Vive
Pro headset, controllers, sensors, and their applications for this study was provided. Then,
the users started with the familiarization phase and were guided to the main phase of the
experiment. Afterward, the users answered demographic and evaluation questions that
will be analyzed later. Figure 8 provides a diagram showing the steps that the participant
experiences.
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Figure 8. The steps that the participant experiences.

3.3.2. Measures

In this section, we describe the objective and subjective measures used to test our
hypotheses.

Objective measures
The application records behavioral responses that could be inferred from the HTC

Vive controllers and the headset log data. The following variables were measured:

• Variables related to the time:

– Time to submit Task 1;
– Time to submit Task 2;
– Response time to new messages in Task 1;
– Response time to new messages in Task 2.

• Variables related to the position: Position of the user in each moment.

Subjective measures
We utilized multiple questionnaires to evaluate participants’ subjective experience

with the application as detailed below.

• The Demographic questionnaire: This questionnaire asked participants about their
nationality, sex, age, and education level.

• Level of English proficiency questionnaire: A five-point Likert scale was used to rate
the level of English proficiency of participants (See Table 4).

• Previous Experience with immersive VR: A five-point Likert scale was used to rate
the previous experience with immersive VR of participants (See Table 4).

• Perceived uncertainty questionnaire: In this questionnaire, using a five-point Likert
scale, participants were asked to rate their level of perceived uncertainty for each task
after the experiment (See Table 4).

• System Usability Scale (SUS) questionnaire: This questionnaire [64] consists of 10 items
and utilizes a scale of 1 (Strongly disagree) to 5 (Strongly agree) to provide a “quick
and dirty” reliable tool for measuring usability.

• Slater–Usoh–Steed presence questionnaire (SUS): This questionnaire [65] consists of
five items and utilizes a scale of one to seven to assess participants’ sense of being
there in a virtual office.
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• The immersive experience questionnaire (IEQ): This questionnaire [66] comprises
31 items and utilizes a scale of 1 (Not at all) to 7 (A lot) to measure the subjective
experience of being immersed while playing a virtual serious game.

• Motion sickness questionnaire (MSAQ): This questionnaire [67] comprises 16 items,
utilizes a scale of 1 to 9, and is a valid instrument for the assessment of motion sickness.

• Intolerance of Uncertainty Scale (IUS): This questionnaire [68] consists of 27 items and
utilizes a scale of 1 (Not at all characteristic of me) to 5 (Entirely characteristic of me)
that assesses emotional, cognitive, and behavioral reactions to ambiguous situations,
implications of being uncertain, and attempts to control the future.

Table 4. Questionnaires used to rate the level of English proficiency, the previous experience with
immersive VR, and the perceived uncertainty of Task 1 and Task 2.

Measuring Item Question Range

Level of English proficiency How do you rate your level of
English proficiency? (1. Poor–5. Very good)

Previous Experience with
immersive VR

Have you experienced virtual
reality with a head-mounted

display in the past?
(1. Never–5. Everyday)

Rating the perceived uncertainty
of Tasks 1 and 2

From the definition of Hillen
et al. [28], changes in three

sources can provide uncertainty
in an information system:

probability, ambiguity, or/and
complexity of information. You
can perceive uncertainty if you

can become aware of its existence.
Based on this definition and your
experiment with the virtual office,

what score will you give to the
perceived uncertainty of Task 1
(the same question for Task 2)?

1–5

4. Results

In this section, we present the objective and subjective results of our experiment
concerning our research questions:

We compared the ratings that the participants gave to the perceived uncertainty of two
tasks with the Wilcoxon signed-rank test. The result found a significant difference between
them (v = 0, p = 0.0003553 < 0.05), suggesting that overall the participants rated Task 2 with
higher perceived uncertainty than Task 1 (See also Figure 9 for a visual comparison of the
ratings).

To find the effects of different degrees of induced uncertainty on the user’s behavior,
we first confirmed the normality of the data with the Shapiro–Wilk test at the 5% level.
Then, we conducted the Paired t-test. The results did not yield a significant difference
between the response time in the two tasks (t(16) = 1.44, p = 0.084 > 0.05). However, the
box plot in Figure 10 visually shows a lower response time to pick up the phone in Task 2
when compared to Task 1.

Since the normality of the data was rejected by the Shapiro–Wilk test at the 5% level,
using the Wilcoxon signed-rank test (v = 0, p = 0.00001526 < 0.05), we found a significant
difference between the task completion time for Task 1 and Task 2 (See also Figure 11 to see
a visual comparison between the amounts).
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Figure 9. A comparison between the means of ratings obtained from the participants for their
perceived uncertainty of Task 1 (M = 1.88, SD = 1.11) and Task 2 (M = 3.41, SD = 1.00); Range of
answers = 1–5.

Figure 10. A comparison between the response time of the user to the source of information (the
phone call) during Task 1 and Task 2, measured in [s].

Figure 11. A comparison between the task time completion of the user for Task 1 and Task 2, measured
in [s]. In these data, two completion time values identified as outliers which are shown in white
circles in the figure.
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To report the differences in the change of position in Task 1 in comparison to Task 2,
Figures 12 and 13 present a visual comparison of participants’ change of position.

Figure 12. A visualization of participants’ change of position in Task 1; the 8 task targets are shown
in blue.

Figure 13. A visualization of participants’ change of position in Task 2; the task targets related to
before the change of the task are shown in red; the task targets related to after the change of the task
are shown in green.

We used Pearson’s r-test to measure the strength and direction of the possible linear
relationship between the scores on system usability, immersion, presence, motion sickness,
and intolerance of uncertainty questionnaires and the recorded time to answer the second
call (i.e., response time to the source of information in Task 2). We also used this test for
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finding the possible relationships between the scores of these questionnaires and the time
spent on the second task. See Table 5 for the results of these tests.

Table 5. Correlation values between subjective and objective measures.

Questionnaire Name
Time to Answer the Call in

Task 2
Task Competition Time for

Task 2

The System Usability Scale
(SUS) r = −0.38 r = −0.15

Immersive Experience
Questionnaire (IEQ) r = 0.15 r = 0.4

Slater–Usoh–Steed presence
questionnaire (SUS) r = 0.24 r = 0.29

Motion sickness questionnaire
(MASQ) r = 0.21 r = 0.16

Intolerance of Uncertainty
Scale (IUS) r = −0.09 r = 0.07

Table 6 reports the mean and standard deviation of scores obtained from the question-
naires about the quality of the participants’ experience and their intolerance to uncertainty.
Figures 14–20 present a visual comparison of the data obtained.

Table 6. Mean and standard deviation of scores received from participants’ answers to the question-
naires.

Questionnaire Name Mean SD Range

The System Usability Scale (SUS) 76.32 9.89 [1–100]

Immersive Experience Questionnaire (IEQ) 65.84 7.13 [1–100]

Slater–Usoh–Steed presence questionnaire (SUS) 64.37 14.50 [1–100]

Motion sickness questionnaire (MASQ) 22.18 12.48 [1–100]

Intolerance of Uncertainty Scale (IUS) 59.48 11.63 [1–100]

Figure 14. A comparison between the scores obtained from the participants from the System Usability
Scale (SUS) questionnaire (M = 76.32, SD = 9.89).
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Figure 15. Percentages of ratings for each category from the System Usability Scale (SUS) questionnaire,
categories from left to right are: best imaginable (score > 84.1); excellent (72.6 < score < 84.0); good
(62.7 < score < 72.5); ok (51.7 < score < 62.6); poor (26 < score < 51.6); worst imaginable (score < 25).

Figure 16. A comparison between the scores obtained from the participants from the Immersive
Experience questionnaire (IEQ) (M = 65.84 (%), SD = 7.13 (%)).
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Figure 17. Range of (1: Not at all; 5: A lot) for a comparison between the means of scores for the
components of the Immersive Experience questionnaire (IEQ) scale, from left to right: overall IEQ
score (M = 3.17); challenge (M = 2.59); cognitive involvement (M = 4.06); control (M = 2.95); emotional
involvement (M = 3.20); and real-world dissociation (M = 3.059).

Figure 18. A comparison between the scores obtained from the participants from the Slater–Usoh–
Steed presence (SUS) questionnaire (M = 64.37 (%), SD = 14.50 (%)).
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Figure 19. A comparison between the scores obtained from the participants from the Motion Sickness
questionnaire (MASQ) (M = 22.18 (%), SD=12.84 (%)).

Figure 20. A comparison between the scores obtained from the participants from the Intolerance of
Uncertainty Scale (IUS) (M = 59.48 (%), SD=11.63 (%)).

5. Discussion

In this section, we present and discuss the main findings of the experiment in more
detail.

The main purpose of this study was to suggest the design and implementation of a VR
platform that is able to create the experience of uncertainty of interpersonal communications
on two levels and to record and report human behavioral responses to this exposition. In
this paper, we addressed these research questions:
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RQ1: Is there any significant difference between subjective ratings of participants for
perceived uncertainty of Task 1 and Task 2?

Our findings from a comparison of the post-experiment ratings of the participants
to the perceived uncertainty of two tasks indicate the potential of the proposed design to
successfully produce at least two levels of uncertainty in the experience of the system.

RQ2: How do different degrees of induced uncertainty affect the users’ behavior and
performance in this immersive virtual workplace scenario?

• RQ2-1: Does the response time of the user to reach the source of information (the
phone call) differ in the two tasks?

• RQ2-2: Does the task completion time for the user for each task differ?
• RQ2-3: How does the change of participants’ position in Task 1 differ from Task 2?

In this paper, we targeted the study of the differences between behavioral responses
to the experience of two levels of uncertainty. In particular, we focused on studying the
real-time records of the time and position of the participants.

Related to time, we were interested in two variables:

1. Response time: In particular, we were interested in the participant’s response time to
new information coming from a highly influential source that was directly associated
with the boss, a phone call. Our expectation was that by increasing the degree of
induced uncertainty, the participant would show a different response time, but we
did not find a significant difference in this comparison with the applied statistical test.

2. Task completion time: In particular, we were interested in the time that the participants
persist in accomplishing each task as an objective measure of the user’s tolerance
to the change of uncertainty in the system. For this reason, we did not consider
the correctness or wrongness of following the instructions, and the user was free to
end tasks at any moment without experiencing any time pressure or encouraging or
discouraging feedback. Related to this setting, by increasing the level of uncertainty
of the task, our expectation was that the participant spends a different amount of time
accomplishing the task. The results of the study were aligned with this expectation by
reporting a significantly higher completion time for Task 2.

Related to position: The positions of the participants in Task 1 and Task 2 were recorded
by the application every 4 s. The distribution of them along two axes of X and Y and in
comparison with the targets for each individual task is visualized in Figures 12 and 13.
From a visual comparison of the two plots, we can see that in total, participants in Task 2, a
task with an increase in uncertainty level, have more changes of position. This finding is
aligned with what we were expecting.

In sum, our experiment suggests that adding uncertainty to a task will harm task
performance on completion time, but not in response time.

RQ3: How are the users’ subjective responses to uncertainty related to the objective re-
sponses?

Despite our expectations for finding strong relations between the subjective and
objective measures, we found a small negative linear correlation between the scores of the
system usability scale and time to answer the second call, small positive linear correlations
between the presence score and both task completion time for Task 2 and time to answer the
second call, and a small positive linear correlation between scores of the motion sickness
questionnaire and time to answer the second call. We think with the increase in sample
size, we can report stronger correlations between these variables.

RQ4: How does the user evaluate the quality of his/her experience through subjective
measures?

Another purpose of the study was to report the results of the participants’ evalua-
tion of their experience with the system. The mean score of our results from the System
Usability Scale (SUS) conveys a higher amount than the average SUS score which is 68.
This gives an immediate insight into the overall good usability of the system and the need
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for minor improvements in the design [69]. In addition, based on the adjective rating
scale introduced by [70], we also found that nearly 70 % of the participants’ ratings of the
usability of the system fit into “Best imaginable”, “Excellent”, and “Good” categories (See
Figure 15). For the Immersive Experience questionnaire (IEQ), the Slater–Usoh–Steed pres-
ence (SUS) questionnaire, and the Motion Sickness questionnaire (MASQ), the average of
the scores also falls into an acceptable range representing a good quality of the participants’
experiences (See Figures 16–19).

In sum, we can conclude that the system with the help of the designed environment
and story plot is able to create a pleasant virtual experience. In addition, with the help of
tracing from the HTCVive pro controllers and headset we were able to successfully capture
in real time the behavioral responses of the participants related to the time of actions, and
user position to our variable of interest.

6. Conclusions and Future Works

In this paper, we investigated the effects of uncertainty level in a virtual office on
participants’ objective and subjective responses through a controlled human-subject study.
We designed an experimental scenario inspired by a famous story name Amelia Bedelia
written by Peggy Parish [62]. For the design of our system, we first investigated and care-
fully selected the virtual reality interfaces and environments that supported our research
needs. In addition, we were inspired by previous games which applied uncertainty in
their designs. The goal was to develop a system that supports a pleasant 3D immersive
experience with real-world-like interactions and rich data-collecting techniques. In our
usability study, participants were asked to complete two different tasks inside a virtual
office where they were also involved in interpersonal communication with their boss on
the first day of work. We measured the participants’ objective responses through the
log data captured from the tracing of HTCVive pro controllers and headsets as well as
assessed their subjective experience through questionnaires. We determined that the two
proposed versions of tasks received significantly different ratings from the participants for
their perceived uncertainty after the experiment. In addition, our results supported that
the time taken to submit different tasks differs significantly. In addition, results from the
usability, immersion, presence, and motion sickness questionnaires conveyed that overall,
the participants were satisfied with the experience by scoring the usability, presence, and
immersion of the experience on average higher than 50% and the motion sickness of the
experience less than 30%.

This paper suggested that our proposed VR system can manipulate the levels of
uncertainty to study it. In the design of this system, we inspired ourselves from real-life
situations. An example workplace scenario could be what happens regularly for one in
the role of a manager. S/he may receive multiple unpredictable inputs at once and has to
constantly monitor and choose what to do first, stay productive, and successfully monitor
time allocations to be able to work with everyone involved [71]. To indicate how effectively
our system replicates such real-life happenings under the same conditions, an evaluation
of our proposed system against real-life baseline conditions is required. We decided not
to consider this system evaluation in this paper because of our limitations in controlling
the confounding factors coming from real-world settings that make it hard for us to have a
valid measure of the effects of uncertainty. So, we leave it for future work. In addition, we
plan to investigate more behavioral responses from the user in a future study and assess
the feasibility of this application with a desktop-based version of it. Finally, a larger sample
size helps us to report and study more powerful behavioral results of the study.
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