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Abstract: In this article, modified techniques, namely the variational iteration transform and Shehu
decomposition method, are implemented to achieve an approximate analytical solution for the
time-fractional Fornberg–Whitham equation. A comparison is made between the results of the
variational iteration transform method and the Shehu decomposition method. The solution procedure
reveals that the variational iteration transform method and Shehu decomposition method is effective,
reliable and straightforward. The variational iteration transform methods solve non-linear problems
without using Adomian’s polynomials and He’s polynomials, which is a clear advantage over the
decomposition technique. The solutions achieved are compared with the corresponding exact result
to show the efficiency and accuracy of the existing methods in solving a wide variety of linear and
non-linear problems arising in various science areas.

Keywords: Fractional Fornberg–Whitham equation; variational iteration transform method; Shehu
decomposition method; partial differential equation; approximate solution; Caputo’s operator

1. Introduction

In recent decades, the fractional calculus (FC) implemented in several phenomena in
physics, engineering, fluid mechanics, biology and other applied sciences can be defined
very effectively using fractional calculus mathematical tools. Fractional derivatives (FDs)
provide an excellent tool for describing the hereditary and memory properties of different
processes and materials. The FD has occurred in several engineering and sciences problems
such as diffusion and reaction processes, frequency-dependent signal processing and
system identification, damping behaviour materials, relaxation and creeping for viscoelastic
materials [1–4].

The analysis of nonlinear wave equations and their solutions is of vital significance in
several fields of science. Travelling wave ideas are among the most attractive solutions for
nonlinear fractional partial differential equations (FPDEs). Nonlinear FPDEs are commonly
known as complex physical and mechanical processes. Therefore, it is of great significance to
get exact solutions for nonlinear FPDEs, and in general, travelling wave solutions are among
the exciting types of solutions for nonlinear FPDEs. On the other hand, other nonlinear FPDEs,
such as the Kortewegde-Vries or the Camassa-Holm equations, have been identified to have
several moving wave results. These are design equations for nonlinear multi-directional
dispersive waves in shallow water [5,6].
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The study of the Fornberg–Whitham equation (FWE) is of great importance in many
fields of mathematical physics. The Fornberg–Whitham equation [7,8] is given as

Dηµ− Dξξηµ + Dξµ =µDξξξµ− µDξ µ + 3Dξ µDξξµ. (1)

The qualitative behavior of wave breakage, a nonlinear dispersive wave equation,
appears in the study. The FWE is shown to allow peakon solutions as a numerical sim-
ulation for limiting wave heights and the occurrence of wave breaks. In 1978, Fornberg

and Whitham achieve a peaked solution of the form µ(ξ, η) = Ce
(−ξ

2 −
4η
3

)
, where C is

constant. Tian and Zhou [2] have identified the implicit type of wave propagation so-
lutions called antikink-like wave solutions and kink-like wave solutions. The analysis
of FWEs by different numerical and analytical methods, such as Laplace decomposition
technique [9], Lie Symmetry [10], variational iteration technique [11], differential transfor-
mation technique [12], new iterative technique [13], homotopy-perturbation technique [14]
and homotopy analysis transform technique [15].

The variational iteration method was first developed by J.H.He and was successfully
applied to autonomous ODEs in [16,17]. This technique has been demonstrated to be an
effective method for solving different types of problems. Similarly, this method is modified
with the Shehu transform method’s help, so the modified technique is called the variational
iteration transform method (VITM). Different types of DEs and PDEs have solved VITM.
For instance, this technique is used for solving linear fractional differential equations
in [18]. This technique is applied in [19] for solving nonlinear oscillator equations. As a
benefit of VITM over Adomian’s decomposition process, the former approach provides
the problem’s solution without computing Adomian’s polynomials. This system gives a
fast solution to the problem while the [20] mesh point methods provide approximation at
mesh points. This method is also useful for obtaining an accurate approximation of the
exact solution. G. Adomian is the American mathematician who introduced the Adomian
decomposition method. It is focused on searching for solutions in the form of a series
and on the decomposition of the nonlinear operator into a sequence where the terms are
recurrently computed to use Adomian polynomials [21]. This technique is modified with
Shehu transformation, so the modified approach is the Shehu decomposition method. This
method is applied to the nonhomogeneous fractional differential equations [22–24].

The present manuscript is concerned with the analytical solution of time-fractional
Fornberg–Whitham equation. The solution of time-fractional Fornberg–Whitham equation
is a topic for the researchers since long. Recently the analytical solution of time-fractional
Fornberg–Whitham equation is the main focus of the researchers and mathematicians. This
was the challenging work to extend or develop the existing techniques for the solution
of fractional-order Fornberg–Whitham equation. Many of them have got success and
developed innovative techniques to solve fractional-order Fornberg–Whitham equation.
In this regard, the current research work is a novel contribution towards the analytical
solution of fractional-order Fornberg–Whitham equations. The present research work is
conducted in a very simple and straightforward manner to achieve the analytical solutions
of the targeted problems with a small amount of numerical calculations. The convergence
of the proposed method is trivial. In conclusion the proposed technique are considered to
be the sophisticated contribution towards the analytical solution of fractional-order partial
differential equations which are frequently arising in science and engineering.

This article has used the Shehu decomposition method and the variational iteration
transform method to solve the fractional-order Fornberg–Whitham equation, including Ca-
puto sense in the fractional derivative. The SDM and VITM obtain semi-analytic solutions
in the form of series solutions. It simply improves the original problem lucidly, and so one
can test the result with high accuracy and convergence.
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The outline of this article is as follows. In Section 2, the basic definition of Shehu trans-
form and fractional calculus are discussed. In Section 3, the variational iteration transform
method and Shehu decomposition method are discussed. In Section 4, two test examples of
fractional-order Fornberg–Whitham equation are given to elucidate the suggested schemes.
In Section 5, conclusions of the work.

2. Preliminaries Concepts

In this section of the article, we represent Caputo’s fractional operator to inspect our
proposed problem. In addition to this, we will give the basic concept of Shehu transform,
inverse Shehu transform and the Shehu transform of nth derivative for further analysis
and investigation.

Definition 1. The Riemann-Liouville fractional integral is given by [25,26]

Iγ
0 f (τ) =

1
Γ(γ)

∫ η

0
(η − s)γ−1 f (s)ds. (2)

Definition 2. The fractional-order derivative Caputo‘s operator of h(η) is defined as [25,26]

Dγ
η f (η) = Im−γ f m, m− 1 < γ < m, m ∈ N

dm

dηm
f (η), γ = m, m ∈ N.

(3)

Definition 3. Shehu transform is modern and similar to other integral transform described for
exponential order functions. In set A, we take a function is represented by [23,24,27]

A = { f (η) : ∃, ρ1, ρ2 > 0,| f (η)| < Me
|η|
ρi , i f η ∈ [0, ∞). (4)

The Shehu transform which is given by S(.) for a function f (η) is defined as

S{ f (η)} = F(s, u) =
∫ ∞

0
f (η)e

−sη
u f (η)dη, η > 0, s > 0. (5)

The Shehu transform of a function f (η) is V(s, u): then f (η) is called the inverse of V(s, u)
which is given as

S−1{F(s, u)} = f (η), f or η ≥ 0, S−1 is inverse Shehu transformation. (6)

Definition 4. Consider f (m)(η) be the m-th order classical derivative of the function f (η) ∈ A,
then its Shehu integral transform is given by the following formula [23,24,27]:

S
{

f (m)(η)
}
=

(
s
u

)m

F(s, u)−
m−1

∑
k=0

( s
u

)m−k−1
f (k)(0), m ∈ N. (7)

Definition 5. The fractional order derivatives of Shehu transformation for [23,24,27]

S
{

f (γ)(η)
}
=

(
s
u

)γ

F(s, u)−
m−1

∑
k=0

( s
u

)γ−k−1
f (k)(0), m− 1 < γ ≤ m. (8)

3
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3. The Conceptualization of VITM

In this section discuses the VITM solution for FPDEs.

Dγ
η ν(ξ, ζ, η) + Ḡ(ξ, ζ, η) +N (ξ, ζ, η)−P(ξ, ζ, η) = 0, m− 1 < γ ≤ m, (9)

with the initial condition
ν(ξ, ζ, 0) = g(ξ, ζ), (10)

where is Dγ
η = ∂γ

∂ηγ the Caputo fractional derivative of order γ, Ḡ, and N , are linear and
non-linear functions, respectively, and P are source operators.

The Shehu transform is implemented to Equation (9),

S[Dγ
η ν(ξ, ζ, η)]+S[Ḡ(ξ, ζ, η) +N (ξ, ζ, η)−P(ξ, ζ, η)] = 0. (11)

Shehu transform the differentiation property is applying, we get

sγ

uγ
S[ν(ξ, ζ, η)]− sγ−1

uγ
ν(ξ, ζ, 0) = −S

[
Ḡ(ξ, ζ, η) +N (ξ, ζ, η)−P(ξ, ζ, η)

]
. (12)

The iterative scheme required the Lagrange multiplier as

S[νj+1(ξ, ζ, η)] =S[νj(ξ, ζ, η)] + λ(s)[
sγ

uγ
S[νj(ξ, ζ, η)]− sγ−1

uγ
νj(ξ, ζ, 0)

−S{Ḡ(ξ, ζ, η) +N (ξ, ζ, η)} − S[P(ξ, ζ, η)]
]
.

(13)

A Lagrange multiplier as

λ(s) = −uγ

sγ
, (14)

using inverse Shehu transformation S−1, Equation (13) can be written as

νj+1(ξ, ζ, η) =νj(ξ, ζ, η)− S−1
[

uγ

sγ

[
−S{Ḡ(ξ, ζ, η) +N (ξ, ζ, η)}

]
− S[P(ξ, ζ, η)]

]
, (15)

the initial value can be find as

ν0(ξ, ζ, η) = S−1
[

uγ

sγ

{
sγ−1

uγ
ν(ξ, ζ, 0)

}]
. (16)

4. The Conceptualization of SDM

In this section, we discus the SDM solution of FPDEs.

Dγ
η ν(ξ, ζ, η) + Ḡ(ξ, ζ, η) +N (ξ, ζ, η)−P(ξ, ζ, η) = 0, m− 1 < γ ≤ m, (17)

with the initial condition
ν(ξ, ζ, 0) = g(ξ, ζ), (18)

where is Dγ
η = ∂γ

∂ηγ the Caputo fractional derivative of order γ, Ḡ and N are linear and
non-linear functions, respectively, and P is source functions.

Apply Shehu transform to Equation (17),

S[Dγ
η ν(ξ, ζ, η)]+S[Ḡ(ξ, ζ, η) +N (ξ, ζ, η)−P(ξ, ζ, η)] = 0. (19)

Applying the differentiation property of Shehu transform, we have

4
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S[ν(ξ, ζ, η)] =
1
s

ν(ξ, ζ, 0) +
uγ

sγ
S[P(ξ, ζ, η)]− uγ

sγ
S{Ḡ(ξ, ζ, η) +N (ξ, ζ, η)}]. (20)

SDM solution of infinite series ν(ξ, ζ, η),

ν(ξ, ζ, η) =
∞

∑
j=0

νm(ξ, ζ, η). (21)

The non-linear terms N is given as

N (ξ, ζ, η) =
∞

∑
j=0
Am. (22)

The non-linear term can be find with the help of Adomian polynomials. So the Adomian
polynomial formula is define as

Am =
1
j!

[
∂m

∂λm

{
N
(

∞

∑
k=0

λkνk

)}]

λ=0

. (23)

Putting Equations (21) and (22) into (20), gives

S

[
∞

∑
j=0

νm(ξ, ζ, η)

]
=

1
s

ν(ξ, ζ, 0) +
uγ

sγ
S{P(ξ, ζ, η)} − uγ

sγ
S

{
Ḡ(

∞

∑
j=0

νm) +
∞

∑
j=0
Am

}
. (24)

Using the inverse Shehu transform to Equation (24),

∞

∑
j=0

νm(ξ, ζ, η) = S−1

[
1
s

ν(ξ, ζ, 0) +
uγ

sγ
S{P(ξ, ζ, η)} − uγ

sγ
S

{
Ḡ
(

∞

∑
j=0

νm

)
+

∞

∑
j=0
Am

}]
. (25)

Identify the following terms,

ν0(ξ, ζ, η) =S−1
[

1
s

ν(ξ, ζ, 0) +
uγ

sγ
S{P(ξ, ζ, η)}

]
, (26)

ν1(ξ, ζ, η) = −S−1
[

uγ

sγ
S{Ḡ1(ν0) +A0}

]
.

In general for m ≥ 1, is define as

νj+1(ξ, ζ, η) = −S−1
[

uγ

sγ
S{Ḡ(νm) +Am}

]
.

5. Implementation of Techniques

Example 1. Consider the following fractional-order nonlinear Fornberg–Whitham:

Dγ
η ν− Dξξην + Dξ ν =νDξξξν− νDξν + 3Dξ νDξξν, 0 < γ ≤ 1, (27)

with the initial condition

ν(ξ, 0) = e
(

ξ
2

)
. (28)

Taking Shehu transform of (27),

sγ

uγ
S[ν(ξ, η)]− sγ−1

uγ
ν(ξ, 0) = S

[
Dξξην− Dξν + νDξξξν− νDξ ν + 3Dξ νDξξ ν

]
.

5
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Applying inverse Shehu transform

ν(ξ, η) =S−1
[

ν(ξ, 0)
s
− uγ

sγ
S
[
Dξξην− Dξ ν + νDξξξν− νDξν + 3DξνDξξν

]]
.

Using ADM procedure, we get

ν0(ξ, η) = S−1
[

ν(ξ, 0)
s

]
= S−1


 e

(
ξ
2

)

s


,

ν0(ξ, t) = e
(

ξ
2

)
, (29)

∞

∑
j=0

νj+1(ξ, η) = S−1


uγ

sγ
S




∞

∑
j=0

(Dξξην)j −
∞

∑
j=0

(Dξ ν)j +
∞

∑
j=0

Aj −
∞

∑
j=0

Bj + 3
∞

∑
j=0

Cj




, j = 0, 1, 2, · · ·

A0(νDξξξν) = ν0Dξξξν0,

A1(νDξξξν) = ν0Dξξξν1 + ν1Dξξξν0,

A2(νDξξξν) = ν1Dξξξν2 + ν1Dξξξν1 + ν2Dξξξν0,

B0(νDξ ν) = ν0Dξν0,

B1(νDξ ν) = ν0Dξν1 + ν1Dξ ν0,

B2(νDξ ν) = ν1Dξν2 + ν1Dξ ν1 + ν2Dξ ν0,

C0(Dξ νDξξν) = Dξν0Dξξ ν0,

C1(Dξ νDξξν) = Dξν0Dξξ ν1 + Dξν1Dξξ ν0,

C2(Dξ νDξξν) = Dξν1Dξξ ν2 + Dξν1Dξξ ν1 + Dξν2Dξξ ν0,

for j = 1

ν1(ξ, η) = S−1
[

uγ

sγ
S
[
Dξξην0 − Dξν0 + A0 − B0 + 3C0

]]
,

ν1(ξ, t) = −1
2

S−1


uγe

(
ξ
2

)

sγ+1


 = −1

2
e
(

ξ
2

)
ηγ

Γ(γ + 1)
.

(30)

for j = 2

ν2(ξ, η) = S−1
[

uγ

sγ
S
[
Dξξην1 − Dξν1 + A1 − B1 + 3C1

]]
,

ν2(ξ, η) = −1
8

e
(

ξ
2

)
η2γ−1

Γ(2γ)
+

1
4

e
(

ξ
2

)
η2γ

Γ(2γ + 1)
,

(31)

for j = 3

ν3(ξ, η) =S−1
[

uγ

sγ
S
[
Dξξην2 − Dξν2 + A2 − B2 + 3C2

]]
,

ν3(ξ, η) =− 1
32

e
(

ξ
2

)
η3γ−2

Γ(3γ− 1)
+

1
8

e
(

ξ
2

)
η3γ−1

Γ(3γ)
− 1

8
e
(

ξ
2

)
η3γ

Γ(3γ + 1)
,

(32)

The SDM solution for example (1) is

ν(ξ, η) = ν0(ξ, η) + ν1(ξ, η) + ν2(ξ, η) + ν3(ξ, η) + ν4(ξ, η) + · · · ,

6
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ν(ξ, η) = e(
ξ
2 ) − 1

2
e(

ξ
2 ) ηγ

Γ(γ + 1)
− 1

8
e(

ξ
2 ) η2γ−1

Γ(2γ)
+

1
4

e(
ξ
2 ) η2γ

Γ(2γ + 1)
− 1

32
e(

ξ
2 ) η3γ−2

Γ(3γ− 1)

+
1
8

e(
ξ
2 ) γ3γ−1

Γ(3γ)
− 1

8
e(

ξ
2 ) η3γ

Γ(3γ + 1)
− · · · .

(33)

The simplification of Equation (33)

ν(ξ, η) =e
(

ξ
2

)[
1− ηγ

2Γ(γ + 1)
− 1

8
η2γ−1

Γ(2γ)
+

1
4

η2γ

Γ(2γ + 1)
− 1

32
η3γ−2

Γ(3γ− 1)
+

1
8

η3γ−1

Γ(3γ)
− 1

8
η3γ

Γ(3γ + 1)
+ · · ·

]
. (34)

The approximate solution by VITM.
The iteration formulas for Equation (27), we have

νj+1(ξ, η) = νj(ξ, η)−S−1
[

uγ

sγ
S
{

sγ

uγ
Dηνj − Dξξηνj + Dξνj − νjDξξξνj + νjDξνj

−3DξνjDξξνj
}]

,
(35)

where

ν0(ξ, t) = e
(

ξ
2

)
. (36)

For j = 0, 1, 2, · · ·

ν1(ξ, η) = ν0(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dην0 − Dξξην0 + Dξν0 − ν0Dξξξν0

+ν0Dξ ν0 − 3Dξ ν0Dξξν0
}]

,

ν1(ξ, η) = −1
2

e
(

ξ
2

)
ηγ

Γ(γ + 1)
,

(37)

ν2(ξ, η) = ν1(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dην1 − Dξξην1 + Dξν1 − ν1Dξξξν1

+ν1Dξ ν1 − 3Dξ ν1Dξξν1
}]

,

ν2(ξ, η) = −1
8

e
(

ξ
2

)
η2γ−1

Γ(2γ)
+

1
4

e
(

ξ
2

)
η2γ

Γ(2γ + 1)
,

(38)

ν3(ξ, η) = ν2(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dην2 − Dξξην2 + Dξν2 − ν2Dξξξν2

+ν2Dξ ν2 − 3Dξ ν2Dξξν2
}]

,

ν3(ξ, η) = − 1
32

e
(

ξ
2

)
η3γ−2

Γ(3γ− 1)
+

1
8

e
(

ξ
2

)
η3γ−1

Γ(3γ)
− 1

8
e
(

ξ
2

)
η3γ

Γ(3γ + 1)
,

(39)

ν(ξ, η) =
∞

∑
m=0

νm(ξ, ζ) = e
(

ξ
2

)
− 1

2
e
(

ξ
2

)
ηγ

Γ(γ + 1)
− 1

8
e
(

ξ
2

)
η2γ−1

Γ(2γ)
+

1
4

e
(

ξ
2

)
η2γ

Γ(2γ + 1)

− 1
32

e
(

ξ
2

)
η3γ−2

Γ(3γ− 1)
+

1
8

e
(

ξ
2

)
γ3γ−1

Γ(3γ)
− 1

8
e
(

ξ
2

)
η3γ

Γ(3γ + 1)
− · · · .

(40)

The exact solution of Equation (27) at γ = 1,

ν(ξ, η) = e
(

ξ
2−

2η
3

)
. (41)
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Example 2. Consider the following fractional-order nonlinear Fornberg–Whitham:

Dγ
η ν− Dξξην + Dξν =νDξξξν− νDξ ν + 3Dξ νDξξ ν, η > 0, 0 < γ ≤ 1, (42)

with the initial condition

ν(ξ, 0) = cosh2
(

ξ

4

)
. (43)

Taking Shehu transform of (42),

sγ

uγ
S[ν(ξ, η)]− sγ−1

uγ
ν(ξ, 0) = S

[
Dξξην− Dξν + νDξξξν− νDξ ν + 3Dξ νDξξ ν

]
.

Applying inverse Shehu transform

ν(ξ, η) =S−1
[

ν(ξ, 0)
s
− uγ

sγ
S
{

Dξξην− Dξ ν + νDξξξν− νDξν + 3DξνDξξν
}]

.

Using ADM procedure, we get

ν0(ξ, η) = S−1
[

ν(ξ, 0)
s

]
= S−1




exp
(

cosh2
(

ξ
4

))

s


,

ν0(ξ, t) = cosh2
(

ξ

4

)
, (44)

∞

∑
j=0

νj+1(ξ, η) = S−1

[
uγ

sγ
S

[
∞

∑
j=0

(Dξξην)j −
∞

∑
j=0

(Dξ ν)j +
∞

∑
j=0

Aj −
∞

∑
j=0

Bj + 3
∞

∑
j=0

Cj

]]
, j = 0, 1, 2, · · ·

for j = 0

ν1(ξ, η) = S−1
[

uγ

sγ
S
[
Dξξην0 − Dξν0 + A0 − B0 + 3C0

]]
,

ν1(ξ, η) = −11
32

S−1

[
uγ sinh

( x
2
)

sγ+1

]
= −11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
.

(45)

for j = 1

ν2(ξ, η) =S−1
[

uγ

sγ
S
[
Dξξην1 − Dξν1 + A1 − B1 + 3C1

]]
,

ν2(ξ, η) =− 11
28

sinh
(

ξ

4

)
ηγ

Γ(γ + 1)
+

121
1024

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
,

(46)

for j = 2

ν3(ξ, η) =S−1
[

uγ

sγ
S
[
Dξξην2 − Dξ ν2 + A2 − B2 + 3C2

]]
,

ν3(ξ, η) =− 11
512

sinh
(

ξ

4

)
ηγ

Γ(γ + 1)
+

121
2048

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
− 1331

49152
sinh

(
ξ

4

)
η3γ

Γ(3γ + 1)
,

(47)

The SDM solution for example (2) is

ν(ξ, η) = ν0(ξ, η) + ν1(ξ, η) + ν2(ξ, η) + ν3(ξ, η) + ν4(ξ, η) + · · · ,

8
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ν(ξ, η) = cosh2
(

ξ

4

)
− 11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
− 11

28
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
+

121
1024

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)

− 11
512

sinh
(

ξ

4

)
ηγ

Γ(γ + 1)
+

121
2048

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
− 1331

49152
sinh

(
ξ

4

)
η3γ

Γ(3γ + 1)
· · · .

(48)

The approximate solution by VITM. The iteration formulas for Equation (42), we have

νj+1(ξ, η) = νj(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dηνj − Dξξηνj + Dξνj − νjDξξξνj + νjDξνj − 3Dξ νjDξξνj

}]
, (49)

where

ν0(ξ, t) = cosh2
(

ξ

4

)
. (50)

For j = 0, 1, 2, · · ·

ν1(ξ, η) = ν0(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dην0 − Dξξην0 + Dξν0 − ν0Dξξξν0 + ν0Dξ ν0 − 3Dξ ν0Dξξν0

}]
,

ν1(ξ, η) = cosh2
(

ξ

4

)
− 11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
,

(51)

ν2(ξ, η) = ν1(ξ, η)− S−1
[

uγ

sγ
S
{

sγ

uγ
Dην1 − Dξξην1 + Dξν1 − ν1Dξξξν1 + ν1Dξ ν1 − 3Dξ ν1Dξξν1

}]
,

ν2(ξ, η) = cosh2
(

ξ

4

)
− 11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
− 11

28
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
+

121
1024

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
,

(52)

ν3(ξ, η) = ν2(ξ, η)−S−1
[

uγ

sγ
S
{

sγ

uγ
Dην2 − Dξξην2 + Dξ ν2 − ν2Dξξξν2 + ν2Dξν2 − 3Dξν2Dξξ ν2

}]
,

ν3(ξ, η) = cosh2
(

ξ

4

)
− 11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
− 11

28
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
+

121
1024

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
,

− 11
512

sinh
(

ξ

4

)
ηγ

Γ(γ + 1)
+

121
2048

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
− 1331

49152
sinh

(
ξ

4

)
η3γ

Γ(3γ + 1)
,

(53)

ν(ξ, η) =
∞

∑
m=0

νm(ξ, ζ) = cosh2
(

ξ

4

)
− 11

32
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
− 11

28
sinh

(
ξ

4

)
ηγ

Γ(γ + 1)
+

121
1024

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
,

− 11
512

sinh
(

ξ

4

)
ηγ

Γ(γ + 1)
+

121
2048

cosh
(

ξ

4

)
η2γ

Γ(2γ + 1)
− 1331

49152
sinh

(
ξ

4

)
η3γ

Γ(3γ + 1)
− · · · .

(54)

The exact solution of Equation (42) at γ = 1,

ν(ξ, η) = cosh2
(

ξ

4
− 11η

24

)
. (55)

6. Results and Discussion

The present research work aims to find an analytical solution of time-fractional
Fornberg–Whitham equations, implemented the efficient analytical methods. The varia-
tional iteration transform technique and Shehu decomposition technique are used to solve
the targeted problems. To check the validity of the proposed methods, the solution of some
illustrative problems are suggested. The solutions graphs are plotted for both fractional and
integer-order problems. In Figure 1, (a) the exact and the approximate solution of example
1 at γ = 1 and (b) the analytical solution of different fractional-order of γ = 1, 0.8, 0.6 and
0.4. In Figure 2, (a) 3d graph of the exact and (b) the SDM and VITM solutions are plotted
at γ = 1. It is observed that the exact, SDM and VITM solutions are in close contact with

9
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the exact result of the given problems. Also in Figure 3, (a) the exact and VITM and SDM
solutions plot of example 1, (b) are calculated at different fractional-order γ = 0.8, 0.6 and
Figure 4 show fractional-order γ = 0.4. It is confirmed that VITM and SDM results are in
strong agreement with each other. The similar graphical analysis and discussion can be
made for the solutions of example 2 in Figure 5, the 3d graph (a) the exact solution and
(b) the SDM and VITM solution are discussed at γ = 1. Also in Figure 6, (a) the exact and
VITM and SDM results plot of example 2 and (b) are calculated at different fractional-order
γ = 0.8, 0.6, 0.4. In these graphs, it is investigated that both methods have a sufficient
degree of accuracy. In Table 1 the SDM and VITM results are compared in terms of absolute
errors for different fractional-order respectively. It has been shown that the proposed tech-
niques have identical accuracy. It is investigated that results of fractional-order problems
are convergent to an integer-order result as fractional-order analysis to integer-order. The
same phenomenon of convergence of fractional-order solutions towards integral-order
solutions is observed.

Table 1. The comparison between SDM and VITM for the approximate solution of example 1.

η ξ |Exact− SDM| |Exact− SDM| |Exact− V IT M| |Exact− V IT M|
γ = 0.5 γ = 1 γ = 0.7 γ = 1

0.5 2.0515098570 × 10−4 4.0570000000 × 10−8 3.4157500000 × 10−6 4.0570000000 × 10−8

1 8.4542014000 × 10−4 5.3500000000 × 10−9 1.4746800000 × 10−7 5.3500000000 × 10−9

1.5 6.8110913000 × 10−5 7.5600000000 × 10−10 2.3936000000 × 10−7 7.5600000000 × 10−10

2 7.4324428000 × 10−4 5.7400000000 × 10−9 1.3258200000 × 10−6 5.7400000000 × 10−9

2.5 5.3344053000 × 10−4 8.5560000000 × 10−9 1.3236200000 × 10−6 8.5560000000 × 10−9

0.1 3 7.4491757000 × 10−3 6.3450000000 × 10−8 3.6455200000 × 10−6 6.3450000000 × 10−8

3.5 2.0565077000 × 10−4 6.4160000000 × 10−8 5.2393400000 × 10−6 6.4160000000 × 10−8

4 4.4514678000 × 10−4 5.6400000000 × 10−9 4.5667200000 × 10−6 5.6400000000 × 10−9

4.5 6.0056729000 × 10−4 4.4300000000 × 10−9 3.5344000000 × 10−7 4.4300000000 × 10−9

5 7.4339041000 × 10−4 3.3700000000 × 10−9 2.3356500000 × 10−7 3.3700000000 × 10−9

-3 -2 -1 0 1 2 3
0

0.5

1

1.5

2

2.5

Exact

Approximate solution

(a)

-3 -2 -1 0 1 2 3

0

0.5

1

1.5

2

2.5

=1

=0.8

=0.6

=0.4

(b)
Figure 1. (a) Exact and approximate solution plot at γ = 1 of example 1. (b) Approximate solution plot of different fractional
of example 1.
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10
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Figure 2. (a) Exact plot of example 1. (b) Comparison between approximate solution by SDM and VITM plot of example 1
at γ = 1.
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Figure 3. (a) Comparison between approximate solution by SDM and VITM plot of example 1 at γ = 0.8. (b) Comparison
between approximate solution by SDM and VITM plot of example 1 at γ = 0.6.
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Figure 4. Comparison between approximate solution by SDM and VITM plot of example 1 at γ = 0.4.
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(a) (b)
Figure 5. (a) Exact solution plot of example 2. (b) Comparison between approximate solution by SDM and VITM plot of
Example 2 at γ = 1.
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Figure 6. (a) Exact and approximate solution plot of example 2. (b) Approximate solution plot of different fractional of
γ = 1 of example 2.

7. Conclusions

In this paper, we implemented Shehu decomposition method and variational iteration
transform method for solving time-fractional Fornberg–Whitham equation. Some examples
of the analytical solution are measured to confirm the accuracy and efficiency of the
available method. Graphs and table of the solutions are plotted to show the closed contact
between the obtained and exact solutions. The proposed techniques are easier and faster in
their concepts and more effective in solving linear and non-linear fractional-order partial
differential equation and useful technique for solving a broader class of non-linear fractional
models in high precision applied mathematics.
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Abstract: The deformation of a solid due to changing boundary conditions is described by a de-
formation gradient in Euclidean space. If the deformation process is reversible (conservative), the
work done by the changing boundary conditions is stored as potential (elastic) energy, a function of
the deformation gradient invariants. Based on this, in the present work we built a “discrete energy
model” that uses maps between nodal positions of a discrete mesh linked with the invariants of
the deformation gradient via standard barycentric coordinates. A special derivation is provided for
domains tessellated by tetrahedrons, where the energy functionals are constrained by prescribed
boundary conditions via Lagrange multipliers. The analysis of these domains is performed via energy
minimisation, where the constraints are eliminated via pre-multiplication of the discrete equations
by a discrete null-space matrix of the constraint gradients. Numerical examples are provided to
verify the accuracy of the proposed technique. The standard barycentric coordinate system in this
work is restricted to three-dimensional (3-D) convex polytopes. We show that for an explicit energy
expression, applicable also to non-convex polytopes, the general barycentric coordinates constitute
fundamental tools. We define, in addition, the discrete energy via a gradient for general polytopes,
which is a natural extension of the definition for discrete domains tessellated by tetrahedra. We,
finally, prove that the resulting expressions can consistently describe the deformation of solids.

Keywords: nonlinear elasticity; general barycentric coordinates; energy minimisation; Lagrange
multipliers; null-space method

1. Introduction and Motivation

Computational solid mechanics provides approximate solutions for the deformation
of continuous domains subjected to changes in boundary conditions [1–6]. The deformation
process itself is described by using “intensive quantities”—stresses and strains—and a
constitutive relation between them. These quantities have a geometric nature and form
continuous tensor fields. The constitutive relation between stresses and strains may vary
in the degree of complexity, depending on how the intensive quantities are related to
the “extensive quantities”—forces and displacements. For example, the strains can be
defined as linearised or nonlinear functions of the displacement gradient, but in all cases
they must be symmetric tensors in order to fulfil physical objectivity. On the other hand,
stresses can be defined as distributed forces with respect to a specific domain configuration,
where the known true or Cauchy stresses are defined with respect to the current/deformed
configuration. Furthermore, the simultaneous fulfilment of the balance of linear and
angular momenta generates the symmetry of the stress tensor. As a consequence, the
differential relations representing the strains as functions of displacements and equilibrium
of stresses, together with the constitutive law, form a system of equations, the approximate
solution of which is sought either by discretising the underlying solution space or by
discretising the operators involved.

For the first approach (discretisation of the solution space), the most prominent
example is the well-known finite element method. In this method, the standard finite
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element formulations, which dominate commercial finite element analysis platforms, are
based on a limited number of simple element geometries: triangles and quadrilaterals
in 2D, and tetrahedra and hexahedra in 3D. While these are sufficient for most practical
problems and make the implementation and the solution quite efficient, there are, however,
situations where the use of general polyhedra as the indivisible units covering the domain
can be really more advantageous. One obvious example of this kind is related to the
representation of large polycrystalline microstructures or cellular assemblies, where the
need to insert additional discretisation in the polyhedra may lead to computationally very
expensive problems. This has led to developments of finite elements of the form of general
polyhedra, including those using an arbitrary number of vertices and faces, those using
generally non-convex polyhedra, and those using polyhedra with nonplanar faces [7–9]. In
parallel, such general polyhedra proved to be the driving force for the recent development
of the virtual element method [10,11]. However, to the best of our knowledge, methods
that use general polyhedral meshing tools and then employ the subsequent solvers have
not become fully established to date, and they remain in the academic domain.

The second approach (discretisation of the operators) is, to a large extent, based
on the discrete differential geometry and was kept under development during the last
20 years. In this method, the discrete structure of the analysed solid at a given length-scale
is considered as a starting point, i.e., the discretised computational domain is defined
via the finite discrete nature of the solid constitution, and can be seen as an assembly
of cells of arbitrary sizes and shapes. Concrete examples of this approach put further
effort in order to preserve key properties of the system in terms of important invariants,
such as energy, by proper discretisation of the operators. Even though these schemes
have been well figured out/formulated and tested for a wide range of physical problems
involving scalar fields, only a few of them have been proven to be stable when solving
solid mechanics problems involving vector fields [12–14]. A notable approximation within
this approach is the representation of the discrete system with a graph (contour) that
allows rather simple formulations for the elasticity [15], the elasto-plasticity [16] and the
elasto-plasticity involving damage [17].

For both of the aforementioned approaches in computational solid mechanics, the
mesh quality plays crucial role in numerical simulations. For example, in several methods
that rely on Voronoi meshes there may appear spurious solutions, mainly due to different
scales of edges and faces (presence of small edges and/or faces), see, e.g., in [18] and
references therein. Similar problems arising from mesh quality are present in several
other methods, see, for example, in [13]. A common approach utilised to overcome such
difficulties is the application of re-meshing: an initial tetrahedral mesh of any quality is
used to create a new one with improved quality by appropriate merging of neighbouring
tetrahedra. Examples of this technique can be found, e.g., in [19], using mesh-free methods,
and in [20] using discontinuous Galerkin methods. Such a treatment, however, is not
applicable in situations where a mesh representing some physically-based structure is
required, e.g., an assembly of polytopes, and possible large differences in scales need
to be handled. The effect of scale differences is quite strong due to the representation
of differential operators in either approach, and could be overcome by an energy-based
formulation.

The main aim of this work, is the consideration of the above open questions, focusing
on the derivation of an appropriate energy-based model within the field of computational
solid mechanics. This model would combine a continuum geometric description for the
stresses and strains in the context of nonlinear elasticity, and a discrete energy formulation
for tetrahedra as well as arbitrary convex polyhedra. The paper is structured as follows.
We first recall the geometric description of deformation and the continuous definition
of elastic (stored, conservative) energy in Section 2. This is subsequently used to derive
a discrete energy representation in tetrahedral elements through the use of standard
barycentric coordinates, Section 3. The problem of elastic deformation is formulated as an
“energy minimisation problem”, where the boundary conditions are imposed via Lagrange
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multipliers. The null-space method is then employed to eliminate the Lagrange multipliers,
Section 4. The formulation of . . . and the solution procedure are validated in Section 5 by
comparison with analytical solutions for two examples: a cantilever beam subjected to
uniformly distributed load, in Section 5.1, and a domain with a spherical hole subjected to
remote tension, in Section 5.2. Finally, an energy model for general polytopes is proposed
in Section 6. This is achieved by extending the definition of the standard barycentric
coordinates to such polytopes, deriving weighted ones, and proving that these can define
an energy functional that fully describes the physical system.

2. Deformation and Energy of Conservative Solids

We will first review some of the basic definitions of nonlinear elasticity from a geo-
metric perspective. We start by identifying a material body with a (smooth) Riemannian
manifold B and consider a time-dependent deformation of this body to the ambient space
Riemannian manifold S described by [1]

ϕt : B→ ϕt(B), (1)

or, for simplicity,
ϕ : B→ S, (2)

see Figure 1. The points within the body are given with their coordinates with respect to a
global coordinate system: X = [X1 X2 X3]

T—in the initial (reference) configuration, and
x = [x1 x2 x3]

T—in the current (deformed) configuration. For these we can rewrite the
deformation map (2) as

x = ϕ(X) ≡ x(X). (3)

The map ϕ is considered to be a diffeomorphism, i.e., an invertible differentiable map
with differentiable inverse. Manifolds B and S are considered to be equipped with a metric
tensor field G. This positive definite second-order tensor field is expressed by symmetric
tensors in the tangent space at points of the manifold, denoted by TXB on B and TxS on S.

B

ϕt ≡ ϕ

S

X
x

•
•

Figure 1. Initial B and current S configurations of a domain related by map ϕt ≡ ϕ.

A deformation (3) can also be represented by the deformation gradient F , which is
the tangent map of ϕ, i.e., the map between the tangent space on B and the tangent space
on S [1,2]:

F (X) : TXB→ TxS. (4)

In the local coordinate charts for X and x, the components Fij of F are given by

Fij =
∂xi
∂Xj

= xi,j for i, j = 1, 2, 3. (5)

The deformation gradient is a non-singular two-point tensor, i.e., maps the tangent
spaces of the two configurations, with a positive determinant, denoted by J. The deter-
minant measures the ratio between the current and initial infinitesimal volume at a given
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material point, and we note that the condition J = 1 represents a volume preserving
deformation. F can be multiplicatively decomposed in two possible ways:

F = VR = RU, (6)

where R is a proper orthogonal rotation tensor (considering that body and space are of the
same Riemannian manifold), and V and U are the so-called left (spatial, current) and right
(material, reference) stretch tensors, respectively, which are symmetric positive-definite
as J > 0. This reflects the two possible representations of the motion: (1) first rotation
of a reference unit triad to a current unit triad, followed by its stretching in the current
configuration, and (2) stretching of a reference unit triad, followed by rotation to a current
triad. The two stretch tensors have identical three positive eigenvalues—λ1, λ2, and
λ3—representing the principal stretches of the deformation.

In this work, we will consider solids undergoing conservative deformation, i.e., where
the solid stores no energy on a complete reversal of the deformation [5]. This behaviour
covers the cases of linear and nonlinear elasticity, where all work done on the system by
changing boundary conditions from one (initial) to another (current) configuration is stored
as an elastic energy, which is exactly equal to the energy required to restore the initial
configuration by reversed change of boundary conditions.

An elastic energy formulation in terms of deformation must be invariant with respect
to rigid body rotations [1,2,4], thus existing formulations are based on the stretch tensors
or some functions of their invariants. We will use one such formulation, which is based
on invariants of the so-called left Cauchy–Green strain tensor B, given by the map B(x) :
TxS→ TxS or by

B = V 2 ≡ FF T , (7)

where F T maps covectors in the cotangent bundle of S (or T∗S) to covectors in the cotangent
bundle of B (or T∗B), see also in [21–25]. It can be easily shown that B is objective, i.e.,
frame-independent, tensor.

One set of invariants of B is given by [1,2,4]

I1 = tr
(

FF T
)

, I2 =
1
2

[(
tr
(

FF T
))2
−
(

tr
(

FF T
)2
)]

, I3 = det(FF T) = J2 (8)

which can be written in terms of the three principal stretches as

I1 = λ2
1 + λ2

2 + λ2
3, I2 = (λ1λ2)

2 + (λ1λ3)
2 + (λ2λ3)

2, I3 = λ1λ2λ3, (9)

Another set of invariants, used to define a large class of non-linear elastic behaviours,
is derived from (9) as

Ī1 =
I1

J2/3 , Ī2 =
I2

J4/3 , Ī3 =
√

det(FF T) = J. (10)

The elastic energy density of a simple generalised Neo-Hookean material is defined in
terms of the second set by [2,4]

H =
µ

2
(
Ī1 − 3

)
+

κ

2
(J− 1)2, (11)

where µ and κ are material-dependent parameters, which in the small strain approximation
are known as shear and bulk moduli, respectively.

The integral of the energy density over the solid domain gives the total elastic (stored,
potential) energy, which by the principle of stationary action must be minimum for the true
deformation; derivation is shown in Appendix A. This can be understood as the system
storing the minimal amount of energy for the change of boundary conditions between the
initial and the current configuration, or as the change of boundary conditions doing the
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minimal amount of work (which is equal to the stored energy) to deform the solid from the
initial to the current configuration.

While the solid deformation will be formulated as an elastic energy minimisation
problem in this work, using the energy density expression (11), the stress tensor will be
required for comparisons with known solutions of test problems. The (true) Cauchy stress
tensor, σ, is the derivative of the elastic energy density function with respect to B, which
for the case of Neo–Hookean materials can be found as

σij =
µ

J5/3

(
Bij −

1
3

Bkkδij

)
+ κ(J− 1)δij, (12)

where δij is the Kroneckers delta.
Interesting relations between the material parameters and energy can be established

via the derivatives of the energy function with respect to the invariants of F ; these are
shown in the Appendix C where the formulation is specialised to linear elasticity, i.e., in-
finitesimal deformation approximation.

3. Discrete Energy of Tetrahedral Cells

First, we consider a subdivision of the material manifold B into tetrahedra. For a
given tetrahedron in R3 with vertices Xa,Xb,Xc and Xd, any point X induces a partition
described via

X = γaXa + γbXb + γcXc + γdXd, (13)

where γa, γb, γc, γd ∈ R are generalised barycentric coordinates. These are the ratios of the
partitioned signed volumes Vi and the tetrahedral volume (Vt), see Figure 2. We introduce
the vector of barycentric coordinates as

L
=
[

γa γb γc γd]T . (14)

Further, we define a 4× 4 matrix S r describing the tetrahedron shape in the reference
configuration by

S r =
[
X̃a X̃b X̃c X̃d], (15)

where each column contains corresponding nodal coordinates in the reference system with
an additional element “1”, e.g., for the first node we have

X̃a =
[

Xa
1 Xa

2 Xa
3 1

]T , (16)

and similarly for the remaining three nodes (upper indexes here indicate vertices, see
Figure 3, and lower the i-th component of it, i = 1, 2, 3). Using this, any point X in the
reference configuration can be expressed by

X̃ = S rL. (17)

Similarly we define a 4× 4 matrix S d describing the tetrahedron shape in the deformed
configuration by

S d =
[
x̃

a
x̃

b
x̃

c
x̃

d]. (18)

Using this, any point x in the deformed configuration can be expressed by

x̃ = S dL. (19)

These expressions enable us to define the map between the reference and current
configuration for any tetrahedral cell (see Figure 3) by

x̃ = S d(S r)−1X̃. (20)
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Figure 2. Examples of partitioned volumes VI associated with point X: (top) two figures illustrate
two volumes for point inside the tetrahedron; (bottom) two figures illustrate two volumes for a point
outside the tetrahedron.
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Figure 3. The deformation of a 3D tetrahedral element.

From another side, the physical map between the reference and the current configura-
tion of a tetrahedron can be given by

x = F X+ t, (21)

where t = [ti], i = 1, 2, 3 are the components of a translation vector, and F is the deforma-
tion gradient which is assumed to have positive determinant.

After some algebra, it can be shown that S d(S r)−1 is the following a 4× 4 block matrix:

S d(S r)−1 =

[
F t

OT 1

]
, (22)

where O is a zero vector of size three.
With the knowledge of F , the discrete energy of a tetrahedron is calculated by

Equation (11), using the invariants given in Equation (10). The sum of energies of all
tetrahedrons defines the discrete energy functional of the system.
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4. Lagrange Multipliers Using Null-Space Method

When using the discrete energy functional proposed in Section 3 the Euler–Lagrange
Equation (A4) are incomplete, and need to be complemented by prescribing Dirichlet
(essential) and Neumann (natural) boundary conditions, see Appendix B. For the proposed
formulation via energy minimisation, direct application of the boundary conditions is
challenging and in such cases Lagrange multipliers have been extensively used [26]. This
has been motivated by the fact that both essential and natural boundary conditions can
be expressed as constraints and thus enforced by Lagrange multipliers, resulting in the
following constrained Euler–Lagrange equations:

d
dXj

∂H
∂
(
∂xi/∂Xj

) − ∂H
∂xi
−
[
C
(
Xj
)]T

λj = 0, (23)

for i, j = 1, 2, 3, where C
(
Xj
)

are the constraints and λj are the Lagrange multipliers.
The introduction of Lagrange multipliers increases the number of unknowns, and in

order to reduce them to the number of unknown displacements in the system we use the
discrete null-space method of [26], which eliminates all Lagrange multipliers. For this, we
define a null-space matrix N

(
Xj
)
, which satisfies

C
(
Xj
)

N
(
Xj
)
= 0. (24)

Multiplying from the left with its transpose, Equation (23) becomes

[
N
(
Xj
)]T
(

d
dXj

∂H
∂
(
∂xi/∂Xj

) − ∂H
∂xi

)
= 0. (25)

This leads to a number of equations equal to the number of unknown degrees of
freedom. Importantly, this technique has been proven to be energy consistent, meaning
that energy is neither dissipated nor gained artificially during the numerical process [26–31].

5. Numerical Examples

A canonical way to test a proposal for numerical solution of boundary value prob-
lems in elasticity is to examine the solution behaviour for several simple deformation
modes: volumetric expansion, pure shear, and possibly unconstrained uniaxial exten-
sion/compression. While we have tested these modes successfully, the inclusion of the
results would not be of significant value to this work. Instead, we provide results for two
known elasticity problems, where the combined effect of the different deformation modes
is tested: a cantilever beam subjected to a uniformly distributed load and a cube with a
spherical hole subjected to tension. We will present and compare results for displacements
in the cantilever case, and for stresses in the cube case.

5.1. Cantilever Beam Subjected to a Regular Distributed Load

First, we consider the deformation of a three-dimensional cantilever beam subjected
to a uniformly distributed load [4]. The beam has dimensions 10× 2× 2 and is discretised
into 5802 tetrahedral elements using 1322 nodes, see Figure 4. The material of the beam
has properties E = 3× 107 kPa and ν = 0.3.

The uniformly distributed load is applied in ten increments with step fi = 4 kN/cm2,
and the solution is compared with linear and geometrically nonlinear finite elements
analyses performed with identical tetrahedral elements. The comparison shown in Figure 5
illustrates that the calculated deflection is in excellent agreement with the geometrically
nonlinear finite element solution. This is the first demonstration that the proposed method
based on the minimisation of energy obtained by the barycentric map.
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Figure 4. 3d cantilever beam.
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Figure 5. The deflection of the geometrically nonlinear case of a cantilever beam subjected to a
regular distributed load calculated using finite element method with tetrahedral elements (FEM-tet)
and the proposed scheme.

5.2. Cube with a Spherical Hole

Second, we consider the deformation of a cube with a spherical hole subjected to
tensile load (Figure 6). The cube dimensions are 20× 20× 20, and the spherical cavity has
a radius r = 1 and centre at the cube centre. Due to symmetries, only one-eight of the
cube is considered and tessellated with approximately 100 tetraherdrons. The material
properties are the same as in the cantilever example. Uniform tensile load parallel to the x
axis is applied.

The problem of a continuum domain with a spherical hole subjected to remote stress
has an analytical solution [32]. Specifically the normal stress to the x, y plane (z = 0) is

σ33 =
4− 5ν

2(7− 5ν)

( r
x

)3
+

9
2(7− 5ν)

( r
x

)5
+ 1. (26)

This analytical solution is compared with the results obtained with the proposed
method in Figure 7: analytical solution is plotted with blue line, calculated stresses are
plotted with red line. The demonstrated good agreement between the two lends further
support to the proposed approach.
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Figure 6. Cube with a spherical hole.
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Figure 7. Stress distribution around the hole for distance x > 1 from the centre of the hole (size does
not corresponds to example).

The approach can be tested further against various analytical solutions, but the imple-
mentation requires additional work to reduce the computational cost. Additionally, more
work must be done on the mesh quality, in order to demonstrate how the number, size
and shape of the tetrahedra matter in the calculations. One part of an ongoing work is an
implementation of a parallel solver that will massively reduce that time.

6. Discrete Energy on General Polytopes Using Weighted Barycentric Coordinates

In order to define a discrete energy for general three-dimensional elements, we will
follow an approach similar to the one described in Section 3. The extension requires first
to define general/weighted barycentric coordinates on general polytopes and then to use
them to express points of the material domain with respect to the tessellation nodes.

6.1. Standard Barycentric Coordinates Revisited

We start with rewriting the standard barycentric coordinates in a form suitable for
generalisation. With respect to a convex polytope with vertices XI for I = 1, . . . , n (where
n ≥ 4), any point X ∈ R3 can written as [33]

X =
n

∑
I=1

γIXI ,
n

∑
I=1

γI = 1, (27)

where γI are the generalised barycentric coordinates of X. This can be also written in
the form

n

∑
I=1

wI(XI −X) = 0,
n

∑
I=1

wI 6= 0, with γI =
wI

∑n
I=1 wI

, (28)
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where the weight functions wI can be appropriately defined. In [33] for example, the
authors define the weight functions via the partition volumes

VI = {X1,X2, . . . ,XI−1,X,XI+1, . . . ,Xn}volume (29)

and the positive functions cI > 0, so that

wI =
cI+1VI+1 + cIVI + cI−1VI−1

VI+1VI−1
. (30)

The sum of the weight functions becomes

W =
n

∑
I=1

wI =
n

∑
I=1

cIV
VI+1VI−1

, (31)

where V is the volume of the polytope.
The requirement for cI is that these are arbitrary positive functions. A rather general

definition has been proposed in [33]:

cI = |XI −X|α. (32)

Notably, the selection α = 0 results in the known Wachspress coordinates, while the
selection α = 1 provides the mean value coordinates.

6.2. Weighted Barycentric Coordinates on General Polytopes

We will now propose an extended version of barycentric coordinates on general
polytopes that will be used to formulate an expression of the internal energy. To do so, we
use the signed partitioned volumes given by Equation (29) and extend the definition of
weight functions given by Equation (31).

Extending the barycentric coordinate expressions to general polytopes is challenging,
because one needs to address issues arising from the definition of the weight functions
in Equation (31). The problems stem mainly from the denominator, the product of the
volumes VI−1 and VI+1 (or areas in two dimensions). For non-convex polytopes, this
product might become negative. In the following, we restrict ourselves to arbitrary (non-
platonic) tetrahedral elements, but the generalisation to any general polytope follows
clearly. To bypass the possibility of negative denominator, we define the volume using
cross-products in the following way:

V =
1
6
|(X1 −X2)× (X1 −X3)|

∣∣∣hX4,(X1,X2,X3)

∣∣∣, (33)

wherehXI ,(X1,X2,X3)
is the vector normal to the triangle face forming from points (X1,X2,X3)

to the point XI .
We can now rewrite the weights of (31) using the proposed volume definition to obtain

W =
n

∑
I=1

62cIV

|(X1 −X2)× (X1 −X3)|
∣∣∣hX,(X1,X2,X3)

∣∣∣|(X1 −X3)× (X1 −X4)|
∣∣∣hX,(X1,X3,X4)

∣∣∣

=
n

∑
I=1

6cI

∣∣∣hX4,(X1,X2,X3)

∣∣∣

|(X1 −X3)× (X1 −X4)|
∣∣∣hX,(X1,X2,X3)

∣∣∣
∣∣∣hX,(X1,X3,X4)

∣∣∣

=
n

∑
I=1

6cI

∣∣∣hX4,(X1,X2,X3)

∣∣∣

|X1 −X3||X1 −X4|
∣∣∣hX,(X1,X2,X3)

∣∣∣
∣∣∣hX,(X1,X3,X4)

∣∣∣ sin ((X1 −X3), (X1 −X4))
, (34)
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With some functions dI > 0 this can be written as

W =
n

∑
I=1

dI

|X1 −X3||X1 −X4| sin ((X1 −X3), (X1 −X4))

=
n

∑
I=1

dI
cot ((X1 −X3), (X1 −X4))

(X1 −X3) · (X1 −X4)
. (35)

As long as the dot product in the denominator is not zero, the barycentric coordinates
that use the proposed weight functions are well defined for both convex and non-convex
polytopes. Furthermore, the standard barycentric coordinates can be recovered from this
definition.

6.3. Energy from Angles and Lengths

In order to understand more the angles introduced in (35), we will relate them to
appropriate lengths of edges. For illustration, we will restrict ourselves to two dimensions,
although the extension to three dimensions follows a similar path. We consider the triangle
formed by points with coordinates Xa,Xb and Xc (Figure 8). The three angles θa, θb and θc
are opposite to the edges of lengths

∣∣hXb ,Xc

∣∣, |hXa ,Xc | and
∣∣hXa ,Xb

∣∣, respectively.

Figure 8. Two-dimensional triangle formed from points with nodal positions Xa,Xb and Xc.

Considering each angle to be a function of edge lengths, we can write the following
expressions:

cos(θa) =
|hXa ,Xc |2 +

∣∣hXa ,Xb

∣∣2 −
∣∣hXb ,Xc

∣∣2

2|hXa ,Xc |
∣∣hXa ,Xb

∣∣ . (36)

By taking the derivative with respect to
∣∣hXb ,Xc

∣∣, we have

∂θa

∂
∣∣hXb ,Xc

∣∣ =
∣∣hXb ,Xc

∣∣
|hXa ,Xc |

∣∣hXa ,Xb

∣∣ sin(θa)
, (37)

which, writing the area of the triangle as

A =
1
2
|hXa ,Xc |

∣∣hXa ,Xb

∣∣ sin(θa) (38)

results in
∂θa

∂
∣∣hXb ,Xc

∣∣ =
∣∣hXb ,Xc

∣∣
2A

. (39)

Similarly, we can calculate the derivative of (36) with respect to |hXa ,Xc | as

∂θa

∂|hXa ,Xc |
= −

∣∣hXb ,Xc

∣∣ cos(θc)

2A
. (40)

25



Mathematics 2021, 9, 1689

Finally, to connect the cotangent of an angle, required in (35), we define

ξa =
1
2

∣∣hXb ,Xc

∣∣2, ξb =
1
2
|hXa ,Xc |2, ξc =

1
2

∣∣hXa ,Xb

∣∣2 (41)

and observe that
∂ cot(θa)

∂ξb
=

1
|hXa ,Xc |

∂ cot(θa)

∂|hXa ,Xc |
. (42)

The last expression, combined with (40), provides

∂ cot(θa)

∂ξb
=

∣∣hXb ,Xc

∣∣ cos(θc)

2 sin2(θa)|hXa ,Xc |
. (43)

This result gives us a perspective to understand the weights defined by (35) via the
derivatives with respect to edge lengths. In addition, due to symmetries we can obtain

∂ cot(θb)

∂ξa
=

∣∣hXb ,Xc

∣∣ cos(θc)

2 sin2(θa)|hXa ,Xc |
(44)

and thus
∂ cot(θa)

∂ξb
=

∂ cot(θb)

∂ξa
. (45)

The expressions relating cotangent of angles with lengths can be used to formulate an
energy expression.

Total energy given by (A2) can be calculated using the energy of any triangle element,
i.e., (A1) as

hi '
∫

ξa ,ξb ,ξc

n

∑
I=1

wIdξi '
∫

ξa ,ξb ,ξc
∑
a,b,c

cot(θi)dξi. (46)

6.4. Discrete Energy via Weighted Barycentric Coordinates

We will now prove that the energy expression of (46) can be used to determine the
energy at each element. To that end, we here restrict to two-dimensional case, and thus we
first prove that the integrant of (46), which can be identified as the differential form

ω = ∑
a,b,c

cot(θi)dξi = cot(θa)dξa + cot(θb)dξb + cot(θc)dξc (47)

is a closed 1-form, see in [12–14]. The proof can be based on observing that dω can be
written as

dω =

[
∂ cot(θb)

∂ξa
− ∂ cot(θa)

∂ξb

]
dξa ∧ dξb

+

[
∂ cot(θc)

∂ξb
− ∂ cot(θb)

∂ξc

]
dξb ∧ dξc

+

[
∂ cot(θa)

∂ξc
− ∂ cot(θc)

∂ξa

]
dξc ∧ dξa. (48)

To show that dω = 0 is then straightforward using (45).
Finally, the differential form defined in (46) is exact and thus the integration is strictly

path-dependent, and thus completely defines an energy functional for the system.

7. Summary and Conclusions

In this work, a geometric formulation of nonlinear elasticity, based on discrete energy
functional, is presented. In the first step, discrete energy of tetrahedral elements has been
formulated through a map between initial and current positions of their vertices and the
use of standard barycentric coordinates. The energy functional of the resulted boundary
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value problem has been minimised using energy consistent technique for constrained
systems, where the constraints are enforced by Lagrange multipliers and are eliminated
via pre-multiplication of the discrete equations of motion by a discrete null-space matrix
of the constraint gradient. Although not tested specifically here, the convergence of the
proposed scheme should inherit the convergence of the well-known methods for solving
constrained systems by utilising the discrete null-space method. The numerical examples
presented—cantilever beam and cube with a spherical hole—demonstrate the capabilities
of the approach.

Because the use of standard barycentric coordinates is restricted to three-dimensional
convex polytopes, a natural extension of the existing definitions to discrete domains consist-
ing of arbitrary polytopes has been proposed. This opens the possibility to analyse domains
with arbitrary cell shapes, including non-convex cells that posses specific microstructural
features. The proposed technique is presently suited to conservative problems, i.e., linear
and nonlinear elasticity, but it can be extended to dissipative systems, provided that the
dissipation mechanism is given in terms of the deformations and stresses calculated in this
work. Such extensions are the subject of future work.
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Appendix A. Principle of Stationary Action in Elasticity

In order to derive the equations that describe the deformation of the material we con-
sider its energy per unit volume hi as a function of the points on the deformed configuration
xi and the relative displacements of neighbouring points ∂xi

∂Xj
, i.e.,

hi ≡ hi

(
xi,

∂xi
∂Xj

)
, (A1)

for more details see [3]. The total energy of the body can be then calculated as the
volume integral

H =
∫

hidV (A2)

or

H =
∫∫∫

hi

(
xi,

∂xi
∂Xj

)
dX1dX2dX3, i, j = 1, 2, 3. (A3)

The principle of stationary action states that this functional must be stationary for the
true deformation of the body, i.e., δH = 0, which can be interpreted as body points under
deformation move so as to minimise this energy. Calculating the variation of the energy
functional leads to the Euler–Lagrange equations [1]

d
dXj

∂H
∂
(
∂xi/∂Xj

) − ∂H
∂xi

= 0, i, j = 1, 2, 3. (A4)

The later three equations are the differential equations of elasticity, applicable to both
infinitesimal and finite deformations.
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The total energy (A3) can be represented as a sum of an energy associated with
deformation H D and an energy associated with body forces H F, where the former is a
function of relative positions only

H D ≡ H D

(
∂xi
∂Xj

)
, (A5)

and the latter is a function of absolute positions only [1,4]

H F ≡ H F(xi). (A6)

Importantly, H D must be invariant of coordinate translations and rotations, leading
to a requirement for the deformation energy to be a function of some combination of the
principal invariants of the gradient of ϕ defined by (3), see also [1–4].

Appendix B. Boundary Conditions

The boundary conditions for Equation (A4) are Dirichlet for prescribed (known)
displacements and Neumann for prescribed (known) forces/ tractions. The application
of the Dirichlet boundary conditions is straightforward in our formulation as the primal
unknowns are the nodal displacements. For the Neumann boundary conditions we derive
the following.

The equilibrium of the entire domain is expressed by [1–3,6]

F =
∫

Ω
f dV = −

∫

∂Ω
tdS = T (A7)

which shows that that the resultant body force F must be equal and opposite to the resultant
of the applied forces on the boundary.

With the energy definition of Section 2 for a deformation of a body, the internal forces
can be defined as the negative gradient of the energy, i.e.,

F = −∇xH (A8)

or
Fi = −

∫∫∫
∂H
∂xi

dX1dX2dX3 (A9)

which, when using (A4) becomes

Fi = −
∫∫∫ d

∂Xj

∂H
∂
(
∂xi/∂Xj

)dX1dX2dX3. (A10)

If we further apply the divergence theorem we have and expression of the i-th compo-
nent of the force

Fi = −
∫

∂H
∂
(
∂xi/∂Xj

)dAj (A11)

at a surface defined its area vector dAj. The balance of these forces with the surface forces
as in (A7) leads to an expression for the the surface forces that uses the definition of the
energy per unit volume, i.e.,

dTi =
∂H

∂
(
∂xi/∂Xj

)dAj. (A12)

This expression for the Neumann boundary conditions is used in the current work
(see also [6]).
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Appendix C. Navier–Cauchy Equations of Linear Elasticity

Following the work in [6], we consider the displacement field u = x−X and define
the symmetric part of its gradient by

uik =
1
2

(
∂ui
∂Xk

+
∂uk
∂Xi

)
. (A13)

The energy of (A3) can be considered as

H = H d = H d
∣∣∣∣
0
+

λ

2
u2

ii + µu2
ik (A14)

where H d|0 corresponds to no change of energy state, thus no deformation. The parameters
λ and µ are the Lamé parameters that can be calculated as [6]:

λ = 4

(
∂2H d

∂I1∂I1

∣∣∣∣∣
0

)
+ 16

(
∂2H d

∂I2∂I1

∣∣∣∣∣
0

)
+ 4

(
∂2H d

∂I3∂I1

∣∣∣∣∣
0

)
+ 16

(
∂2H d

∂I2∂I2

∣∣∣∣∣
0

)

+8

(
∂2H d

∂I3∂I2

∣∣∣∣∣
0

)
+

(
∂2H d

∂I3∂I3

∣∣∣∣∣
0

)
− 2

∂H d

∂I1
(A15)

and

µ = 2

(
∂H d

∂I1
+

∂H d

∂I2

)∣∣∣∣∣
0

. (A16)

Using the energy of (A14) in the Euler-Lagrange Equation (A4), together with the
definitions of the Lamé constants (A15) and (A16) we get the equilibrium equations for
linear isotropic elastic materials (with no gravitational body force)

µ
∂2ui

∂(Xk)2 + (λ + µ)
∂2ul

∂Xi∂Xl
= 0, (A17)

which can be written in terms of Youngs modulus

E =
µ(3λ + 2µ)

λ + µ
(A18)

and Poisson’s ratio
ν =

λ

2(λ + µ)
(A19)

as
E

2(1 + ν)

∂2ui
∂(Xk)2 +

E
2(1 + ν)(1− 2ν)

∂2ul
∂Xi∂Xl

= 0. (A20)

Equations (A17) and (A20) are the Navier-Cauchy equilibrium equations for
linear elasticity.
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Abstract: In this work, we study variational problems with time delay and higher-order distributed-
order fractional derivatives dealing with a new fractional operator. This fractional derivative com-
bines two known operators: distributed-order derivatives and derivatives with respect to another
function. The main results of this paper are necessary and sufficient optimality conditions for differ-
ent types of variational problems. Since we are dealing with generalized fractional derivatives, from
this work, some well-known results can be obtained as particular cases.

Keywords: fractional calculus; calculus of variations; Euler–Lagrange equations; isoperimetric
problems; holonomic problems; higher-order derivatives

1. Introduction

Fractional calculus is a mathematical area that deals with the generalization of the
classical notions of derivative and integral to a noninteger order. This fascinating theory
has attracted the interest of the scientific community over the last few decades due to the
fact that it is a powerful tool to deal with the dynamics of complex systems. Its importance
is notable not only in Mathematics but also in Physics [1], Chemistry [2], Biology [3],
Epidemiology [4], Control Theory [5], etc. (for completeness, we also point out that partial
differential equations from classical calculus properly fit in the modeling of real problems;
see, for instance, Refs. [6–8] for models from mathematical biology).

Since the beginning of the fractional calculus in 1695, numerous definitions of frac-
tional integrals and derivatives were introduced by important mathematicians such as
Leibniz, Euler, Fourier, Liouville, Riemann, Letnikov, etc. Many of these fractional deriva-
tives can be related between them by an explicit formula [9,10]. Later on, in 1969, Caputo
introduced the distributed-order fractional integrals and derivatives [11,12]. These opera-
tors can be seen as a new kind of generalization of the classical fractional operators, since
these operators involve a weighted integral of different orders of differentiation. Another
way that allows a generalization of the classical fractional operators is considering the
notions of fractional integrals and derivatives with respect to another function [9,13,14].

The specificity of fractional calculus that can be considered the cause of its success in
applications to real world problems is that the large number of fractional operators allows
researchers to choose the most suitable one to model the problem under investigation.

In the recent paper [15], the authors introduced new notions of fractional derivatives
combining the distributed-order derivatives and fractional derivatives with respect to an
arbitrary smooth function, creating a new type of derivatives: distributed-order fractional
derivatives with arbitrary kernels. In this paper, we are going to deal with these kinds
of generalized fractional derivatives in order to study different types of problems of the
calculus of variations.
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The fractional calculus of variations was initiated by Riewe in 1996 [16,17] with the
deduction of the Euler–Lagrange equation for problems where the Lagrangian depends
on Riemann–Liouville fractional derivatives in order to deal with linear non-conservative
forces. Since then, several authors have developed the fractional calculus of variations
considering different types of fractional derivatives and different types of variational
problems (see, e.g., [18–23] and references therein). For more details on fractional calculus
of variations, we refer to the books [24–26].

It is well known that, in real world problems, delays are important to model certain
processes and dynamical systems [22,27,28]. However, there are still few works in the
literature dedicated to the fractional calculus of variations with time delay. To fill this
gap, we will study in this paper time-delayed variational problems involving distributed-
order fractional derivatives with arbitrary smooth kernels. We will also study variational
problems involving higher-order distributed-order fractional derivatives with arbitrary
smooth kernels.

The paper is organized as follows: in Section 2, we recall the new concepts of
distributed-order fractional derivatives with respect to another function recently intro-
duced in [15] and then we proceed with the extension to the higher-order case. We finalize
Section 2 with the proof of the integration by parts formulae involving the higher-order
distributed-order fractional derivatives with arbitrary smooth kernels. Section 3 is devoted
to the main results of this paper: necessary and sufficient optimality conditions for varia-
tional problems with time delay and higher-order distributed-order fractional derivatives
with arbitrary smooth kernels. In Section 4, we present three examples that illustrate the
applicability of some of our main results. We finalize the paper with concluding remarks
and also mentioning some possibilities for future research.

2. Preliminaries and Notations

We assume that the reader is familiar with the definitions and properties of the Riemann–
Liouville and Caputo fractional operators with respect to another function (cf. [9,13], resp.).

In this paper, we consider variational problems involving the new concepts of distributed-
order fractional derivatives with respect to an arbitrary smooth kernel recently introduced
in [15]. For the reader’s convenience, we recall here the definitions introduced in [15].

Let φ : [0, 1]→ [0, 1] be a continuous function such that

∫ 1

0
φ(α)dα > 0.

Definition 1 ([15]). Let x : [a, b] → R be an integrable function and ψ ∈ C1([a, b],R) be an
increasing function such that ψ′(t) 6= 0, for all t ∈ [a, b]. The left and right Riemann–Liouville
distributed-order fractional derivatives of a function x with respect to ψ are defined by:

Dφ(α),ψ
a+ x(t) :=

∫ 1

0
φ(α)Dα,ψ

a+ x(t)dα and Dφ(α),ψ
b− x(t) :=

∫ 1

0
φ(α)Dα,ψ

b− x(t)dα,

where Dα,ψ
a+ and Dα,ψ

b− are the left and right ψ-Riemann–Liouville fractional derivatives of order α,
respectively.

Definition 2 ([15]). Let x, ψ ∈ C1([a, b],R) be two functions such that ψ is increasing and
ψ′(t) 6= 0, for all t ∈ [a, b]. The left and right Caputo distributed-order fractional derivatives of x
with respect to ψ are defined by

CDφ(α),ψ
a+ x(t) :=

∫ 1

0
φ(α)CDα,ψ

a+ x(t)dα and CDφ(α),ψ
b− x(t) :=

∫ 1

0
φ(α)CDα,ψ

b− x(t)dα,

where CDα,ψ
a+ and CDα,ψ

b− are the left and right ψ-Caputo fractional derivatives of order α, respectively.
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Now, we will extend the definitions introduced in [15] to the higher-order case.
In the following, we assume that n ∈ N and φ : [n− 1, n] → [0, 1] is a continuous

function such that ∫ n

n−1
φ(α)dα > 0.

To the best of our knowledge, this is the first work that deals with higher-order
distributed-order fractional derivatives.

Definition 3. Let x : [a, b]→ R be an integrable function and ψ ∈ Cn([a, b],R) be an increasing
function such that ψ′(t) 6= 0, for all t ∈ [a, b]. The left and right Riemann–Liouville distributed-
order fractional derivatives of a function x with respect to the kernel ψ are defined by:

Dφ(α),ψ
a+ x(t) :=

∫ n

n−1
φ(α)Dα,ψ

a+ x(t)dα and Dφ(α),ψ
b− x(t) :=

∫ n

n−1
φ(α)Dα,ψ

b− x(t)dα,

where Dα,ψ
a+ and Dα,ψ

b− are the left and right ψ-Riemann–Liouville fractional derivatives of order
α ∈ [n− 1, n], respectively.

Definition 4. Let x, ψ ∈ Cn([a, b],R) be two functions such that ψ is increasing and ψ′(t) 6= 0,
for all t ∈ [a, b]. The left and right Caputo distributed-order fractional derivatives of x with respect
to ψ are defined by

CDφ(α),ψ
a+ x(t) :=

∫ n

n−1
φ(α)CDα,ψ

a+ x(t)dα and CDφ(α),ψ
b− x(t) :=

∫ n

n−1
φ(α)CDα,ψ

b− x(t)dα,

where CDα,ψ
a+ and CDα,ψ

b− are the left and right ψ-Caputo fractional derivatives of order α ∈ [n− 1, n],
respectively.

In the following, we use the notations

In−φ(α),ψ
a+ x(t) :=

∫ n

n−1
φ(α)In−α,ψ

a+ x(t)dα and In−φ(α),ψ
b− x(t) :=

∫ n

n−1
φ(α)In−α,ψ

b− x(t)dα,

where In−α,ψ
a+ and In−α,ψ

b− are, respectively, the left and right Riemann–Liouville fractional
integrals of order n− α with respect to the kernel ψ. In addition, we fix two functions φ
and ψ satisfying the assumptions above. In order to simplify notation, we will use the
abbreviated symbol

x[m]
ψ (t) :=

(
1

ψ′(t)
d
dt

)m
x(t).

Next, we prove the integration by parts formulae, which are fundamental tools for
the proofs of our main results. In our previous work, we proved a similar result when
the fractional order is between 0 and 1 [15] [Theorem 3.1]. In this paper, we present
a generalization of such result for the case when function φ is defined on the interval
[n− 1, n].

Theorem 1 (Integration by parts formulae). Let x : [a, b]→ R be a continuous function and
y ∈ Cn([a, b],R). Then,

∫ b

a
x(t)CDφ(α),ψ

a+ y(t)dt =
∫ b

a

(
Dφ(α),ψ

b−
x(t)
ψ′(t)

)
ψ′(t)y(t)dt

+

[
n−1

∑
k=0

( −1
ψ′(t)

d
dt

)k(
In−φ(α),ψ
b−

x(t)
ψ′(t)

)
y[n−k−1]

ψ (t)

]t=b

t=a
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and
∫ b

a
x(t)CDφ(α),ψ

b− y(t)dt =
∫ b

a

(
Dφ(α),ψ

a+
x(t)
ψ′(t)

)
ψ′(t)y(t)dt

+

[
n−1

∑
k=0

(−1)n−k
(

1
ψ′(t)

d
dt

)k(
In−φ(α),ψ
a+

x(t)
ψ′(t)

)
y[n−k−1]

ψ (t)

]t=b

t=a

.

Proof. Using the definition of the left ψ-Caputo distributed-order fractional derivative,
we have

∫ b

a
x(t)CDφ(α),ψ

a+ y(t)dt =
∫ b

a
x(t)

∫ n

n−1
φ(α)CDα,ψ

a+ y(t)dα dt

=
∫ b

a
x(t)

∫ n

n−1

φ(α)

Γ(n− α)

∫ t

a

(
1

ψ′(s)
d
ds

)n
y(s) · (ψ(t)− ψ(s))n−α−1ψ′(s)dsdα dt

=
∫ b

a
x(t)

∫ n

n−1

φ(α)

Γ(n− α)

∫ t

a

(
1

ψ′(s)
d
ds

)
y[n−1]

ψ (s) · (ψ(t)− ψ(s))n−α−1ψ′(s)dsdα dt

=
∫ n

n−1

φ(α)

Γ(n− α)

∫ b

a
x(t)

∫ t

a

d
ds

y[n−1]
ψ (s) · (ψ(t)− ψ(s))n−α−1dsdt dα.

Applying Dirichlet’s formula, we get

∫ n

n−1

φ(α)

Γ(n− α)

∫ b

a
x(t)

∫ t

a

d
ds

y[n−1]
ψ (s) · (ψ(t)− ψ(s))n−α−1dsdt dα

=
∫ n

n−1

φ(α)

Γ(n− α)

∫ b

a

d
ds

y[n−1]
ψ (s)

∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dtds dα.

Integrating by parts, we have

∫ b

a

d
ds

y[n−1]
ψ (s)

∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt ds

=

[∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt · y[n−1]

ψ (s)
]s=b

s=a

−
∫ b

a
y[n−1]

ψ (s)
d
ds

(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
ds

=

[∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt · y[n−1]

ψ (s)
]s=b

s=a

+
∫ b

a

( −1
ψ′(s)

d
ds

)(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−2]

ψ (s)ds.

Using integration by parts in the last integral, we obtain

∫ b

a

( −1
ψ′(s)

d
ds

)(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−2]

ψ (s)ds

=

[( −1
ψ′(s)

d
ds

)(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· y[n−2]

ψ (s)
]s=b

s=a

−
∫ b

a
y[n−2]

ψ (s)
d
ds

( −1
ψ′(s)

d
ds

)(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
ds

=

[( −1
ψ′(s)

d
ds

)(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· y[n−2]

ψ (s)
]s=b

s=a

+
∫ b

a

(
1

ψ′(s)
d
ds

)2(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−3]

ψ (s)ds.

34



Mathematics 2021, 9, 1665

Since

∫ b

a

(
1

ψ′(s)
d
ds

)2(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−3]

ψ (s)ds

=

[(
1

ψ′(s)
d
ds

)2(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· y[n−3]

ψ (s)

]s=b

s=a

−
∫ b

a
y[n−3]

ψ (s)
d
ds

[(
1

ψ′(s)
d
ds

)2(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)]
ds

=

[(
1

ψ′(s)
d
ds

)2(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· y[n−3]

ψ (s)

]s=b

s=a

+
∫ b

a

( −1
ψ′(s)

d
ds

)3(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−4]

ψ (s)ds,

then we get

∫ b

a

d
ds

y[n−1]
ψ (s)

∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt ds

=

[
2

∑
k=0

( −1
ψ′(s)

d
ds

)k(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· y[n−k−1]

ψ (s)

]s=b

s=a

+
∫ b

a

( −1
ψ′(s)

d
ds

)3(∫ b

s
x(t)(ψ(t)− ψ(s))n−α−1dt

)
· d

ds
y[n−4]

ψ (s)ds.

Repeating the process of integration by parts n − 3 more times, we prove the for-
mula. Using similar techniques, we deduce the integration by parts formula involving the
operator CDφ(α),ψ

b− .

3. Main Results
3.1. Variational Problems with Time Delay

We begin this section by studying variational problems involving distributed-order
fractional derivatives with time delay. For clarity of presentation, we restrict ourselves to
the case where α ∈ [0, 1], that is, considering the definitions introduced in [15].

Consider two continuous functions φ, ϕ : [0, 1] → [0, 1] satisfying the following
conditions ∫ 1

0
φ(α)dα > 0 and

∫ 1

0
ϕ(α)dα > 0.

In what follows, a, b ∈ R are such that a < b and τ is a fixed real number satisfying
the condition 0 ≤ τ < b− a.

We are now in position to present the first problem under study.

Problem 1 ((Pτ)). Determine a curve x ∈ C1([a − τ, b],R), subject to x(t) = µ(t) for all
t ∈ [a− τ, a], where µ ∈ C1([a− τ, a],R) is a given initial function, that minimizes or maximizes
the following functional:

J (x) :=
∫ b

a
L
(

t, x(t), x(t− τ),C Dφ(α),ψ
a+ x(t),C Dϕ(α),ψ

b− x(t)
)

dt, (1)

where L : [a, b]×R4 → R is assumed to be continuously differentiable with respect to the second,
third, fourth, and fifth variables. We will consider the variational problem (Pτ) with and without
fixed terminal boundary condition, and also with isoperimetric or holonomic constraints.
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Let us fix the following notations: by ∂iL, we denote the partial derivative of L with
respect to its ith-coordinate and

[x]τ(t) :=
(

t, x(t), x(t− τ),C Dφ(α),ψ
a+ x(t),C Dϕ(α),ψ

b− x(t)
)

.

To simplify the presentation of our results, we consider the following conditions:

C−φ [H, i, b− τ] : t→
(

Dφ(α),ψ
(b−τ)−

∂i H[x]τ
ψ′

)
(t) is continuous for all t ∈ [a, b− τ]

C−φ [H, i, b] : t→
(

Dφ(α),ψ
b−

∂i H[x]τ
ψ′

)
(t) is continuous for all t ∈ [b− τ, b]

C+
ϕ [H, i, a] : t→

(
Dϕ(α),ψ

a+
∂i H[x]τ

ψ′

)
(t) is continuous for all t ∈ [a, b− τ]

C+
ϕ [H, i, b− τ] : t→

(
Dϕ(α),ψ
(b−τ)+

∂i H[x]τ
ψ′

)
(t) is continuous for all t ∈ [b− τ, b]

where H is a function and i ∈ N.

Theorem 2 (Fractional Euler–Lagrange equations and natural boundary condition for
problem (Pτ)). Suppose that L satisfies the conditions C−φ [L, 4, b− τ], C+

ϕ [L, 5, a], C−φ [L, 4, b]
and C+

ϕ [L, 5, b− τ]. If x ∈ C1([a− τ, b],R) is an extremizer of functional J , then x satisfies the
following Euler–Lagrange equations

∂2L[x]τ(t) + ∂3L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ

a+
∂5L[x]τ(t)

ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα = 0, ∀ t ∈ [a, b− τ]

(2)

and

∂2L[x]τ(t) +
(

Dφ(α),ψ
b−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα = 0, ∀ t ∈ [b− τ, b]. (3)

If x(b) is free, then the following natural boundary condition holds:

I1−φ(α),ψ
b−

∂4L[x]τ(b)
ψ′(b)

= I1−ϕ(α),ψ
a+

∂5L[x]τ(b)
ψ′(b)

. (4)

Proof. Consider that h ∈ C1([a− τ, b],R) is an arbitrary function such that h(t) = 0, a−
τ ≤ t ≤ a. Define the function j by j(ε) := J (x + εh), ε ∈ R. Since x is an extremizer of J ,
j′(0) = 0, and we have that

∫ b

a

(
∂2L[x]τ(t) · h(t) + ∂3L[x]τ(t) · h(t− τ) + ∂4L[x]τ(t) ·C Dφ(α),ψ

a+ h(t)

+ ∂5L[x]τ(t) ·C Dϕ(α),ψ
b− h(t)

)
dt = 0. (5)
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Since

∫ b

a
∂3L[x]τ(t) · h(t− τ)dt =

∫ a

a−τ
∂3L[x]τ(t+ τ) · h(t)dt+

∫ b−τ

a
∂3L[x]τ(t+ τ) · h(t)dt,

and h(t) = 0 for t ∈ [a− τ, a], then we get

∫ b

a
∂3L[x]τ(t) · h(t− τ)dt =

∫ b−τ

a
∂3L[x]τ(t + τ) · h(t)dt. (6)

Replacing (6) into (5), we get

∫ b−τ

a

(
∂2L[x]τ(t) + ∂3L[x]τ(t + τ)

)
· h(t)dt +

∫ b

b−τ
∂2L[x]τ(t) · h(t)dt

+
∫ b

a

(
∂4L[x]τ(t) ·C Dφ(α),ψ

a+ h(t) + ∂5L[x]τ(t) ·C Dϕ(α),ψ
b− h(t)

)
dt = 0. (7)

Note that, for all t ∈ [a, b− τ], we have

Dφ(α),ψ
b−

∂4L[x]τ(t)
ψ′(t)

= Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

(
1

ψ′(t)
d
dt

) ∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα (8)

and, for all t ∈ [b− τ, b], we have

Dϕ(α),ψ
a+

∂5L[x]τ(t)
ψ′(t)

= Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

(
1

ψ′(t)
d
dt

) ∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα = 0. (9)

Using Theorem 1 and (8), we obtain

∫ b

a
∂4L[x]τ(t) ·C Dφ(α),ψ

a+ h(t)dt =
∫ b−τ

a

((
Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα

)
h(t)dt

+
∫ b

b−τ

(
Dφ(α),ψ

b−
∂4L[x]τ(t)

ψ′(t)

)
ψ′(t)h(t)dt +

[(
I1−φ(α),ψ
b−

∂4L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

.

(10)

Once again, by Theorem 1 and (9), we obtain

∫ b

a
∂5L[x]τ(t) ·C Dϕ(α),ψ

b− h(t)dt =
∫ b

b−τ

((
Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα

)
h(t)dt

+
∫ b−τ

a

(
Dϕ(α),ψ

a+
∂5L[x]τ(t)

ψ′(t)

)
ψ′(t)h(t)dt−

[(
I1−ϕ(α),ψ
a+

∂5L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

.

(11)
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Replacing (10) and (11) into (7), we get that

∫ b−τ

a

(
∂2L[x]τ(t) + ∂3L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα +

(
Dϕ(α),ψ

a+
∂5L[x]τ(t)

ψ′(t)

)
ψ′(t)

)
h(t)dt

+
∫ b

b−τ

(
∂2L[x]τ(t) +

(
Dφ(α),ψ

b−
∂4L[x]τ(t)

ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα

)
h(t)dt

+

[(
I1−φ(α),ψ
b−

∂4L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

−
[(

I1−ϕ(α),ψ
a+

∂5L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

= 0.

(12)

From the arbitrariness of h, we get the desired Equations (2)–(4).

Next, we consider the case where we add to problem (Pτ) an isoperimetric restriction.

Problem 2 ((PIτ )). The isoperimetric problem with a time delay τ can be formulated in the
following way: minimize or maximize the functional J in (1) subject to an integral constraint
of type

I(x) :=
∫ b

a
G[x]τ(t)dt = k, (13)

where k ∈ R is fixed and G : [a, b]×R4 → R is a continuously differentiable function with respect
to the second, third, fourth, and fifth variables.

The following theorem presents necessary conditions for x to be a solution of the
fractional isoperimetric problem (PIτ ) under the assumption that x is not an extremal for G.

Theorem 3 (Necessary optimality conditions for problem (PIτ )—Case I). Let x ∈ C1([a−
τ, b],R) be a curve such that J attains an extremum at x, when subject to the integral con-
straint (13). Assume that x does not satisfy the Euler–Lagrange Equation (2) or (3) with respect
to G. Moreover, suppose that L satisfies the conditions C−φ [L, 4, b− τ], C+

ϕ [L, 5, a], C−φ [L, 4, b]
and C+

ϕ [L, 5, b− τ], and G satisfies the conditions C−φ [G, 4, b− τ], C+
ϕ [G, 5, a], C−φ [G, 4, b] and

C+
ϕ [G, 5, b− τ]. Then, there exists λ ∈ R such that x is a solution of the equations

∂2H[x]τ(t) + ∂3H[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂4H[x]τ(t)
ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ

a+
∂5H[x]τ(t)

ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4H[x]τ(s)dsdα = 0, ∀ t ∈ [a, b− τ]

(14)

and

∂2H[x]τ(t) +
(

Dφ(α),ψ
b−

∂4H[x]τ(t)
ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂5H[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5H[x]τ(s)dsdα = 0, ∀ t ∈ [b− τ, b], (15)

where H := L + λG.
If x(b) is free, then

I1−φ(α),ψ
b−

∂4H[x]τ(b)
ψ′(b)

= I1−ϕ(α),ψ
a+

∂5H[x]τ(b)
ψ′(b)

. (16)

Proof. The proof follows from the ideas presented in Theorem 2 and Theorem 3.3 of [15].
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Now, we present necessary optimality conditions for the case when the solution of the
isoperimetric problem is an extremal for the fractional isoperimetric functional (13).

Theorem 4 (Necessary optimality conditions for fractional problem (PIτ )—Case II). Let x be
a curve such thatJ attains an extremum at x, when subject to the integral constraint (13). Moreover,
suppose that L satisfies the conditions C−φ [L, 4, b− τ], C+

ϕ [L, 5, a], C−φ [L, 4, b] and C+
ϕ [L, 5, b− τ],

and G satisfies the conditions C−φ [G, 4, b− τ], C+
ϕ [G, 5, a], C−φ [G, 4, b] and C+

ϕ [G, 5, b− τ]. Then,
there exists a vector (λ0, λ) ∈ R2 \ {(0, 0)} such that x is a solution of Equations (14) and (15),
with the Hamiltonian H defined as H := λ0L + λG. If x(b) is free, then x must satisfy Equa-
tion (16).

Proof. The result is an immediate consequence of Theorem 3.

In the following, we study variational problems with a holonomic constraint. For this
purpose, we now assume that x is a two-dimensional vector function and L : [a, b] ×
R8 → R is assumed to be continuously differentiable with respect to the ith variable,
with i = 2, . . . , 9.

Problem 3 ((PCτ
)). Consider the variational problem (Pτ) but in the presence of a holonomic

constraint:
g(t, x(t)) = 0, t ∈ [a, b], (17)

where g : [a, b] × R2 → R is a C1 function. The state variable x is a two-dimensional vector
function x = (x1, x2), where x1, x2 ∈ C1([a− τ, b],R). Moreover, the boundary condition

x(t) = µ(t), t ∈ [a− τ, a], (18)

where µ ∈ C1([a− τ, a],R)× C1([a− τ, a],R) is a given function, is imposed.

Theorem 5 (Necessary optimality conditions for problem (PCτ
)). Consider the functional

J (x) =
∫ b

a
L[x]τ(t)dt, (19)

defined on C1([a − τ, b],R) × C1([a − τ, b],R) and subject to the constraints (17) and (18).
Suppose that L satisfies the conditions C−φ [L, i + 5, b − τ], C+

ϕ [L, i + 7, a], C−φ [L, i + 5, b] and
C+

ϕ [L, i + 7, b− τ], with i = 1, 2.
If x is an extremizer of functional J and if

∂3g(t, x(t)) 6= 0, ∀t ∈ [a, b],

then there exists a continuous function λ : [a, b]→ R such that x is a solution of

∂i+1L[x]τ(t) + ∂i+3L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂i+5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+

(
Dϕ(α),ψ

a+
∂i+7L[x]τ(t)

ψ′(t)

)
ψ′(t)−

∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂i+5L[x]τ(s)dsdα

+λ(t) · ∂i+1g(t, x(t)) = 0, ∀t ∈ [a, b− τ], i = 1, 2

(20)

and

∂i+1L[x]τ(t) +
(

Dφ(α),ψ
b−

∂i+5L[x]τ(t)
ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂i+7L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂i+7L[x]τ(s)dsdα + λ(t) · ∂i+1g(t, x(t)) = 0,

∀t ∈ [b− τ, b], i = 1, 2.

(21)
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If x(b) is free, then, for i = 1, 2,

I1−φ(α),ψ
b−

∂i+5L[x]τ(b)
ψ′(b)

= I1−ϕ(α),ψ
a+

∂i+7L[x]τ(b)
ψ′(b)

. (22)

Proof. The proof follows combining the ideas from Theorem 2 above with Theorem 3.5
from [15].

Now, we focus our attention on sufficient optimality conditions for all the variational
problems studied previously.

Definition 5. Function f (t, x2, x3, ..., xn) defined on U ⊆ Rn is called convex (resp. concave) if
∂i f (t, x2, x3, ..., xn), i = 2, . . . , n, exist and are continuous, and if

f (t, x2 + h2, x3 + h3, ..., xn + hn)− f (t, x2, x3, ..., xn) ≥ (resp. ≤ )
n

∑
i=2

∂i f (t, x2, x3, ..., xn)hi

for all (t, x2, x3, ..., xn), (t, x2 + h2, x3 + h3, ..., xn + hn) ∈ U.

Theorem 6 (Sufficient optimality conditions for problem (Pτ)). Let L be convex (resp. concave)
in [a, b] × R4. Then, each solution x of the fractional Euler–Lagrange Equations (2) and (3)
minimizes (resp. maximizes) the functional J given in (1), subject to the boundary conditions
x(t) = µ(t), t ∈ [a − τ, a] and x(b) = x(b). If x(b) is free, then each solution x of the
Equations (2)–(4) minimizes (resp. maximizes) J .

Proof. We prove the case when L is convex. The other case is similar. Consider h ∈
C1([a− τ, b],R) an arbitrary function. Since L is convex, we can conclude that

J (x + h)−J (x) ≥
∫ b

a

(
∂2L[x]τ(t) · h(t) + ∂3L[x]τ(t) · h(t− τ)

+ ∂4L[x]τ(t) ·C Dφ(α),ψ
a+ h(t) + ∂5L[x]τ(t) ·C Dϕ(α),ψ

b− h(t)
)

dt.

Using the same techniques used in the proof of Theorem 2, we get

J (x + h)−J (x) ≥
∫ b−τ

a

(
∂2L[x]τ(t) + ∂3L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα +

(
Dϕ(α),ψ

a+
∂5L[x]τ(t)

ψ′(t)

)
ψ′(t)

)
h(t)dt

+
∫ b

b−τ

(
∂2L[x]τ(t) +

(
Dφ(α),ψ

b−
∂4L[x]τ(t)

ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα

)
h(t)dt

+

[(
I1−φ(α),ψ
b−

∂4L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

−
[(

I1−ϕ(α),ψ
a+

∂5L[x]τ(t)
ψ′(t)

)
h(t)

]t=b

t=a

.

(23)
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If x(b) is fixed then h(a) = h(b) = 0, and so from (23) we obtain

J (x + h)−J (x) ≥
∫ b−τ

a

(
∂2L[x]τ(t) + ∂3L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂4L[x]τ(t)
ψ′(t)

)
ψ′(t)

−
∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂4L[x]τ(s)dsdα +

(
Dϕ(α),ψ

a+
∂5L[x]τ(t)

ψ′(t)

)
ψ′(t)

)
h(t)dt

+
∫ b

b−τ

(
∂2L[x]τ(t) +

(
Dφ(α),ψ

b−
∂4L[x]τ(t)

ψ′(t)

)
ψ′(t) +

(
Dϕ(α),ψ
(b−τ)+

∂5L[x]τ(t)
ψ′(t)

)
ψ′(t)

+
∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂5L[x]τ(s)dsdα

)
h(t)dt.

Since x is a solution of the fractional Euler–Lagrange Equations (2) and (3), then we
conclude that J (x + h)− J (x) ≥ 0. The case when x(b) is free follows by considering
h(t) = 0, t ∈ [a− τ, a] and h(b) non-zero in (23).

Using similar techniques as the ones used in the proof of the last theorem, we can
prove the following two results.

Theorem 7 (Sufficient optimality conditions for problem (PIτ )). Let us assume that, for some
constant λ, the functions L and λG are convex (resp. concave) in [a, b]×R4 and define the function
H as H = L + λG. Then, each solution x of the fractional Equations (14) and (15) minimizes (resp.
maximizes) the functional J given in (1), subject to the restrictions x(t) = µ(t), t ∈ [a− τ, a] and
x(b) = x(b), and the integral constraint (13). If x(b) is free, then each solution x of the fractional
Equations (14)–(16) minimizes (resp. maximizes) J subject to (13).

Theorem 8 (Sufficient optimality conditions for problem (PCτ
)). Consider the functional J

defined in (19), where the Lagrangian function L is convex (resp. concave) in [a, b]×R7. Define
function λ : [a, b]→ R by

λ(t) := − 1
∂3g(t, x(t))

(
∂3L[x]τ(t) + ∂5L[x]τ(t + τ) +

(
Dφ(α),ψ
(b−τ)−

∂7L[x]τ(t)
ψ′(t)

)
ψ′(t)

+

(
Dϕ(α),ψ

a+
∂9L[x]τ(t)

ψ′(t)

)
ψ′(t)−

∫ 1

0

φ(α)

Γ(1− α)

d
dt

∫ b

b−τ
(ψ(s)− ψ(t))−α∂7L[x]τ(s)dsdα

)
,

for t ∈ [a, b− τ], and

λ(t) := − 1
∂3g(t, x(t))

(
∂3L[x]τ(t) +

(
Dφ(α),ψ

b−
∂7L[x]τ(t)

ψ′(t)

)
ψ′(t)

+

(
Dϕ(α),ψ
(b−τ)+

∂9L[x]τ(t)
ψ′(t)

)
ψ′(t) +

∫ 1

0

ϕ(α)

Γ(1− α)

d
dt

∫ b−τ

a
(ψ(t)− ψ(s))−α∂9L[x]τ(s)dsdα

)
,

for t ∈ [b− τ, b], where g is a C1 function, such that ∂3g(t, x(t)) 6= 0 for all t ∈ [a, b]. Then, each
solution x = (x1, x2) of the Equations (20) and (21) minimizes (resp. maximizes) the functional
J , subject to the restrictions x(t) = µ(t), t ∈ [a− τ, a] and x(b) = x(b), and the holonomic
constraint (17). In addition, if x(b) is free, then each solution x of the fractional Equations (20)–(22)
minimizes (resp. maximizes) J subject to (17).
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3.2. Higher-Order Variational Problems

In this section, we consider the general case with respect to fractional orders. Thus,
the distributions φi, ϕi have domain [i− 1, i], i = 1, . . . , n, where n ∈ N is fixed, with

∫ i

i−1
φi(α)dα > 0 and

∫ i

i−1
ϕi(α)dα > 0.

The problem is formulated as follows:

Problem 4 ((Pn)). Find a curve x ∈ Cn([a, b],R) for which the functional

J (x) :=
∫ b

a
L
(

t, x(t),C Dφ1(α),ψ
a+ x(t),C Dϕ1(α),ψ

b− x(t), ...,C Dφn(α),ψ
a+ x(t),C Dϕn(α),ψ

b− x(t)
)

dt, (24)

attains a minimum or a maximum value, where L : [a, b] × R2n+1 → R is a continuously
differentiable function. In addition, the following boundary conditions

x(i)(a) = xi
a and x(i)(b) = xi

b, with xi
a, xi

b ∈ R, i = 0, ..., n− 1 (25)

may be assumed.

We will consider the variational problem (Pn) with and without fixed boundary
conditions (25), and also with isoperimetric or holonomic constraints.

As done previously, we use the abbreviations

[x]n(t) :=
(

t, x(t),C Dφ1(α),ψ
a+ x(t),C Dϕ1(α),ψ

b− x(t), ...,C Dφn(α),ψ
a+ x(t),C Dϕn(α),ψ

b− x(t)
)

and

C−φi
[H, j] : t→

(
Dφi(α),ψ

b−
∂j H[x]n

ψ′

)
(t) is continuous for all t ∈ [a, b]

C+
ϕi
[H, j] : t→

(
Dϕi(α),ψ

a+
∂j H[x]n

ψ′

)
(t) is continuous for all t ∈ [a, b]

where H is a function and i, j ∈ N.

Theorem 9 (Fractional Euler–Lagrange equation and natural boundary conditions for
problem (Pn)). Let x ∈ Cn([a, b],R) be an extremizer of functional J defined by (24). If con-
ditions C−φi

[L, 2i + 1] and C+
ϕi
[L, 2i + 2] hold, for all i ∈ {1, ..., n}, then x satisfies the following

Euler–Lagrange equation:

∂2L[x]n(t) + ∑n
i=1

[(
Dφi(α),ψ

b−
∂2i+1L[x]n(t)

ψ′(t)

)
ψ′(t) +

(
Dϕi(α),ψ

a+
∂2i+2L[x]n(t)

ψ′(t)

)
ψ′(t)

]
= 0, (26)

for all t ∈ [a, b]. In addition, if x(i)(a) are free, for i = 0, ..., n− 1, then

n

∑
k=i+1

[((
− 1

ψ′(t)
1
dt

)k−i−1(
Ik−φk(α),ψ
b−

∂2k+1L[x]n(t)
ψ′(t)

)

+ (−1)i+1
(

1
ψ′(t)

1
dt

)k−i−1(
Ik−ϕk(α),ψ
a+

∂2k+2L[x]n(t)
ψ′(t)

))]
= 0, at t = a, (27)
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and if x(i)(b) are free, for i = 0, ..., n− 1, then

n

∑
k=i+1

[((
− 1

ψ′(t)
1
dt

)k−i−1(
Ik−φk(α),ψ
b−

∂2k+1L[x]n(t)
ψ′(t)

)

+ (−1)i+1
(

1
ψ′(t)

1
dt

)k−i−1(
Ik−ϕk(α),ψ
a+

∂2k+2L[x]n(t)
ψ′(t)

))]
= 0, at t = b. (28)

Proof. Let h ∈ Cn([a, b],R) be a function. Observe that, given i ∈ {0, ..., n− 1}, if x(i)(a)
or x(i)(b) are fixed, then we need to assume that h(i)(a) = 0 or h(i)(b) = 0, respectively,
and so (

1
ψ′(t)

d
dt

)i
h(t) = 0, at t = a or t = b,

respectively. Defining j as j(ε) := J (x + εh), ε ∈ R, then j′(0) = 0, and so

∫ b

a

(
∂2L[x]n(t) · h(t) +

n

∑
i=1

(
∂2i+1L[x]n(t) ·C Dφi(α),ψ

a+ h(t)

+ ∂2i+2L[x]n(t) ·C Dϕi(α),ψ
b− h(t)

))
dt = 0.

Using Theorem 1, we obtain, for each i ∈ {1, ..., n},
∫ b

a
∂2i+1L[x]n(t) ·C Dφi(α),ψ

a+ h(t)dt =
∫ b

a

(
Dφi(α),ψ

b−
∂2i+1L[x]n(t)

ψ′(t)

)
ψ′(t)h(t)dt

+
i−1

∑
k=0

[(
− 1

ψ′(t)
1
dt

)k(
Ii−φi(α),ψ
b−

∂2i+1L[x]n(t)
ψ′(t)

)
· h[i−k−1]

ψ (t)

]t=b

t=a

and

∫ b

a
∂2i+2L[x]n(t) ·C Dϕi(α),ψ

b− h(t)dt =
∫ b

a

(
Dϕi(α),ψ

a+
∂2i+2L[x]n(t)

ψ′(t)

)
ψ′(t)h(t)dt

+
i−1

∑
k=0

[
(−1)i−k

(
1

ψ′(t)
1
dt

)k(
Ii−ϕi(α),ψ
a+

∂2i+2L[x]n(t)
ψ′(t)

)
· h[i−k−1]

ψ (t)

]t=b

t=a

.

Therefore,

∫ b

a

(
∂2L[x]n(t) +

n

∑
i=1

[(
Dφi(α),ψ

b−
∂2i+1L[x]n(t)

ψ′(t)

)
ψ′(t)

+

(
Dϕi(α),ψ

a+
∂2i+2L[x]n(t)

ψ′(t)

)
ψ′(t)

])
h(t)dt

+
n

∑
i=1

i−1

∑
k=0

[((
− 1

ψ′(t)
1
dt

)k(
Ii−φi(α),ψ
b−

∂2i+1L[x]n(t)
ψ′(t)

)

+ (−1)i−k
(

1
ψ′(t)

1
dt

)k(
Ii−ϕi(α),ψ
a+

∂2i+2L[x]n(t)
ψ′(t)

))
h[i−k−1]

ψ (t)

]t=b

t=a

= 0.
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Since

n

∑
i=1

i−1

∑
k=0

[((
− 1

ψ′(t)
1
dt

)k(
Ii−φi(α),ψ
b−

∂2i+1L[x]n(t)
ψ′(t)

)

+ (−1)i−k
(

1
ψ′(t)

1
dt

)k(
Ii−ϕi(α),ψ
a+

∂2i+2L[x]n(t)
ψ′(t)

))
h[i−k−1]

ψ (t)

]t=b

t=a

=
n−1

∑
i=0

h[i]ψ (t)
n

∑
k=i+1

[((
− 1

ψ′(t)
1
dt

)k−i−1(
Ik−φk(α),ψ
b−

∂2k+1L[x]n(t)
ψ′(t)

)

+ (−1)i+1
(

1
ψ′(t)

1
dt

)k−i−1(
Ik−ϕk(α),ψ
a+

∂2k+2L[x]n(t)
ψ′(t)

))]t=b

t=a

,

from the arbitrariness of h, we prove (26), (27), and (28).

When in the presence of an isoperimetric or holonomic contraint, similar results are
proven for this new variational problem. To simplify, we will assume that the boundary
conditions (25) hold. In addition, the proofs will be omitted since they follow the same
pattern as the ones presented before.

Problem 5 ( (PI n)). The isoperimetric problem can be formulated as follows: minimize or maximize
the functional J in (24) assuming the boundary conditions (25) and also an integral restriction

I(x) =
∫ b

a
G[x]n(t)dt = k, k ∈ R, (29)

where G : [a, b]×R2n+1 → R is a C1 function.

Theorem 10 (Necessary optimality conditions for problem (PI n)—Case I). Let
x ∈ Cn([a, b],R) be a solution of problem (PI n). Suppose that there exists some t ∈ [a, b]
such that

∂2G[x]n(t) +
n

∑
i=1

[(
Dφi(α),ψ

b−
∂2i+1G[x]n(t)

ψ′(t)

)
ψ′(t) +

(
Dϕi(α),ψ

a+
∂2i+2G[x]n(t)

ψ′(t)

)
ψ′(t)

]
6= 0. (30)

If conditions C−φi
[L, 2i + 1], C+

ϕi
[L, 2i + 2], C−φi

[G, 2i + 1], and C+
ϕi
[G, 2i + 2] hold, for all

i ∈ {1, ..., n}, then there exists a real number λ such that x is a solution of the equation

∂2H[x]n(t) +
n

∑
i=1

[(
Dφi(α),ψ

b−
∂2i+1H[x]n(t)

ψ′(t)

)
ψ′(t) +

(
Dϕi(α),ψ

a+
∂2i+2H[x]n(t)

ψ′(t)

)
ψ′(t)

]
= 0, (31)

for all t ∈ [a, b], where H := L + λG.

Theorem 11 (Necessary optimality conditions for problem (PI n)—Case II). Let
x ∈ Cn([a, b],R) be a solution of problem (PI n). If conditions C−φi

[L, 2i + 1], C+
ϕi
[L, 2i + 2],

C−φi
[G, 2i + 1], and C+

ϕi
[G, 2i + 2] hold, for all i ∈ {1, ..., n}, then there exists a vector (λ0, λ) ∈

R2 \ {(0, 0)} such that x is a solution of Equation (31) for all t ∈ [a, b], with the Hamiltonian H
defined as H := λ0L + λG.

To finish this section, we will study problem (Pn) with a holonomic constraint.

Problem 6 ((PCn)). The objective is to find x ∈ Cn([a, b],R)× Cn([a, b],R) that minimizes or
maximizes the functional

J (x) =
∫ b

a
L[x]n(t)dt, (32)
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defined on Cn([a, b],R)× Cn([a, b],R) and subject a constraint

g(t, x(t)) = 0, t ∈ [a, b], (33)

where g : [a, b]×R2 → R is a Cn function. In addition, boundary conditions

x(i)(a) = x(i)a and x(i)(b) = x(i)b , xi
a, xi

b ∈ R2 for i = 0, ..., n− 1 (34)

are imposed on the variational problem.

Theorem 12 (Necessary optimality conditions for problem (PCn)). Let x be an extremizer of
functionalJ defined by (32) and subject to the constraints (33)–(34). If conditions C−φi

[L, 4i+ j− 1]
and C+

ϕi
[L, 4i + j + 1] hold for all i ∈ {1, ..., n} and j = 1, 2, and if

∂3g(t, x(t)) 6= 0, ∀ t ∈ [a, b],

then there exists a continuous function λ : [a, b]→ R such that x is a solution of

∂j+1L[x]n(t) + ∑n
i=1

[(
Dφi(α),ψ

b−
∂4i+j−1L[x]n(t)

ψ′(t)

)
ψ′(t) +

(
Dϕi(α),ψ

a+
∂4i+j+1L[x]n(t)

ψ′(t)

)
ψ′(t)

]

+λ(t)∂j+1g(t, x(t)) = 0,
(35)

for all t ∈ [a, b] and j = 1, 2.

Remark 1. In a similar way, we can prove that, in case function L is convex (resp. concave), then
the conditions given in Theorems 9–12 are also sufficient conditions to ensure that the candidates of
extremizers are indeed minimizers (resp. maximizers) of the functional.

4. Illustrative Examples

Some illustrative examples are provided to demonstrate the applicability of our results.

Example 1. Suppose we intend to find a function x ∈ C3([0, 1],R), subject to the initial conditions
x(0) = (ψ(1)−ψ(0))5, x′(0) = −5ψ′(0)(ψ(1)−ψ(0))4, x′′(0) = −5ψ′′(0)(ψ(1)−ψ(0))4 +
20(ψ′(0))2(ψ(1)− ψ(0))3, and terminal conditions x(1) = x′(1) = x′′(1) = 0, that extremizes
the functional

J (x) =
∫ 1

0

(
CDφ3(α),ψ

0+ x(t) · (ψ(1)− ψ(t))5ψ′(t)

− x(t) · (ψ(1)− ψ(t))3 − (ψ(1)− ψ(t))2

ln(ψ(1)− ψ(t))
ψ′(t)

)
dt,

where φ3 : [2, 3]→ [0, 1] is defined by

φ3(α) =
Γ(6− α)

5!
.

The Euler–Lagrange equation associated is the following (cf. Theorem 9):

− (ψ(1)− ψ(t))3 − (ψ(1)− ψ(t))2

ln(ψ(1)− ψ(t))
+ Dφ3(α),ψ

1−
(
(ψ(1)− ψ(t))5) = 0.

By ([14] Lemma 14),

Dα,ψ
1−
(
(ψ(1)− ψ(t))5) = 5!

Γ(6− α)
(ψ(1)− ψ(t))5−α,
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and so

Dφ3(α),ψ
1−

(
(ψ(1)− ψ(t))5) = (ψ(1)− ψ(t))3 − (ψ(1)− ψ(t))2

ln(ψ(1)− ψ(t))
,

proving that the function x(t) = (ψ(1)− ψ(t))5, t ∈ [0, 1], is a candidate to be an extremizer of
the proposed problem.

Example 2. We want to find a curve x ∈ C1([−1, 2],R), subject to the condition x(t) = µ(t), t ∈
[−1, 0], where µ ∈ C1([−1, 0],R) is a fixed initial function with µ(0) = (ψ(2)− ψ(0))2, that
minimizes the following functional:

J (x) =
∫ 2

0

((
x(t− 1)− (ψ(2)− ψ(t− 1))2

)2

+

(
CDϕ(α),ψ

2− x(t)− ψ(t)− ψ(2) + (ψ(2)− ψ(t))2

ln(ψ(2)− ψ(t))

)2
)

dt,

where ϕ : [0, 1]→ [0, 1] is defined by

ϕ(α) =
Γ(3− α)

2
.

By Lemma 1 in [13], if x : [−1, 2] → R is defined by x(t) = (ψ(2)− ψ(t))2 if t ∈ [0, 2],
and x(t) = µ(t), if t ∈ [−1, 0], then

CDα,ψ
2− x(t) =

2
Γ(3− α)

(ψ(2)− ψ(t))2−α, t ∈ [0, 2],

and so the distributed-order derivative with respect to ψ is given by

CDϕ(α),ψ
2− x(t) =

∫ 1

0
ϕ(α)CDα,ψ

2− x(t)dα =
ψ(t)− ψ(2) + (ψ(2)− ψ(t))2

ln(ψ(2)− ψ(t))
.

Note that x satisfies the assumptions of Theorem 2 and also the Euler–Lagrange Equations (2) and (3),
as well as the transversality condition (4), proving that x is a candidate to be a local minimizer of
J . Since the Lagrangian function is convex, we conclude by Theorem 6 that x is a minimizer of J .

Example 3. Determine x that minimizes the functional

J (x) =
∫ 1

0

((
CDφ2(α),ψ

0+ x(t)− ψ(t)− ψ(0)− 1
ln(ψ(t)− ψ(0))

)2

+

(
CDϕ2(α),ψ

1− x(t)− ψ(1)− ψ(t)− 1
ln(ψ(1)− ψ(t))

)2
)

dt,

in the class of functions C2([0, 1],R) subject to the boundary conditions x(0) = x′(0) = 0, where
φ2, ϕ2 : [1, 2]→ [0, 1] are defined by

φ2(α) =
Γ(3− α)

2
= ϕ2(α).

Again, by [13, Lemma 1], if x(t) = (ψ(t)− ψ(0))2, t ∈ [0, 1], then

CDα,ψ
0+ x(t) =

2
Γ(3− α)

(ψ(t)− ψ(0))2−α,
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and so
CDφ2(α),ψ

0+ x(t) =
∫ 2

1
φ2(α)

CDα,ψ
0+ x(t)dα =

ψ(t)− ψ(0)− 1
ln(ψ(t)− ψ(0))

.

In addition, observe that

CDα,ψ
1− x(t) = CDα,ψ

1− ((ψ(1)− ψ(t)) + (ψ(0)− ψ(1)))2

= CDα,ψ
1− (ψ(1)− ψ(t))2 =

2
Γ(3− α)

(ψ(1)− ψ(t))2−α,

and therefore

CDϕ2(α),ψ
1− x(t) =

∫ 2

1
ϕ2(α)

CDα,ψ
1− x(t)dα =

ψ(1)− ψ(t)− 1
ln(ψ(1)− ψ(t))

.

We can easily verify that x satisfies assumptions of Theorem 9, the Euler–Lagrange Equation (26),
and the natural boundary condition (28), proving that x is a candidate to be a local minimizer of J .
Since the Lagrangian function is convex, we conclude that x is a minimizer of J .

5. Conclusions and Future Work

In this article, we continue the study started in [15], considering now new problems in
the calculus of variations. Namely, two distinct types are considered: when the Lagrangian
function involves a time delay and derivatives of order greater than 1. Necessary and
sufficient optimization conditions are proved, for the basic problem and when in the
presence of additional constraints to the problem. The study is formulated in the context of
fractional calculus, where the derivative of the state curve is of the fractional type involving
distributed-orders and the kernel involves an arbitrary smooth function.

In the future, we intend to study variational problems of Herglotz type and
some generalizations involving distributed-order fractional derivatives with arbitrary
smooth kernels.
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Abstract: We consider the time-dependent dynamical system q̈a = −Γa
bc q̇b q̇c − ω(t)Qa(q) where

ω(t) is a non-zero arbitrary function and the connection coefficients Γa
bc are computed from the

kinetic metric (kinetic energy) of the system. In order to determine the quadratic first integrals
(QFIs) I we assume that I = Kab q̇a q̇b + Ka q̇a + K where the unknown coefficients Kab, Ka, K are
tensors depending on t, qa and impose the condition dI

dt = 0. This condition leads to a system
of partial differential equations (PDEs) involving the quantities Kab, Ka, K, ω(t) and Qa(q). From
these PDEs, it follows that Kab is a Killing tensor (KT) of the kinetic metric. We use the KT Kab

in two ways: a. We assume a general polynomial form in t both for Kab and Ka; b. We express
Kab in a basis of the KTs of order 2 of the kinetic metric assuming the coefficients to be functions
of t. In both cases, this leads to a new system of PDEs whose solution requires that we specify
either ω(t) or Qa(q). We consider first that ω(t) is a general polynomial in t and find that in this
case the dynamical system admits two independent QFIs which we collect in a Theorem. Next,
we specify the quantities Qa(q) to be the generalized time-dependent Kepler potential V = −ω(t)

rν

and determine the functions ω(t) for which QFIs are admitted. We extend the discussion to the
non-linear differential equation ẍ = −ω(t)xµ + φ(t)ẋ (µ 6= −1) and compute the relation between
the coefficients ω(t), φ(t) so that QFIs are admitted. We apply the results to determine the QFIs of
the generalized Lane–Emden equation.

Keywords: time-dependent dynamical systems; quadratic first integrals; Killing tensors; kinetic
metric; Kepler potential; oscillator; Lane-Emden equation

1. Introduction

The equations of motion of a dynamical system define in the configuration space a
Riemannian structure with the metric of the kinetic energy (kinetic metric). This metric is
inherent in the structure of the dynamical system; therefore, we expect that it will determine
the first integrals (FIs) of the system which are important in its evolution. On the other
hand a metric is fixed by its symmetries, that is, the linear collineations: Killing vectors
(KVs), homothetic vectors (HVs), conformal Killing vectors (CKVs), affine collineations
(ACs), projective collineations (PCs); the quadratic collineations: second order Killing
tensors (KTs). The question then is how the FIs of the dynamical system and the geometric
symmetries of the kinetic metric are related.

The standard way to determine the FIs of a differential equation is the use of Lie/Noether
symmetries which applies to the point as well as the generalized Lie/Noether symmetries.
The relation of the Lie/Noether symmetries with the symmetries of the kinetic metric
has been considered mostly in the case of point symmetries for autonomous conservative
dynamical systems moving in a Riemannian space. In particular, it has been shown (see,
e.g., [1–4]) that the Lie point symmetries are generated by the special projective algebra of
the kinetic metric whereas the Noether point symmetries are generated by the homothetic

49



Mathematics 2021, 9, 1503

algebra of the kinetic metric, the latter being a subalgebra of the projective algebra. A recent
clear statement of these results is discussed in [5].

In addition to the autonomous conservative systems this method has been applied
to the time-dependent potentials W(t, q) = ω(t)V(q), that is, for equations of the form
q̈a = −Γa

bc q̇b q̇c −ω(t)V,a(q) (see, e.g., [6–12]). In this case it has been shown that the Lie
point symmetries, the Noether point symmetries and the associated FIs are computed in
terms of the collineations of the kinetic metric plus a set of constraint conditions involving
the time-dependent potential and the collineation vectors. These time-dependent potentials
are important because (among others) they contain the time-dependent oscillator (see,
e.g., [8,10,13–15]) and the time-dependent Kepler potential (see, e.g., [12,16–18]). A further
development in the same line is the extension of this method to time-dependent potentials
W(t, q) with linear damping terms [12]. It has been shown that under a suitable time
transformation the damping term can be removed and the problem reduces to a time-
dependent potential of the form W(t, q) = ω̄(t)V(q) but with different ω̄(t). Finally
the Lie/Noether method has been applied to the study of partial differential equations
(PDEs) [4,19–21].

Besides the aforementioned Lie/Noether method there is a different method which
computes the FIs in terms of the collineations of the kinetic metric without using Lie
symmetries. This method we shall apply in this paper. It has as follows.

One assumes the generic quadratic first integral (QFI) to be of the form (the linear FIs
(LFIs) are also included for Kab = 0)

I = Kab q̇a q̇b + Ka q̇a + K (1)

where the coefficients Kab, Ka, K are tensors depending on the coordinates t, qa and imposes
the condition dI

dt = 0. Using again the equations of motion to replace the quantities q̈a

whenever they appear, this condition leads to a system of PDEs involving the unknown
quantities Kab, Ka, K and the dynamical elements, i.e., the potential and the generalized
forces of the system. The solution of this system of PDEs provides the QFIs (1). For future
reference we shall call this method the direct method.

The system of PDEs consists of two parts: a. The geometric part which is independent
of the dynamical quantities; b. the dynamical part which contains the scalar K and the
dynamical quantities. The main conclusion of the geometric part is that the tensor Kab is a
KT of the kinetic metric whereas the vector Ka is related to the linear collineations of that
metric. The dynamical part involves the scalar K which is determined by a set of constraint
conditions which involve Kab, Ka, K, the potential and the generalized forces. Once K is
computed one gets the corresponding QFI I.

The direct method can always be related to the Noether symmetries. Indeed assuming
that the system has a regular Lagrangian (which is always the case since we assume that
there exists the kinetic energy) it can be shown by using the inverse Noether theorem
(see [22] and section II in [23]) that to each QFI I one determines an associated gauged
generalized Noether symmetry with generator ηa = −2Kab q̇b − Ka and Noether function
f = −Kab q̇a q̇b + K whose Noether integral is the considered QFI. Therefore, we conclude
that all QFIs of the form (1) are Noetherian, provided the Lagrangian is regular, that is,
the dynamical equations can be solved in terms of q̈a.

Moreover, the direct method has been employed in the literature (see [17,24–26]) both
for autonomous and time-dependent dynamical systems. A recent account of this method
in the case of autonomous conservative systems together with relevant references can be
found in [27]. This approach being geometric is powerful and convenient because with
minimal calculations it allows the computation of the FIs by using known results from
differential geometry.

The purpose of the present work is to apply the direct method to compute the QFIs
of time-dependent equations of the form q̈a = −Γa

bc q̇b q̇c −ω(t)Qa(q). Because many well-
known dynamical systems fall in this category we intend to recover in a direct single
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approach all the known results derived from the Lie/Noether symmetry method, which
are scattered in a large number of papers.

As explained above, the solution of the system requires that the tensor Kab is a KT
of the kinetic metric. In general, the computation of the KTs of a metric is a major task.
However, for spaces of constant curvature, this problem has been solved (see [28–30]).
Therefore, in this paper, we restrict our discussion to Euclidean spaces only. Since the KT
Kab is a function of t, qa we suggest two procedures of work: (a). The polynomial method;
(b). the basis method.

In the polynomial method, one assumes a general polynomial form in the variable t
both for the KT Kab and the vector Ka and replaces in the equations of the relevant system.
In the basis method, one first computes a basis of the KTs of order 2 of the kinetic metric and
then expresses in this basis the KT Kab with the coefficients to be functions of t. The vector
Ka and the FIs follow from the solution of the system of PDEs. Both methods are suitable
for autonomous dynamical systems but for time-dependent systems it appears that the
basis method is preferable.

Concerning the quantities ω(t) and Qa(q), again, there are two ways to proceed.

(a) Consider a general form for the function ω(t) and let the quantities Qa unspecified.
In this case, the quantities Qa act as constraints;

(b) Specify the quantities Qa and determine for which functions ω(t) the resulting dy-
namical system admits QFIs.

In the following, we shall consider both the polynomial method and the basis method,
starting from the former. As a first application, we assume the KT Kab = N(t)γab where
N(t) is an arbitrary function and show that we recover all the point Noether integrals
found in [12]. As a second application, we assume that ω(t) = b0 + b1t + ... + b`t` with
b` 6= 0 and ` ≥ 1 whereas the quantities Qa are unspecified. We find that in this case, the
system admits two families of independent QFIs as stated in Theorem 1.

Subsequently, we consider the basis method. This is carried out in two steps. In the first
step, we assume that we know a basis {C(N)ab(q)} of the space of KTs of the kinetic metric
and require that Kab has the form Kab(t, q) = ∑m

N=1 αN(t)C(N)ab(q). In the second step,
we specify the generalized forces to be conservative with the time-dependent Newtonian
generalized Kepler potential V = −ω(t)

rν where ν is a non-zero real constant and r =√
x2 + y2 + z2. This potential for ν = −2, 1 includes, respectively, the three-dimensional

(3d) time-dependent oscillator and the time-dependent Kepler potential. For other values
of ν it reduces to other important dynamical systems, for example, for ν = 2 one obtains
the Newton–Cotes potential (see, e.g., [31]). We determine the QFIs of the time-dependent
generalized Kepler potential and recover in a systematic way the known results concerning
the QFIs of the 3d time-dependent oscillator, the time-dependent Kepler potential and the
Newton–Cotes potential. For easier reference, we collect the results in Table 2 of Section 14.

Using the well-known result that by a reparameterization the linear damping term
φ(t)q̇a of a dynamical equation is absorbed to a time-dependent force of the form ω(t)Qa(q),
we also study the non-linear differential equation ẍ = −ω(t)xµ + φ(t)ẋ (µ 6= −1) and
compute the relation between the coefficients ω(t), φ(t) for which QFIs are admitted. It is
found that a family of ‘frequencies’ ω̄(s) is admitted which for µ = 0, 1, 2 is parameterized
with functions whereas for µ 6= −1, 0, 1, 2 is parameterized with constants. As a further ap-
plication, we study the integrability of the well-known generalized Lane–Emden equation.

The structure of the paper is as follows. In Section 2, we determine the system of
PDEs resulting form the condition dI/dt = 0. In Section 3, we assume that the KT is
proportional to the kinetic metric and derive the point Noether FIs of the time-dependent
dynamical system (2). In Section 4, we consider the polynomial method and define the
general forms of the KT Kab and the vector Ka which lead to a new form of the system of
PDEs. In Section 5, we assume that ω(t) is a general polynomial of t and we find that the
resulting time-dependent system admits two independent QFIs as stated in Theorem 1.
In Section 6, we discuss some special cases of the QFI In of Theorem 1. In Section 7, we
consider the basis method. In Section 8, we find a basis for the KTs in E3 in order to
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apply the basis method to 3d Newtonian systems. In Sections 9–13, we study the time-
dependent generalized Kepler potential and find for which functions ω(t) admits QFIs.
Particularly, in Section 13, we study a special class of time-dependent oscillators with
frequency ω3O(t) as given in Equation (123). We collect our results for the several values
of ν in Table 2 of Section 14. In Section 15, we use the independent LFIs I41i, I42i given
in Equations (125) and (126) to integrate the equations of the time-dependent oscillators
defined in Section 13; the FIs Li, E2, Ai determined in Section 11.1 to integrate the time-
dependent Kepler potential with ω(t) = k

b0+b1t where kb1 6= 0. In Section 16, we consider
the second order non-linear time-dependent differential Equation (154) and show that it
is integrable with an associated QFI given in Equation (175) iff the functions ω(t), φ(t)
are related as shown in Equation (174). For the special values µ = 0, 1, 2 we find also
that there exist additional relations between ω(t), φ(t) for which the resulting differential
equation admits a QFI. For µ = 1 Equation (154) admits the general solution (166) provided
that condition (165) is satisfied. We apply these results in Section 16.1 and we study the
properties of the well-known generalized Lane–Emden equation. Finally, in Section 17, we
draw our conclusions and, in the Appendix A, we give the proof of Theorem 1.

2. The System of Equations

We consider the dynamical system

q̈a = −Γa
bc q̇b q̇c −ω(t)Qa(q) (2)

where Γa
bc are the Riemannian connection coefficients determined by the kinetic metric γab

(kinetic energy) of the system and −ω(t)Qa(q) are the time-dependent generalized forces.
Einstein summation convention is assumed and the metric γab is used for lowering and
raising the indices.

We next consider a function I(t, qa, q̇a) of the form

I = Kab(t, q)q̇a q̇b + Ka(t, q)q̇a + K(t, q) (3)

where Kab is a symmetric tensor, Ka is a vector and K is an invariant.
We demand I be a FI of (2) by imposing the condition

dI
dt

= 0. (4)

Using the dynamical Equations (2) to replace q̈a whenever it appears, we find the
system of equations

K(ab;c) = 0 (5)

Kab,t + K(a;b) = 0 (6)

−2ωKabQb + Ka,t + K,a = 0 (7)

K,t −ωKaQa = 0 (8)

Ka,tt + ω
(

KbQb
)

,a
− 2ω,tKabQb − 2ωKab,tQb = 0 (9)

K[a;b],t − 2ω
(

K[a|c|Q
c
)

;b]
= 0 (10)

where the last two Equations (9) and (10) express the integrability conditions K,[at] = 0 and
K,[ab] = 0, respectively, for the scalar K. We also note that round and square brackets indi-
cate symmetrization and antisymmetrization, respectively, of the enclosed indices; indices
enclosed between vertical lines are overlooked by symmetrization or antisymmetrization
symbols; a comma indicates partial derivative and a semicolon Riemannian covariant
derivative.

Equation (5) implies that Kab is a KT of order 2 (possibly zero) of the kinetic metric γab.
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The solution of the system requires the function ω(t) and the quantities Qa(q) both
being quantities which are characteristic of the given dynamical system. There are two
ways to proceed.

(a) Consider a general form for the function ω(t) and let the quantities Qa(q) unspecified.
In this case the quantities Qa(q) act as constraints.

(b) Specify the quantities Qa(q) and determine for which functions ω(t) the resulting
dynamical system admits FIs.

However, before continuing with this kind of considerations, we first proceed with
the simple geometric choice Kab = N(t)γab where N(t) is an arbitrary smooth function.
By specifying the KT Kab as above both the function ω(t) and the quantities Qa(q) stay
unspecified and act as constraints.

3. The Point Noether FIs of the Time-Dependent Dynamical System (2)

We consider the simplest choice

Kab = N(t)γab (11)

where N(t) is an arbitrary smooth function. This choice is purely geometric; therefore, the
function ω(t) and the quantities Qa(q) are unspecified and act as constraints, whereas the
vector Ka is identified with a collineation of the kinetic metric. With this Kab, the system of
Equations (5)–(10) become (Equation (5) vanishes trivially)

N,tγab + K(a;b) = 0 (12)

−2ωNQa + Ka,t + K,a = 0 (13)

K,t −ωKaQa = 0 (14)

Ka,tt + ω
(

KbQb
)

,a
− 2ω,tNQa − 2ωN,tQa = 0 (15)

K[a;b],t − 2ωNQ[a;b] = 0. (16)

We consider the following cases.

3.1. Case Ka = Ka(q) is the HV of γab with Homothety Factor ψ

In this case, Ka,t = 0 and K(a;b) = ψγab where ψ is an arbitrary constant.
Equation (12) gives

N,t = −ψ =⇒ N = −ψt + c

where c is an arbitrary constant.
Equation (16) implies that (take ω 6= 0)

Q[a;b] = 0 =⇒ Qa = V,a

where V = V(q) is an arbitrary potential.
Replacing in (13) we find that

K,a = 2ω(−ψt + c)V,a =⇒ K = 2ω(−ψt + c)V + M(t)

where M(t) is an arbitrary function.
Substituting the function K(t, q) in (14) we get

ωKaV,a − 2ω,t(−ψt + c)V + 2ωψV −M,t = 0. (17)

The remaining condition (15) is just the partial derivative of (17), and hence is satis-
fied trivially.
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Moreover, since ω 6= 0, Equation (17) can be written in the form

KaV,a − 2(ln ω),t(−ψt + c)V + 2ψV − M,t

ω
= 0 (18)

which implies that

2(ln ω),t(−ψt + c) = c1 (19)

M,t = c2ω (20)

where c1, c2 are arbitrary constants.
Therefore, Equation (18) becomes

KaV,a + (2ψ− c1)V − c2 = 0. (21)

The QFI is

I1 = (−ψt + c)γab q̇a q̇b + Ka(q)q̇a + 2ω(−ψt + c)V + M(t) (22)

where Qa = V,a and the quantities ω(t), M(t), V(q), Ka(q) satisfy the conditions (19)–(21).

3.2. Case Ka = −M(t)S,a(q) Where S,a Is the Gradient HV of γab

In this case S;ab = ψγab and M(t) 6= 0 is an arbitrary function.
Equation (12) implies N,t = ψM.
From Equation (16) we find that there exists a potential function V(q) such that

Qa = V,a.
Replacing the above results in (13) we obtain

K,a = 2ωNV,a + M,tS,a =⇒ K = 2ωNV + M,tS + C(t)

where C(t) is an arbitrary function.
Substituting in (14) we get (take ωM 6= 0)

ωMS,aV,a + 2ω,tNV + 2ωψMV + M,ttS + C,t = 0 =⇒

S,aV,a + 2ψV +
2(ln ω),tN

M
V +

M,tt

ωM
S +

C,t

ωM
= 0

which implies that

2(ln ω),tN
M

= d1 (23)

M,tt

ωM
= m (24)

C,t

ωM
= k (25)

S,aV,a + (2ψ + d1)V + mS + k = 0 (26)

where d1, m, k are arbitrary constants. The remaining condition (15) is satisfied identically.
The QFI is

I2 = Nγab q̇a q̇b −MS,a q̇a + 2ωNV + M,tS + C(t) (27)

where Qa = V,a, N,t = ψM and the conditions (23)–(26) must be satisfied.

3.3. Case Qa = V,a and Ka = −M(t)V,a(q) Where V,a Is the Gradient HV of γab

Equation (12) implies N,t = ψM where ψ is the homothety factor of V,a.
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From Equation (13), we obtain

K,a = 2ωNV,a + M,tV,a =⇒ K = 2ωNV + M,tV + C(t)

where C(t) is an arbitrary function.
Substituting in (14) we get (take ωM 6= 0)

ωMV,aV,a + 2ω,tNV + 2ωψMV + M,ttV + C,t = 0 =⇒

V,aV,a + 2ψV +
2(ln ω),tN

M
V +

M,tt

ωM
V +

C,t

ωM
= 0

which implies that

M,tt

ωM
+

2(ln ω),tN
M

= d2 (28)

C,t

ωM
= k (29)

V,aV,a + (2ψ + d2)V + k = 0 (30)

where d2, k are arbitrary constants. The remaining conditions are satisfied identically.
The QFI is

I3 = Nγab q̇a q̇b −MV,a q̇a + (2ωN + M,t)V + C (31)

where Qa = V,a, N,t = ψM and the conditions (28)–(30) must be satisfied.

The above results reproduce Theorem 2 of [12] which states that the point Noether
symmetries of the time-dependent potentials of the form ω(t)V(q) are generated by the
homothetic algebra of the kinetic metric (provided the Lagrangian is regular).

It is interesting to observe that the QFIs (22), (27) and (31) produced by point Noether
symmetries can be also produced by generalized (gauged) Noether symmetries using the
inverse Noether theorem. This proves that a Noether FI may not associated with a unique
Noether symmetry.

4. The Polynomial Method for Computing the QFIs

In the polynomial approach, one assumes a polynomial form in t of the KT Kab(t, q)
and the vector Ka(t, q) and solves the resulting system for given ω(t), Qa(q). One applica-
tion of this method can be found in [27] where a general theorem is given which allows the
finding of the QFIs of an autonomous conservative dynamical system. In the present work,
we generalize the considerations made in [27] and assume that the quantity Kab(t, q) has
the form

Kab(t, q) = C(0)ab(q) +
n

∑
N=1

C(N)ab(q)
tN

N
(32)

where C(N)ab, N = 0, 1, ..., n, is a sequence of arbitrary KTs of order 2 of the kinetic met-
ric γab.

This choice of Kab and Equation (6) indicate that we set

Ka(t, q) =
m

∑
M=0

L(M)a(q)t
M (33)

where L(M)a(q), M = 0, 1, ..., m, are arbitrary vectors.
We note that both powers n, m in the above polynomial expressions may be infinite.
Substituting (32) and (33) in the system of Equations (5)–(10) (Equation (5) is identically

zero since C(N)ab are KTs) we obtain the system of equations
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0 = C(1)ab + C(2)abt + ... + C(n)abtn−1 + L(0)(a;b) + L(1)(a;b)t + ... + L(m)(a;b)t
m (34)

0 = −2ωC(0)abQb − 2ωC(1)abQbt− ...− 2ωC(n)abQb tn

n
+ L(1)a + 2L(2)at + ... + mL(m)atm−1 + K,a (35)

0 = K,t −ωL(0)aQa −ωL(1)aQat− ...−ωL(m)aQatm (36)

0 =

(
−2C(0)abQb − 2C(1)abQbt− ...− 2C(n)abQb tn

n

)
ω,t − 2ωC(1)abQb − 2ωC(2)abQbt− ...− 2ωC(n)abQbtn−1 +

+2L(2)a + 6L(3)at + ... + m(m− 1)L(m)atm−2 + ω
(

L(0)bQb
)

,a
+ ω

(
L(1)bQb

)
,a

t + ... + ω
(

L(m)bQb
)

,a
tm (37)

0 = 2ω
(

C(0)[a|c|Q
c
)

;b]
+ 2ω

(
C(1)[a|c|Q

c
)

;b]
t + ... + 2ω

(
C(n)[a|c|Q

c
)

;b]

tn

n
− L(1)[a;b] −

−2L(2)[a;b]t− ...−mL(m)[a;b]t
m−1. (38)

In this system of PDEs the pairs ω(t), Qa(q) are not specified. As we explained in the
introduction, we shall fix a general form of ω and find the admitted QFIs in terms of the
(unspecified) Qa. In the following section, we choose ω(t) to be a general polynomial in t;
however, any other choice is possible.

5. The Case ω(t) = b0 + b1t + · · ·+ b`t` with b` 6= 0, ` ≥ 1

We assume that

ω(t) = b0 + b1t + ... + b`t`, b` 6= 0, ` ≥ 1 (39)

where ` is the degree of the polynomial. Substituting the function (39) in the system of
Equations (34)–(38) we find that there are two independent QFIs as given in Theorem 1
(the proof of Theorem 1 is in the Appendix A).

Theorem 1. The independent QFIs of the time-dependent dynamical system (2) where ω(t) =
b0 + b1t + ... + b`t` with b` 6= 0 and ` ≥ 1 are the following:

Integral 1.

In =

(
C(0)ab +

n

∑
k=1

tk

k
C(k)ab

)
q̇a q̇b +

n

∑
k=0

tkL(k)a q̇a +
n

∑
k=0

`

∑
r=0

(
L(k)aQabr

tk+r+1

k + r + 1

)
+ G(q)

where n = 0, 1, 2, ..., C(0)ab is a KT, the KTs C(N)ab = −L(N−1)(a;b) for N = 1, ..., n, L(n)a is a KV,
G(q) is an arbitrary function defined by the condition

G,a = 2b0C(0)abQb − L(1)a (40)

s is an arbitrary constant defined by the condition

L(n)aQa = s (41)

and the following conditions are satisfied

∑`−1
s=0

[
− 2(r+s)b(r+s≤`)

n−s C(n−s≥0)abQb − 2b(r+s≤`)C(n−s>0)abQb + b(r+s≤`)
(

L(n−s−1≥0)bQb
)

,a

]
= 0, r = 1, 2, ..., ` (42)

−
`

∑
s=1

[
2sbs

n− s
C(n−s≥0)abQb

]
+

`

∑
s=0

[
−2bsC(n−s>0)abQb + bs

(
L(n−s−1≥0)bQb

)
,a

]
= 0 (43)
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k(k− 1)L(k)a −∑`
s=1

[
2sbs

k−s−1 C(k−s−1≥0)abQb
]
+ ∑`

s=0

[
−2bsC(k−s−1>0)abQb + bs

(
L(k−s−2≥0)bQb

)
,a

]
= 0 (44)

with k = 2, 3, ...n.
Integral 2.

Ie = Ie(` = 1) = −eλtL(a;b) q̇
a q̇b + λeλtLa q̇a +

(
b0 −

b1

λ

)
eλtLaQa + b1teλtLaQa

where L(a;b) is a KT,
(

LbQb
)

,a
= λ3

b1
La and λ3La = −2b1L(a;b)Qb.

We note that the FI Ie exists only when ω(t) = b0 + b1t, that is, for ` = 1.

6. Special Cases of the QFI In

The parameter n in the case Integral 1 of Theorem 1 runs over all positive integers,
i.e., n = 0, 1, 2, .... This results in a sequence of QFIs I0, I1, I2, ..., one QFI In for each value
n. A significant characteristic of this sequence is that Ik < Ik+1, that is, each QFI Ik where
k = 0, 1, 2, ... can be derived from the next QFI Ik+1 as a subcase.

In the following, we consider some special cases of the QFI In for small values of n.

6.1. The QFI I0

For n = 0 we have

I0 = C(0)ab q̇a q̇b + L(0)a q̇a + b`s
t`+1

`+ 1
+ ... + b1s

t2

2
+ b0st

where C(0)ab is a KT, L(0)a is a KV, L(0)aQa = s and C(0)abQb = 0.
This QFI consists of the independent FIs

I0a = C(0)ab q̇a q̇b, I0b = L(0)a q̇a + b`s
t`+1

`+ 1
+ ... + b1s

t2

2
+ b0st.

6.2. The QFI I1

For n = 1 the conditions (41)–(44) become

L(1)aQa = s (45)
(

L(0)bQb
)

,a
= −2(`+ 1)L(0)(a;b)Q

b (46)

kbkC(0)abQb = −(`− k + 1)bk−1L(0)(a;b)Q
b, k = 1, ..., `. (47)

Since b` 6= 0 the last condition for k = ` gives

C(0)abQb = − b`−1
`b`

L(0)(a;b)Q
b

and the remaining equations become
[
(`− k + 1)bk−1 −

kbkb`−1
`b`

]
L(0)(a;b)Q

b = 0, k = 1, ..., `− 1.

The last set of equations exists only for ` ≥ 2. From these equations, using mathemati-
cal induction, we prove after successive substitutions that

(
b0 −

b``−1

``b`−1
`

)
L(0)(a;b)Q

b = 0.

The QFI is (I0 is a subcase of I1)
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I1 =
(
−tL(0)(a;b) + C(0)ab

)
q̇a q̇b + tL(1)a q̇a + L(0)a q̇a + sb`

t`+2

`+ 2
+
(

sb`−1 + b`L(0)aQa
) t`+1

`+ 1
+ ... +

+
(

sb0 + b1L(0)aQa
) t2

2
+ b0L(0)aQat + G(q)

where C(0)ab, L(0)(a;b) are KTs, L(1)a is a KV, L(1)aQa = s,
(

L(0)bQb
)

,a
= −2(`+ 1)L(0)(a;b)Qb,

C(0)abQb = − b`−1
`b`

L(0)(a;b)Qb,
[
(`− k + 1)bk−1 − kbkb`−1

`b`

]
L(0)(a;b)Qb = 0

where k = 1, ..., `− 1 and G,a = 2b0C(0)abQb − L(1)a.

For some values of the degree ` of the polynomial ω(t) we have:

(1) For ` = 1.

We have ω = b0 + b1t and the QFI is

I1 =
(
−tL(0)(a;b) + C(0)ab

)
q̇a q̇b + tL(1)a q̇a + L(0)a q̇a + sb1

t3

3
+
(

sb0 + b1L(0)aQa
) t2

2
+ b0L(0)aQat + G(q)

where C(0)ab, L(0)(a;b) are KTs, L(1)a is a KV, L(1)aQa = s,
(

L(0)bQb
)

,a
= −4L(0)(a;b)Qb,

C(0)abQb = − b0
b1

L(0)(a;b)Qb and G,a = 2b0C(0)abQb − L(1)a.

(2) For ` = 2.

We have ω = b0 + b1t + b2t2 and the QFI is

I1 =
(
−tL(0)(a;b) + C(0)ab

)
q̇a q̇b + tL(1)a q̇a + L(0)a q̇a + sb2

t4

4
+
(

sb1 + b2L(0)aQa
) t3

3

+
(

sb0 + b1L(0)aQa
) t2

2
+ b0L(0)aQat + G(q)

where C(0)ab, L(0)(a;b) are KTs, L(1)a is a KV, L(1)aQa = s,
(

L(0)bQb
)

,a
= −6L(0)(a;b)Qb,

C(0)abQb = − b1
2b2

L(0)(a;b)Qb,
(

b0 − b2
1

4b2

)
L(0)(a;b)Qb = 0 and G,a = 2b0C(0)abQb − L(1)a.

(3) For ` = 3.

We have ω = b0 + b1t + b2t2 + b3t3 and the QFI is

I1 =
(
−tL(0)(a;b) + C(0)ab

)
q̇a q̇b + tL(1)a q̇a + L(0)a q̇a + sb3

t5

5
+
(

sb2 + b3L(0)aQa
) t4

4
+
(

sb1 + b2L(0)aQa
) t3

3
+

+
(

sb0 + b1L(0)aQa
) t2

2
+ b0L(0)aQat + G(q)

where C(0)ab, L(0)(a;b) are KTs, L(1)a is a KV, L(1)aQa = s,
(

L(0)bQb
)

,a
= −8L(0)(a;b)Qb,

C(0)abQb = − b2
3b3

L(0)(a;b)Qb,
(

b0 − b1b2
9b3

)
L(0)(a;b)Qb = 0,

(
b1 − b2

2
3b3

)
L(0)(a;b)Qb = 0 and

G,a = 2b0C(0)abQb − L(1)a.
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7. The Basis Method for Computing QFIs

As it has been explained in the introduction, in the basis method instead of consid-
ering the KT Kab to be given as a polynomial in t with coefficients arbitrary KTs (see
Equation (32)) one defines the KT Kab(t, q) by the requirement

Kab(t, q) =
m

∑
N=1

αN(t)C(N)ab(q) (48)

where αN(t) are arbitrary smooth functions and the m linearly independent KTs C(N)ab(q)
constitute a basis of the space of KTs of the kinetic metric γab(q). In this case, one does not
assume a form for the vector Ka(t, q) which is determined from the resulting system of
Equations (5)–(10).

The basis method has been used previously by Katzin and Levine in [17] in order to
determine the QFIs for the time-dependent Kepler potential. As we shall apply the basis
method to 3d Newtonian systems, we need a basis of KTs (and other collineations) of the
Euclidean space E3.

8. The Geometric Quantities of E3

In E3 the general KT of order 2 has independent components

C11 =
a6

2
y2 +

a1

2
z2 + a4yz + a5y + a2z + a3

C12 =
a10

2
z2 − a6

2
xy− a4

2
xz− a14

2
yz− a5

2
x− a15

2
y + a16z + a17

C13 =
a14

2
y2 − a4

2
xy− a1

2
xz− a10

2
yz− a2

2
x + a18y− a11

2
z + a19 (49)

C22 =
a6

2
x2 +

a7

2
z2 + a14xz + a15x + a12z + a13

C23 =
a4

2
x2 − a14

2
xy− a10

2
xz− a7

2
yz− (a16 + a18)x− a12

2
y− a8

2
z + a20

C33 =
a1

2
x2 +

a7

2
y2 + a10xy + a11x + a8y + a9

where aI with I = 1, 2, . . . , 20 are arbitrary real constants.
The vector La generating the KT Cab = L(a;b) is

La =




−a15y2 − a11z2 + a5xy + a2xz + 2(a16 + a18)yz + a3x + 2a4y + 2a1z + a6
−a5x2 − a8z2 + a15xy− 2a18xz + a12yz + 2(a17 − a4)x + a13y + 2a7z + a14

−a2x2 − a12y2 − 2a16xy + a11xz + a8yz + 2(a19 − a1)x + 2(a20 − a7)y + a9z + a10


 (50)

and the generated KT is

Cab =




a5y + a2z + a3 − a5
2 x− a15

2 y + a16z + a17 − a2
2 x + a18y− a11

2 z + a19
− a5

2 x− a15
2 y + a16z + a17 a15x + a12z + a13 −(a16 + a18)x− a12

2 y− a8
2 z + a20

− a2
2 x + a18y− a11

2 z + a19 −(a16 + a18)x− a12
2 y− a8

2 z + a20 a11x + a8y + a9


 (51)

which is a subcase of the general KT (49) for a1 = a4 = a6 = a7 = a10 = a14 = 0.
We note that the covariant expression of the most general KT Mij of order 2 of E3 is

(see [32,33])

Mij = (εikmε jln + ε jkmεiln)Amnqkql + (Bl
(iε j)kl + λ(iδj)k − δijλk)qk + Dij (52)

where Amn, Bl
i , Dij are constant tensors all being symmetric and Bl

i also being traceless;
λk is a constant vector; εijk is the 3d Levi-Civita symbol. This result is obtained from the
solution of the Killing tensor equation in the Euclidean space.

Observe that Amn, Dij have each six independent components; Bl
i has five independent

components; λk has three independent components. Therefore, Mij depends on 6 + 6 + 5 +
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3 = 20 arbitrary real constants, a result which is in accordance with the one given above in
Equation (49).

9. The Time-Dependent Newtonian Generalized Kepler Potential

The time-dependent Newtonian generalized Kepler potential is V = −ω(t)
rν where

ν is a non-zero real constant and r = (x2 + y2 + z2)
1
2 . This potential contains (among

others) the 3d time-dependent oscillator [8,10,13–15] for ν = −2, the time-dependent
Kepler potential [12,16–18] for ν = 1 and the Newton–Cotes potential for ν = 2 [31].
The integrability of these systems has been studied in numerous works over the years
using various methods, mainly the Noether symmetries. Our purpose is to recover the
results of these works—and also new ones—using the basis method.

The Lagrangian of the system is

L =
1
2
(ẋ2 + ẏ2 + ż2) +

ω(t)
rν

(53)

and the corresponding Euler–Lagrange equations are

ẍ = −νω(t)
rν+2 x, ÿ = −νω(t)

rν+2 y, z̈ = −νω(t)
rν+2 z. (54)

For this system the Qa = νqa

rν+2 where qa = (x, y, z) whereas the ω(t) is unspecified. We
shall determine those ω(t) for which the resulting FIs are not combinations of the angular
momentum.

The LFIs and the QFIs of the autonomous generalized Kepler potential, that is, ω(t) =
k = const, have been determined in [27] using the direct method and are listed in Table 1.

Table 1. The LFIs/QFIs of the autonomous generalized Kepler potential for ω(t) = k = const.

V = − k
rν LFIs and QFIs

∀ ν L1 = yż− zẏ, L2 = zẋ− xż, L3 = xẏ− yẋ, Hν = 1
2 (ẋ2 + ẏ2 + ż2)− k

rν

ν = −2 Bij = q̇i q̇j − 2kqiqj

ν = −2, k > 0 I3a± = e±
√

2kt(q̇a ∓
√

2kqa)

ν = −2, k < 0 I3a± = e±i
√
−2kt(q̇a ∓ i

√
−2kqa)

ν = 1 Ri = (q̇j q̇j)qi − (q̇jqj)q̇i − k
r qi

ν = 2 I1 = −H2t2 + t(q̇iqi)− r2

2 , I2 = −H2t + 1
2 (q̇

iqi)

In Table 1, Hν is the Hamiltonian of the system, Li are the components of the angular
momentum, Ri are the components of the Runge–Lenz vector and Bij are the components
of the Jauch–Hill–Fradkin tensor.

60



Mathematics 2021, 9, 1503

Using Qa = νqa

rν+2 , conditions (5)–(10) become (see [17])

K(ab;c) = 0 (55)

K(a;b) + Kab,t = 0 (56)

K,a −
2νω

rν+2 Kabqb + Ka,t = 0 (57)

K,t −
νω

rν+2 Kaqa = 0 (58)

Ka,tt + νω

(
Kbqb

rν+2

)

,a

− 2νω,t

rν+2 Kabqb − 2νω

rν+2 Kab,tqb = 0 (59)

K[a;b],t − 2νω

(K[a|c|qc

rν+2

)

;b]
= 0. (60)

From the Lagrangian (53), we infer that the kinetic metric is δij = diag(1, 1, 1).
According to the basis approach, the KT Kab(t, q) of (55) is the KT given by (49) but

the 20 arbitrary constants aI are assumed to be time-dependent functions aI(t).
Condition (56) gives

Ka,b + Kb,a = −2Kab,t =⇒

K1,1 = −K11,t (61)

K2,2 = −K22,t (62)

K3,3 = −K33,t (63)

K1,2 + K2,1 = −2K12,t (64)

K1,3 + K3,1 = −2K13,t (65)

K2,3 + K3,2 = −2K23,t. (66)

From the first three conditions (61)–(63) we find

K1 = − ȧ6

2
xy2 − ȧ1

2
xz2 − ȧ4xyz− ȧ5xy− ȧ2xz− ȧ3x + A(y, z, t)

K2 = − ȧ6

2
yx2 − ȧ7

2
yz2 − ȧ14xyz− ȧ15xy− ȧ12yz− ȧ13y + B(x, z, t)

K3 = − ȧ1

2
zx2 − ȧ7

2
zy2 − ȧ10xyz− ȧ11xz− ȧ8yz− ȧ9z + C(x, y, t)

where A, B, C are arbitrary functions.
Substituting these results in (64)–(66) we obtain

0 = ȧ10z2 − 3ȧ6xy− 2ȧ4xz− 2ȧ14yz− 2ȧ5x− 2ȧ15y + 2ȧ16z + 2ȧ17 + A,2 + B,1 (67)

0 = ȧ14y2 − 2ȧ4xy− 3ȧ1xz− 2ȧ10yz− 2ȧ2x + 2ȧ18y− 2ȧ11z + 2ȧ19 + A,3 + C,1 (68)

0 = ȧ4x2 − 2ȧ14xy− 2ȧ10xz− 3ȧ7yz− 2(ȧ16 + ȧ18)x− 2ȧ12y− 2ȧ8z + 2ȧ20 + B,3 + C,2. (69)

By taking the second partial derivatives of (67) with respect to (wrt) x, y, of (68) wrt
x, z and of (69) wrt y, z we find that

a1 = c1, a6 = c2, a7 = c3

are arbitrary constants.
Then, Equations (67)–(69) become

0 = ȧ10z2 − 2ȧ4xz− 2ȧ14yz− 2ȧ5x− 2ȧ15y + 2ȧ16z + 2ȧ17 + A,2 + B,1 (70)

0 = ȧ14y2 − 2ȧ4xy− 2ȧ10yz− 2ȧ2x + 2ȧ18y− 2ȧ11z + 2ȧ19 + A,3 + C,1 (71)

0 = ȧ4x2 − 2ȧ14xy− 2ȧ10xz− 2(ȧ16 + ȧ18)x− 2ȧ12y− 2ȧ8z + 2ȧ20 + B,3 + C,2. (72)
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By suitable differentiations of the above equations, we obtain

A,22 = 2ȧ14z + 2ȧ15

A,33 = 2ȧ10y + 2ȧ11

B,11 = 2ȧ4z + 2ȧ5

B,33 = 2ȧ10x + 2ȧ8

C,11 = 2ȧ4y + 2ȧ2

C,22 = 2ȧ14x + 2ȧ12.

Then,

A = ȧ14zy2 + ȧ10yz2 + ȧ15y2 + ȧ11z2 + σ1(t)yz + σ2(t)y + σ3(t)z + σ4(t)

B = ȧ4zx2 + ȧ10xz2 + ȧ5x2 + ȧ8z2 + τ1(t)xz + τ2(t)x + τ3(t)z + τ4(t)

C = ȧ4yx2 + ȧ14xy2 + ȧ2x2 + ȧ12y2 + η1(t)xy + η2(t)x + η3(t)y + η4(t)

where σk(t), τk(t), ηk(t) for k = 1, 2, 3, 4 are arbitrary functions.
Substituting in (70)–(72) we find

(70) =⇒ a10 = c4, σ1 = −τ1 − 2ȧ16, σ2 = −τ2 − 2ȧ17

(71) =⇒ a14 = c5, η1 = −σ1 − 2ȧ18, η2 = −σ3 − 2ȧ19

(72) =⇒ a4 = c6, τ1 = −η1 + 2(ȧ16 + ȧ18), τ3 = −η3 − 2ȧ20

from which we finally have

a10 = c4, a14 = c5, a4 = c6, τ1 = 2ȧ18, η1 = 2ȧ16, σ1 = −2(ȧ16 + ȧ18),

τ2 = −σ2 − 2ȧ17, η2 = −σ3 − 2ȧ19, η3 = −τ3 − 2ȧ20

where c4, c5, c6 are arbitrary constants.
Therefore, the KT Kab is

K11 =
c2

2
y2 +

c1

2
z2 + c6yz + a5y + a2z + a3

K12 =
c4

2
z2 − c2

2
xy− c6

2
xz− c5

2
yz− a5

2
x− a15

2
y + a16z + a17

K13 =
c5

2
y2 − c6

2
xy− c1

2
xz− c4

2
yz− a2

2
x + a18y− a11

2
z + a19 (73)

K22 =
c2

2
x2 +

c3

2
z2 + c5xz + a15x + a12z + a13

K23 =
c6

2
x2 − c5

2
xy− c4

2
xz− c3

2
yz− (a16 + a18)x− a12

2
y− a8

2
z + a20

K33 =
c1

2
x2 +

c3

2
y2 + c4xy + a11x + a8y + a9

and the vector Ka is

K1 = ȧ15y2 + ȧ11z2 − ȧ5xy− ȧ2xz− 2(ȧ16 + ȧ18)yz− ȧ3x + σ2y + σ3z + σ4

K2 = ȧ5x2 + ȧ8z2 − ȧ15xy + 2ȧ18xz− ȧ12yz− (σ2 + 2ȧ17)x− ȧ13y + τ3z + τ4 (74)

K3 = ȧ2x2 + ȧ12y2 + 2ȧ16xy− ȧ11xz− ȧ8yz− (σ3 + 2ȧ19)x− (τ3 + 2ȧ20)y− ȧ9z + η4.

Replacing the above results in the constraint (60) we find the following set of equations:

a2 = a12, a5 = a8, a11 = a15, a16 = a18 = 0 (75)

(ν− 1)a2 = 0, (ν− 1)a5 = 0, (ν− 1)a11 = 0 (76)

(ν + 2)a17 = 0, (ν + 2)a19 = 0, (ν + 2)a20 = 0, (ν + 2)(a3 − a9) = 0, (ν + 2)(a3 − a13) = 0 (77)
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ä2 = ä5 = ä11 = 0, σ̇2 = −ä17, σ̇3 = −ä19, τ̇3 = −ä20. (78)

We consider three cases depending on the value of ν:

- ∀ν. The general case.
- ν = 1. Time-dependent Kepler potential.
- ν = −2. Time-dependent 3d oscillator.

The Newton–Cotes potential (ν = 2) is contained as a subcase of the general case.

10. The General Case

This case holds for any value of ν and conditions (75)–(78) give

a2 = a5 = a8 = a11 = a12 = a15 = a16 = a17 = a18 = a19 = a20 = 0,

a3 = a9 = a13, σ2 = c7, σ3 = c8, τ3 = c9

where c7, c8, c9 are arbitrary constants.
Substituting in the constraint (59), we find that

...
a 3 = 0, (ν− 2)ωȧ3 − 2ω̇a3 = 0 (79)

σ̈4 = τ̈4 = η̈4 = 0, ωσ4 = ωτ4 = ωη4 = 0 =⇒ σ4 = τ4 = η4 = 0.

Therefore, the KT Kab becomes

Kab =




c2
2 y2 + c1

2 z2 + c6yz + a3
c4
2 z2 − c2

2 xy− c6
2 xz− c5

2 yz c5
2 y2 − c6

2 xy− c1
2 xz− c4

2 yz
c4
2 z2 − c2

2 xy− c6
2 xz− c5

2 yz c2
2 x2 + c3

2 z2 + c5xz + a3
c6
2 x2 − c5

2 xy− c4
2 xz− c3

2 yz
c5
2 y2 − c6

2 xy− c1
2 xz− c4

2 yz c6
2 x2 − c5

2 xy− c4
2 xz− c3

2 yz c1
2 x2 + c3

2 y2 + c4xy + a3


 (80)

and the vector

Ka =



−ȧ3x + c7y + c8z
−c7x− ȧ3y + c9z
−c8x− c9y− ȧ3z


. (81)

Since the ten parameters a3(t) and cA where A = 1, 2, . . . , 9 are independent (i.e., they
generate different FIs) we consider the following two cases.

10.1. a3(t) = 0

In this case, the conditions (79) are satisfied identically leaving the function ω(t) free.
Therefore, the KT (80) becomes

Kab =




c2
2 y2 + c1

2 z2 + c6yz c4
2 z2 − c2

2 xy− c6
2 xz− c5

2 yz c5
2 y2 − c6

2 xy− c1
2 xz− c4

2 yz
c4
2 z2 − c2

2 xy− c6
2 xz− c5

2 yz c2
2 x2 + c3

2 z2 + c5xz c6
2 x2 − c5

2 xy− c4
2 xz− c3

2 yz
c5
2 y2 − c6

2 xy− c1
2 xz− c4

2 yz c6
2 x2 − c5

2 xy− c4
2 xz− c3

2 yz c1
2 x2 + c3

2 y2 + c4xy




and the vector (81) becomes the general non-gradient KV

Ka =




c7y + c8z
−c7x + c9z
−c8x− c9y


.

Then, the constraint (58) implies that (since Kaqa = 0) K = G(x, y, z) which when
replaced in (57) gives (since Kabqb = 0) G,a = 0. Hence K = const ≡ 0.

The QFI I = Kab q̇a q̇b + Ka q̇a leads only to the three components Li of the angular
momentum. We note that I contains nine independent parameters, each of them defining
an FI: (a) c7, c8, c9 lead to the components L1 = yż− zẏ, L2 = zẋ− xż, L3 = xẏ− yẋ of the
angular momentum (LFIs); (b) c1, c2, c3, c4, c5, c6 lead to the products (QFIs depending on
Li) L2

1, L2
2, L2

3, L1L2, L1L3 and L2L3.
We have the following result.
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Proposition 1. The time-dependent generalized Kepler potential V(t, q) = −ω(t)
rν for a general

smooth function ω(t) admits only the LFIs of the angular momentum Li. Independent QFIs in
general do not exist, they are all quadratic combinations of Li.

10.2. cA = 0 where A = 1, 2, . . . , 9

In this case, the conditions (79) imply that a3(t) = b0 + b1t + b2t2 and

ω(ν)(t) = k
(

b0 + b1t + b2t2
) ν−2

2 (82)

where k, b0, b1, b2 are arbitrary constants and the index (ν) denotes the dependence of ω(t)
on the value of ν.

Since cA = 0 the quantities (80) and (81) become

Kab = a3δab, Ka = −ȧ3qa.

Substituting in the remaining constraints (57) and (58), we find

K = b2r2 − 2k(b0 + b1t + b2t2)ν/2

rν
.

The QFI is

Jν = (b0 + b1t + b2t2)

[
q̇i q̇i

2
− k(b0 + b1t + b2t2)

ν−2
2

rν

]
− b1 + 2b2t

2
qi q̇i +

b2r2

2
. (83)

We note that the resulting time-dependent generalized Kepler potential

V = −ων(t)
rν

, ων = k
(

b0 + b1t + b2t2
) ν−2

2 (84)

is a subcase of the Case III potential of [18] if we set the function

U
(

r
φ

)
= k1

r2

φ2 −
kφν

rν

with

φ =
√

b0 + b1t + b2t2, k1 =
b0b2

2
− b2

1
8

.

Then, the associated QFI (3.13) of [18] (for K1 = K2 = 0) reduces to the QFI Jν.
For some values of ν, we have the following results:

- ν = 1 (time-dependent Kepler potential).

The ω(1)(t) = k
(
b0 + b1t + b2t2)−1/2 and the QFI J1 = E3 (see Section 11.2 below).

- ν = 2 (Newton–Cotes potential [31]).

The ω(2) = k = const and the QFI is

J2 = (b0 + b1t + b2t2)

(
q̇i q̇i

2
− k

r2

)
− b1 + 2b2t

2
qi q̇i +

b2

2
r2

= b0H2 − b1 I2 − b2 I1.

This expression contains the independent QFIs

H2 =
q̇i q̇i

2
− k

r2 , I1 = −t2H2 + tqi q̇i −
r2

2
, I2 = −tH2 +

qi q̇i
2
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where H2 is the Hamiltonian of the system. These are the FIs found in [27] (see also Table 1)
in the case of the autonomous generalized Kepler potential for ν = 2.

- ν = −2 (time-dependent oscillator).

The ω(−2) = k
(
b0 + b1t + b2t2)−2 and the QFI is

J−2 = (b0 + b1t + b2t2)

[
q̇i q̇i

2
− k

(b0 + b1t + b2t2)2 r2
]
− b1 + 2b2t

2
qi q̇i +

b2r2

2
.

This is the trace of the QFIs (111) found below for a3(t) = b0 + b1t + b2t2. Substituting
this a3(t) in (110) and (111) we find, respectively, that the ω = ω(−2) with constant
k = − 1

8 (b
2
1 − 4b2b0 + 2c0) and the QFIs are

Iij = Λij(a3 = b0 + b1t + b2t2) = (b0 + b1t + b2t2)
(
q̇i q̇j − 2ωqiqj

)
− (b1 + 2b2t)q(i q̇j) + b2qiqj. (85)

Therefore, the trace Tr[Iij] = I11 + I22 + I33 = 2J−2. Note that r2 = qiqi.

We infer the following new general result which includes the time-dependent Kepler
potential and the time-dependent oscillator as subcases.

Proposition 2 (3d time-dependent generalized Kepler potentials which admit FIs). For all
functions ω(t) the time-dependent generalized Kepler potential V(t, q) = −ω(t)

rν admits the LFIs of
the angular momentum and QFIs which are products of the components of the angular momentum.

However for the function ω(t) = ω(ν)(t) = k
(
b0 + b1t + b2t2) ν−2

2 the resulting time-dependent
generalized Kepler potential admits the additional QFI Jν given by (83).

11. The Time-Dependent Kepler Potential

In this case, ν = 1 and conditions (75)–(78) give

a16 = a17 = a18 = a19 = a20 = 0, a5 = a8, a2 = a12, a3 = a9 = a13, a11 = a15

ä2 = ä5 = ä11 = 0

σ2 = c7, σ3 = c8, τ3 = c9.

Then, constraint (59) gives
...
a 3 = 0, σ4 = τ4 = η4 = 0

and
a3ω2 = c10, a2ω = c11, a5ω = c12, a11ω = c13

where c10, c11, c12, c13 are arbitrary constants.
Finally, we have

K11 =
c2

2
y2 +

c1

2
z2 + c6yz + a5y + a2z + a3

K12 =
c4

2
z2 − c2

2
xy− c6

2
xz− c5

2
yz− a5

2
x− a11

2
y

K13 =
c5

2
y2 − c6

2
xy− c1

2
xz− c4

2
yz− a2

2
x− a11

2
z

K22 =
c2

2
x2 +

c3

2
z2 + c5xz + a11x + a2z + a3

K23 =
c6

2
x2 − c5

2
xy− c4

2
xz− c3

2
yz− a2

2
y− a5

2
z

K33 =
c1

2
x2 +

c3

2
y2 + c4xy + a11x + a5y + a3
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and

K1 = ȧ11y2 + ȧ11z2 − ȧ5xy− ȧ2xz− ȧ3x + c7y + c8z

K2 = ȧ5x2 + ȧ5z2 − ȧ11xy− ȧ2yz− c7x− ȧ3y + c9z

K3 = ȧ2x2 + ȧ2y2 − ȧ11xz− ȧ5yz− c8x− c9y− ȧ3z

where

ä2 = ä5 = ä11 = 0,
...
a 3 = 0, a3ω2 = c10, a2ω = c11, a5ω = c12, a11ω = c13. (86)

From the last conditions follow that in order QFIs to be admitted the function ω(t)
can have only three possible forms:

- ω(t) a general function;
- ω(t) = ω2K(t) =

c11
b0+b1t where c11b1 6= 0;

- ω(t) = ω3K(t) = k
(b0+b1t+b2t2)1/2 where k 6= 0 and b2

1 − 4b2b0 6= 0.

This result confirms the results found previously in [12,17,18]. We note that the time-
dependent Kepler potential V = −ω2K(t)

r is a subcase of the Case II potential of [18] for

µ0 = c11 and φ = b0 + b1t, whereas the potential V = −ω3K(t)
r is a subcase of the Case III

potential of [18] (see Section 10.2).
In the following, we discuss the cases for the special functions ω2K(t) and ω3K(t)

because the case for a general function ω(t) reproduces the results of Section 10.1.

11.1. ω(t) = ω2K(t) =
c11

b0+b1t , c11b1 6= 0

In that case, conditions (86) give

a2 = b0 + b1t, a3 =
c10

c2
11
(b0 + b1t)2, a5 =

c12

c11
(b0 + b1t), a11 =

c13

c11
(b0 + b1t).

Substituting the resulting vector Ka and the KT Kab in (58) we find the solution

K(q, t) = −2c10b1t
c11r

+ G(q).

Replacing this solution in the remaining constraint (57) we find

G(x, y, z) = −2c10b0

c11r
− c13x + c12y + c11z

r
+

c10b2
1

c2
11

r2.

Therefore,

K(x, y, z, t) =
c10b2

1r2

c2
11
− 2c10(b0 + b1t)

c11r
− c13x + c12y + c11z

r
.

The QFI is

I =
c3

2
L2

1 +
c1

2
L2

2 +
c2

2
L2

3 − c4L1L2 − c5L1L3 − c6L2L3 − c9L1 + c8L2 − c7L3 +
2c10

c2
11

E2 +

+
c13

c11
A1 +

c12

c11
A2 + A3
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where ω2K(t) =
c11

b0+b1t and

Li ≡ qi+1q̇i+2 − qi+2q̇i+1 (87)

E2 ≡ (b0 + b1t)2
[

q̇i q̇i
2
− c11

r(b0 + b1t)

]
− b1(b0 + b1t)qi q̇i +

b2
1r2

2
(88)

R̃i ≡ (q̇j q̇j)qi − (q̇jqj)q̇i −
c11

r(b0 + b1t)
qi (89)

Ai ≡ (b0 + b1t)R̃i + b1(qi+2Li+1 − qi+1Li+2). (90)

We note that i = 1, 2, 3, qi = (x, y, z) and qi ≡ qi+3k for all k ∈ N, that is

x = q1 = q4 = q7 = ..., y = q2 = q5 = q8 = ..., z = q3 = q6 = q9.

The QFI I contains the already found LFIs Li of the angular momentum; the QFI E2
which for b1 = 0 reduces to the Hamiltonian of the Kepler potential V = − c11

b0r ; the QFIs

Ai which may be considered as a generalization of the Runge–Lenz vector Ri

(
k = c11

b0

)
for

time-dependence ω2K(t) =
c11

b0+b1t . Indeed we have Ai(b1 = 0) = b0Ri

(
k = c11

b0

)
.

The expressions (88)–(90) are written compactly as follows

E2 ≡ c2
11

[
1

ω2
2K

(
q̇i q̇i

2
− ω2K

r

)
− 1

2
d
dt

(
1

ω2K

)2
qi q̇i +

d2

dt2

(
1

ω2K

)2 r2

4

]
(91)

R̃i ≡ (q̇j q̇j)qi − (q̇jqj)q̇i −
ω2K

r
qi (92)

Ai ≡ c11

[
1

ω2K
R̃i −

(ln ω2K)
·

ω2K
(qi+2Li+1 − qi+1Li+2)

]
(93)

where ω2K(t) =
c11

b0+b1t .

We remark that only five of the seven FIs E2, Li, Ai are functionally independent
because they are related as follows

A · L = 0, 2E2L2 + c2
11 = A2. (94)

For b1 = 0, b0 6= 0 we have ω2K = c11
b0
≡ k = const, E2 = b2

0 H, R̃i = Ri and Ai = b0Ri

where H is the Hamiltonian and Ri the Runge–Lenz vector for the Kepler potential V = − k
r .

Then, as expected, Equation (94) reduces to the well-known relation

2HL2 + k2 = R2.

11.2. ω(t) = ω3K(t) = k
(b0+b1t+b2t2)1/2 , k 6= 0, b2

1 − 4b2b0 6= 0

In that case (observe that if b2
1 − 4b2b0 = 0, this case reduces to the case of the

Section 11.1 because equation b0 + b1t + b2t2 = 0 has a double root t0 and can be factored
in the form b2(t− t0)

2), conditions (86) give

a2 = a5 = a11 = 0, c11 = c12 = c13 = 0, a3 =
c10

k2 (b0 + b1t + b2t2).

Substituting the Ka and Kab of that case in (58) we find the solution

K(q, t) = − 2c10

rω3K
+ G(q).

When this solution is introduced in the remaining constraint (57) gives G(x, y, z) =
b2c10

k2 r2. Therefore,

K(x, y, z, t) =
b2c10

k2 r2 − 2c10

rω3K
.
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The QFI is

I =
c3

2
L2

1 +
c1

2
L2

2 +
c2

2
L2

3 − c4L1L2 − c5L1L3 − c6L2L3 − c9L1 + c8L2 − c7L3 +
2c10

k2 E3

where

E3 ≡ (b0 + b1t + b2t2)

[
q̇i q̇i

2
− k

r(b0 + b1t + b2t2)1/2

]
− b1 + 2b2t

2
qi q̇i +

b2r2

2
(95)

is the only new independent QFI. This QFI is written equivalently

E3 = k2

[
1

ω2
3K

(
q̇i q̇i

2
− ω3K

r

)
− 1

2
d
dt

(
1

ω3K

)2
qi q̇i +

d2

dt2

(
1

ω3K

)2 r2

4

]
. (96)

For b1 = b2 = 0, E2 reduces to the well-known Hamiltonian of the time-independent
Kepler potential.

We note also that the QFIs (88) and (95) can be written compactly as (see Equation (2.86)
in [17])

Eµ = k2

[
1

ω2
µK

(
q̇i q̇i

2
− ωµK

r

)
− 1

2
d
dt

(
1

ωµK

)2
qi q̇i +

d2

dt2

(
1

ωµK

)2 r2

4

]
(97)

where µ = 2, 3, ω2K(t) = k
b0+b1t and ω3K(t) = k

(b0+b1t+b2t2)1/2 .

Proposition 3 (Time-dependent Kepler potentials which admit additional FIs [17]). The
time-dependent Kepler potential V(t, q) = −ω(t)

r for the function ω2K(t) =
c11

b0+b1t , c11b1 6= 0

and the function ω3K(t) = k
(b0+b1t+b2t2)1/2 where k 6= 0 and b2

1 − 4b2b0 6= 0 admits additional
QFIs given by (88), (90) and (95), respectively.

12. The 3d Time-Dependent Oscillator

In this case, ν = −2 and conditions (75)–(78) give

a2 = a5 = a8 = a11 = a12 = a15 = a16 = a18 = 0

and
σ̇2 = −ä17, σ̇3 = −ä19, τ̇3 = −ä20. (98)

Then, the constraint (59) implies that

σ̈4 − 2ωσ4 = 0, τ̈4 − 2ωτ4 = 0, η̈4 − 2ωη4 = 0, (99)

...
a 3 − 8ωȧ3 − 4ω̇a3 = 0,

...
a 9 − 8ωȧ9 − 4ω̇a9 = 0,

...
a 13 − 8ωȧ13 − 4ω̇a13 = 0, (100)

...
a 17 − 8ωȧ17 − 4ω̇a17 = 0,

...
a 19 − 8ωȧ19 − 4ω̇a19 = 0,

...
a 20 − 8ωȧ20 − 4ω̇a20 = 0. (101)
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Therefore,

K11 =
c2

2
y2 +

c1

2
z2 + c6yz + a3

K12 =
c4

2
z2 − c2

2
xy− c6

2
xz− c5

2
yz + a17

K13 =
c5

2
y2 − c6

2
xy− c1

2
xz− c4

2
yz + a19

K22 =
c2

2
x2 +

c3

2
z2 + c5xz + a13 (102)

K23 =
c6

2
x2 − c5

2
xy− c4

2
xz− c3

2
yz + a20

K33 =
c1

2
x2 +

c3

2
y2 + c4xy + a9

and

K1 = −ȧ3x + σ2y + σ3z + σ4

K2 = −(σ2 + 2ȧ17)x− ȧ13y + τ3z + τ4 (103)

K3 = −(σ3 + 2ȧ19)x− (τ3 + 2ȧ20)y− ȧ9z + η4.

Before we proceed with considering various subcases it is important that we discuss
the ordinary differential equations (ODEs) (100) and (101).

12.1. The Lewis Invariant

Equations of the form
...
a − 8ωȧ− 4ω̇a = 0 (104)

where a = a(t) can be written as follows

aä− 1
2

ȧ2 − 4ωa2 = c0 = const. (105)

By putting a = −ρ2 where ρ = ρ(t), Equation (105) becomes

ρ̈− 2ωρ− c0

2ρ3 = 0. (106)

For 2ω(t) = −ψ2(t), Equation (106) is written

ρ̈ + ψ2ρ− c0

2ρ3 = 0. (107)

Equation (107) is the auxiliary Equation (see [8,34,35]) that should be introduced in
order to derive the Lewis invariant for the one-dimensional (1d) time-dependent oscillator

ẍ + ψ2x = 0. (108)

By eliminating the ψ2 using (108) and multiplying with the factor xρ̇− ρẋ Equation (107)
gives

ρ̈− ρ

x
ẍ− c0

2ρ3 = 0 =⇒
[

1
2
(xρ̇− ρẋ)2 +

c0

4

(
x
ρ

)2
]·

= 0 =⇒

I ≡ 1
2
(xρ̇− ρẋ)2 +

c0

4

(
x
ρ

)2
= const (109)

which is the well-known Lewis invariant for the 1d time-dependent harmonic oscillator or,
equivalently, a FI for the two-dimensional (2d) time-dependent system with equations of
motion (107) and (108).
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12.2. The System of Equations (98)–(101)

The conditions (99) are not involved into the conditions (98), (100) and (101). This
means that the parameters σ4, τ4, η4 give different independent FIs from the remaining
parameters a3, a9, a13, a17, a19, a20. Therefore, without loss of generality they can be treated
separately. This leads to the following two cases.

12.2.1. a3 6= 0, σ4 = τ4 = η4 = 0

Because the ODEs (100) and (101) are independent (i.e., each one leads to a different
FI) and are of the same form without loss of generality we assume

a9 = k1a3, a13 = k2a3, a17 = k3a3, a19 = k4a3, a20 = k5a3

where k1, k2, k3, k4, k5 are arbitrary constants.
From the discussion of Section 12.1 and the assumption a3 6= 0 condition (100) con-

cerning a3(t) becomes (see Equation (9.2) in [8])
...
a 3 − 8ωȧ3 − 4ω̇a3 = 0 =⇒ a3 ä3 −

1
2

ȧ2
3 − 4ωa2

3 = c0 =⇒ ω(t) =
ä3

4a3
− 1

8

(
ȧ3

a3

)2
− c0

4a2
3

(110)

where c0 is an arbitrary constant and a3(t) is an arbitrary non-zero function.
Moreover, conditions (98) become

σ2 = −ȧ17, σ3 = −ȧ19, τ3 = −ȧ20

because any additional constant (in general σ2 = −ȧ17 + m1 where m1 is a constant) leads
to the usual LFIs of the angular momentum.

Then the KT (102) and the vector (103) become (we set c1 = ... = c6 = 0 because they
generate the already-found FIs of the angular momentum)

Kab = a3




1 k3 k4
k3 k2 k5
k4 k5 k1


, Ka = −ȧ3




x + k3y + k4z
k3x + k2y + k5z
k4x + k5y + k1z


.

Substituting in the constraints (57) and (58) we find

K =
ȧ2

3 + 2c0

4a3

(
x2 + k2y2 + k1z2 + 2k3xy + 2k4xz + 2k5yz

)
.

Using Equation (110) we can write ȧ2
3+2c0
4a3

= ä3
2 − 2ωa3.

The QFI is

I = a3

(
ẋ2 + k2ẏ2 + k1ż2 + 2k3 ẋẏ + 2k4 ẋż + 2k5ẏż

)
− ȧ3(x + k3y + k4z)ẋ−

−ȧ3(k3x + k2y + k5z)ẏ− ȧ3(k4x + k5y + k1z)ż +

+

(
ä3

2
− 2ωa3

)(
x2 + k2y2 + k1z2 + 2k3xy + 2k4xz + 2k5yz

)
.

This expression contains six QFIs which are the components of the symmetric tensor
(see Equations (1.4) and (6.24) in [8])

Λij = a3
(
q̇i q̇j − 2ωqiqj

)
− ȧ3q(i q̇j) +

ä3

2
qiqj. (111)

This tensor for a3 = const 6= 0 reduces to the Jauch–Hill–Fradkin tensor Bij for
ω = − c0

4a2
3
= const.

If we make the transformation (see Section 12.1) a3(t) = −ρ2(t) and 2ω(t) = −ψ2(t),
Equation (54) becomes

q̈a − 2ωqa = 0 =⇒ q̈a + ψ2qa = 0 (112)
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and the QFIs (111) give

Λij = −(ρq̇i − ρ̇qi)
(
ρq̇j − ρ̇qj

)
− c0

2
ρ−2qiqj (113)

where the condition (110) takes the form (107).
The symmetric tensor (113) may be thought of as a 3d generalization of the 1d

Lewis invariant (109). Moreover, Equation (113) coincides with Equation (8) in [14] and
Equation (1.4) in [8] when c0 = 2.

12.2.2. a3 = a9 = a13 = a17 = a19 = a20 = 0, σ4 6= 0

In this case, the conditions (100) and (101) vanish identically; the conditions (98) imply
that σ2 = c7, σ3 = c8 and τ3 = c9.

Since the remaining ODEs (99) are all independent (i.e., each one generates an inde-
pendent FI) and of the same form without loss of generality we assume

τ4 = k1σ4, η4 = k2σ4

where k1, k2 are arbitrary constants.
From (99) for σ4 6= 0 we get

ω(t) =
σ̈4

2σ4
. (114)

The parameters cA where A = 1, 2, ..., 9 produce the FIs of the angular momentum
and we fix them to zero. Therefore

Kab = 0, Ka = σ4(1, k1, k2).

Substituting in the remaining constraints (57) and (58) we find

K = −σ̇4(x + k1y + k2z).

The QFI is
I = σ4 ẋ− σ̇4x + k1(σ4ẏ− σ̇4y) + k2(σ4ż− σ̇4z)

which contains the irreducible LFIs (see Equation (6.25) in [8])

I4i = f q̇i − ḟ qi (115)

where f (t) is an arbitrary non-zero function satisfying (114). We note that the LFIs (115)

can be derived directly from the equations of motion for ω(t) = f̈
2 f .

From the above two cases, we arrive at the following conclusion.

Proposition 4 (3d time-dependent oscillators which admit additional FIs). For the function

ω(t) = ä3
4a3
− 1

8

(
ȧ3
a3

)2
− c0

4a2
3

where a3(t) 6= 0, c0 is an arbitrary constant and the function

ω(t) = f̈
2 f where f (t) 6= 0 the resulting 3d time-dependent oscillator V(t, q) = −ω(t)r2 admits

the QFIs (111) and the LFIs (115), respectively.

13. A Special Class of Time-Dependent Oscillators

In Proposition 4, it has been shown that the time-dependent oscillator (ν = −2) for
the frequency

ω1O(t) =
f̈

4 f (t)
− 1

8

(
ḟ
f

)2

− c0

4 f 2 (116)
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where f (t) is an arbitrary non-zero function admits the six QFIs

Λij = f (t)
(
q̇i q̇j − 2ωqiqj

)
− ḟ q(i q̇j) +

f̈
2

qiqj (117)

and for the frequency

ω2O(t) =
g̈

2g(t)
(118)

where g(t) is an arbitrary non-zero function admits the three LFIs

I4i = g(t)q̇i − ġqi. (119)

We consider the class of the 3d time-dependent oscillators for which ω1O(t) = ω2O(t).
These oscillators admit both the six QFIs Λij and the three LFIs I4i.

The condition ω1O(t) = ω2O(t) relates the functions f (t), g(t) as follows

ω3O(t) =
f̈

4 f (t)
− 1

8

(
ḟ
f

)2

− c0

4 f 2 =
g̈

2g(t)
. (120)

It can be easily proved that

g = f 1/2 cos θ, θ̇ =
( c0

2

)1/2
f−1 =⇒ θ(t) =

( c0

2

)1/2 ∫ dt
f (t)

(121)

and
g = f 1/2 sin θ, θ̇ =

( c0

2

)1/2
f−1 =⇒ θ(t) =

( c0

2

)1/2 ∫ dt
f (t)

(122)

satisfy the requirement (120) for any non-zero function f (t). In other words, all the time-
dependent oscillators with frequency

ω3O(t) =
f̈

4 f (t)
− 1

8

(
ḟ
f

)2

− c0

4 f 2 (123)

admit the six QFIs

Λij = f (t)
(
q̇i q̇j − 2ωqiqj

)
− ḟ q(i q̇j) +

f̈
2

qiqj (124)

and the six LFIs

I41i =
( c0

2

)1/2
f−1/2qi sin θ +

(
f 1/2q̇i −

ḟ
2

f−1/2qi

)
cos θ (125)

I42i = −
( c0

2

)1/2
f−1/2qi cos θ +

(
f 1/2q̇i −

ḟ
2

f−1/2qi

)
sin θ. (126)

These are the LFIs Jk
3 , Jk

4 derived in Equations (44) and (45) in [10] using Noether point
symmetries and Noether’s theorem.

We note that
dI42i
dθ

= I41i (127)

and
Λij = I41i I41j + I42i I42j. (128)

Next, we consider the LFIs of the angular momentum Li = qi+1q̇i+2 − qi+2q̇i+1 which
can be expressed equivalently as components of the totally antisymmetric tensor

Lij = qi q̇j − qj q̇i = εijkLk (129)
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where εijk is the 3d Levi-Civita symbol and Li = Li since the kinetic metric γij = δij. Then
(see Equation (51) in [10])

Lij =

(
2
c0

)1/2(
I41i I42j − I41j I42i

)
. (130)

Proposition 5. For the class of 3d time-dependent oscillators with potential V(t, q) = −ω(t)r2

where ω(t) is defined in terms of an arbitrary non-zero (smooth) function f (t) as in (123), the only
independent FIs are the LFIs I41i, I42i.

In order to recover the results of [10], we assume a time-dependent oscillator with
ω3O(t) given by (123) and we write the non-zero function f (t) in the form f (t) = ρ2(t).
Then Equation (123) becomes

ω3O(t) =
ρ̈

2ρ
− c0

4ρ4 . (131)

The relations (121) and (122) become

g = ρ cos θ, θ̇ =
( c0

2

)1/2
ρ−2 =⇒ θ(t) =

( c0

2

)1/2 ∫ dt
ρ2 (132)

g = ρ sin θ, θ̇ =
( c0

2

)1/2
ρ−2 =⇒ θ(t) =

( c0

2

)1/2 ∫ dt
ρ2 (133)

and the LFIs (125) and (126) take the form

I41i =
( c0

2

)1/2
ρ−1qi sin θ + (ρq̇i − ρ̇qi) cos θ (134)

I42i = −
( c0

2

)1/2
ρ−1qi cos θ + (ρq̇i − ρ̇qi) sin θ. (135)

These latter expressions for c0 = 2 coincide with the independent LFIs (44) and (45)
found in [10].

Finally, we note that if we consider in this special class of oscillators the simple case
f = 1, we find ω3O(t) = const = − c0

4 ≡ k which is the 3d autonomous oscillator (for k < 0).
Then it can be shown that the exponential LFIs I3i± (see Table 1) found in [27] can be written
in terms of I41i, I42j. Indeed we have I3i±(k > 0) = I41i ∓ iI42i and I3i±(k < 0) = I41i ± iI42i.

14. Collection of Results

We collect the results concerning the time-dependent generalized Kepler potential
for all values of ν in Table 2. We note that for ν = −2, 1, 2 the dynamical system is the
time-dependent 3d oscillator, the time-dependent Kepler potential and the Newton–Cotes
potential, respectively. Concerning notation, we have qi = (x, y, z), qi ≡ qi+3k for all k ∈ N
and R̃i = (q̇j q̇j)qi − (q̇jqj)q̇i − k

r(b0+b1t) qi.
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Table 2. The LFIs/QFIs of the time-dependent generalized Kepler potential V = −ω(t)
rν .

ν ω(t) LFIs and QFIs

∀ ν

∀ ω Li = qi+1 q̇i+2 − qi+2 q̇i+1, Lij = qi q̇j − qj q̇i = εijk Lk

k Hν = 1
2 q̇i q̇i − k

rν

ων = k
(
b0 + b1t + b2t2) ν−2

2 Jν = (b0 + b1t + b2t2)
(

q̇i q̇i
2 − ων

rν

)
− b1+2b2t

2 qi q̇i +
b2r2

2

−2

k Bij = q̇i q̇j − 2kqiqj

k > 0 I3a± = e±
√

2kt(q̇a ∓
√

2kqa)

k < 0 I3a± = e±i
√
−2kt(q̇a ∓ i

√
−2kqa)

k
(b0+b1t+b2t2)2 Iij = (b0 + b1t + b2t2)

(
q̇i q̇j − 2ωqiqj

)
− (b1 + 2b2t)q(i q̇j) + b2qiqj

f̈
4 f (t) − 1

8

(
ḟ
f

)2
− c0

4 f 2

Lij =
(

2
c0

)1/2(
I41i I42j − I41j I42i

)
,

Λij = f (t)
(
q̇i q̇j − 2ωqiqj

)
− ḟ q(i q̇j) +

f̈
2 qiqj = I41i I41j + I42i I42j,

I41i =
( c0

2

)1/2 f−1/2qi sin θ +
(

f 1/2 q̇i − ḟ
2 f−1/2qi

)
cos θ,

I42i = −
( c0

2

)1/2 f−1/2qi cos θ +
(

f 1/2 q̇i − ḟ
2 f−1/2qi

)
sin θ

where θ =
( c0

2

)1/2 ∫ f−1dt
g̈

2g(t) I4i = g(t)q̇i − ġqi

1

k Ri = (q̇j q̇j)qi − (q̇jqj)q̇i − k
r qi

k
b0+b1t

E2 = (b0 + b1t)2
[

q̇i q̇i
2 − k

r(b0+b1t)

]
− b1(b0 + b1t)qi q̇i +

b2
1r2

2 ,
Ai = (b0 + b1t)R̃i + b1(qi+2Li+1 − qi+1Li+2)
where R̃i = (q̇j q̇j)qi − (q̇jqj)q̇i − k

r(b0+b1t) qi

k
(b0+b1t+b2t2)1/2 E3 = (b0 + b1t + b2t2)

[
q̇i q̇i

2 − k
r(b0+b1t+b2t2)1/2

]
− b1+2b2t

2 qi q̇i +
b2r2

2

2 k I1 = −H2t2 + t(q̇iqi)− r2

2 , I2 = −H2t + 1
2 (q̇

iqi)

15. Integrating the Equations

In this section, we use the independent LFIs I41i, I42i to integrate the equations of
the special class of 3d time-dependent oscillators (ν = −2) defined in Section 13 with
ω(t) given by (123). We also use the FIs Li, E2, Ai to integrate the time-dependent Kepler
potential (ν = 1) with ω(t) = k

b0+b1t where kb1 6= 0 (see Section 11.1).

15.1. The 3d Time-Dependent Oscillator with ω(t) Given by (123)

Using the LFIs (125) and (126) we find

qi(t) =
(

2
c0

)1/2
f 1/2

(
I41i sin θ − I42i cos θ

)
(136)

where I41i, I42i, i = 1, 2, 3, are arbitrary constants (real or imaginary) and θ(t) =
( c0

2
)1/2

∫
f−1dt.

The solution (136) coincides with the solution (52) in [10].
In the case of the 1d time-dependent oscillator, if we set 2ω(t) = −ψ2(t), c0 = 2 and

f (t) = ρ2(t), Equation (54) and the defining relation (123) for ω(t) become

ẍ = −ψ2x (137)

ρ̈ = −ψ2ρ + ρ−3. (138)

The LFIs (134) and (135) become

I41 = ρ−1x sin θ + (ρẋ− xρ̇) cos θ (139)

I42 = −ρ−1x cos θ + (ρẋ− xρ̇) sin θ. (140)
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The general solution (136) is

x(t) = ρ(t)
(

I41 sin θ − I42 cos θ
)

(141)

where θ̇ = ρ−2 and ρ(t) is a given non-zero function which defines ψ(t) through (138). This
is the 1d solution (9) in [10].

15.2. The Solution of the Time-Dependent Kepler Potential with ω2K(t) = k
b0+b1t Where kb1 6= 0

In Section 11.1, it is shown that this system admits the following FIs:

L1 = yż− zẏ, L2 = zẋ− xż, L3 = xẏ− yẋ

E2 = (b0 + b1t)2
[

q̇i q̇i
2
− k

r(b0 + b1t)

]
− b1(b0 + b1t)qi q̇i +

b2
1r2

2

Ai = (b0 + b1t)R̃i + b1(qi+2Li+1 − qi+1Li+2)

where R̃i = (q̇j q̇j)qi − (q̇jqj)q̇i − k
r(b0+b1t) qi. The components of the generalized Runge–

Lenz vector are written

A1 = (b0 + b1t)(ẏL3 − żL2) + b1(zL2 − yL3)−
k
r

x

A2 = (b0 + b1t)(żL1 − ẋL3) + b1(xL3 − zL1)−
k
r

y

A3 = (b0 + b1t)(ẋL2 − ẏL1) + b1(yL1 − xL2)−
k
r

z.

Since the angular momentum is an FI, the motion is on a plane. We choose, without
loss of generality, the plane z = 0 and on that the polar coordinates x = r cos θ, y = r sin θ.
Then,

L1 = L2 = 0, L3 = r2θ̇, E2 = (b0 + b1t)2
[

ṙ2 + r2θ̇2

2
− k

r(b0 + b1t)

]
− b1(b0 + b1t)rṙ+

b2
1r2

2

A1 = L3

[
(b0 + b1t)ṙ− b1r

]
sin θ +

[
(b0 + b1t)L3rθ̇ − k

]
cos θ

A2 = −L3

[
(b0 + b1t)ṙ− b1r

]
cos θ +

[
(b0 + b1t)L3rθ̇ − k

]
sin θ, A3 = 0.

Using the relation θ̇ = L3
r2 to replace θ̇, the above relations are written

E2 = (b0 + b1t)2

[
ṙ2

2
+

L2
3

2r2 −
k

r(b0 + b1t)

]
− b1(b0 + b1t)rṙ +

b2
1r2

2
(142)

A1 = L3

[
(b0 + b1t)ṙ− b1r

]
sin θ +

[
(b0 + b1t)

L2
3

r
− k
]

cos θ (143)

A2 = −L3

[
(b0 + b1t)ṙ− b1r

]
cos θ +

[
(b0 + b1t)

L2
3

r
− k
]

sin θ. (144)

By multiplying Equation (143) with cos θ and (144) with sin θ we find that

1
r
=

k
L2

3(b0 + b1t)
(1 + k1 cos θ + k2 sin θ) =⇒ r =

L2
3(b0 + b1t)

k(1 + k1 cos θ + k2 sin θ)
(145)

where k1 ≡ A1
k and k2 ≡ A2

k .
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Applying the transformation k1 = α cos β and k2 = α sin β, Equation (145) is written
(see also Section 5 in [17])

1
r
=

ω2K

L2
3

[
1 + α cos(θ − β)

]
=⇒ r =

L2
3ω−1

2K
1 + α cos(θ − β)

(146)

which for ω2K(t) = const (standard Kepler problem) reduces to the analytical equation of
a conic section in polar coordinates. In that case α is the eccentricity.

It is also worthwhile mentioning that the relation (94) becomes

2E2L2
3 + k2 = α2k2 =⇒ 2E2L2

3 = k2(α2 − 1).

Moreover, Equation (142) gives

[
d
dt

(
r

b0 + b1t

)]2
= −2(b0 + b1t)−2

[
L2

3
2r2 −

k
r(b0 + b1t)

− E2

(b0 + b1t)2

]
.

Finally, in the polar plane the equations of motion (54) for ν = 1 become

r̈− rθ̇2 +
ω2K

r2 = 0 (147)

rθ̈ + 2ṙθ̇ = 0. (148)

Equation (148) implies the FI of the angular momentum L3 = r2θ̇. It can be easily
checked that the solution (145) satisfies Equation (147) by replacing θ̈ from (148) and θ̇ with
L3
r2 . The solution (145) into the FI L3 gives

∫ k2dt
L3

3(b0 + b1t)2
=
∫ dθ

(1 + k1 cos θ + k2 sin θ)2 =⇒ k
L2

3(b0 + b1t)
= − b1L3

k

∫ dθ

(1 + k1 cos θ + k2 sin θ)2 . (149)

Substituting (149) in (145) we obtain

1
r
= − b1L3

k
(1 + k1 cos θ + k2 sin θ)

∫ dθ

(1 + k1 cos θ + k2 sin θ)2 (150)

which coincides with Equation (5.17) in [17].

16. A Class of 1d Non-Linear Time-Dependent Equations

In this section, we use the well-known result [12] that the non-linear dynamical system

q̈a = −Γa
bc q̇b q̇c −ω(t)Qa(q) + φ(t)q̇a (151)

is equivalent to the linear dynamical system (without damping term)

d2qa

ds2 = −Γa
bc

dqb

ds
dqc

ds
− ω̄(s)Qa(q) (152)

where φ(t) is an arbitrary function such that

s(t) =
∫

e
∫

φ(t)dtdt, ω̄(s) = ω(t(s))
(

dt
ds

)2
⇐⇒ ω(t) = ω̄(s(t))e2

∫
φ(t)dt. (153)

We apply this result to the following problem:
Consider the second order differential equation

ẍ = −ω(t)xµ + φ(t)ẋ (154)
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where the constant µ 6= −1 and determine the relation between the functions ω(t), φ(t) for which
the equation admits a QFI; therefore, it is integrable.

This problem has been considered previously in [36,37] (see Equation (28a) in [36] and
Equation (17) in [37]) and has been answered partially using different methods. In [36], the
author used the Hamiltonian formalism where one looks for a canonical transformation to
bring the Hamiltonian in a time-separable form. In [37], the author used a direct method
for constructing FIs by multiplying the equation with an integrating factor. In [37], it is
shown that both methods are equivalent and that the results of [37] generalize those of [36].
In the following, we shall generalize the results of [37]; in addition, we discuss a number
of applications.

Equation (154) is equivalent to the equation

d2x
ds2 = −ω̄(s)xµ, µ 6= −1 (155)

where the function ω̄(s) is given by (153).
Replacing Q1 = xµ in the system of Equations (5)–(10) (in 1d Euclidean space, the KT

condition (5) K(ab;c) = 0 becomes K11,1 = 0 =⇒ K11 = K11(s), that is, it is an arbitrary
function of s), we find that K11 = K11(s) and the following conditions

K1(s, x) = −dK11

ds
x + b1(s) (156)

K(s, x) = 2ω̄K11
xµ+1

µ + 1
+

d2K11

ds2
x2

2
− db1

ds
x + b2(s) (157)

0 =

(
2 dω̄

ds K11

µ + 1
+

2ω̄ dK11
ds

µ + 1
+ ω̄

dK11

ds

)
xµ+1 − ω̄b1xµ +

+
d3K11

ds3
x2

2
− d2b1

ds2 x +
db2

ds
(158)

where b1(s), b2(s) are arbitrary functions. Then, the general QFI (3) becomes

I = K11(s)
(

dx
ds

)2
+ K1(s, x)

dx
ds

+ K(s, x). (159)

We consider the solution of the system (156)–(158) for various values of µ.
As will be shown for µ 6= −1 results a family of ‘frequencies’ ω̄(s) parameterized with

constants. However, for the specific values µ = 0, 1, 2 there results a family of ‘frequencies’
ω̄(s) parameterized with functions.

(1) Case µ = 0.

We find the QFI

I = K11

(
dx
ds

)2
− dK11

ds
x

dx
ds

+ b1(s)
dx
ds

+ c3x2 + 2ω̄(s)K11x− db1

ds
x +

∫
b1(s)ω̄(s)ds (160)

where K11 = c1 + c2s + c3s2, c1, c2, c3 are arbitrary constants and the functions b1(s), ω̄(s)
satisfy the condition

d2b1

ds2 = 2
dω̄

ds
K11 + 3ω̄

dK11

ds
. (161)

Using the transformation (153), Equations (160) and (161) become
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I =

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]

e−2
∫

φ(t)dt ẋ2 −
[

c2 + 2c3

∫
e
∫

φ(t)dtdt
]

e−
∫

φ(t)dtxẋ +

+b1(s(t))e−
∫

φ(t)dt ẋ + c3x2 + 2ω(t)

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]

e−2
∫

φ(t)dtx−

−ḃ1e−
∫

φ(t)dtx +
∫

b1(s(t))ω(t)e−
∫

φ(t)dtdt (162)

and

b̈1 − φḃ1 = 2e−
∫

φ(t)dt(ω̇− 2φω)

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]
+

+3ω

[
c2 + 2c3

∫
e
∫

φ(t)dtdt
]

. (163)

(2) Case µ = 1.

We again derive the results of the time-dependent oscillator (see Table 2 for ν = −2)
in one dimension. Using the transformation (153), we deduce that the original equation

ẍ = −ω(t)x + φ(t)ẋ (164)

for the frequency
ω(t) = −ρ−1ρ̈ + φ(ln ρ)· + ρ−4e2

∫
φ(t)dt (165)

admits the general solution

x(t) = ρ(t)(A sin θ + B cos θ) (166)

where ρ(t) ≡ ρ(s(t)) and θ(s(t)) =
∫

ρ−2(t)e
∫

φ(t)dtdt.

(3) Case µ = 2.

We find the function ω̄ = K−5/2
11 and the QFI

I = K11(s)
(

dx
ds

)2
− dK11

ds
x

dx
ds

+ (c4 + c5s)
dx
ds

+
2
3

K−3/2
11 x3 +

d2K11

ds2
x2

2
− c5x (167)

where c4, c5 are arbitrary constants and the function K11(s) is given by

d3K11

ds3 = 2(c4 + c5s)K−5/2
11 . (168)

Using the transformation (153), the above results become

ω(t) = K−5/2
11 e2

∫
φ(t)dt (169)

I = K11e−2
∫

φ(t)dt ẋ2 − K̇11e−2
∫

φ(t)dtxẋ +

[
c4 + c5

∫
e
∫

φ(t)dtdt
]

e−
∫

φ(t)dt ẋ +
2
3

K−3/2
11 x3 +

+
(
K̈11 − φK̇11

)
e−2

∫
φ(t)dt x2

2
− c5x (170)

and
...
K11 − 3φK̈11 − φ̇K̇11 + 2φ2K̇11 = 2

[
c4 + c5

∫
e
∫

φ(t)dtdt
]

e3
∫

φ(t)dtK−5/2
11 (171)

where the function K11 = K11(s(t)).
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We note that for µ = 2 Equation (154), or to be more specific its equivalent (155),
arises in the solution of Einstein field equations when the gravitational field is spherically
symmetric and the matter source is a shear-free perfect fluid (see, e.g., [38–43]).

(4) Case µ 6= −1.

In this case, b1 = b2 = 0, K11 = c1 + c2s + c3s2 and ω̄(s) = (c1 + c2s + c3s2)−
µ+3

2

where c1, c2, c3 are arbitrary constants.
The QFI (159) becomes

I = (c1 + c2s + c3s2)

(
dx
ds

)2
− (c2 + 2c3s)x

dx
ds

+
2

µ + 1
(c1 + c2s + c3s2)−

µ+1
2 xµ+1 + c3x2 (172)

and the function
ω̄(s) = (c1 + c2s + c3s2)−

µ+3
2 . (173)

It can be checked that (172) and (173) for µ = 0, 1, 2 give results compatible with the ones
we found for these values of µ.

Using the transformation (153), we deduce that the original system (154) is integrable
iff the functions ω(t), φ(t) are related as follows

ω(t) =

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]− µ+3

2

e2
∫

φ(t)dt. (174)

In this case, the associated QFI (172) is

I =

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]

e−2
∫

φ(t)dt ẋ2 −
[

c2 + 2c3

∫
e
∫

φ(t)dtdt
]

e−
∫

φ(t)dtxẋ +

+
2

µ + 1

[
c1 + c2

∫
e
∫

φ(t)dtdt + c3

(∫
e
∫

φ(t)dtdt
)2
]− µ+1

2

xµ+1 + c3x2. (175)

These expressions generalize the expressions given in [37]. Indeed, if we introduce
the notation ω(t) ≡ α(t), φ(t) ≡ −β(t), then Equations (174) and (175) for c3 = 0 become
Equarions (25) and (26) of [37].

16.1. The Generalized Lane–Emden Equation

Consider the 1d generalized Lane–Emden Equation (see Equation (6) in [44])

ẍ = −ω(t)xµ − k
t

ẋ (176)

where k is an arbitrary constant. This equation is well-known in the literature because of its
many applications in astrophysical problems (see Refs. in [44]). In general, to find explicit
analytic solutions of Equation (176) it is a major task. For example, such solutions have only
been found for the special values µ = 0, 1, 5, in the case that the function ω(t) = 1 and the
constant k = 2. New, exact solutions, or at least the Liouville integrability, of Equation (176)
are guaranteed, if we find a way to determine its FIs. We see that Equation (176) is a subcase
of the original Equation (154) for φ(t) = − k

t ; therefore, we can apply the results found
earlier in Section 16.

In what follows, we only discuss the fourth case where µ 6= −1 in order to compare our
results with those found in Table 1 of [44]. In particular, for φ(t) = − k

t the function (174)
and the associated QFI (175) become

ω(t) = t−2k
(

c1 + c2M + c3M2
)− µ+3

2 (177)

and

I = t2k
(

c1 + c2M + c3M2
)

ẋ2 − tk(c2 + 2c3M)xẋ +
2

µ + 1

(
c1 + c2M + c3M2

)− µ+1
2 xµ+1 + c3x2 (178)
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where the function M(t) =
∫

t−kdt.
Concerning the form of the function M(t) there are two cases to consider: (a) k = 1;

(b) k 6= 1.

(a) Case k = 1.

We have M = ln t and Equations (177) and (178) give

ω(t) = t−2
[
c1 + c2 ln t + c3(ln t)2

]− µ+3
2 (179)

and

I = t2
[
c1 + c2 ln t + c3(ln t)2

]
ẋ2 − t(c2 + 2c3 ln t)xẋ +

+
2

µ + 1

[
c1 + c2 ln t + c3(ln t)2

]− µ+1
2 xµ+1 + c3x2. (180)

We consider the following subcases:

- c2 = c3 = 0, c1 6= 0.

Equations (179) and (180) give the function ω(t) = At−2 and the QFI (divide I
with 2c1)

I =
t2

2
ẋ2 +

A
µ + 1

xµ+1

where the constant A = c−
µ+3

2
1 . This is the Case 5 in Table 1 of [44].

- c1 = c3 = 0, c2 6= 0.

Equations (179) and (180) give the function ω(t) = At−2(ln t)−
µ+3

2 and the QFI (divide
I with 2c2)

I =
1
2

t2(ln t)ẋ2 − t
2

xẋ +
A

µ + 1
(ln t)−

µ+1
2 xµ+1

where the constant A = c−
µ+3

2
2 . This is the Case 6 in Table 1 of [44].

- c1 = c2 = 0, c3 6= 0.

Equations (181) and (182) give the function ω(t) = At−2(ln t)−µ−3 and the QFI (divide
I with 2c3)

I =
1
2
(t ln t)2 ẋ2 − t(ln t)xẋ +

A
µ + 1

(ln t)−µ−1xµ+1 +
x2

2

where the constant A = c−
µ+3

2
3 . This is the Case 7 in Table 1 of [44].

(b) Case k 6= 1.

We have M = t1−k

1−k and Equations (177) and (178) give

ω(t) = t−2k
[

c1 +
c2

1− k
t1−k +

c3

(1− k)2 t2(1−k)
]− µ+3

2
(181)

and

I = t2k
[

c1 +
c2

1− k
t1−k +

c3

(1− k)2 t2(1−k)
]

ẋ2 − tk
(

c2 +
2c3

1− k
t1−k

)
xẋ +

+
2

µ + 1

[
c1 +

c2

1− k
t1−k +

c3

(1− k)2 t2(1−k)
]− µ+1

2
xµ+1 + c3x2. (182)

We consider the following subcases:
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- c2 = c3 = 0, c1 6= 0.

Equations (181) and (182) give the function ω(t) = At−2k and the QFI (divide I
with 2c1)

I =
t2k

2
ẋ2 +

A
µ + 1

xµ+1

where the constant A = c−
µ+3

2
1 . This is the Case 2 in Table 1 of [44].

- c1 = c3 = 0, c2 6= 0.

Equations (181) and (182) give the function ω(t) = At
1
2 (kµ−k−µ−3) and the QFI (multi-

ply I with 1−k
c2

)

I = tk+1 ẋ2 + (k− 1)tkxẋ +
2A

µ + 1
t

1
2 (µ+1)(k−1)xµ+1

where the constant A =
(

c2
1−k

)− µ+3
2 . This is the Case 3 in Table 1 of [44].

We note also that for k = µ+3
µ−1 where µ 6= 1 the function ω(t) = A = const. This

reproduces the first subcase of Case 1 in Table 1 of [44] which is the Case 5.1 of [45].

- c1 = c2 = 0, c3 6= 0.

Equations (181) and (182) give the function ω(t) = Atkµ+k−µ−3 and the QFI (multiply

I with (1−k)2

2c3
)

I =
t2

2
ẋ2 + (k− 1)txẋ +

A
µ + 1

t(µ+1)(k−1)xµ+1 +
1
2
(k− 1)2x2

where the constant A =
(

1−k√
c3

)µ+3
. This is the Case 4 in Table 1 of [44].

We note also that for k = µ+3
µ+1 the function ω(t) = A = const. This recovers the second

subcase of Case 1 in Table 1 of [44] which is the Case 5.2 of [45].
We conclude that the seven cases 1–7 found in Table 1 of [44] are just subcases of

the above two general cases a) and b). To compare with these results one must adopt the
notation ω = f , k = n and µ = p.

17. Conclusions

The purpose of the present work was to compute the QFIs of time-dependent dy-
namical systems of the form q̈a = −Γa

bc q̇b q̇c −ω(t)Qa(q), where the connection coefficients
are computed from the kinetic metric, using the direct method instead of the Noether
symmetries as it is usually done. In the direct method, one assumes that the QFI is of
the form I = Kab q̇a q̇b + Ka q̇a + K and demands that dI/dt = 0. This leads to a system of
PDEs whose solution provides the QFIs. One key result is that the tensor Kab is a KT of the
kinetic metric.

We have discussed the solution of the system of equations at two levels. The first
level is purely geometric and concerns the KT Kab; the second level is the physical, which
concerns the quantities ω(t), Qa(q) defining the dynamical system.

Concerning the first level we have applied two different methods:

a. The polynomial method in which one assumes a general polynomial form in the
variable t both for the KT Kab and for the vector Ka.

b. The basis method where one computes first a basis of the KTs of order 2 of the
kinetic metric and then expresses Kab in this basis assuming that the ‘components’ are
functions of t.

In both methods, the key point is to compute the scalar K.
Concerning the dynamical quantities ω(t), Qa(q) we have chosen to work in two ways:
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a. First, we considered the polynomial method and assumed the function ω(t) to be a
polynomial leaving the quantities Qa unspecified. It is found that in this case, the
resulting dynamical system admits two independent QFIs whose explicit expression
together with conditions involving the quantities Qa and the collineations of the
kinetic metric are given in Theorem 1.

b. In the basis method we worked the other way. That is, we assumed the quantities

Qa(q) to be given by the time-dependent generalized Kepler potential V = −ω(t)
rν and

determined the functions ω(t) for which QFIs exist. The results of this detailed study
are displayed in Table 2 for all values of ν. For the values ν = −2, 1, 2 we recovered
the known results concerning the time-dependent 3d oscillator, the time-dependent
Kepler potential and the Newton–Cotes potential, respectively. We note that these
latter results have appeared over the years in many works whereas in the present
discussion occur as particular cases of a single geometric approach.

The last part of our considerations concerns the well-known proposition that under
a reparameterization the linear damping φ(t)q̇a can be absorbed to a time-dependent
generalized force. We used this proposition in the case of a 1d non-linear second order time-
dependent differential equation, we determined the condition that the time-dependent
coefficients of the equation must satisfy in order a QFI to exist and we computed this
QFI. As an application, we studied the properties of the well-known generalized Lane–
Emden equation.

We note that one is possible to consider other dynamical quantities and/or kinetic
metric and compute the QFIs. What is the same in all cases is the method of work which
we hope we have presented adequately in the present paper.
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Appendix A

Substituting the polynomial function ω(t) given by (39) in the system of Equations (34)–(38)
we have the following cases.

I. Case n = m (both n, m finite)

From Equation (34) we obtain

C(k)ab = −L(k−1)(a;b), k = 1, ..., n, L(n)(a;b) = 0. (A1)

Therefore, L(n)a is a KV of γab.
Condition (37) gives

82



Mathematics 2021, 9, 1503

0 = −2
(

b1 + 2b2t + ... + `b`t`−1
)(

C(0)abQb + C(1)abQbt + ... + C(n)abQb tn

n

)
+ 2L(2)a + 6L(3)at + ... +

+n(n− 1)L(n)atn−2 − 2
(

b0 + b1t + ... + b`t`
)(

C(1)abQb + C(2)abQbt + ... + C(n)abQbtn−1
)
+

+
(

b0 + b1t + ... + b`t`
)[(

L(0)bQb
)

,a
+
(

L(1)bQb
)

,a
t + ... +

(
L(n−1)bQb

)
,a

tn−1 +
(

L(n)bQb
)

,a
tn
]

.

This is a polynomial of the general form P(0)a(q) + P(1)a(q)t + ... + P(n+`)a(q)tn+` = 0.
The vanishing of the coefficients P(k)a(q) in the last polynomial implies that

L(n)aQa = s = const (A2)

`−1

∑
s=0

[
−

2(k + s)b(k+s≤`)
n− s

C(n−s≥0)abQb − 2b(k+s≤`)C(n−s>0)abQb + b(k+s≤`)
(

L(n−s−1≥0)bQb
)

,a

]
= 0 (A3)

where k = 1, 2, ..., `,

−
`

∑
s=1

[
2sbs

n− s
C(n−s≥0)abQb

]
+

`

∑
s=0

[
−2bsC(n−s>0)abQb + bs

(
L(n−s−1≥0)bQb

)
,a

]
= 0 (A4)

and

k(k− 1)L(k)a −
`

∑
s=1

[
2sbs

k− s− 1
C(k−s−1≥0)abQb

]
+

`

∑
s=0

[
−2bsC(k−s−1>0)abQb + bs

(
L(k−s−2≥0)bQb

)
,a

]
= 0 (A5)

where k = 2, 3, ...n.
We note that in the n + `+ 1 formulae (A3)–(A5), when the undefined quantity

C(0)ab
0

appears in the calculations, it must be replaced by C(0)ab in order to have a consistent result.
We continue with the remaining constraints (35) and (36) in order to determine the

scalar coefficient K(t, q).
The solution of (36) is

K,t = L(0)aQa
(

b0 + b1t + ... + b`t`
)
+ L(1)aQa

(
b0t + b1t2 + ... + b`t`+1

)
+ ... +

+L(n−1)aQa
(

b0tn−1 + b1tn + ... + b`tn+`−1
)
+ s
(

b0tn + b1tn+1 + ... + b`tn+`
)

=⇒

K = L(0)aQa

(
b0t + b1

t2

2
+ ... + b`

t`+1

`+ 1

)
+ L(1)aQa

(
b0

t2

2
+ b1

t3

3
+ ... + b`

t`+2

`+ 2

)
+ ... +

+L(n−1)aQa

(
b0

tn

n
+ b1

tn+1

n + 1
+ ... + b`

tn+`

n + `

)
+ s

(
b0

tn+1

n + 1
+ b1

tn+2

n + 2
+ ... + b`

tn+`+1

n + `+ 1

)
+ G(q).

Replacing K in (35) and using the conditions (A2)–(A5) we find that

G,a = 2b0C(0)abQb − L(1)a.

Condition (38) is satisfied trivially from the above solutions.
The QFI is

I =

(
tn

n
C(n)ab + ... + tC(1)ab + C(0)ab

)
q̇a q̇b + tnL(n)a q̇a + ... + tL(1)a q̇a + L(0)a q̇a +

+L(0)aQa

(
b0t + b1

t2

2
+ ... + b`

t`+1

`+ 1

)
+ L(1)aQa

(
b0

t2

2
+ b1

t3

3
+ ... + b`

t`+2

`+ 2

)
+ ... +

+L(n−1)aQa

(
b0

tn

n
+ b1

tn+1

n + 1
+ ... + b`

tn+`

n + `

)
+ s

(
b0

tn+1

n + 1
+ b1

tn+2

n + 2
+ ... + b`

tn+`+1

n + `+ 1

)
+ G(q)
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where C(0)ab is a KT, the KTs C(k)ab = −L(k−1)(a;b) for k = 1, ..., n, L(n)a is a KV such that
L(n)aQa = s, G,a = 2b0C(0)abQb − L(1)a and the conditions (A3)–(A5) are satisfied.

II. Case n 6= m. (one of n or m may be infinite)

We find QFIs that are subcases of those found in Case I and Case III which follows.

III. Both n, m are infinite.

In this case, we consider the solution to have the form

Kab(t, q) = g(t)Cab(q), Ka(t, q) = f (t)La(q)

where the functions g(t), f (t) are analytic so that they may be represented by polynomial
functions as follows

g(t) =
n

∑
k=0

cktk = c0 + c1t + ... + cntn

f (t) =
m

∑
k=0

dktk = d0 + d1t + ... + dmtm.

In the above expressions, the coefficients c0, c1, ..., cn and d0, d1, ..., dm are arbitrary
constants. We find that only the following subcase gives a new independent FI. All other
subcases give results already found.

Subcase (g = eλt, f = eµt), λµ 6= 0.
In this case, the system of Equations (34)–(37) (Equation (38) is satisfied trivially from

the solutions found below) becomes:

λeλtCab + eµtL(a;b) = 0 (A6)

−2
(

b0 + b1t + ... + b`t`
)

eλtCabQb + µeµtLa + K,a = 0 (A7)

K,t − (b0 + b1t + ... + b`t`)eµtLaQa = 0 (A8)

−2
(

b1 + 2b2t + ... + `b`t`−1
)

eλtCabQb − 2λ(b0 + b1t + ... + b`t`)eλtCabQb+

+µ2eµtLa + (b0 + b1t + ... + b`t`)eµt
(

LbQb
)

,a
= 0. (A9)

We consider the following subcases.

a. For λ 6= µ:

From (A6) we have that Cab = 0 and La is a KV.
From (A9) we find that La = 0.
Therefore, the QFI Ie(λ 6= µ) = const which is trivial.

b. For λ = µ:

From (A6) we have that Cab = − 1
λ L(a;b). Therefore, L(a;b) is a KT.

We consider two cases according to the degree ` of the polynomial ω(t).

- Case ` = 1.

From (A9) we find that
(

LbQb
)

,a
= 2λCabQb (A10)

λ2La + b0

(
LbQb

)
,a
− 2(b1 + λb0)CabQb = 0. (A11)
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Replacing with Cab = − 1
λ L(a;b) and by substituting (A10) in (A11) we obtain

(
LbQb

)
,a

= −2L(a;b)Q
b (A12)

λ3La + 2b1L(a;b)Q
b = 0. (A13)

The solution of (A8) is

K =

(
b0

λ
− b1

λ2

)
eλtLaQa +

b1

λ
teλtLaQa + G(q)

which when replaced in (A7) gives G,a = 0, that is G = const ≡ 0.
The QFI is

Ie(` = 1) = −eλtL(a;b) q̇
a q̇b + λeλtLa q̇a +

(
b0 −

b1

λ

)
eλtLaQa + b1teλtLaQa (A14)

where L(a;b) is a KT,
(

LbQb
)

,a
= λ3

b1
La and λ3La = −2b1L(a;b)Qb.

- Case ` > 1.

From (A9) we find that
(

LbQb
)

,a
= 2λCabQb, CabQb = 0 and λ2La = 2b1CabQb.

Therefore, La = 0 and hence Cab = − 1
λ L(a;b) = 0. We end up with a trivial FI

Ie = const.
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Abstract: In this paper, we examine a sampled-data Nash equilibrium strategy for a stochastic linear
quadratic (LQ) differential game, in which admissible strategies are assumed to be constant on the
interval between consecutive measurements. Our solution first involves transforming the problem
into a linear stochastic system with finite jumps. This allows us to obtain necessary and sufficient
conditions assuring the existence of a sampled-data Nash equilibrium strategy, extending earlier
results to a general context with more than two players. Furthermore, we provide a numerical
algorithm for calculating the feedback matrices of the Nash equilibrium strategies. Finally, we
illustrate the effectiveness of the proposed algorithm by two numerical examples. As both situations
highlight a stabilization effect, this confirms the efficiency of our approach.

Keywords: nash equilibria; stochastic LQ differential games; sampled-data controls; equilibrium
strategies; optimal trajectories

MSC: 91A23; 93E20; 49N10; 49N70

1. Introduction

Stochastic control problems governed by Itô’s differential equations have been the
subject of intensive research over the last decades. This generated a rich literature and
fundamental results such as the H2 and LQ robust sampled-data control problems under a
unified framework studied in [1,2], classes of uncertain sampled-data systems with random
jumping parameters characterized by finite state semi-Markov process analysed in [3], or
stochastic differential games investigated in [4–7].

Dynamical games have been used to solve many real life problems (see e.g., [8]). For
example, the concept of Nash equilibrium is very important for dynamical games, where
for controlled systems the closed-loop and open-loop equilibria strategies present special
interest. Various aspects of open-loop Nash equilibria are studied for a LQ differential
game in [9], other results being reported in [10–12]. In addiytion, in [13] applications to gas
network optimisation are studied via open-loop sampled-data Nash equilibrium strategy.
The framework in which state vector measurements for a class of differential games are
available only at discrete times was first studied in [14]. There, a two-player differential
game was considered, and necessary conditions for the sample data controls were obtained
using a backward translation method starting at the last time interval, and following the

87



Mathematics 2021, 9, 2713

previous state measurements. This case has been extended to a stochastic framework
in [15], where the players have access to sample-data state information with sampling
interval. For other results dealing with closed-loop systems (see, e.g., [16]). Stochastic
dynamical games are an important, but more challenging framework. First introduced
in [17], stochastic LQ problems have been studied extensively (see, [18,19]).

In the present paper, we consider stochastic differential games governed by Itô’s
differential equation, with state multiplicative and control multiplicative white noise
perturbations. The original contributions of this work are the following. First, we analyze
the design of a Nash equilibrium strategy in a state feedback form in the class of piecewise
constant admissible strategies. It is assumed that the state measurements are available
only at some discrete times. The original problem is transformed into an equivalent one
which asks to find some existence conditions for a Nash equilibrium strategy in a state
feedback form for a LQ stochastic differential game described by a system of Itô differential
equations controlled by impulses. Necessary and sufficient conditions for the existence of a
Nash equilibrium strategy for the new LQ differential game are obtained based on methods
from [20,21]. The feedback matrices of the equilibrium strategies for the original dynamical
game are obtained from the general result using the structure of the matrix coefficients of
the system controlled by impulses. Another major contribution of this paper consists of the
numerical methods for computing the feedback matrices of the Nash equilibrium strategy.

To our knowledge, in the stochastic framework, there are few papers dealing with the
problem of sampled-data Nash equilibrium strategy in both open-loop and closed-loop
forms ([22,23]), the papers [13,14] mentioned before only considering the deterministic
framework. In that case, the problem of sampled-data Nash equilibrium strategy can be
transformed in a natural way into a problem stated in discrete-time framework. Such a
transformation is not possible when the dynamical system contains state multiplicative
and control multiplicative white noise perturbations. In [15], the stochastic character is due
only to the presence of the additive white noise perturbations. In that case, the approach is
not essentially different from the one used in the deterministic case.

The paper is organized as follows. In Section 2, we formulate the problem, introducing
the L-players Nash equilibria concept. In Section 2.2, we state an equivalent form of the
original problem and we introduce a system of matrix linear differential equations with
jumps and algebraic constraints which is involved in the derivation of the feedback matrices
of the equilibrium strategies. Then, in Section 2.3, we provide some necessary and sufficient
conditions which guarantee the existence of a piecewise constant Nash equilibrium strategy.
An algorithm implementing these developments is given in Section 3. The efficiency of the
proposed algorithm is demonstrated by two numerical examples illustrating the behavior
of the optimal trajectories generated by the equilibrium strategy. Section 4 is dedicated
to conclusions.

2. Problem Formulation
2.1. Model Description and Problem Setting

Consider the controlled system having the state space representation described by

dx(t) = [Ax(t) +
L

∑
k=1

Bkuk(t)]dt + [Cx(t) +
L

∑
k=1

Dkuk(t)]dw(t),

x(t0) = x0, t ∈ [t0, t f ], (1)

where x(t) ∈ Rn is the state vector, L is a positive integer, uk(t) ∈ Rmk , k = 1, . . . , L are
control parameters, and {w(t)}t≥0 is a 1-dimensional standard Wiener process defined on
a probability space (Ω,F ,P).

In the controlled system there are L players (k = 1, 2, . . . , L) who change their behavior
through their control function uk(·), k = 1, . . . , L. The matrices of the system A, C ∈ Rn×n

and matrices of the players Bk, Dk ∈ Rn×mk , k = 1, . . . , L, are known. In the field of the
game theory, the controls uk(·) are called admissible strategies (or policies) for the players.
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The different classes of admissible strategies can be defined in various ways, depending on
the available information.

Each player aims to minimize its own cost function (performance criterion), and for
k = 1, . . . , L we have

Jk(t0, x0; u1, . . . , uL) =E


xT

u (t f )Gkxu(t f ) +

t f∫

t0

(xT
u (t)Mkxu(t) +

L

∑
j=1

uT
j (t)Rkjuj(t))dt


. (2)

We make the following assumption regarding the weights matrices in (2):
H. Gk ≥ 0, Mk ≥ 0, Rkk > 0, and Rkl ≥ 0, with k, l = 1, . . . , L, and l 6= k.
Here we generalize Definition 2.1 given in [23].

Definition 1. The L-tuple of admissible strategies (ũ1(·), ũ2(·), . . . , ũL(·)) is said to achieve
a Nash equilibrium for the differential game described by the controlled system (1), the cost
function (2), and the class of the admissible strategies U = U1 × U2 × · · · × UL, if for all
uk(·) ∈ Uk, k = 1, . . . , L we have

Jk(t0, x0; ũ1, ũ2, . . . , ũL) ≤ Jk(t0, x0; ũ1, ũ2, . . . ., ũk−1, uk, ũk+1, . . . , ũL). (3)

In this paper we consider a special class of closed-loop admissible strategies in which
the states x(t) of the dynamical system are available for measurement at the discrete-times
0 ≤ t0 < t1 < . . . < tN−1 < tN = t f , and the set of admissible strategies consists of
piecewise constant stochastic processes of the form

uk(t) = Fk(j)x(tj), tj ≤ t < tj+1, j = 0, 1, . . . , N − 1, (4)

with Fk(j) ∈ Rmk×n are arbitrary matrices.
Our aim is to investigate the problem of designing a Nash equilibrium strategy in the

class of piecewise constant admissible strategies of type (4) (the closed-loop admissible
strategies), for a LQ differential game described by a dynamical system of type (1), under the
performance criteria (2). Moreover, we also present a method for the numerical computation
of the feedback gains of the equilibrium strategy.

We denote Ũ pc = Ũ pc
1 × Ũ

pc
2 × . . .× Ũ pc

L the set of the piecewise constant admissible
strategies of type (4).

2.2. The Equivalent Problem

Define vk : [t0, t f ] → Rmk by vk(t) = uk(j), tj ≤ t < tj+1, j = 0, 1, . . . , N − 1, where
uk(j) are arbitrary mk-dimensional random vectors with finite second moments. If x(t)
is the solution of system (1) determined by the piecewise constant inputs vk(·), we set
ξ(t) = (xT(t) vT

1 (t) . . . vT
L(t))

T ∈ Rn+m, m = ∑L
k=1 mk.

Direct calculations show that ξ(t) is the solution of the initial value problem (IVP)
associated to a linear stochastic system with finite jumps often called system controlled
by impulses:

dξ(t) = Aξ(t)dt + Cξ(t)dw(t), tj ≤ t < tj+1 (5a)

ξ(t+j ) = Adξ(tj) +
L

∑
k=1

Bdkuk(j) , j = 0, 1, . . . , N − 1, (5b)

ξ(t0) = (xT
0 0T . . . 0T)T , (5c)
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under the notations:

A =

(
A B1 B2 · · · BL

0mn 0mm1 0mm2 · · · 0mmL

)
,

C =

(
C D1 D2 · · · DL

0mn 0mm1 0mm2 · · · 0mmL

)
, (6)

Ad =

(
In 0nm1 0nm2 · · · 0nml

0mn 0mm1 0mm2 · · · 0mmL

)
,

Bdk =
(

0T
nmk

0T
m1mk

· · · 0T
mk−1mk

Imk 0T
mk+1mk

· · · 0T
mLmk

)T
,

where 0pq denotes the zero matrix of size p× q.
The performance criteria (2) becomes

Jk(t0, ξ0; u1, u2, . . . , uL) =E[ξT(t f )Gkξ(t f ) +

t f∫

t0

ξT(t)Mkξ(t)dt]

+
N−1

∑
j=0

E[
L

∑
i=1

uT
i (j)Rki(j)ui(j)], (7)

for all uk = (uk(0), . . . , uk(N− 1)), uk(j) are mk-dimensional random vectorsFtj -measurable
such that

E[|uk(j)|2] < ∞.

Throughout the paper Ft denotes the σ-algebra generated by the random variables
w(s), 0 ≤ s ≤ t. The matrices in (7) can be written as

Gk = diag(Gk 0) ∈ R(n+m)×(n+m)

Mk = diag(Mk 0) ∈ R(n+m)×(n+m) (8)

Rki(j) = (tj+1 − tj)Rki.

Let U sd = U sd
1 ×U sd

2 × · · · ×U sd
L be the set of the inputs of the form of sampled data linear

state feedback, i.e., u = (u1, u2, . . . , uL) ∈ U sd if and only if uk = (uk(0), . . . , uk(N− 1)) with

uk(j) = Fk(j)ξ(tj), 0 ≤ j ≤ N − 1, (9)

where Fk(j) ∈ Rmk×(n+m) are arbitrary matrices and ξ(tj) are the values at the time instants
tj of the solution of the following IVP:

dξ(t) = Aξ(t)dt + Cξ(t)dw(t), tj < t ≤ tj+1 (10a)

ξ(t+j ) = (Ad +
L

∑
k=1

BdkFk(j))ξ(tj) , j = 0, 1, . . . , N − 1, (10b)

ξ(t0) = ξ0 ∈ Rn+m. (10c)

Let Φk be a matrix valued sequence of the form

Φk = (Fk(0), Fk(1), . . . , Fk(N − 1)), (11)

where Fk(i) ∈ Rmk×(n+m) are arbitrary matrices. We consider the set

U sd
Φ = {(Φ1, Φ2, . . . , ΦL) : Φk are arbitrary sequences defined as in (11)}. (12)
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Remark 1. By (9) and (10), there is a one to one correspondence between the sets U sd and U sd
Φ .

Each uk from U sd
k can be identified with the sequence Φk = (Φk(0), Φk(1), . . . , Φk(N − 1)) of its

feedback matrices.

Based on this remark we can rewrite the performance criterion (7) as:

Jk(t0, ξ0; Φ1, Φ2, . . . , ΦL) =E[ξT(t f )Gkξ(t f ) +

t f∫

t0

ξT(t)Mkξ(t)dt]

+
N−1

∑
j=0

E[
L

∑
i=1

ξT(tj)FT
i (j)Rki(j)Fi(j)ξ(tj)], (13)

for all (Φ1, Φ2, . . . , ΦL) ∈ U sd
Φ .

Similarly to Definition 1, one can define a Nash equilibrium strategy for the LQ
differential game described by the controlled system (5), the performance criteria (13) and
the class of admissible strategies U sd

Φ described by (12).

Definition 2. The L-tuple of admissible strategies (Φ̃1, Φ̃2, . . . , Φ̃L) is said to achieve a Nash
equilibrium for the differential game described by the controlled system (5), the cost function (13),
and the class of the admissible strategies U sd

Φ , if for all (Φ1, Φ2, . . . , ΦL) ∈ U sd
Φ , we have

Jk(t0, ξ0; Φ̃1, Φ̃2, . . . , Φ̃L) ≤ Jk(t0, ξ0; Φ̃1, Φ̃2, . . . ., Φ̃k−1, Φk, Φ̃k+1, . . . , Φ̃L). (14)

Remark 2.

(a) Based on the Remark 1 we may infer that if (Φ̃1, Φ̃2, . . . , Φ̃L) is an equilibrium strategy in
the sense of the Definition 2, then (ũ1, ũ2, . . . , ũL) given by (9) using the matrix components
of Φ̃k, provides an equilibrium strategy for the LQ differential game described by (5), (7) and
the family of admissible strategies U sd.

(b) Among the feedback matrices from (9) some have the form:

Fk(j) = (Fk(j) 0mkm), (15)

where Fk(j) ∈ Rmk×n. Hence, some admissible strategies (9) are of type (4). Hence, if the
feedback matrices of the Nash equilibrium strategy (Φ̃1, Φ̃2, . . . , Φ̃L) have the structure given
in (15), then the strategy of type (9) with these feedback matrices provide the Nash equilibrium
strategy for the LQ differential game described by (1), (2) and (4).

To obtain explicit formulae for the feedback matrices of a Nash equilibrium strategy of
type (9) (or, equivalently (11), (12)), we use the following system of matrix linear differential
equations (MLDEs) with jumps and algebraic constraints:
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−Ṗk(t) = AT Pk(t) + Pk(t)A + CT Pk(t)C + Mk, tj ≤ t < tj+1 (16a)

Pk(t−j ) = AT
[−k](j)Pk(tj)A[−k](j)−AT

[−k](j)Pk(tj)Bdk×

×(Rkk(j) + BT
dkPk(tj)Bdk)

†BT
dkPk(tj)A[−k](j) + M[−k](j) (16b)

k−1

∑
i=1

BT
dkPk(tj)BdiFi(j) + (Rkk(j) + BT

dkPk(tj)Bdk)Fk(j)

+
L

∑
i=k+1

BT
dkPk(tj)BdiFi(j) = −BT

dkPk(tj)Ad (16c)

Pk(t−N) = Gk, k = 1, . . . , L, (16d)

where we have denoted

A[−k](j) = Ad +
L

∑
i=1,i 6=k

BdiFi(j) (17)

and

M[−k](j) =
L

∑
i=1,i 6=k

FT
i (j)Rki(j)Fi(j), (18)

while the superscript † denotes the generalized inverse of a matrix.

Remark 3. A solution of the terminal value problem (TVP) with algebraic constraints (16) is a
2L-uple of the form (P1(·), P2(·), . . . , PL(·); F1(·), F2(·), . . . , FL(·)) where, for each 1 ≤ k ≤ L,
Pk(·) is a solution of the TVP (16a), (16b), (16d) and Fk(j) ∈ Rmk×(n+m), 0 ≤ j ≤ N − 1. On
the interval [tN−1, tN ], Pk(·) is the solution of the TVP described by the perturbed Lyapunov-
type equation from (16a) and the terminal value given in (16d). On each interval [tj−1, tj),
j ≤ N − 1, the terminal value Pk(t−j ) of Pk(·) is computed via (16b) together with (17) and (18)
provided that (F1(j), F2(j), . . . , FL(j)) to be obtained as solution of (16c). So, the TVPs solved by
Pk(·), 1 ≤ k ≤ L are interconnected via (16c).

To facilitate the statement of the main result of this section, we rewrite (16c) in a
compact form as:

Πd(P1(tj), . . . , PL(tj), j)F(j) = −Γd(P1(tj), . . . , PL(tj)), (19)

where F(j) = (FT
1 (j) FT

2 (j) . . . FT
L(j))T and the matrices Πd(P1(tj), . . . , PL(tj), j) and

Γd(P1(tj), . . . , PL(tj)) are obtained using the block components of (16c).

2.3. Sampled Data Nash Equilibrium Strategy

First we derive a necessary and sufficient condition for the existence of an equilibrium
strategy of type (9) for the LQ differential game given by the controlled system (5), the
performance criteria (7) and the set of the admissible strategies U sd. To this end we adapt
the argument used in the proof of ([22], Theorem 4).

We prove:

Theorem 1. Under the assumption H. the following are equivalent:

(i) the LQ differential game defined by the dynamical system controlled by impulses (5), the
performance criteria (7) and the class of the admissible strategies of type (9) has a Nash
equilibrium strategy

ũk(j) = F̃k(j)ξ(tj), 0 ≤ j ≤ N − 1, 1 ≤ k ≤ L. (20)
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(ii) the TVP with constraints (16) has a solution (P̃1(·), P̃2(·), . . . , P̃L(·); F̃1(·), F̃2(·), . . . , F̃L(·))
defined on the whole interval [t0, t f ] and satisfying the conditions below for 0 ≤ j ≤ N − 1:

Πd(P̃1(tj), . . . , P̃L(tj), j)Πd(P̃1(tj), . . . , P̃L(tj), j)†Γd(P̃1(tj), . . . , P̃L(tj)) =

= Γd(P̃1(tj), . . . , P̃L(tj)). (21)

If condition (21) holds, then the feedback matrices of a Nash equilibrium strategy of type (9)
are the matrix components of the solution of the TVP (16) and are given by

(F̃T
1 (j) F̃T

2 (j) . . . F̃T
L(j))T = −Πd(P̃1(tj), . . . , P̃L(tj), j)†Γd(P̃1(tj), . . . , P̃L(tj)),

0 ≤ j ≤ N − 1. (22)

The minimal value of the cost of the k-th player is ξT
0 P̃k(t−0 )ξ0.

Proof. From (14) and Remarks 1 and 2(a), one can see that a strategy of type (9) defines a
Nash equilibrium strategy for the linear differential game described by the controlled sys-
tem (5), the performance criteria (7) (or equivalently (13)) if and only if for each 1 ≤ k ≤ L
the optimal control problem described by the controlled system

dξ(t) = Aξ(t)dt + Cξ(t)dw(t), tj < t ≤ tj+1 (23a)

ξ(t+j ) = Ã[−k](j)ξ(tj) + Bdkuk(j), j = 0, 1, . . . , N − 1, (23b)

ξ(t0) = ξ0 ∈ Rn+m, (23c)

and the quadratic functional

J[−k](t0, ξ0; uk) =E[ξT(t f )Gkξ(t f ) +

t f∫

t0

ξT(t)Mkξ(t)dt]

+
N−1

∑
j=0

E[ξT(tj)M̃[−k](j)ξ(tj) + uT
k (j)Rkk(j)uk(j)], (24)

has an optimal control in a state feedback form. The controlled system (23) and the
performance criterion (24) are obtained substituting ũ`(j) = F̃`(j)ξ(tj), 1 ≤ k, ` ≤ L, ` 6= k
in (5) and (7), respectively. Ã[−k] and M̃[−k] are computed as in (17) and (18), respectively,
but with Fi(j) replaced by F̃i(j).

To obtain necessary and sufficient conditions for the existence of the optimal control
in a linear state feedback form we employ the results proved in [20]. First, notice that in
the case of the optimal control problem (23)–(24), the TVP (16a), (16b), (16d) plays the role
of the TVP (19)–(23) from [20].

Using Theorem 3 in [20] in the case of the optimal control problem described by (23)
and (24) we deduce that the existence of the Nash equilibrium strategy of the form (9) for
the differential game described by the controlled system (5), the performance criteria (7)
(or its equivalent form (13)), is equivalent to the solvability of the TVP described by (16).
The feedback matrix F̃k(j) of the optimal control solves the equation:

(Rkk(j) + BT
dk P̃k(tj)Bdk)F̃k(j) = −BT

dk P̃k(tj)Ã[−k](j). (25)

Substituting the formulae of Ã[−k] in (25) we deduce that the feedback matrices of the
Nash equilibrium strategy solve an equation of the form (16c) written for F̃k(j) instead of
Fk(j). This equation may be written in the compact form:

Πd(P̃1(tj), . . . , P̃L(tj), j)F̃(j) = −Γd(P̃1(tj), . . . , P̃L(tj)), (26)

where F̃(j) = (F̃T
1 (j) F̃T

2 (j) . . . F̃T
L(j))T .
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By Lemma 2.7 in [21] we deduce that the Equation (26) has a solution if and only if the
condition (21) holds. A solution of the Equation (26) is given by (22). The minimal value of
the cost for the k-th player is obtained from Theorem 1 in [20] applied in the case of the
optimal control problem described by (23), (24). Thus the proof is complete.

Remark 4. When the matrices Πd(P̃1(tj), . . . , P̃L(tj), j) are invertible, the conditions (21) are
satisfied automatically. In this case, the feedback matrices F̃k(j) of a Nash equilibrium strategy
of type (20) are obtained as the unique solution of the Equation (22), because in this case, the
generalized inverse of each matrix Πd(P̃1(tj), . . . , P̃L(tj), j), 0 ≤ j ≤ N − 1 is the usual inverse.

Combining (6) and (16c), we deduce that the matrices F̃k(j) provided by (22) have the
structure F̃k(j) = (F̃k(j) 0mkm). Hence, the Nash equilibrium strategy of the differential
game described by the dynamical system (5), the performance criteria (7) and the admissible
strategies of type (9) have the form

ũk(j) = (F̃k(j) 0mkm)ξ(tj) = F̃k(j)x(tj), 0 ≤ j ≤ N − 1.

Now we obtain the following Nash equilibrium strategy of the differential game.

Theorem 2. Assume that the conditions H. and (ii) in Theorem 1 are satisfied. Then, a Nash
equilibrium strategy in a state feedback form with sampled measurements of type (4) of the differential
game described by the dynamical system (1) and the performance criteria (2) are given by:

ũk(t) = F̃k(j)x(tj), tj ≤ t ≤ tj+1, 0 ≤ j ≤ N − 1, 1 ≤ k ≤ L. (27)

The feedback matrices F̃k(j) from (27) are given by the first n columns of the matrices F̃k(j),
which are obtained as solutions of Equation (26). In (27), x(tj) are the values measured at the times
tj, 0 ≤ j ≤ N − 1, of the solution of the closed-loop system obtained when (27) is plugged into (1).
The minimal value of the cost (2) associated to the k-th player is given by

(xT
0 0nm)P̃k(t−0 )(xT

0 0nm)
T .

In the next section, we present an algorithm which allows the numerical computation
of the matrices F̃k(j) arising in (27) for an LQ differential game with two players.

3. Numerical Computations and the Algorithm

In what follows we assume that L = 2 and tj+1 − tj = h > 0.0 ≤ j ≤ N − 1.
We propose a numerical approach to compute the optimal strategies

ũk(j) = F̃k(j)x̃(tj), j = 0, 1, . . . , N − 1. (28)

The algorithm consists of two steps:

• We first compute the feedback matrices F̃k(j), j = 0, 1, . . . , N − 1, k = 1, 2 of the Nash
equilibrium strategy, based on the solution P̃1(·), P̃2(·):

− Ṗk(t) = AT Pk(t) + Pk(t)A + CT Pk(t)C + Mk, tj ≤ t < tj+1. (29)

STEP 1.A. We take Pk(t−N) = Gk, k = 1, 2, and compute

P̃k(tN−1) = eL
∗h[Gk] +Mk, k = 1, 2, where (30)

Mk = hMk +
h2

2
L∗[Mk] +

h3

6
(L∗)2[Mk] + · · ·+

hp

p!
(L∗)p−1[Mk] (31)
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eL
∗ h[X] w

q

∑
`=0

h`

`!
L∗`[X] = X + hL∗[X] + h2

2
(L∗)[L∗[X]] + . . . +

hq

q!
(L∗)q[X] ,

with p ≥ 1 and q ≥ 1 sufficiently large.
For the operator L∗[X] we have

L∗[X] = ATX + XA + CTXC (32)

for all X = XT ∈ R(n+m1+m2)×(n+m1+m2).
The iterations L`[X] are computed from:

L∗`[X] = ATL∗(`−1)[X] + L∗(`−1)[X]A + CTL∗(`−1)[X]C (33)

for ` ≥ 1 with L0[X] = X where X = Pk(t−j+1) or X = Mk, respectively.
We compute the feedback matrices F̃k(N− 1) ∈ Rmk×n as solutions of the linear equation

(
R11 + h−1P̃1,11(tN−1) h−1P̃1,12(tN−1)

h−1P̃T
2,12(tN−1) R22 + h−1P̃2,22(tN−1)

)(
F̃1(N − 1)
F̃2(N − 1)

)
=

−
(

h−1P̃T
1,01(tN−1)

h−1P̃T
2,02(tN−1)

)
(34)

STEP 1.B. We set

F̃k(N − 1) = (F̃k(N − 1) 0 0) ∈ Rmk×(n+m1+m2), k = 1, 2.

Next, we compute P̃k(t−N−1), k = 1, 2,:

P̃1(t−N−1) = (Ad + Bd2F̃2(N − 1))T P̃1(tN−1)(Ad + Bd2F̃2(N − 1))

− (Ad + Bd2F̃2(N − 1))T P̃1(tN−1)Bd1(hR11 + BT
d1P̃1(tN−1)Bd1)

−1

· BT
d1P̃1(tN−1)(Ad + Bd2F̃2(N − 1)) + hF̃T

2 (N − 1)R12F̃2(N − 1) (35)

and

P̃2(t−N−1) = (Ad + Bd1F̃1(N − 1))T P̃2(tN−1)(Ad + Bd1F̃1(N − 1))

− (Ad + Bd1F̃1(N − 1))T P̃2(tN−1)Bd2(hR22 + BT
d2P̃2(tN−1)Bd2)

−1

· BT
d2P̃2(tN−1)(Ad + Bd1F̃1(N − 1)) + hF̃T

1 (N − 1)R21F̃1(N − 1). (36)

STEP 2.A. Fix j such that j ≤ N − 2. Assuming that P̃k(t−j+1) have already been
computed for a j ≤ N − 2, k = 1, 2, we compute

P̃k(tj) = eL
∗h[P̃k(t−j+1)] +Mk, k = 1, 2, (37)

where Mk is computed as in (31).
We compute the feedback gains F̃k(j) ∈ Rmk×n as solution of the linear equation

(
R11 + h−1P̃1,11(tj) h−1P̃1,12(tj)

h−1P̃T
2,12(tj) R22 + h−1P̃2,22(tj)

)(
F̃1(j)
F̃2(j)

)
= −

(
h−1P̃T

1,01(tj)

h−1P̃T
2,02(tj)

)
(38)
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STEP 2.B. Setting F̃k(j) =
(

F̃k(j) 0 0
)
∈ Rmk×(n+m1+m2), k = 1, 2 we compute

P̃k(t−j ) as in the formulae below

P̃1(t−j ) = (Ad + Bd2F̃2(j))T P̃1(tj)(Ad + Bd2F̃2(j))

− (Ad + Bd2F̃2(j))T P̃1(tj)Bd1(hR11 + BT
d1P̃1(tj)Bd1)

−1

· BT
d1P̃1(tj)(Ad + Bd2F̃2(j)) + hF̃T

2 (j)R12F̃2(j) (39)

and

P̃2(t−j ) = (Ad + Bd1F̃1(j))T P̃2(tj)(Ad + Bd1F̃1(j))

− (Ad + Bd1F̃1(j))T P̃2(tj)Bd2(hR22 + BT
d2P̃2(tj)Bd2)

−1

BT
d2P̃2(tj)(Ad + Bd1F̃1(j)) + hF̃T

1 (j)R21F̃1(j). (40)

• In the second step, the computation of the optimal trajectory x̃(t) involves the initial
vector x0 and the equilibrium strategy values uk(j), k = 1, 2.
Then, we illustrate the mean squares of the optimal trajectory E[|x̃(t)|2] and of the
equilibrium strategy E[|ũk(t)|2], k = 1, 2. We set ξ̃(t) = (x̃T(t) ũT

1 (t) ũT
2 (t))

T and
define X(t) = E[ξ̃(t)ξ̃T(t)].
We have t→ X(t) solves the forward linear differential equation with finite jumps:

Ẋ(t) = LX(t), tj ≤ t < tj+1. (41)

For tj = jh we write:

X(t+j ) = (Ad + Bd1F̃1(j) + Bd2F̃2(j)) X(tj) · (Ad + Bd1F̃1(j) + Bd2F̃2(j))T (42)

0 ≤ j ≤ N − 1, tj = jh, where

LX = AX + XAT + CXCT . (43)

Then, we have used the values to make plots

E[|x̃(iδ + jh)|2] = Tr[X11(iδ + jh)]

E[|ũ1(iδ + jh)|2] = Tr[X22(iδ + jh)]

E[|ũ2(iδ + jh)|2] = Tr[X33(iδ + jh)],

where

X(iδ + jh) =




X11(iδ + jh) X12(iδ + jh) X13(iδ + jh)
XT

12(iδ + jh) X22(iδ + jh) X23(iδ + jh)
XT

13(iδ + jh) XT
23(iδ + jh) X33(iδ + jh)




such that X11(iδ + jh) ∈ Rn×n , X22(iδ + jh) ∈ Rm1×m1 and X33(iδ + jh) ∈ Rm2×m2 .

This algorithm enables us to compute the equilibrium strategies values uk(j) of the
players. The experiments illustrate that the optimal strategies are piecewise constant, which
seems to indicate that we have a stabilization effect.

Further, we consider two examples for the LQ differential game described by the
dynamical system (1), the performance criteria (2) and the class of piecewise constant
admissible strategies of type (28).
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Example 1. We consider the controlled system (1) in the special form n = m1 = m2 = 2. The
coefficient matrices A, Bk, C, Dk, Mk, Gk, Rkk, Rk`, k, ` = 1, 2, k 6= ` are defined as

A =

(
1.5 0.17

0.07 −1.4

)
B1 =

(
1.5 0.7
0.3 0.4

)
B2 =

(
1.2 0.95
0.8 0.7

)

C =

(
0.7 0.19

0.24 0.9

)
D1 =

(
0.2 0.04
0.4 0.5

)
D2 =

(
0.1 0.06
0.2 0.3

)

M1 =

(
0.8 0.7
0.7 0.95

)
M2 =

(
0.09 0.04
0.04 0.08

)

G1 =

(
1.2 0.45

0.45 1.5

)
G2 =

(
0.95 0.8
0.8 1.15

)

R11 =

(
0.6 0.25

0.25 0.8

)
R22 =

(
0.3 0.15
0.15 0.4

)

R12 =

(
0.05 0.04
0.04 0.08

)
R21 =

(
0.06 0.07
0.07 0.09

)
.

The evolution of the mean square values E[|x̃(t)|]2 and E[|uopt(t)|]2 of the optimal trajectory
x̃(t) (with the initial point xT

0 = (0.03 0.01)) and the equilibrium strategies u1,opt(t) and u2,opt(t)
is depicted in Figure 1 on the intervals [0, 1], and in Figure 2 for [0, 2], respectively. The values of
the optimal trajectory x̃(t) equilibrium strategies of both players are very close to zero in both the
short-term and long-term periods.
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Figure 1. (left) E[|x̃(t)|2]; Interval [t0, τ] = [0, 1]; (right) E[|u1,opt(t)|2] and E[|u2,opt(t)|2]; Interval
[t0, τ] = [0, 1].
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Figure 2. (left) E[|x̃(t)|2]; Interval [t0, τ] = [0, 2]; (right) E[|u1,opt(t)|2] and E[|u2,opt(t)|2]; Interval
[t0, τ] = [0, 2].
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Example 2. We consider the controlled system (1) in the special form n = 4 and m1 = m2 = 2.
We define the matrix coefficients A, Bk, C, Dk, Mk, Gk, Rkk, Rk`, k, ` = 1, 2, k 6= ` as follows:

A =




0.5 0.17 0.07 0.9
0.07 0.54 0.2 0.25
0.6 0.8 0.92 0.06

0.35 0.45 0.04 −0.99


 B1 =




4.05 −0.4
0.4 −0.8
1 0.9
0 −0.8




C =




0.07 0.19 0.8 0
0.4 0.18 0.24 0.7
0.06 0.3 0.15 0.4
0.45 0.37 0.09 0.08


 D1 =




0.15 0
−0.2 0.25

0 0.035
0.04 −0.2




B2 =




0.4 0.05
0.05 −0.07

0 0.07
0.3 −0.05


 D2 =




0.25 0.525
1.25 −0.025
0.35 −0.75
0.25 −0.9




M1 =




0.78 0 0 0
0 0.82 0 0
0 0 0.6 0
0 0 0 0.5


 M2 =




0.6 0 0 0
0 0.8 0 0
0 0 0.48 0
0 0 0 1.05




G1 =




0.9 0.05 0.25 0.35
0.05 1 0.2 0.07
0.25 0.2 1.05 0.3
0.35 0.07 0.3 0.9


 G2 =




1.25 0.75 0.21 0.65
0.75 0.88 0.45 0.76
0.21 0.45 1 0.87
0.65 0.76 0.87 0.99




R11 =




1.26 0.25 0.25 0.8
0.25 0.95 0.15 0.4
0.25 0.15 0.96 0.3
0.8 0.4 0.3 0.88


 R22 =




0.6 0.15 0.15 0.4
0.15 0.85 0.36 0.4
0.15 0.36 0.4 0.25
0.4 0.4 0.25 0.87




R12 =




0.98 0.04 0.36 0.4
0.04 0.8 0.36 0.45
0.36 0.36 0.64 0.1
0.4 0.45 0.1 0.89


 R21 =




0.6 0.07 0.35 0.28
0.07 0.8 0.39 0.25
0.35 0.39 1.2 0.48
0.28 0.25 0.48 1.01


.

The evolution of the mean square values E[|x̃(t)|]2 and E[|uopt(t)|]2 of the optimal trajectory
x̃(t) (with the initial point xT

0 = (0.15 0.01 0.02 0.03 )) and the equilibrium strategies u1,opt(t)
and u2,opt(t) on the intervals [0, 1] (Figure 3) and [0, 5] (Figure 4), respectively. The values of the
optimal trajectory x̃(t) equilibrium strategies of both players are very close to zero in short-term
and long-term period.
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Figure 3. (left) E[|x̃(t)|2]; Interval [t0, τ] = [0, 1]; (right) E[|u1,opt(t)|2] and E[|u2,opt(t)|2]; Interval
[t0, τ] = [0, 1].
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  Plot the mean square value of the optimal trajectory 
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Figure 4. (left) E[|x̃(t)|2]; Interval [t0, τ] = [0, 5]; (right) E[|u1,opt(t)|2] and E[|u2,opt(t)|2]; Interval
[t0, τ] = [0, 5].

4. Concluding Remarks

In this paper, we have investigated the formulation of existence conditions for the
Nash equilibria strategy in a state feedback form, in the piecewise constant admissible
strategies case. These conditions are expressed through the solvability of the algebraic
Equation (26). The solutions of these equations provide the feedback matrices of the desired
Nash equilibrium strategy. To obtain such conditions for the existence of a sampled-data
Nash equilibrium strategy, we have transformed the original problem into an equivalent
one which requires to find a Nash equilibrium strategy in a state feedback form for a
stochastic differential game, in which the dynamic is described by Itô type differential
equations controlled by impulses. Unlike for the deterministic case, when the problem of
finding of a sampled-data Nash equilibrium strategy can be transformed into an equiv-
alent problem in discrete-time, in the stochastic framework when the controlled system
is described by Itô type differential equations, such a transformation to the discrete-time
case is not possible. The developments from the present work clarify and extend the
results from Section 5 of [23], where only the particular case L = 2 was considered. The
key method used for obtaining the feedback matrices of the Nash equilibrium strategy
via the Equation (26) is the solution P̃k(·), 1 ≤ k ≤ L of the TVP (16). On each interval
(tj−1, tj), 1 ≤ j ≤ N, (16a) consists of L uncoupled backward linear differential equation.
The boundary values P̃k(t−j ) are computed via (16d) for j = N and via (16b) for j ≤ N − 1.
Finally, we gave an algorithm for calculating the equilibrium strategies of the players, and
the numerical experiments suggest a stabilization effect.
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Ilovičova 3, 81219 Bratislava, Slovakia; mikulas.huba@stuba.sk
* Correspondence: damir.vrancic@ijs.si

Abstract: The paper presents a tuning method for PID controllers with higher-order derivatives
and higher-order controller filters (HO-PID), where the controller and filter orders can be arbitrarily
chosen by the user. The controller and filter parameters are tuned according to the magnitude
optimum criteria and the specified noise gain of the controller. The advantages of the proposed
approach are twofold. First, all parameters can be obtained from the process transfer function or from
the measured input and output time responses of the process as the steady-state changes. Second,
the a priori defined controller noise gain limits the amount of HO-PID output noise. Therefore, the
method can be successfully applied in practice. The work shows that the HO-PID controllers can
significantly improve the control performance of various process models compared to the standard
PID controllers. Of course, the increased efficiency is limited by the selected noise gain. The proposed
tuning method is illustrated on several process models and compared with two other tuning methods
for higher-order controllers.

Keywords: higher-order controllers; PID controller; magnitude optimum; controller tuning; noise
attenuation

1. Introduction

The PID controllers are widespread in many industries and are frequently included in
embedded solutions [1–4]. This is not surprising, since the basic PID control algorithm is
very simple and the control performance, when the controller is tuned appropriately, is
usually very good. However, the control performance can be improved by increasing the
controller order. The improvement depends on the process order. While the first-order
process can be efficiently controlled by the PI controller and the second-order process by
the PID controller, the control efficiency for higher-order processes can be improved by
increasing the controller order beyond the PID control.

In practice the PI controllers are used more often than the PID controllers, since the
latter significantly increase the controller output noise. Naturally, with higher degrees
of controllers, the problem becomes aggravated. Therefore, the appropriate higher-order
controller filter is inevitable in practical applications.

For easier classification of the HO-PID controllers according to the controller (m) and
filter (n) order, let us denote them as PIDm

n . A general PIDm
n controller transfer function

GCF(s) can be defined as follows:

GCF(s) = GC(s)GF(s), where
GC(s) =

(
K−1s−1 + K0 + K1s + · · ·+ Kmsm)

GF(s) = 1
(1+TFs)n

(1)

where K−1, K0, K1, . . . Km are controller gains, and GF(s) is the binomial filter with filter
time constant TF. In practical applications, in order to limit the higher-frequency controller
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output noise, n ≥ m. Note that PID0
0 denotes the PI controller (KI = K−1, KP = K0) and PID1

1
denotes the PID controller (KI = K−1, KP = K0, KD = K1) with the first-order filter (n = 1).

Several tuning methods for HO-PID controllers have been proposed so far. The
majority of them are made for proportional-integrative-derivative-accelerative (PIDA)
controllers (PID2

n). The controller structure is either 1 degree of freedom (1-DOF) [5–20]
or 2 degrees of freedom (2-DOF) [21–23] which can optimise the tracking and control
performance.

The tuning methods for the mentioned PIDA controllers are derived either for the first-
order process with delay [20,22,23], third order process [5,11,13,14,21], first-order double
integrating process [5,11,16], second-order integrating process [8,9,11,16], double integrat-
ing process with time delay [10], fourth-order system [18], for different types of process
models [6,17,18] or for the automatic voltage regulator (AVR) in the generator excitation sys-
tem [7,15,19]. Unfortunately, only a few of the mentioned PIDA controller tuning methods
take into account the controller filter in the controller design stage [5–7,10,15,23]. Therefore,
the practical implementation of other PIDA tuning methods remains questionable.

Besides PIDA controllers, some higher-order controller tuning methods also exist [24–27].
The tuning method for the PID3

0 controller (the controller filter is not considered), where
the controlled process is a model of the ship power plant, including the heat exchanger, is
given in [24]. The method optimises the IAE for disturbance rejection while limiting the
peak of the closed-loop amplitude frequency response.

Tuning methods for even higher-order controllers (m > 3) were developed for the
integrating process model with a time delay (IPTD) [25–27]. Although the type of the
process model seems to be limited, we have to mention that many stable process models
can be modelled as IPTD processes [1]. For HO-PID control of stable time-delayed processes,
a new method was also proposed by generalizing Skogestad’s method SIMC [28]. The basic
version is based on the approximation of processes by transfer functions with multiple time
constants (obtained, for example, by an appropriate identification method); however, a
suitable model can also be obtained from a more general description of the process reduced
by the modified “half-rule” method [29]. Although not specifically designed for HO-PID
controllers, we should also mention that the tuning approach is based on the design of
multiple dominant closed-loop poles for delayed processes, applied to the PI and PID
controllers [30], which can be easily extended to HO-PID controllers.

The developed tuning methods for the PIDm
n controllers reveal that the HO-PID

controllers can be much more efficient than the ordinary PID controllers without significant
increase of the controller output noise.

This paper presents the PIDm
n controller and filter tuning method, which is based on

the parametric or the non-parametric process description. It means that the process can
be given by the general transfer function (of the arbitrary order and time delay) or by the
process input and output time-responses during the steady-state change of the process.
The only user-defined parameters will be the controller (m) and the filter (n) order and
the desired high-frequency gain of the controller. As will be shown later, the controller
parameters will be calculated analytically.

Therefore, the main advantages of the proposed method are the flexibility of the
process description (the process model is not required), simple specifications by the user
and simple calculation of the controller and filter parameters.

The content of the paper is as follows. The tuning method for the PIDm
n controllers is

covered in Section 2. The calculation of the controller and controller filter time constant,
according to the desired closed-loop high-frequency gain, is derived in Section 3. The com-
parison with some other tuning methods is carried out in Section 4. The paper concludes
with Section 5.

2. HO-PID Controller Tuning

The HO-PID controller parameters will be derived according to the magnitude op-
timum multiple integration (MOMI) tuning method, which is based on the magnitude
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optimum (MO) criteria [31–37]. The main advantages of the MOMI method are that it
combines frequency-domain MO tuning criterion (providing a fast and non-oscillatory
closed-loop process output response) with the time-domain method of moments (the
calculation of the process characteristic areas directly from the process time responses).

The process
The general order process transfer function with time delay is defined by the follow-

ing expression:

GP(s) =
KPR

(
1 + b1s + b2s2 + · · ·+ brsr)

1 + a1s + a2s2 + · · ·+ apsp e−sTdel (2)

where KPR is the process gain, Tdel is the process time delay and a1 to ap and b1 to br are
the process dynamic parameters. To simplify the derivation, let us assume that the process
transfer function is developed into an infinite Taylor series around s = 0:

GP(s) = GP0 + GP1s +
GP2

2!
s2 +

GP3

3!
s3 + · · · , (3)

where GPk are the k-th derivatives of the GP(s) over s around s = 0. The moments can be
calculated from the process impulse response h(t) in the following way [1,38]:

G(k)
P (0) = GPk = (−1)k

∫ ∞

0
tkh(t)dt (4)

Besides measuring the process impulse response, the moments can also be calculated
from the process steady-state change by measuring the process input and output time
responses [32,34]. By integrating the process input and output time responses, the so-called
characteristic areas Ak are obtained, which are related to the process moments as follows:

Ak =
(−1)k

k!
GPk (5)

The process transfer function, based on the characteristic areas, can be derived from
(3) and (5) as follows:

GP(s) = A0 − A1s + A2s2 − A3s3 + · · · . (6)

Since the calculation of the mentioned areas from the process input and output time
responses, during arbitrary steady-state change, are already covered in detail in [36], it will
not be repeated herein.

The process moments (4) and, therefore, the characteristic areas Ak (5), can also be
calculated from the process transfer function (2) by calculating the derivatives of GP(s) over
s around s = 0. The result is the following [32,34]:

A0 = KPR
A1 = KPR(a1 − b1 + Tdel)

A2 = A1a1 + KPR

(
b2 − a2 − Tdelb1 +

T2
del
2!

)

...

Ak =
k−1
∑

i=1
(−1)k+i−1 A1ak−i + (−1)k+1KPR(ak − bk) + KPR

k
∑

i=1

(−1)k+i

i! Ti
delbk−i

(7)

Therefore, the characteristic areas in expression (6) can be calculated either from the
process time response or from the process transfer function. This is a very important
advantage, since the actual process model can be used, but is not required.

In order to simplify the derivation of the controller parameters, the controller binomial
filter GF(s) (1) will be considered as a part of the process. Since the above areas are calculated
for the process without the filter, the areas Ai should be modified, accordingly. If the filter
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GF(s) (1) is added to the process (2) and developed into a Taylor series, it can be derived
that the new areas, denoted by AiF, can be simply calculated as:

AVF = Mn
F AV , where

MF =




1 0 0 0 0 0
TF 1 0 0 0 0
T2

F TF 1 0 0 0
T3

F T2
F TF 1 0 0

T4
F T3

F T2
F TF 1 0

...
...

...
... TF

. . .




, AV =




A0
A1
A2
A3
A4
...




, AVF =




A0F
A1F
A2F
A3F
A4F

...




(8)

Note that n is the binomial filter order (1). Naturally, the chosen size of the matrix and
the vectors depends on the number of the required areas.

Note that the characteristic areas with the included controller filter can be obtained
a-posteriori, when the process areas Ai are already measured either from the process time
response (5) or calculated from the process transfer function (7).

For further reference, please note that the process areas with the included controller
binomial filter are denoted with index F (AiF) and the process areas without the controller
filter are denoted without index F (Ai).

The closed-loop transfer function
In the paper, the process and the HO-PID controller (1) will be considered, as shown

in Figure 1. Signals r, rf, e, u, d, n and y stand for the reference, filtered reference, control
error, controller output, process input disturbance, process output noise and the process
output, respectively. Block GFR represents the second order filter for the reference signal in
order to reduce excessive controller output change on reference changes:

GFR(s) =
1

(1 + TFRs)2 , (9)

where TFR denotes the reference filter time constant. Due to simplicity, the filter order in (9)
is fixed. However, note that the filter order may be increased by increasing the controller
order so as to additionally attenuate the swings of the signal u for step-like changes of the
reference signal r.

Figure 1. The control loop with HO-PID controller and the process.

Let us now calculate the process closed-loop transfer function GCL(s) from the filtered
reference (rf) to the process output (y). The closed-loop transfer function is then defined as:

GCL(s) =
Y(s)
RF(s)

=
GCGP

1 + GCGP
, (10)

where Y(s) and R(s) are the Laplace transforms of the process output and the reference
signals, respectively.
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When applying the process (6) and the controller (1) transfer functions to (10), and
considering that the controller binomial filter is a part of the process (in the process transfer
function (6) the areas Ai are replaced by AiF), the closed-loop transfer function becomes:

GCL(s) =
GOL(s)

1+GOL(s)
,

GOL(s) = A0FK−1s−1 + (A0FK0 − A1FK−1) + s(A0FK1 − A1FK0 + A2FK−1)
+s2(A0FK2 − A1FK1 + A2FK0 − A3FK−1) + · · ·

+sk
k+1
∑

i=0
(−1)i AiFKk−i + · · ·

(11)

where GOL(s) denotes the open-loop transfer function GOL(s) = GC(s)GP(s).
The MO criteria
According to [35], the MO tuning criterion states that the closed-loop amplitude

(magnitude) should be 1 in as wide a frequency bandwidth as possible (starting from
frequency ω = 0). This can be achieved if the open-loop transfer function GOL(jω), in the
Nyquist diagram, follows the vertical line with the real value −0.5 (according to M and N
circles in control theory).

Replacing s with complex frequency jω in GOL(s) (11) yields:

GOL(s) = −jA0FK−1ω−1 + (A0FK0 − A1FK−1) + jω(A0FK1 − A1FK0 + A2FK−1)
−ω2(A0FK2 − A1FK1 + A2FK0 − A3FK−1) + · · ·

+(jω)k k+1
∑

i=0
(−1)i AiFKk−i + · · ·

(12)

where j denotes the imaginary component j =
√
−1.

Since merely the real part of the open-loop transfer function is required, only the even
powers over frequency in (12) are needed. Therefore:

Re{GOL(s)} = (A0FK0 − A1FK−1)−ω2(A0FK2 − A1FK1 + A2FK0 − A3FK−1) + · · ·

+(−1)qω2q
2q+1
∑

i=0
(−1)i AiFK2q−i + · · ·

(13)

In order to achieve that the Re{GOL(s)} = −0.5 for as high frequencies as possible, the
following conditions should be fulfilled:

−A1FK−1 + A0FK0 = −0.5
−A3FK−1 + A2FK0 − A1FK1 + A0FK2 = 0

−A5FK−1 + A4FK0 − A3FK1 + A2FK2 − A1FK3 + A0FK4 = 0
...

(14)

or in matrix form:

MKV = C, where

MF =




−A1F A0F 0 0 0 · · ·
−A3F A2F −A1F A0F 0 · · ·
−A5F A4F −A3F A2F −A1F · · ·
−A7F A6F −A5F A4F −A3F · · ·
−A9F A8F −A7F A6F −A5F · · ·

...
...

...
...

...
...




, KV =




A−1
K0
K1
K2
K3
...




, C =




−0.5
0
0
0
0
...




(15)

Note that the matrix and vector dimensions depend on the number of controller
parameters (m + 2):

M(m+2)×(m+2), KV(m+2)×1
, C(m+2)×1 (16)
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The controller parameters (gains) can then be simply calculated from (15):

KV = M−1C (17)

The calculation of the controller and filter parameters is straightforward. However, to
make it even simpler, we have provided online MATLAB/Octave scripts via the OctaveOn-
line Bucket website [39]. The provided scripts calculate all the controller parameters for the
given process transfer function and the filter time constant. The website layout is shown in
Figure 2. The calculation procedure proceeds as follows:

1. Select the appropriate Octave (MATLAB) script (test_HO_TF.m).
2. Provide the process parameters, the filter time constant, the controller order and filter

order,
3. press the “Save” button, and
4. press the “Run” button.

Figure 2. The layout of the OctaveOnline Bucket website (function test_HO_TF.m).

The script then calculates the characteristic areas, the controller and the filter parame-
ters. The results are then shown on the right panel of the website.

Illustrative example 1
The D1

1, PID2
2 and PID3

3 controller parameters will be calculated for the following
processes:

GP1(s) = 1
(1+s)4

GP2(s) = e−0.5s

(1+s)2

(18)

The chosen controller filter time constants is TF = 0.1. The characteristic areas, without
(7), and with controller filter (8) are given in Table 1.
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Table 1. The calculated areas for the processes (18) without and with the controller filter.

A0 A1 A2 A3 A4 A5 A6 A7 A8 A9

Areas GP1 1 4 10 20 35 56 84 120 165 220

Areas GP1 with controller
PID1

1 filter 1 4.1 10.41 21.041 37.104 59.71

Areas GP1 with controller
PID2

2 filter 1 4.2 10.83 22.124 39.317 63.64 96.34 138.63

Areas GP1 with controller
PID3

3 filter 1 4.3 11.26 23.25 41.642 67.81 103.12 148.94 206.66 277.63

Areas GP2 1 2.5 4.125 5.771 7.419 9.068 10.717 12.365 14.014 15.663

Areas GP2 with controller
PID1

1 filter 1 2.6 4.385 6.209 8.040 9.872

Areas GP2 with controlle
PID2

2 filter 1 2.7 4.655 6.675 8.708 10.743 12.778 14.814

Areas GP2 with controller
PID3

3 filter 1 2.8 4.935 7.168 9.425 11.685 13.947 16.208 18.470 20.732

The calculated controller parameters (17) are given in Table 2.

Table 2. The calculated controller parameters.

K−1 K0 K1 K2 K3

GP1—controller PID1
1 0.438 1.295 1.041 - -

GP1—controller PID2
2 0.812 2.911 3.599 1.556 -

GP1—controller PID3
3 1.810 7.282 11.008 7.417 1.883

GP2—controller PID1
1 0.890 1.814 0.934 - -

GP2—controller PID2
2 1.140 2.578 1.738 0.300 -

GP2—controller PID3
3 1.304 3.152 2.459 0.678 0.0674

In order to reduce the excessive swing of the controller output when changing the
reference, the following reference filter time constant (9) is used for both processes:

TFR = 0.5 (19)

Note that the second order reference filter is used (9).
The closed-loop responses for the processes GP1(s) and GP2(s), for all three types of

controllers, are shown in Figures 3 and 4. It is clear that tracking and control performance
increase by the controller order. Note that the controller output response of PID3

3 con-
troller is not shown entirely in order to see the responses of PID1

1 and PID2
2 controllers

more clearly.
When comparing process output responses when using controllers PID1

1 and PID3
3

in Figures 3 and 4, it can be seen that the relative difference in performance is larger on
higher-order process GP1(s). This is expected, since lower-order processes can already be
optimally controlled by lower-order controllers (e.g., the first-order process with PID0

0 and
the second-order process with the PID1

1 controller). Since the second-order process GP2(s)
has an additional delay, the closed-loop performance can still be slightly increased with the
PID3

3 controller.
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Figure 3. The closed-loop responses for the process GP1(s) when using controllers PID1
1 , PID2

2
and PID3

3 .

Figure 4. The closed-loop responses for the process GP2(s) when using controllers PID1
1 , PID2

2
and PID3

3 .

According to the closed-loop responses, it can be concluded that HO-PID controllers
can significantly improve the closed-loop performance, especially for higher-order pro-
cesses. The only required parameter from the user is the controller filter time constant TF.
Namely, the amplification of the process output measurement noise depends on the chosen
TF. However, the relation between TF and the actual amplification of the high-frequency
(HF) noise depends on several other controller parameters and is a rather complex func-
tion. Therefore, in practice, it would be more appropriate to define the desired HF noise
amplification than the controller filter time constant.

3. HO-PID Controller with Specified HF Noise Amplification

As mentioned in the previous section, the n-th order controller filter GF(s) (1) is
primarily used to decrease the controller output noise due to the measurement noise (in
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addition to making the entire controller transfer function proper or strictly proper and,
therefore, realisable in practice). High controller amplification of the measurement noise is
never desired, since it may also cause large swings of the control output signals and thus
may decrease the actuator’s life span. In order to limit the amplification of the process
measurement noise, the user can try different values of TF until the desired amplification
(attenuation) of the noise is achieved. In practice, this may take too long, since the function
between TF and the noise amplification is complex and non-linear. Therefore, from the
user’s perspective, it is easier to define the desired noise amplification of the controller
than select filter time constant TF.

The process output noise (ny) is amplified by the controller (1) in the closed-loop
configuration as follows:

UN = GCN(s)Ny =
GCF(s)

1 + GCF(s)GP(s)
Ny =

(
GP(s) +

1
GCF(s)

)−1
Ny, (20)

where Ny and UN are Laplace transforms of the measurement noise and the controller
output noise, respectively. The negative sign is omitted to simplify the derivation. From (20)
it can be seen that at lower frequencies, the transfer function GCN(s) is mostly dominated
by the process transfer function GP(s), while at higher frequencies, it is mostly dominated
by the controller transfer function GCF(s). At lower frequencies, the process can be approxi-
mated by its gain KPR, while at higher frequencies the controller gains K−1 and K0 can be
neglected. Therefore, GCN(s) can be approximated by the following transfer function:

GCN(s) ≈
K−1

PR + K1s + K2s2 + · · ·+ Kmsm

(1 + TFs)n . (21)

On the other hand, the desired controller output noise (UND) should be similar to:

UND = KHF Ny, (22)

where KHF is a chosen noise amplification factor. Since amplitudes UN and UND cannot be
compared directly due to different frequency characteristics, it is easier to compare noise
powers of both signals in some chosen frequency bandwidth (from ω1 to ω2). Namely, due
to Parseval theorem, the power of the controller output signal (PUN) is proportional to:

PUN ∝
∫ ω2

ω1

∣∣GCN(ω)Ny(ω)
∣∣2dω . (23)

The desired noise power is, according to (22), proportional to:

PUND ∝
∫ ω2

ω1

∣∣KHF Ny(ω)
∣∣2dω . (24)

When considering the Ny as a white noise with amplitude over frequency as Ny(ω) = 1,
the powers PUN and PUND would become the same when:

∫ ω2
ω1

F0+F1ω2+F2ω4+···+Fmω2m

(1+T2
Fω2)

n dω = K2
HF(ω2 −ω1), where K0 = K−1

PR and

F0 = K2
0

F1 = K2
1 − 2K0K2

...

Fk = K2
k + 2

k−1
∑

i=0
(−1)k+iKiK2k−i

...
Fm = K2

m

(25)
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However, the solution of the integral in (25), due to the denominator (controller filter),
becomes very complex and highly non-linear in respect to TF. Therefore, some search
algorithm (optimization) must be applied for each calculation of the TF.

This would seriously impact the simplicity of the proposed method. Therefore, it is
decided to simplify the function inside the above integral. Since at higher frequencies,
the most dominant controller term becomes the one with the highest derivative (Km), the
function can be simplified as follows:

F0 + F1ω2 + F2ω4 + · · ·+ Fmω2m
(
1 + T2

Fω2
)n ≈





Fmω2m ; ω ≤ 1
TF

Fmω2(m−n)

T2n
F

; ω > 1
TF

. (26)

According to (26), the expression (25) simplifies into:

∫ ωF
ω1

Fmω2mdω +
∫ ω2

ωF
Fmω2(m−n)ω2n

F dω ≈ K2
HF(ω2 −ω1)

∫ ωF
ω1

Fmω2mdω =
Fm(ω2m+1

F −ω2m+1
1 )

(2m+1)

∫ ω2
ωF

Fmω2(m−n)ω2n
F dω =





Fmω2n
F

(
ω

2(m−n)+1
2 −ω

2(m−n)+1
F

)

(2m−2n+1) n > m

Fmω2n
F (ω2 −ωF) n = m

ωF = 1
TF

(27)

The contribution of noise power in the frequency region below ωF is usually much
smaller than at higher frequencies. Therefore, in order to even further simplify the deriva-
tion, we can choose ω1 = 0 without making any significant error in the calculation. Selection
of the upper frequency (ω2) in the integral, due to the Shannon theorem, depends on the
controller sampling frequency. Without loss of generality, the upper frequency can be
selected as:

ω2 = ωS =
2π

TS
, (28)

where ωS is controller sampling frequency (in rad/s) and TS is controller sampling time.
By taking into account that:

ωS � ωF, (29)

and ω1 = 0, the expression (27) simplifies even further:

∫ ωF
0 Fmω2mdω =

Fmω2m+1
F

2m+1

∫ ωS
ωF

Fmω2(m−n)

T2n
F

dω ≈





Fmω2m+1
F

2(n−m)−1 n > m

Fmω2n
F ωS n = m

(30)

Therefore, the final expression, when taking into account that Fm = Km
2, reads as:

K2
mω2m+1

F

(
1

2m+1 + 1
2(n−m)−1

)
≈ K2

HFωS n > m
K2

mω2m
F ≈ K2

HF n = m
, (31)

Therefore, the filter time constant (TF =1/ωF) can be estimated as follows:

TF ≈ 2m+1

√
K2

m

(
1

2m+1+
1

2(n−m)−1

)

K2
HFωS

; n > m

TF ≈ m
√
|Km |
KHF

; n = m

, (32)

Note that the above derivation of the filter time constant takes into account approxi-
mations (26) and (29). This means that the final output noise power of the controller may
differ from that defined by the selected high frequency gain KHF. However, if the above
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approximations are not taken into account, then the final expressions for the calculation of
ωF in (31) would become those of the higher order without analytic solution for TF. This
would significantly complicate the filter calculation.

The entire procedure for the calculation of the controller parameters for a given process
is given in Figure 5.

Figure 5. Calculation of the filter and controller parameters.

As shown in Figure 5, the calculation of the controller and filter parameters is straight-
forward. However, to make it even simpler, as mentioned before, we have provided online
MATLAB/Octave scripts via OctaveOnline Bucket website [39]. The website layout is
shown in Figure 6. The calculation procedure proceeds as follows:

1. Select the appropriate Octave (MATLAB) script (test_HO_filt.m).
2. Provide the process parameters, the desired noise gain, the controller sampling time,

the controller order and filter order,
3. press the “Save” button, and
4. press the “Run” button.

Figure 6. The layout of the OctaveOnline Bucket website (function test_HO_filt.m).

The script then calculates the filter time constant, the characteristic areas and the
controller parameters. The results are shown on the right panel of the website.

Illustrative example 2
Consider the following fourth-order process transfer function GP3(s) (18):

GP3(s) =
e−0.2s

(1 + s)4 (33)
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The initially chosen controller filter time constants is TF = 0.1. For all the experiments
in this section, the chosen sampling time is TS = 0.002 s. In order to retain clarity of the
derivations, the characteristic areas of the process are not mentioned herein; however, they
can be calculated (besides all the controller and the filter parameters) on the aforementioned
website [39].

a. Changing the parameter KHF
According to the procedure given in Figure 5, when choosing parameter KHF, con-

troller PID3
4 and repeating steps 3–5 a few times (in our case, 3 times), the calculated filter

time constants, and the calculated controller parameters (17) are given in Table 3.

Table 3. The calculated filter time constants TF and controller parameters at different noise gains KHF.

TF K−1 K0 K1 K2 K3 σrel

KHF = 2 0.209 0.679 2.445 3.282 1.954 0.440 1.85

KHF = 5 0.155 0.773 2.684 3.426 1.896 0.382 4.60

KHF = 10 0.124 0.844 2.873 3.562 1.885 0.352 9.2

KHF = 20 0.100 0.914 3.062 3.710 1.890 0.329 18.3

Again, in order to reduce the excessive swing of the controller output when changing
the reference, the following second-order reference filter time constant (9) is used:

TFR = 0.2 (34)

The closed-loop responses for different values of KHF are given in Figure 7.

Figure 7. The closed-loop responses for the process GP3(s) when using controllers PID3
4 , at differ-

ent KHF.

As expected, the speed of the closed-loop response and the controller output signal
noise increases by increasing the noise gain factor KHF. However, the improvement of the
closed-loop speed is not so significant at the highest factors KHF. On the other hand, the
controller output noise increases at higher factors KHF. As expected, there is a trade-off

114



Mathematics 2021, 9, 1340

between the closed-loop speed and the amount of the controller output noise. Therefore, in
practice, the allowed noise gain should be chosen wisely according to the amount of noise
present in the system.

The actual “amplification” of the measurement noise (the actually achieved noise gain
KHF) is measured by dividing standard deviations of the controller output signal (u) and
the process output (n) when the process is in the steady-state:

σrel =
σu

σy
. (35)

The actual amplifications of the measurement noise signals are given in Table 3. It is
obvious that the actual gains of the noise (σrel) are very similar to the desired ones (KHF).

b. Changing the filter order (n)
On the other hand, the speed of the closed-loop response, for the same KHF and the

controller order (m), can also be altered by changing the filter order. In this regard, we
tested the performance of the controllers PID3

n, where n varies from 3 to 6.
According to the procedure given in Figure 5, when choosing KHF = 10 and repeating

steps 3–5 3 times, the calculated filter time constants and the controller parameters (17) are
given in Table 4.

Table 4. The calculated filter time constants TF and controller parameters at different n.

Controller Structure TF K−1 K0 K1 K2 K3 σrel

PID3
3 0.396 0.619 2.402 3.547 2.388 0.629 10.1

PID3
4 0.124 0.844 2.873 3.562 1.885 0.352 9.17

PID3
5 0.109 0.799 2.731 3.410 1.824 0.348 5.05

PID3
6 0.104 0.742 2.564 3.247 1.777 0.352 3.33

The closed-loop responses for different controller filter orders (n = 3 to 6) are given in
Figure 8.

Figure 8. The closed-loop responses for the process GP3(s) when using controllers with different filter
orders PID3

n, at KHF = 10.
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As can be seen, the speed of the closed-loop response is the highest for controller PID3
4 .

The speed of controllers with higher-order filters (n > 4) are slightly slower. The speed of
response for n > 4 is not improving since a higher-order filter also adds some complexity to
the closed-loop transfer function. This, in return, may result in lower closed-loop speeds.

The practical question is how to find the most optimal controller filter order in advance,
before making the closed-loop experiment on the process. This can be answered by
calculating the integral of control error (IE), which can be considered as a measure of the
closed-loop speed:

IE =

∞∫

t=0

(r− y)dt (36)

If the closed-loop responses have small overshoots, the higher values of IE indicate
slower closed-loop responses. For such responses, the IE can be a useful tool to measure
the closed-loop speed. The IE value can be relatively easily calculated by transforming the
Equation (36) into Laplace domain. It can be shown that:

IE =
1

KPRK−1
. (37)

Therefore, for the process with the same steady-state gain KPR (2), the closed-loop
speed is inversely proportional to the integrating gain (K−1) of the controller. Therefore,
the controller with the highest gain K−1 will produce the fastest closed-loop response
(providing that the closed-loop responses have small or negligible overshoots). Indeed,
from Table 4 it is evident that the highest gain K−1 is calculated for controller PID3

4. This
corresponds to our previous observations.

The actual amplifications of the measurement noise signals, according to (35), are
given in Table 4. The actual noise gains (σrel) are very similar to the desired ones (KHF) for
filter orders 3 and 4, while for higher-order filters the actual noise gain is lower. This is due
to various assumptions (simplifications) made when deriving the filter time constant (32).

c. Changing the controller order (m)
As is already known, the speed of the closed-loop response can also be altered by

changing the controller order. In this regard, we tested the performance of the controllers
PIDm

n , where m varies from 1 to 4. In all cases the controller filter is chosen to be 1 order
higher than the controller order (n = m + 1). The desired noise gain remains the same as in
the previous experiment (KHF = 10).

The calculated filter time constants and the controller parameters (17) are given in
Table 5.

Table 5. The calculated filter time constants TF and controller parameters at different controller order
m (n = m + 1).

Controller Structure TF K−1 K0 K1 K2 K3 K3 σrel

PID1
2 0.015 0.517 1.323 0.904 - - - 10.9

PID2
3 0.078 0.766 2.36 2.45 0.863 - - 9.7

PID3
4 0.124 0.844 2.873 3.562 1.885 0.352 - 9.2

PID4
5 0.161 0.876 3.270 4.694 3.225 1.068 0.143 8.9

The closed-loop responses for different controller orders (m = 1 to 4) are given in
Figure 9.
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Figure 9. The closed-loop responses for the process GP3(s) when using controllers with different
controller orders PIDm

n , at KHF = 10 and n = m + 1.

As can be seen, the closed-loop speed increases by increased controller order, similar
to the results in Figures 3 and 4. The difference is that now the controller output noise is
under control (KHF = 10), so the level of control noise is similar for all of the controllers. The
fastest responses are obtained with PID4

5. In a similar manner as in the previous case, the
speed of responses can be estimated by comparing the values of the calculated integrating
gains (K−1) in Table 5. Indeed, K−1 is the highest for PID4

5 .
The actual amplifications of the measurement noise signals, according to (35), are

given in Table 5. The actual gains of the noise (σrel) are very similar to the desired ones
(KHF) for all controller orders.

4. Robustness

The proposed design of HO-PID controllers results in a relatively fast and non-
oscillatory response. In addition, the controller noise is under control by choosing pa-
rameter KHF. However, the designed closed-loop system can still be not robust enough
to process variations. Namely, due to nonlinearity or time-variations of the process, its
characteristics (gain, delay, time constants, etc.) can vary by working point or by time.

The robustness of a stable closed-loop system is usually measured by maximum
sensitivity (MS) [1,38]. Maximum sensitivity is related to the distance of the open-loop
transfer function GC(jω)GP(jω) from the critical point (−1+j0). Namely, MS is the inverse
of the minimum distance between the open-loop transfer function and the critical point.
Generally, a smaller value of MS denotes a more robust closed-loop system to process
variations. Usual values of MS for stable processes are between 1.4 and 2.0 [1,38].

The robustness of the closed-loop system for the proposed HO-PID controllers has
been tested on the following third-order process with delay:

GP4(s) =
KPRe−Tdel s

(1 + sT)3 , (38)

where the nominal values are KPR = 1, Tdel = 1 and T = 1. Three different HO-PID controllers
are selected: PID2

3 , PID3
4 , and PID4

5 . The calculated controller parameters, when choosing
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KHF = 10, TS = 0.002 s and according to the proposed tuning method, are shown in Table 6.
The calculated values of the maximum sensitivity MS, for all three controllers, are shown
in the same table. It can be seen that the MS values slightly increase with the increased
controller order. However, the differences are not large and all the values are below 2.0.

Table 6. The calculated filter time constants TF and controller parameters at different controller
orders m (n = m + 1) for GP4(s).

Controller Structure TF K−1 K0 K1 K2 K3 K3 MS

PID2
3 0.0702 0.498 1.597 1.752 0.668 - - 1.78

PID3
4 0.125 0.554 1.992 2.674 1.596 0.362 - 1.86

PID4
5 0.170 0.579 2.308 3.629 2.832 1.117 0.185 1.91

Besides calculating the MS values, we were also simulating the closed-loop responses
using all three controllers on the nominal process, and on the changed process (±10%
change of process gain KPR, time-delay Tdel and time constant T). The closed-loop re-
sponses are shown in Figures 10–12. It is evident that the closed-loop responses under
perturbed parameters are still stable without significant oscillations. When comparing
Figures 10 and 12 it can be noticed that the perturbed parameters with controller PID4

5
result in slightly more deviation from the nominal response than with controller PID2

3.
This is all in accordance with the calculated values of MS in Table 6.

Figure 10. The closed-loop responses for the process GP4(s), using controller PID2
3 at KHF = 10

for nominal (solid line), 10% increased (dashed line) and 10% decreased (dash-dotted line)
process parameters.
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Figure 11. The closed-loop responses for the process GP4(s), using controller PID3
4 at KHF = 10

for nominal (solid line), 10% increased (dashed line) and 10% decreased (dash-dotted line)
process parameters.

Figure 12. The closed-loop responses for the process GP4(s), using controller PID4
5 at KHF = 10

for nominal (solid line), 10% increased (dashed line) and 10% decreased (dash-dotted line)
process parameters.

5. Comparison with Other Tuning Methods

The proposed tuning method was compared with some other methods for PIDA
controllers. The chosen methods, which were tested on a particular process model, are from

119



Mathematics 2021, 9, 1340

Lurang and Puangdownreong [21] (denoted as the Lurang method from here on) and Jung
and Dorf [11] (denoted as the Jung method from here on). The Lurang method involves
calculating the PIDA controller parameters by optimizing the tracking and disturbance
rejection response under several limitations given on rise time, overshoot, settling time,
steady-state error and similar. The optimization is carried out with a modified bat algorithm
proposed by the authors. The Jung method analytically calculates the PIDA controller
parameters for the third-order process according to provided desired overshoot and settling
time. Both methods do not take into account the controller’s filter. Therefore, the actual
implementation in practice could be questionable if the filter dynamics become slower.

Case 1
The following process model has been selected, according to [21]:

GP5(s) =
1

(1 + s)(1 + 0.5s)
(
1 + s

3
) (39)

The Lurang method suggests the following PIDA controller parameters:

K−1 = 2.20, K0 = 3.60, K1 = 1.60, K2 = 0.06 (40)

The chosen controller filter time constant was very low (TF = 0.01), since we did
not want to spoil the closed-loop response of the Lurang method. Namely, as already
mentioned, the Lurang method does not take into account the controller filter in the
design phase.

For comparison, we chose the controller structures with the lowest possible controller
filter order n: PID2

2. For illustrative purposes, the one-order higher controller structure
(PID3

3) was also tested. Note that the closed-loop results of our proposed method, for the
same level of controller noise, can be improved by using n > m.

The calculated controller parameters, for the given process and controller filter were
the following:

PID2
2 : K−1 = 25.06, K0 = 45.95, K1 = 25.07, K2 = 4.18

PID3
3 : K−1 = 37.53, K0 = 69.42, K1 = 38.88, K2 = 6.88, K3 = 0.104

(41)

We tested, separately, the tracking response and the disturbance rejection when using
all three controllers. For tracking response, the reference (r) changed from 0 to 1 at t = 1 s
and for disturbance response the process input disturbance (d) changed from 0 to 1 at
t = 1 s.

The closed-loop responses are shown in Figure 13.
As can be seen, the responses of the proposed method with PID2

2 controller are
superior to the Lurang method. Certainly, the one-order higher controller (PID3

3) has a
better result.

For a more objective comparison, the integral of squared error (ISE) signal has been
calculated for all three controllers. The results are shown in Table 7. It is obvious that the
ISE values for the PID2

2 controller are much lower than the ones for the Lurang controller.

Table 7. The ISE values for all three controllers in tracking and disturbance rejection.

ISE PID2
2 PID3

3 Lurang

Tracking 0.0228 0.0131 0.322

disturbance rejection 4.38 × 10−7 1.95 × 10−7 0.061
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Figure 13. The comparison of the closed-loop responses for the process GP5(s) when using PID2
2 ,

PID3
3 and the Lurang controller.

Case 2
The second process model has been selected according to [11]:

GP6(s) =
0.0556

(1 + s)
(
1 + s

3
)(

1 + s
6
) (42)

The Jung method suggests the following PIDA controller parameters:

K−1 = 529.8, K0 = 516.5, K1 = 179.2, K2 = 26.3 (43)

As before, the controller filter time constant was chosen very low (TF = 0.005), since
we wanted to preserve the closed-loop response of the Jung method, which was obtained
without the controller filter.

The calculated PID2
2 and PID3

3 controller parameters, for the given process and
controller filter were the following:

PID2
2 : K−1 = 902, K0 = 1353, K1 = 501, K2 = 50.1

PID3
3 : K−1 = 1351, K0 = 2037, K1 = 767, K2 = 81.3, K3 = 0.6

(44)

As in the previous case, the closed-loop responses were tested on the tracking response
and the disturbance rejection. The closed-loop responses are shown in Figure 14.
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Figure 14. The comparison of the closed-loop responses for the process GP6(s) when using PID2
2 ,

PID3
3 and the Jung controller.

Again, the responses of the proposed method with PID2
2 and PID3

3 controllers are
superior to the Jung method. The comparison of ISE values in Table 8 shows PID2

2 controller
has lower values than the Jung controller. However, note that the disturbance rejection
settling time is the best with the Jung method.

Table 8. The ISE values for all three controllers in tracking and disturbance rejection.

ISE PID2
2 PID3

3 Jung

Tracking 8.12 × 10−3 4.11 × 10−3 1.97 × 10−2

disturbance rejection 4.38 × 10−7 1.95 × 10−7 2.18 × 10−6

Case 3
The fourth-order process model has been selected according to [6]:

GP7(s) =
1

(1 + s)
(
1 + s

2
)(

1 + s
4
)(

1 + s
8
) (45)

The Puangdownreong method suggests the following PIDA controller parameters:

K−1 = 1.647, K0 = 2.684, K1 = 1.105, K2 = −2.65·10−3 (46)

The method calculated the following controller filter:

GF(s) =
1

1 + 0.0132s + 5.26·10−5s2 (47)

which was also used in design of the proposed PID2
2 controller parameters. For the

given process and controller filter transfer function, the following controller parameters
were calculated:

PID2
2 : K−1 = 4.36, K0 = 7.735, K1 = 3.97, K2 = 0.60 (48)
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As in the previous case, the closed-loop responses were tested on the tracking response
and the disturbance rejection. The closed-loop responses are shown in Figure 15.

Figure 15. The comparison of the closed-loop responses for the process GP6(s) when using PID2
2 and

the Puangdownreong controller.

Again, the responses of the proposed method with the PID2
2 controller are superior to

the Puangdownreong method. The comparison of ISE values in Table 9 shows the PID2
2

controller has lower values than the Puangdownreong controller.

Table 9. The ISE values for both controllers in tracking and disturbance rejection.

ISE PID2
2 Puangdownreong

Tracking 0.172 0.466

disturbance rejection 0.0162 0.107

6. Conclusions

In the paper, the method for tuning the parameters of the m-th order controller with
the n-th order binomial filter has been presented. The proposed tuning method is based on
the MO criteria which aims to produce non-oscillatory and fast closed-loop reference step
responses. The calculation of the controller parameters is analytical and does not require
any kind of optimization. An additional advantage of the proposed method is that the
process can be described either by the process model or by the process time responses
during the steady-state change.

To keep the noise gain of the controller under control, the filter time constant of the
controller can also be calculated according to the specified noise gain. The calculation
procedure is still analytical, and the results confirm that the level of controller noise is
consistent with the given noise gain. The only exception is the use of larger relative degrees
between the controller and the filter order, which is the consequence of some simplifications
in the calculation of the filter time constant.

The proposed method was tested on six different process models (from second to
fourth-order process models with or without time delay). The results confirmed that the
control performance can be improved by increasing the controller order or by selecting
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the filter order appropriately without increasing the controller output noise. The study
shows that increasing the filter order improves the performance only up to a certain level,
after which the performance starts to decrease. The optimum degree of controller and filter
order can be easily determined by the value of integral gain of the controller.

The tuning method was compared with three other tuning methods for PIDA con-
trollers (Lurang [21], Jung [11] and Puangdownreong [6] methods). Although the selected
process models were the same as in the aforementioned methods, the proposed method
resulted in a better control performance.

Therefore, the proposed higher-order controller design is efficient, and the controller
output noise gain is under control. However, it does not mean that the proposed method
cannot be improved. Indeed, the proposed method is based on optimizing the reference
tracking performance. In our further research, we plan to improve the disturbance rejection
performance as well. Namely, the article shows that the MO controller design leads to a
strong asymmetry in the dynamics of tracking and disturbance rejection behaviour. While
the HO-PID controller design leads to an increase in the number of pulses of the control
signal after reference step changes, the responses of the control signal after the change of
disturbance remain monotonic. This motivates us to deal with the modification of the MO
controller design with regard to a faster response to disturbances.

Moreover, we also plan to design a method that will find the most optimal controller
and filter order for the given process and noise amplification considering the complexity of
the controller and filter order. We plan to calculate the optimal parameters of the reference
filter to control the change of the controller output signal when the reference signal is
changed.

Another planned modification is adding a user-defined parameter for changing the
speed of the closed-loop control. Slowing down the control speed would further increase
the robustness of the system.
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Abstract: The availability of multiple inputs (plants) can improve output performance by conve-
niently allocating the control bandwidth among them. Beyond that, the intervention of only the
useful plants at each frequency implies the minimum control action at each input. Secondly, in
single input control, the addition of feedforward loops from measurable external inputs has been
demonstrated to reduce the amount of feedback and, subsequently, palliate its sideband effects
of noise amplification. Thus, one part of the action calculated by feedback is now provided by
feedforward. This paper takes advantage of both facts for the problem of robust rejection of mea-
surable disturbances by employing a set of control inputs; a previous work did the same for the
case of robust reference tracking. Then, a control architecture is provided that includes feedforward
elements from the measurable disturbance to each control input and feedback control elements that
link the output error to each control input. A methodology is developed for the robust design of
the named control elements that distribute the control bandwidth among the cheapest inputs and
simultaneously assures the prescribed output performance to correct the disturbed output for a set of
possible plant cases (model uncertainty). The minimum necessary feedback gains are used to fight
plant uncertainties at the control bandwidth, while feedforward gains achieve the nominal output
response. Quantitative feedback theory (QFT) principles are employed. An example illustrates the
method and its benefits versus a control architecture with only feedback control elements, which
have much more gain beyond the control bandwidth than when feedforward is employed.

Keywords: mid-ranging; valve position control; input resetting control; parallel control; MISO;
robust control; QFT; frequency domain; feedforward

1. Introduction

Uncertainties such as nonmeasurable disturbances or unavoidable simplifications in
plant modelling justify feedback control loops, which, by permanently supervising the
output, can correct its deviation from the reference or track reference changes. Better perfor-
mances of the output response are linked to larger control bandwidths, which are provided
by larger gains of feedback controllers (magnitude frequency response). Limited actuator
ranges usually constrain the bandwidth and performance. Even for unlimited linear ranges
or very powerful actuators, sensor noise amplifications at the control inputs impose an
important constraint to the bandwidth to avoid fatigue or even saturation of actuators
(Horowitz [1] labelled this fact as ‘the cost of feedback’). With this in mind, Quantitative
Feedback Theory (QFT) [1–3] proposes incorporating feedforward controllers when exter-
nal inputs are available (reference or measurable disturbance inputs [4]), reducing feedback
gain to only that strictly necessary to compensate for the uncertainties. However, reduction
of the feedback gain increases the feedforward gain to maintain a specific performance that
is linked with the chosen closed-loop bandwidth. Then, the control action is univocally con-
ditioned by the plant frequency response and the desired performance, but its convenient
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allocation between feedback and feedforward control actions can prevent excessive sensor
noise amplification linked with feedback gain. These facts, which are common knowledge
in single-input control, have not yet been fully exploited in multi-input control.

The use of multiple control inputs can undoubtedly improve closed-loop performance.
A great variety of control structures and design methods are available in the scientific liter-
ature. Some works focused on widening the range of operating points for the output [5,6].
Other works focused on improving the output dynamic performance and simultaneously
searched for a profitable combination of control inputs, branding them as input (valve) po-
sition control, mid-ranging control [7], or input resetting control [8]—their foundation [9]
has inspired a set of works in the robust framework of QFT with the named missions of
feedback and feedforward [10–13]. Thus, the robustly designed control elements determine
the intervention or inhibition of plants (one for each input) along the frequency band. Let
us consider the following facts: (i) some plants could provide the performance using less
control action than others, p.e., those plants of larger magnitude, considering that magni-
tude dominance can change over the frequency band; (ii) plants that do not significantly
contribute to the performance at certain frequencies are advised to be inhibited; (iii) the
collaboration of productive plants can reduce the control action that is needed at their
inputs—the virtual total control effort is divided among them. The frequency inhibition
of unproductive plants is relevant for several reasons. It prevents high-frequency signals
from exciting the actuators of plants that are useless at high frequencies [10]. Similarly,
it also avoids inconvenient steady-state displacements of the operating point of plants
that are useless at low frequencies [11]; applied works such as [14,15] highlight the rele-
vance of resetting the steady-state points of high-frequency intervention plants. Finally,
stability issues become critical when plants are out of phase, despite the fact that their
magnitude contribution may be large and nearly the same [16,17]; Reference [12] presented
an appropriate intervention of the magnitude frequency response of plants that were not
minimum phase.

Structures with exclusive feedback controllers to the control inputs are the only possi-
bility for rejection at the output of nonmeasurable disturbances. In [10,11], robust design
methods of the feedback controllers distributed the frequency band among the most
favourable plants to minimise the control action at each input (any number of inputs were
possible) while achieving the desired performance of the output response. The control
architecture of [10] allowed the collaboration of plants over the same frequency band
while the architecture of [11] required separated work-bands in favour of an easier design
method; unstable, nonminimum phase, or delayed plants were investigated in [12].

The reference tracking problem admits feedforward elements that can reduce the gain
of feedback controllers to palliate noise amplification at control inputs [13]. Beyond that,
the priority of the method in [13] was achieving correct distribution of the bandwidth
among the inputs (plants) to obtain the performance using the minimum possible control
action at each input.

The fact that disturbances are sometimes measurable variables opens the possibility
of connecting feedforward paths to the control inputs, which can be exploited by this
work. A control architecture with feedback and feedforward elements will be presented
for robust disturbance rejection. The method will distribute the frequency band among
the most favourable inputs (those that demand less control action). Finally, a robust
design of the control elements will guarantee the prescribed performance and stability for
a set of possible plant models. Feedforward will reduce feedback, reporting important
benefits with regard to excessive sensor noise amplification at the control inputs that could
saturate actuators and spoil the expected performance in feedback-only control structures.
Whenever external disturbances are measurable, the contribution of this work can be of
importance in a great variety of fields where multi-input control has been successfully
applied. Remarkable application fields include bioprocesses [14,15], thermal systems [18],
medical systems [19,20], scanner imaging [21,22], massive data storage devices [23,24], fuel
engines [25] and electrical vehicles [26], robotics [27–29], and unmanned aerial vehicles [30].
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2. Control Architecture and Robust Design Method

Figure 1 depicts the multiple-input single-output (MISO) system and the proposed
control architecture. The y output deviation is modelled by the influence of ui=1,. . . n control
inputs and a d disturbance input, achieving a vector of (n + 1) transfer functions (plants)
P(s) = [pi=1,. . . n(s), pd(s)]. Let us consider a total number z of uncertain parameters in
these dynamical models. By defining ql as a vector of those uncertain parameters in a set
of all possible values of Q in Rz, the MISO uncertain system can be formally defined as

P = {P(s; ql) : ql ∈ Q}. (1)

Henceforth, labels pi or pd denote plant models of delimited uncertainty.
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Figure 1. Feedback–feedforward control structure for robust rejection of measurable disturbances in
multi-input systems.

An appropriate control must compensate for the output deviation from the constant
reference, e = r − y, when a d disturbance occurs; reference tracking problems were
discussed in [13]. Measurable disturbances are considered in the new design method. In
such a case, the robust control specification is posed in the frequency domain as

∣∣∣ e
d

∣∣∣ =
∣∣∣∣

pd + (∑n
i=1 pigdi

)gdm

1 + ∑n
i=1 pici

∣∣∣∣ ≤Wd; ∀P ∈ P , ∀ω, (2)

where Wd is an upper tolerance on the set of |e/d| frequency responses.
As demonstrated in [10], when d is nonmeasurable (i.e., gdi

= gdm = 0), the parallel
structure of feedback controllers ci=1,...,n allows any distribution of frequencies for ui=1,. . . n
participation to fulfil |e/d| ≤ Wd. Several pi plants could even collaborate over the
same frequencies to reduce each ui. On the other hand, a series structure of feedback
controllers [11] obliges to a predefined location of plants inside the structure and requires
separated frequency work-bands for the ui inputs. In spite of this, a method was provided
to sort the plants and assign a convenient frequency band to each input to use the least
ui possible.

Beyond those solutions, feedforward loops from the external input d to the control
inputs ui are now being added. Individual elements gdi

allow the frequency band dis-
tribution for ui inputs with regard to feedforward tasks, while the feedforward master
gdm locates the responses e, taking advantage of the measurable information d; as long
as there is a set of possible plants (1), there is a bunch of responses. The dispersion of
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frequency responses is constrained by feedback, which can be freely distributed among ui
by controllers ci. In summary, a total feedforward

lgd =
n

∑
i=1

lgdi
=

(
n

∑
i=1

pigdi

)
gdm = pdm gdm (3)

is contributed by individual feedforward channels lgdi
, which supply u f fi

, and a total
feedback

lt =
n

∑
i=1

li =
n

∑
i=1

pici (4)

is contributed by individual feedback loops li, which supply u f bi
. Both components u f fi

and
u f bi

build the control action ui, which, for d handling, can be written and overbounded as

∣∣∣ui
d

∣∣∣ =
∣∣∣∣
u f bi

d
+

u f fi

d

∣∣∣∣ =
∣∣∣∣−

pd + lgd

1 + lt
ci + gdi

gdm

∣∣∣∣ ≤Wd|ci|+ |gdi
gdm |; ∀P ∈ P , ∀ω. (5)

In SISO control (i = n = 1), the desired performance for e/d univocally fixes the only
control action u1/d, which can be distributed as desired between feedback and feedforward
components. QFT prioritises feedforward to reduce as much feedback as possible and
its said drawbacks; [4] provided a design solution inside a tracking error structure such
as ours, which pursues the smallest p1c1 gain that guarantees the existence of p1gd to
meet (2); in this way, the amplification of sensor noise v at the control input u1 that depends
on c1 gain is also reduced as much as possible. However, evaluating (5), a reduction of
u f b1 /d occurs at the expense of an increase in u f f1 /d, since u1 is unique to provide the
performance, i.e., the gain of gd = gd1 gdm increases.

On the other hand, a multi-input availability offers many more possibilities. Let
us note that despite the distribution between lt and lgd that was selected to achieve the
performance (2), infinite combinations of li (4) and lgdi

(3) could build them. The goal is
to find the solution that uses the set of smaller control inputs ui/d. The authors of [13]
provided a method for the problem of robust reference tracking (r 6= constant). The key
point was the more the gain of a plant, the less the need of control action to contribute
to the performance, which foresaw the use of inputs towards plants with higher gains at
each frequency.

In the current case, let us suppose a single input ui (plant pi) participates in the
disturbance rejection. If plant models are perfectly known, the control action ui = −pd/pi
would cancel the d disturbance influence on the y output. Here, the whole set of plant
uncertainties is being considered in the robust design. Then, the frequency response

ki =
pd,max

pi,min
, ∀P ∈ P , ∀ω (6)

is a rough approximation of the less favourable ui if only pi participates in the d disturbance
rejection; pi,min is the plant pi of least magnitude at a particular ω inside the uncertain set
|pi(jω)|; and pd,max is the plant pd of largest magnitude at ω inside |pd(jω)|.

Next, the ki frequency responses of all inputs i = 1, . . . , n are compared at each
frequency to decide which inputs are of sufficient interest for participation; those that yield
the smallest ki magnitude are considered. At any frequency, the contribution of as many
inputs as possible is desired, if it yields a total plant

pdm =
n

∑
i=1

pigdi
, (7)

with significantly greater magnitude than the individuals pi (let us advance that gdi
will be

designed as filters with unitary gain at the pass band). Thus, the potential collaboration of
plants would reduce individual feedforward actuations |u f fi

/d| because the virtual need
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of total feedforward |∑ u f fi
/d| ≈ |pd/pdm | would be significantly reduced. A two-in-two

comparison of ki is advised. As a rule of thumb, a difference in ki(jω) magnitude greater
than 20log2 = 6 dB makes the plant associated with larger ki(jω) magnitude useless. When
a plant cannot report benefits at a certain frequency, its disconnection is recommended to
avoid useless signals reaching the actuators. A second relevant point is to check that the
ki(jω) phase-shift of those plants that are likely to collaborate is less than 90◦, since the
vector sum of plants in the counter-phase would reduce the total magnitude of pdm (7). The
disconnection of useless plans in the counter-phase is a priority for stability issues [12].

The ki comparisons decide the smallest ui input at each frequency, i.e., the desired
frequency band allocation among inputs. Then, the design of gdi

and ci must attain the
planned distribution and, simultaneously, gdi

, ci, and gdm must achieve the specification (2).
The design method is described as follows: First, gdi

are designed as filters with unitary gain
over the pass-band. This yields a convenient plant pdm (7) that selects the most powerful pi
plants at each frequency for feedforward tasks. Subsequently, feedback lt must reduce the
influence of pdm uncertainty in |e/d| deviations around zero only to the extent that a master
feedforward gdm can further position the magnitude frequency responses inside tolerance
±Wd. The required amount of feedback lt could be provided with several combinations of
ci, but the one according to the planned distribution will save the control action by using
the most powerful plants at each frequency for feedback tasks too. The set of controllers
ci are designed via loop-shaping of li(jω) to satisfy the bounds βli (ω) at a discrete set of
frequencies Ω = {ω}. The QFT bounds βli translate the closed loop specification into terms
of restrictions for li = ci pi nominal at specific frequencies ω that are conveniently selected
according to the plant and specifications; the bounds are depicted on a mod-arg plot [2,3].
During li(jω) shaping, when it lies exactly on the bounds, it guarantees the minimum gain
of the ci controller to achieve the specification by the whole set of plant cases. A sequential
process between the i = 1, ..., n loops is arbitrated. Thus, if at some point the controller ci is
to be adjusted and the other controllers ck 6=i take known values in the sequence, the robust
disturbance rejection specification (2) can be rewritten as

∣∣∣ e
d

∣∣∣ =
∣∣∣∣

pd + gdm pdm

1 + ∑k 6=i pkck + pici

∣∣∣∣ ≤Wd; ∀P ∈ P , ∀ω, (8)

and their representative βli bounds can be computed by choosing A = pdm , B = pd,
C = 1 + ∑k 6=i pkck, D = pi, G = ci, G f = gdm , and W = Wd in the solution given to

∣∣∣∣
AG f + B
C + DG

∣∣∣∣ ≤W (9)

in [13]; this work provided the formulation to make the design of ci and gdm independent.
After the bound computation, the essence of loop-shaping is that ci reaches the necessary
gain at the frequencies where the pi plant must work and filters (gain below 0 dB) those
frequencies where pi must not work. Special attention must be paid to the frequencies
where several inputs must collaborate. A detailed explanation of the global procedure is
given in [10].

The full achievement of (2) ends with the design of the master feedforward gdm .
The specification format can now be adapted to |(A + BG)/(C + DG)| ≤ W of function
gndbnds in the QFT toolbox [31]. By choosing A = pd, B = pdm , C = 1 + lt, D = 0, G = gdm ,
and W = Wd, the regions that are permitted for gdm on a mod-arg plot are determined; the
loop-shaping of gdm(jω) is conducted on these bounds.

Considering the whole set of external inputs, the output error responds to

e = − pd + lgd

1 + lt
d +

1
1 + lt

(r− v)−
n

∑
i=1

pi
1 + lt

rui , (10)
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and the control inputs are

ui =

[
− pd + lgd

1 + lt
ci + gdi

gdm

]
d +

ci
1 + lt

(r− v) +
(1 + l−i)

1 + lt
rui −∑

k 6=i

ci pk
1 + lt

ruk , (11)

where l−i = lt − li. Two benefits are mentioned. The availability of multiple inputs made
it possible to select the intervention of the more favourable plants pi at each frequency to
achieve |e/d| < Wd using the minimum |ui/d|. Individual feedforward gdi

and individual
feedback ci either disconnected or not the commanded inputs at each frequency; integra-
tors or derivators are recommended to connect or disconnect plants at low frequency to
fully eliminate steady-state errors [13]. Further, ci and gdm were in charge of providing
|e/d| < Wd; let us recall that gdi

were filters of unitary gain at the pass-band. The use
of feedforward gdm allows reducing the amount of feedback |ci|; in fact, the formal QFT
method pursues the minimum set of |ci| for the existence of gdm . As |ci| reduces, |ui/v| (11)
also reduces in comparison with gdm = 0 solutions (feedback-only control structures are
the only option when disturbances are nonmeasurable, as in [10,12]).

An additional flexibility of multi-input systems is the possibility of moving the system
operating point ui(t = ∞) by changing the input resetting point rui (t) of the plants that do
not work at low frequencies [9,12,32].

The output reference r(t) is considered constant in the present work. For tracking
control problems, feedforwarding r(t) can achieve important benefits; a control architecture
and design method were provided in [13].

3. Example

The following theoretical example illustrates the new method of designing feedback
and feedforward elements. In addition to analysing how the specification of robust distur-
bance rejection is achieved with the minimum set of control actions, a comparison with
a control structure with only feedback elements is conducted, proving the superiority of
the feedback–feedforward structure. References [10,12] collected other examples with only
feedback elements.

A system with two control inputs obeys the following models y/ui, i = 1, 2, with
parametric uncertainty:

p1(s) =
a1(

a2
a1

s + 1
)2 , a1 ∈ [1.60, 2.40], a2 ∈ [0.17, 18.00];

p2(s) =
b1

b2s + 1
, b1 ∈ [0.98, 1.02], b2 ∈ [0.33, 1.00].

(12)

The d disturbance input influence follows the uncertain parametric model y/d:

pd(s) =
c1

s + c2
, c1 ∈ [2.00, 3.00], c2 ∈ [1.00, 2.00]. (13)

Robust stability specifications

|Ti(jω)| =
∣∣∣∣

li(jω)

1 + lt(jω)

∣∣∣∣ ≤Wsi , i = 1, 2; ∀P ∈ P , ∀ω, (14)

seek minimum phase margins of 40◦ for both feedback loops i = 1, 2 by taking

Wsi =

∣∣∣∣
0.5

cos(π(180− PM)/360)

∣∣∣∣, PM = 40◦. (15)

Their representative bounds will delimit forbidden regions around the critical point that
cannot be violated by li = ci pi/(1+∑j 6=i lj) at any ω-frequency during loop-shaping [11,12,32].
These bounds can be computed with traditional CAD tools in the QFT toolbox [31].
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The specification for the robust rejection of measurable d-disturbances (2) adopts the
tolerance

Wd(ω) =

∣∣∣∣
0.2s

(0.5s + 1)2

∣∣∣∣
s=jω

, (16)

whose magnitude frequency response is plotted together with the magnitude frequency
responses of plants in Figure 2a. The error tolerance Wd(ω) will allow reducing the
feedback to zero as soon as possible over ω > 4. However, as Wd(ω) < |pd(jω)|, a small
feedforward action will be needed at those frequencies. The problem arises when only
feedback action is used, since feedback can never be neglected at high frequencies. Thus, a
new specification

Wd f b(ω) =

∣∣∣∣
0.2s(0.1s + 1)
(0.5s + 1)2

∣∣∣∣
s=jω

(17)

is defined for the comparison of the new control architecture with the feedback-only
architecture. Let us remark that time-domain performance will not be appreciatively altered
between the use of (16) or (17) since their differences occur after the control bandwidth (see
Figure 2a).

p1 p2 pd Wd Wd f b
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Figure 2. Magnitude frequency responses of plants: (a) performance specifications; (b) outcome
plant after individual feedforward prefiltering.

The set of discrete frequencies

Ω = {0.01, 0.1, 0.2, 0.4, 0.8, 1, 4, 8, 10, 20}[rad/s] (18)

will be used for the assignment of working frequencies to inputs (plants) for bound
calculations and to guide loop-shaping in the QFT framework. These have been se-
lected considering the frequency response of plants and of the open-loop and closed-loop
transfer functions.

3.1. Design Methodology

The frequency band allocation that minimises ui is founded on the ki frequency
responses (6), which are depicted in Figure 3. The criteria argued in Section 2 advise that
p1 works over ω < 0.2 and p2 works over ω > 1.0 since their respective ki magnitudes
are the lesser over those frequencies. Additionally, the collaboration of both plants over
0.2 ≤ ω ≤ 1.0 is advised since the difference between ki-magnitudes is less than 6 dB, and
the difference between ki-phases is less than 90◦. Table 1 summarises all these conclusions.

Table 1. Frequency-band allocation that minimises ui.

ω 0.01 0.1 0.2 0.4 0.8 1 4 8 10 20

p1 × × × × × ×
p2 × × × × × × × ×
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Figure 3. Frequency responses of k1,2 (6).

According to the desired frequency band allocation (Table 1), the design of the indi-
vidual feedforward elements yields

gd1(s) =
1

s + 1
, gd2(s) =

s
s + 0.2

. (19)

The low-pass filter gd1 attains a cut-off frequency of ωc = 1, and the high-pass filter
gd2 attains a cut-off frequency of ωc = 0.2. The use of individual filters gdi=1,2

modifies the
outcome plant pdm (7) to be handled by feedback ci=1,2 and the remaining feedforward
gdm . Figure 2b proves how pdm selects the more powerful part of plants pi=1,2, which will
minimise u f fi

to satisfy the performance specification (2) and (16).
For the design of feedback controllers ci, the bounds βli that represent performance

(2) and (16) and stability (14) and (15) specifications are computed. Then, each li nominal,
lio = pio ci, is shaped to meet the bounds considering the frequency band allocation that
minimises u f bi

(see Table 1). Figure 4 depicts the bounds and loop-shapings; nominal
plants pio correspond to parameters a = 0.16, b = 1.36, c = 0.98, d = 1.00 in (12). The
resulting controllers are

c1(s) =
1.575(s + 0.08)

s(s + 0.12)(s + 1.5)
, c2(s) =

1.5(s + 0.6)
(s + 0.3)2 . (20)

Finally, the bounds on the feedforward master are computed, and the loop-shaping
(see Figure 4) yields

gdm(s) =
−1.1849(s + 0.1)(s + 0.175)(s + 2)
(s + 0.052)(s2 + 0.8563s + 0.2072)

. (21)

If no feedforward loops are employed (gd1 = gd2 = gdm = 0), feedback controllers
ci=1,2 should complete the whole job. In such a case, after computing the bounds that
represent the specifications of robust disturbance rejection (2) and (17) and robust stability
(14) and (15), the shaping of lio , i = 1, 2, yields

c1 =
108(s + 0.1)

s(s + 10)(s + 0.4)
, c2 =

964.49(s + 2.5)2(s + 0.2)
(s + 74)(s + 7.8)(s2 + 0.45s + 0.0625)

. (22)
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Figure 4. Bounds and loop-shaping for (north west) c1, (north east) c2, and (south west) gdm .

3.2. Analysis and Comparatives

Figure 5 shows several magnitude frequency responses of interest; the feedback-
feedforward solution is depicted in blue and the feedback-only solution is in red; where
applicable, several plant cases (12) are depicted.

In particular, closed-loop frequency responses of subplots (a) and (b) in Figure 5 prove
the fulfilment of robust specifications on disturbance rejection and stability, respectively. A
tight achievement of performance tolerance in the control bandwidth (ω ≤ 4) can be noticed
because some plant cases are close to or on the tolerance Wd(ω); to achieve it, observe how
l1o is onto βl1 at ω = {0.01, 0.1, 0.2} and l2o onto βl2 at ω = {0.2, 0.4, 0.8, 1} in Figure 4,
which requires a relatively high order of the controllers (20) and (22). In addition, Table 1
planning has been executed successfully: l1-lg1 of the feedback–feedforward solution and
l1 of the feedback-only solution work alongside the low-frequency band, and l2-lg2 of
feedback–feedforward and l2 of feedback-only work alongside the high-frequency band
(see subplots (e) and (f) in Figure 5).

The expected benefits of the above are using the minimum |ui/d| over ω ≤ 4 (see
subplot (g) in Figure 5). Regarding the frequency band distribution among plants, let us
note, p.e., that if p2 were forced to work at low frequency instead of p1, |u2/d(j0)|would be
|p1/p2(j0)| larger than the current |u1/d(j0)|. Regarding the tight achievement of bounds
for each input design, it seeks the strictly necessary |ui/d| to achieve the specification;
observe how |u1/d| along ω ≤ 1 and |u2/d| along 0.2 ≤ ω ≤ 4 are very similar for
both solutions. The minimum effort in the control bandwidth pursues that |ui/v| can be
reduced as soon as possible at high frequencies (see subplot (h) in Figure 5). However, the
collaboration of feedback li and feedforward lgi to build ui/d yields smaller magnitudes
|li| than when only feedback intervenes (see subplot (e) in Figure 5). Then, feedback gains
|ci| are smaller not only in the control bandwidth but also beyond the work-band of each
input (see subplot (c) in Figure 5). The end effect |u1/v| over ω > 1 is smaller for the
feedback–feedforward solution than for the feedback-only solution, and the same occurs
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for |u2/v| over ω > 4 (see subplot (h) in Figure 5). In fact, a huge noise amplification is
expected at the second control input in the feedback-only solution.
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Figure 5. Magnitude frequency responses: (a) Output error, (b) stability, (c) feedback controllers,
(d) feedforward elements, (e) feedback open-loops, (f) feedforward open-loops, (g) control inputs for
disturbance rejection, (h) sensor noise at the control inputs.

Figure 6 shows the time-domain behaviour. External inputs are a unit step change
of disturbance d(t) at t = 1 s and a sensor noise v(t) that is built with a band-limited,
white-noise source of Simulink® (power of 0.00005 and sample time of 0.01 s); the reference
input r(t) is constant and equal to zero. Blue and red colours distinguish the responses of
feedback–feedforward and feedback-only solutions, respectively. Several plant cases are
represented.
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As expected, the output response y(t) is built by the faster response y2(t) of the
plant p2, which works at high frequencies, and by the slower response y1(t) of the plant
p1, which progressively takes control of the steady-state. Ignoring the noise, the control
actions u1(t) and u2(t), which command the plants p1 and p2, corroborate the same. Let
us also remark how the input u2, which does not work at steady-state, recovers the initial
operating point ru2 = 0. Further, observe that y(t) finally recovers the initial steady-state
of zero. Both steady-state conditions y = r and u2 = ru2 require an integrator in c1 (20)
and (22) and a differentiator in gd2 (19). Regarding the control actions, ui(t) is built with
u f fi

(t) and u f bi
(t) in the feedback–feedforward solution, while ui(t) = u f bi

(t) is built in
the feedback-only solution. The main difference between both solutions is the v(t) noise
amplification at the output and, mainly, at the control inputs. The huge noise amplification
at u2(t) of the feedback-only solution would cause fatigue of the actuator or might saturate
it and spoil the theoretical performance. In such a case, a more conservative specification
for disturbance rejection e/d would be indicated in true-life control (higher tolerance Wd
in the control bandwidth). All these corroborate the superiority of feedback–feedforward
schemes.
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Figure 6. Time-domain responses.

4. Conclusions

A new control architecture and design methodology has been proposed for the robust
rejection of measurable disturbances when multiple control inputs are available to correct
the output deviation. The multi-input character allowed selecting the most favourable
plants (inputs) at each frequency to provide the performance. Thus, individual feedback
and feedforward controllers to each input allowed distributing the control bandwidth as
desired among the inputs; the allocation criterion was minimising the control action to
provide the performance. Beyond that, the main benefit of the new structure is the presence
of feedforward loops. This allowed reducing the amount of feedback and, consequently, the
sensor noise amplification at the output and, mainly, at the control inputs. The advantages
would be notorious in real-life systems, since excessive noise at actuators could sacrifice the
achievement of the aggressive performance of the output. Finally, it is important to recall
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the robust character of the control system, which guaranteed the expected performance for
a set of possible plant models.
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Abstract: The present work presents a mathematical investigation of a Rabinowitsch suspension
fluid through elastic walls with heat transfer under the effect of electroosmotic forces (EOFs). The
governing equations contain empirical stress-strain equations of the Rabinowitsch fluid model and
equations of fluid motion along with heat transfer. It is of interest in this work to study the effects of
EOFs, which are rigid spherical particles that are suspended in the Rabinowitsch fluid, the Grashof
parameter, heat source, and elasticity on the shear stress of the Rabinowitsch fluid model and flow
quantities. The solutions are achieved by taking long wavelength approximation with the creeping
flow system. A comparison is set between the effect of pseudoplasticity and dilatation on the
behaviour of shear stress, axial velocity, and pressure rise. Physical behaviours have been graphically
discussed. It was found that the Rabinowitsch and electroosmotic parameters enhance the shear
stress while they reduce the pressure gradient. A biomedical application to the problem is presented.
The present analysis is particularly important in biomedicine and physiology.

Keywords: elasticity; electroosmotic forces; heat transfer; Rabinowitsch fluid; suspension

1. Introduction

The movement of blood liquids is an important study for the mathematical simulation
of medical applications. Rabinowitsch fluid is one of the fluids that simulate blood move-
ment because the Rabinowitsch model effectively relies on studying the result of lubricant
additives, for a wide range of shear rates, and studying their experimental data. Over
the past decades, scientists have made active efforts to increase the ability of solidifying
the features of non-Newtonian lubricants using long-chain quantities by adding a very
small addition of the polymer solution. A very important result from this is that this
result reduces the lubricant sensitivity. Additionally, a non-linear relationship appears
between the shear stress rate and shear pressure. Through those recent actions based on
the Rabinowitsch model, Akbar and Butt [1] studied the flow of the Rabinowitsch model
due to the cilia located on the wall. Moreover, Singh et al. [2] studied the movement
of Rabinowitsch fluid through peristaltic flow. In addition, Vaidya [3] investigated the
movement of Rabinowitsch fluid through the oblique wall of a channel, while Sadaf and
Nadeem [4] studied the Rabinowitsch model through a non-uniform conduit with peristal-
sis. Choudhari et al. [5] also studied the effect of slipping on the oscillating transmission of
a Rabinowitsch model in a non-uniform channel.

In recent years, microfluidic systems have been developed through the use of Electric-
Double-Layer (EDL). This increased interest is reflected in references [6–8]. Electrical
osmosis is defined as the movement of a liquid in relation to a fixed surface due to the
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presence of an externally applied electric field. One of the first studies that have studied the
application of these external forces is by Ross [9]. The idea is that electrical ripening comes
into contact with the aqueous electrolytic solution with the solids and then generates a
relatively electrical charge. In addition, the opposite ion charge is attracted to that charge
on the surface and the opposite process from the ions on the surface and shows the double
layer, and thus, the surface becomes electrically charged. As a result of this phenomenon,
a process of acceleration of the liquid by migrating ions occurs, and the resulting flow is
called electromagnetic flow.

The study of the movement of suspended particles inside the fluid is considered the
most important medical application. The movement of the fluid that contains particles is
similar to the movement of the blood plasma since the blood consists of solid materials,
that is, it is a liquid in which those substances swim. In that sense, there are a lot of
species studied such as sickle cell (Hb SS), plasma cell dyscrasias, normal blood, controlled
hypertension, uncontrolled hypertension, and polycythaemia. Each of these types is known
by a specific haematocrit, i.e., C = 0.248, C = 0.28, C = 0.426, C = 0.4325, C = 0.4331, and
C = 0.632 [10]. In addition, the study of the movement of suspended particles inside
fluids is very interesting because they resemble white blood cells, red blood cells, and/or
platelets that move inside the blood. Many experimental and analytical studies have
focused on studying suspended particles because of their great importance in improving
and understanding the blood flow and the distribution of proteins within it [11–13].

The geometrical shape of fluid flow has an important role in understanding var-
ious properties of different fluid flows such as blood flow and other important appli-
cations. Most studies that have discussed fluid movement have relied on solid ducts
and tubes [14–24]. Because biological flows depend on their flexible flow fields, and this
appears through their flexible nature, the flow and the movement of Newtonian and
non-Newtonian fluids through walls of a flexible nature carry many important medical
applications such as blood flow through the arteries, small blood vessels, heart systems,
and others, which, according to some studies, revealed that the velocity of the blood is
greatly affected by the elastic placement of the walls. Some of the work that has been
interested in discussing the flow rate through elastic nature can be found in the refs. [25–31].

Accordingly, this work attempts to fill the void of the movement of the particulate
suspension under the effects of electroosmotic forces using Rabinowitsch fluid. Analytical
solution is used to obtain the physical parameters of the problem subjected to appropriate
boundary conditions. The impact of relevant parameters is discussed graphically.

2. The Mathematical Model and the Rabinowitsch Fluid Equation

Consider a particulate suspension swimming in a Rabinowitsch fluid through elastic
peristaltic walls of a channel with amplitude a and half width b. In addition, consider that
the deformation on the wall is α as shown in Figure 1. Furthermore, the inlet pressure is
defined as pi and the outlet pressure is defined as po, as shown in Figure 1. The effect of
the electroosmotic forces on the Rabinowitsch fluid through the elastic peristaltic walls
is taken into account. The velocity of the particulate suspension and Rabinowitsch fluid

are denoted by
→
V
(
Up, Vp

)
,
→
V
(

U f , V f

)
. The mathematical geometry of the channel wall is

given by

H
(
X, t
)
= ±

(
d + a sin

2π

λ

(
X− c t

))
, (1)

Here, d is the radius of the artery channel, a is the amplitude of the wall, λ is the
amplitude of the peristaltic wave, and c is the blood velocity.

The isotropic rheological equation of a Rabinowitsch fluid takes the following form:

τXY + µoτXY
3 = µS(C)

∂U
∂Y

, (2)
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where the coefficient µo represents pseudo-plasticity of the fluid, which takes a fundamental
role in determining the nature of fluids; µS(C) is the viscosity of suspension; τXY is the
stress tensor; U is the velocity component; and C is the volume fraction. The model
represents a pseudoplastic state for µo > 0, a Newtonian state for µo = 0, and an
expanded fluid model for µS < 1.
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The momentum and continuity equations for the problem of both particle and fluid
phases are given in the following form [32].

Model of Fluid Phase

∂U f

∂X
+

∂V f

∂Y
= 0, (3)

ρ f CPH

(
∂U f
∂t + U f

∂U f

∂ X
+ V f

∂U f

∂Y

)

= −CPH
∂P
∂X

+ CPH

[
∂τXX
∂X

+
∂τXY

∂Y

]
+ ρeEx + ρ f γg (T − T0)− C S

(
U f −UP

)
,

(4)

ρ f CPH

(
∂V f
∂t + U f

∂V f

∂ X
+ V f

∂V f

∂Y

)

= −CPH
∂P
∂Y

+ CPH

[
∂τYX
∂X +

∂τYY
∂Y

]
− C S

(
V f −VP

)
,

(5)

(ρC) f

(
∂Tf

∂t
+ U f

∂Tf

∂X
+ V f

∂Tf

∂Y

)
= k

(
∂2T

∂X2 +
∂2T

∂Y2

)
+ HS, (6)

Model of Particle Phase

∂UP

∂X
+

∂VP

∂Y
= 0, (7)

ρP CPH

(
∂UP

∂t
+ UP

∂UP

∂ X
+ VP

∂UP

∂Y

)
= −CPH

∂P
∂X

+ C S
(

U f −UP

)
, (8)

ρ f CPH

(
∂VP
∂t

+ UP
∂VP

∂ X
+ VP

∂VP

∂Y

)
= −CPH

∂P
∂Y

+ C S
(

V f −VP

)
, (9)
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where CPH = 1−C, S is the drag coefficient and µS(C) is the viscosity of suspension, ρ f ,p is
the fluid and particle density, ρe is the electrical charge density, Ex is the axial electric field,
γ is the thermal expansion coefficient, g is the gravitational acceleration, k is the thermal
conductivity, and HS is the constant heat absorption or heat generation. The empirical
relation for S and µS(C) can be described as

µS = 1/(1−m C), m = 0.07 ∗ Exp
[
2.49 ∗ C− 1107

273 ∗ Exp[−1.69 ∗ C]
]
,

S = 9µ0
2∈2 γ(C), γ(C) = 4+3

√
8C−3C2+3C
(2−3C)2 .

(10)

Here, µ0 is the viscosity of fluid for suspending medium, and ∈ is the radius of a
particle.

Now, we use the convenient transformation to convert from fixed frame to wave frame
as follows:

x = X− ct, y = Y, u = U − c, p = P. (11)

Then, the mathematical formulation and Rabinowitsch fluid Equations (1)–(9) take
the following form:

Rabinowitsch fluid equation

τxy + µoτxy
3 = µs(C)

∂u f

∂y
, (12)

Model of fluid phase

ρ f CPH

(
u f

∂u f

∂ x
+ v f

∂u f

∂y

)
(13)

ρ f CPH

(
u f

∂V f

∂ x
+ v f

∂v f

∂y

)
= −CPH

∂p
∂y

+ CPH

[
∂τyx

∂x2 +
∂τyy

∂y2

]
− C S

(
v f − vP

)
, (14)

(ρC) f

(
∂Tf

∂t
+ u f

∂Tf

∂x
+ v f

∂Tf

∂y

)
= k

(
∂2T
∂x2 +

∂2T
∂y2

)
+ HS, (15)

Model of particle phase

ρP CPH

(
uP

∂uP
∂ x

+ vP
∂uP
∂y

)
= −CPH

∂p
∂x

+ C S
(

u f − uP

)
, (16)

ρ f CPH

(
uP

∂vP
∂ x

+ vP
∂vP
∂y

)
= −CPH

∂p
∂y

+ C S
(

v f − vP

)
, (17)

3. Electroosmotic Flow

The Poisson–Boltzmann equation:

∇2 ϕ =
ρe

ε
, (18)

where ρe is a charge density, ε is the electric permittivity, and ϕ is the electroosmotic
potential function.

The charge density ρe of the fluid in a unit volume is given by:

ρe = ε e
(
n+ − n−

)
= −2ε e n0 sinh

{
ε eϕ

kBTav

}
, (19)

n− = n0 e
ε eϕ

kBTav , n+ = n0 e
− ε eϕ
kBTav

, , (20)

where ε, n+, n−, e, kB, and Tav are the valence of ions, the number densities of positive
and negative ions, electric charge, Boltzmann’s constant, local absolute temperature of
the electrolytic solution, and bulk volume concentration of positive or negative ions,
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respectively. In addition, using the Debye–Huckel linearisation principle,
{

ε e ϕ′
kBTav

� 1
}

.
Equation (19) reduces to

ρe =
−ε

Γ2 ϕ, (21)

where Γ = (ε e)−1
√

ε kBTav
2 n0

is the Debye–Huckel parameter, which describes the properties
of the EDL thickness. The solution for the distribution of the electroosmotic potential can
easily be achieved using the Poisson–Boltzmann equation:

∂2 ϕ

∂x2 +
∂2 ϕ

∂y2 =
1

Γ2 ϕ, (22)

4. Non-Dimensional Physical Parameters

The non dimensionless quantities are introduced in the following expression

uP, f =
uP, f

c , y = y
a , vP, f =

vP, f
δc , p = a2

λ c µo
p, δ = a

λ , ϑ = ϕ
ζ , Re =

ρ f c a
µ0

,

Gr =
ρ f γg a2 T0

µo c , θ = T−T0
T0

, µ = µs(C)
µ0

, τ = a
cµ0

τ, UHS = − Ex ε ζ
µ0 c ,

K = µS (C)c2µ0
2

a2 , m = a
k2 , M = Sa2

µS (C)(1−C) , Q = Hsa2

µ0 To
, pr =

µoC f
k ,

h = H
d , φ = a

d

(23)

where K, m, Q, pr, UHS, Gr, and Re are, respectively, the Rabinowitsch fluid parameter,
electroosmotic parameter, heat source, Prandtl number, electroosmotic velocity, Grashof
number, and Reynolds number. The non-dimensional formulation of the mathematical
geometry for the channel wall is given by

h(x) = ±(1 + φ sin 2π x),

where φ is the amplitude ratio.
After using the non-dimensional physical parameters given by Equation (23) in the

governing Equations (12)–(17) and in Equation (22), we find:

Non-dimensional Rabinowitsch fluid equations

τxy + K τxy
3 = µ

∂u f

∂y
, (24)

Non-dimensional model of fluid phase

Re δ CPH

(
u f

∂u f
∂x + v f

∂u f
∂y

)
= −CPH

∂p
∂x + CPH

[
δ ∂τxx

∂x +
∂τxy
∂y

]
+ m2UHS cosh my + Gr (T − T0)− C CPH µ M

(
u f − uP

)
, (25)

Re δ CPH

(
u f

∂v f

∂x
+ v f

∂v f

∂y

)
= −CPH

∂p
∂y

+ CPH

[
∂τyx

∂x
+

∂τyy

∂y

]
− C CPH µ M

(
v f − vP

)
, (26)

Re prδ

(
u f

∂θ

∂x
+ v f

∂θ

∂y

)
=

(
∂2θ

∂x2 +
∂2θ

∂y2

)
+ Q, (27)

Non-dimensional model of particle phase

ρP
ρ f

CReδ

(
uP

∂uP
∂x

+ vP
∂uP
∂y

)
= −C

∂p
∂x

+ C CPH µ M
(

u f − uP

)
, (28)

ρP
ρ f

CReδ

(
uP

∂vP
∂x

+ vP
∂vP
∂y

)
= −C

∂p
∂y

+ C CPH µ M δ
(

v f − vP

)
, (29)
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with dimensionless boundary conditions

u = −1, θ = 0, ϑ = 1 at y = h(x),
u = −1, θ = 0, ϑ = 1 at y = −h(x)

τxy = 0 at y = 0.
(30)

5. Methodology

Taking a long wavelength approximation and a creeping flow system, i.e., δ� 1, the
solution of Equations (24)–(29) takes the following form

θ(y) =
1
2

Q(h− y)(h + y), (31)

τxy =
6 P y + Gr Q y

(
−3h2 + y2)− 6 m UHS

sinh (my)
cosh (mh)

6 CPH
, (32)

u(y) = c0
{

c1 + c2 y10 + c3 y2 + c4 y8 + c5 y6 + c6 Cosh(3my) + c7 y Sinh(2my) + c8 P1(y)
+Cosh(2my)(c9 + c10 P2(y)) + y Sinh(my)(c16 + c12 P1(y)P2(y) + c13 P3(y)) + c17

+Cosh(my)(c18 + c19 P4(y) + c20 y4 + c21 y2 + (c23 − c14 y2(P1(y))
2))}.

(33)

where P, Pj (j = 1→ 4) and the constants ci (i = 1→ 23) are given in the Appendix A.

6. Theoretical Determination of Pressure Gradient and Pressure Rise Application in
Blood Flows

In this section, the deformation in the walls that is defined by elasticity in the channel
walls is taken into account, which appears from the pressure shown in Figure 1. According
to Rubinow and Keller [28], the flow rate and pressure gradient are related by the following
expression:

Q = −σ(pi − po)
∂p
∂x

, (34)

The flow rate is defined as

Q =
∫ h

0
u(y)dy, (35)

Following the hypothesis of elastic walls, according to Rubinow and Keller [28], and
using Equations (33)–(35), it is found that the flow rate takes the following form as follows

Q = σ1(pi − po)

(
−∂p

∂x

)3
+ σ2(pi − po)

(
−∂p

∂x

)2
+ σ3(pi − po)

(
−∂p

∂x

)
+c24 (36)

such that c24 is given in the Appendix A.
Where

σ1(pi − po) =
α(x)5k
5A M3 , (37)

σ2(pi − po) =
1

8640µ m6 M3

(
13824

7 Gr α(x)7 K m6Q + 103680 α(x)K m4 UHS

+25920 α(x)K m4(2 + α(x)2m2) Uhs − 155520 K m3 UHS tanh (α(x)m)

−77760 α (x)2 K m5 UHS tanh(α(x)m)
)

,

(38)

146



Mathematics 2021, 9, 2008

σ3(pi − po) =
1

8640µ m6 M3

(
−2880 α(x)3m6M2 − 5312

7 Gr
2 α(x)9Km6Q2

+4320 α(x)3Km8UHS
2sech2(α(x)m))+414720 Gr α(x) K Q UHS

−17280 Gr α(x)3K m4Q UHS + 17280 Gr α(x) K m2 (24− α(x)2m2) Q UHS

−17280 Gr α(x) Km2(−12− 3 α(x)2m2 + α(x)4m4) Q UHS
+6480 α(x) K m6 UHS

2sech(α(x)m)sinh(α(x)m)− 622080 Gr K m Q UHS tanh(α(x)m)

−103680 Gr α(x)2K m3 Q UHS tanh(α(x)m)+17280 Gr α(x)4 K m5 Q UHS tanh(α(x)m)

+17280 Gr α(x)2K m3 (−12 + α(x)2m2) Q UHS tanh(α(x)m)

−51840 Gr K m (8 + α(x)2m2) Q UHS tanh(α(x)m)
−3240 K m5 UHS

2 sech(α(x)m)sinh(α(x)m)

−6480 α(x)2 K m7UHS sech(α(x)m)sinh(α(x)m)

)
,

(39)

Here, α(x) = h(x) + α′, where h(x) and α′ are the radii of the channel for peristalsis
and elasticity, respectively. Additionally, the pressure rise is defined as

∆p =
∫ 1

0

(
dp
dx

)
dx. (40)

7. Graphical Results and Discussion

The goal of this section is to study the effect of the pertinent parameters on the resulted
physical expression. In doing so, the Mathematica program is used in order to investigate
the impact of Rabinowitsch parameter K, Prandlt number Pr, heat source Q, electroosmotic
parameter m, volume fraction C, Grashof number Gr, maximum electroosmotic velocity
UHS, and radius of the channel for elasticity α′ on the shear stress τxy, axial velocity U(y),

pressure gradient dp
dx , and pressure rise ∆p. A graphical comparison is also set to compare

between pseudoplastic and dilatant fluids.
Figures 2–9 are plotted to investigate the impact of UHS, C, Gr, m, K, and α′ on τxy

for sundry values of the parameters of interest. It is observed from Figures 2–7 that the
Rabinowitsch shear stress improves prominently with increasing all the parameters, even
with increasing the curviness of the conduit in both the lower and upper halves of the
channel. Figures 8 and 9 demonstrate a comparison between the impact of pseudoplasticity
and dilatation on the shear stress profile through x and y axes, respectively. It is notable
from the latter figures that for pseudoplastic fluid, τxy is enhanced along the conduit
through the x-axis, whereas for the case of dilatant fluids, a reverse effect is observed.
It is also seen that τxy behaves differently along the y-axis where it is seen that, for the
pseudoplastic fluids, τxy decays near the lower wall of the channel and improves with an
increase in the curviness of the channel. An exact opposite behaviour is seen for dilatant
fluids, as seen in Figure 9.

Figures 10–16 illustrate the impact of K, UHS, Gr, C, m, and α′ on U(y) for various
values of the pertinent parameters. It is noticed that K, UHS, and α′ play a distinguished
role in lessening the fluid velocity, as seen in Figures 10, 11 and 15. It is also depicted that
Gr, C, and m disturb the velocity profile significantly, as observed in Figures 12–14. It is
noticed that the latter parameters barely have an effect on U(y) near the walls of the channel,
whereas they enhance the flow in the centre part of the channel. It is generally noticed that
U(y) has a parabolic shape along the conduit for all the parameters under consideration.
Figure 16 is plotted to spot the difference in the behaviour of U(y) for pseudoplastic and
dilated fluids. It is demonstrated that for pseudoplastic fluids, U(y) is not disturbed at
all near the walls of the conduit, whereas it is noticed that for dilated fluids, the flow is
decelerated at the centre of the channel.

147



Mathematics 2021, 9, 2008Mathematics 2021, 9, 2008 8 of 25 
 

 

 
Figure 2. Display of shear stress profile for different values of 𝑈ுௌ. 

 
Figure 3. Display of shear stress profile for different values of C. 
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Figure 2. Display of shear stress profile for different values of UHS.
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Figure 6. Display of shear stress profile for different values of K. 
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Figure 6. Display of shear stress profile for different values of K.
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Figure 7. Display of shear stress profile for different values of α′.
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Figure 8. Display of shear stress profile via x for pseudoplastic and dilatant fluids. 
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Figure 8. Display of shear stress profile via x for pseudoplastic and dilatant fluids.

Mathematics 2021, 9, 2008 11 of 25 
 

 

 
Figure 8. Display of shear stress profile via x for pseudoplastic and dilatant fluids. 

 
Figure 9. Display of shear stress profile via y for pseudoplastic and dilatant fluids. 

Figures 10–16 illustrate the impact of K, 𝑈ுௌ, Gr, C, m, and 𝛼ᇱ on U(y) for various 
values of the pertinent parameters. It is noticed that K, 𝑈ுௌ, and 𝛼ᇱ play a distinguished 
role in lessening the fluid velocity, as seen in Figures 10, 11, and 15. It is also depicted that 
Gr, C, and m disturb the velocity profile significantly, as observed in Figures 12–14. It is 

Pseudoplastic Fluid K 0

Dilatant Fluid K 0

0 2 4 6 8 10
- 1.2

- 1.0

- 0.8

- 0.6

- 0.4

- 0.2

0.0

0.2

⟵ x ⟵

↑ τxy

Dilatant Fluid

Pseudoplastic Fluid
K 0

K 0

- 1.0 - 0.5 0.0 0.5 1.0

- 4

- 2

0

2

4

⟵ y ⟵

↑ τxy

> 

< 

> 

< 

Figure 9. Display of shear stress profile via y for pseudoplastic and dilatant fluids.
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noticed that the latter parameters barely have an effect on U(y) near the walls of the chan-
nel, whereas they enhance the flow in the centre part of the channel. It is generally noticed 
that U(y) has a parabolic shape along the conduit for all the parameters under considera-
tion. Figure 16 is plotted to spot the difference in the behaviour of U(y) for pseudoplastic 
and dilated fluids. It is demonstrated that for pseudoplastic fluids, U(y) is not disturbed 
at all near the walls of the conduit, whereas it is noticed that for dilated fluids, the flow is 
decelerated at the centre of the channel. 

 
Figure 10. Display of axial velocity for different values of K. 

 
Figure 11. Display of axial velocity for different values of 𝑈ுௌ. 
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Figure 10. Display of axial velocity for different values of K.
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Figure 11. Display of axial velocity for different values of UHS.
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Figure 12. Display of axial velocity for different values of Gr. 

 
Figure 13. Display of axial velocity for different values of C. 

Gr = 1

Gr = 1.5

Gr = 2

- 1.0 - 0.5 0.0 0.5 1.0
- 1.0

- 0.5

0.0

0.5

y

u(y)

C = 0.1

C = 0.2

C = 0.3

- 1.0 - 0.5 0.0 0.5 1.0
- 1.0

- 0.5

0.0

0.5

y

u(y)

Figure 12. Display of axial velocity for different values of Gr.
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Figure 13. Display of axial velocity for different values of C.
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Figure 14. Display of axial velocity for different values of m. 

 
Figure 15. Display of axial velocity for different values of 𝛼ᇱ. 
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Figure 14. Display of axial velocity for different values of m.
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Figure 15. Display of axial velocity for different values of α′.
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Figure 16. Display of axial velocity for pseudoplastic and dilatant fluids.

Figures 17–22 are prepared in order to see the behaviour of ௗ௣ௗ௫ along the axis of the 
conduit under the effect of K, C, 𝑈ுௌ, Gr, m, and 𝛼ᇱ. It is seen that K, C, m, and 𝛼ᇱ serve 
to reduce ௗ௣ௗ௫ for all values of the pertinent parameters, as noticed in Figures 17, 18, 21 and 
22. It is also noticed from Figures 19 and 20 that ௗ௣ௗ௫ grows for greater values of 𝑈ுௌ and 
Gr. It is also observed that for x ∈ [0, 2] and [3.9, 6], the pressure gradient is small and that
the large pressure gradient occurs for x ∈ [2.1, 4]. 

Figure 17. Display of pressure gradient for different values of K.
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Figure 16. Display of axial velocity for pseudoplastic and dilatant fluids.

Figures 17–22 are prepared in order to see the behaviour of dp
dx along the axis of the

conduit under the effect of K, C, UHS, Gr, m, and α′. It is seen that K, C, m, and α′ serve to
reduce dp

dx for all values of the pertinent parameters, as noticed in Figures 17, 18, 21 and 22.

It is also noticed from Figures 19 and 20 that dp
dx grows for greater values of UHS and Gr. It

is also observed that for x ∈ [0, 2] and [3.9, 6], the pressure gradient is small and that the
large pressure gradient occurs for x ∈ [2.1, 4].

Figures 23–28 are prepared in order to spot the variation of ∆p that is portrayed against
the dimensionless time-averaged flux across one wavelength, Q, for several values of the
parameters under consideration. The contributions of K, Gr, and m for ∆p are displayed in
Figures 23, 25 and 26, where it is noticed that ∆p decays near the lower wall of the channel
and grows afterwards with an increase in the channel curviness. It is also shown from
Figures 24 and 27 that ∆p attains smaller values as the channel curviness increases away
from the wall of the conduit. Finally, Figure 28 displays the behaviour of ∆p in case of
dilatation and pseudoplasticity of fluids. It is seen that ∆p is generally higher for dilated
fluids than that of pseudoplastic ones. It is also observed that ∆p decreases for dilated
fluids all the way along, whereas it decreases for pseudoplastic fluids only until a specific
value (Q = 1) away from the wall from which the behaviour is reversed.

155



Mathematics 2021, 9, 2008

Mathematics 2021, 9, 2008 15 of 25 
 

 

 
Figure 16. Display of axial velocity for pseudoplastic and dilatant fluids. 

Figures 17–22 are prepared in order to see the behaviour of ௗ௣ௗ௫ along the axis of the 
conduit under the effect of K, C, 𝑈ுௌ, Gr, m, and 𝛼ᇱ. It is seen that K, C, m, and 𝛼ᇱ serve 
to reduce ௗ௣ௗ௫ for all values of the pertinent parameters, as noticed in Figures 17, 18, 21 and 
22. It is also noticed from Figures 19 and 20 that ௗ௣ௗ௫ grows for greater values of 𝑈ுௌ and 
Gr. It is also observed that for x ∈ [0, 2] and [3.9, 6], the pressure gradient is small and that 
the large pressure gradient occurs for x ∈ [2.1, 4]. 

 
Figure 17. Display of pressure gradient for different values of K. 

Dilatant Fluid

Pseudoplastic Fluid

K 0

K 0

- 1.0 -0.5 0.0 0.5 1.0
- 1.5

- 1.0

- 0.5

0.0

0.5

1.0

y

u(y)

> 

< 

Figure 17. Display of pressure gradient for different values of K.
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Figure 18. Display of pressure gradient for different values of C. 
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Figure 18. Display of pressure gradient for different values of C.
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Figure 19. Display of pressure gradient for different values of UHS.
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Figure 20. Display of pressure gradient for different values of Gr. 

 
Figure 21. Display of pressure gradient for different values of m. 
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Figure 20. Display of pressure gradient for different values of Gr.
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Figure 21. Display of pressure gradient for different values of m.
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Figure 22. Display of pressure gradient for different values of 𝛼ᇱ. 

Figures 23–28 are prepared in order to spot the variation of ∆𝑝 that is portrayed 
against the dimensionless time-averaged flux across one wavelength, Q, for several values 
of the parameters under consideration. The contributions of K, Gr, and m for ∆𝑝 are dis-
played in Figures 23, 25 and 26, where it is noticed that ∆𝑝 decays near the lower wall of 
the channel and grows afterwards with an increase in the channel curviness. It is also 
shown from Figures 24 and 27 that ∆𝑝 attains smaller values as the channel curviness 
increases away from the wall of the conduit. Finally, Figure 28 displays the behaviour of ∆𝑝 in case of dilatation and pseudoplasticity of fluids. It is seen that ∆𝑝 is generally 
higher for dilated fluids than that of pseudoplastic ones. It is also observed that ∆𝑝 de-
creases for dilated fluids all the way along, whereas it decreases for pseudoplastic fluids 
only until a specific value (Q = 1) away from the wall from which the behaviour is re-
versed. 

α' = 0.1

α' = 0.13

α' = 0.15

0 1 2 3 4 5 6
0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

x

p
x

𝜕𝑝𝜕𝑥 

Figure 22. Display of pressure gradient for different values of α′.
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Figure 23. Display of pressure rise vs. volume flow rate for different values of K. 
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Figure 23. Display of pressure rise vs. volume flow rate for different values of K.
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Figure 24. Display of pressure rise vs. volume flow rate for different values of C.
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Figure 25. Display of pressure rise vs. volume flow rate for different values of Gr. 

 
Figure 26. Display of pressure rise vs. volume flow rate for different values of m. 
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Figure 25. Display of pressure rise vs. volume flow rate for different values of Gr.
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Figure 26. Display of pressure rise vs. volume flow rate for different values of m.
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Figure 27. Display of pressure rise vs. volume flow rate for different values of 𝛼ᇱ. 

 
Figure 28. Display of pressure rise vs. volume flow rate for pseudoplastic and dilatant fluids. 
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Figure 27. Display of pressure rise vs. volume flow rate for different values of α′.
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Figure 28. Display of pressure rise vs. volume flow rate for pseudoplastic and dilatant fluids.

8. Biomedical Application of the Problem

Shear stress of fluid circulation is an important diagnostic aspect for evaluating the
properties of blood supply through the arteries. The evolution of shear stress in the
consolidated system, combined with the dynamic rheology of the blood, describes the
reduction of the circular region of the system over time. Wall shear stress plays a significant
part in reshaping the arterial wall, which can contribute to arterial thickening. Table 1
illustrates the non-dimensional shear stresses of Rabinowitsch fluid, τ, through an artery
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for various values of the haematocrit, C, for diseased blood. It is noticed that as the C
increases, τ increases.

Table 1. Rabinowitsch shear stress through an artery for various values C.

x

Shear Stress of Rabinowitsch Fluid τ

C = 0.248 C = 0.28 C = 0.426 C = 0.4325 C = 0.4331 C = 0.632

Hb SS
(Sickle Cell)

Plasma Cell
Dyscrasias Normal Blood Hypertension

(Controlled)
Hypertension
(Uncontrolled) Polycythemia

0. 0.508917 0.538364 0.707973 0.717319 0.718192 1.15146

0.2 0.505563 0.534945 0.704064 0.713379 0.714249 1.14586

0.4 0.495578 0.524771 0.69247 0.701695 0.702557 1.12931

0.6 0.479179 0.508091 0.673581 0.682663 0.683511 1.10248

0.8 0.456697 0.485281 0.64801 0.656909 0.657739 1.0665

1. 0.428523 0.456801 0.616547 0.625236 0.626047 1.02282

1.2 0.395056 0.423142 0.580099 0.588575 0.589366 0.973144

1.4 0.35665 0.384766 0.539639 0.54792 0.548692 0.919356

1.6 0.313594 0.34209 0.496165 0.504294 0.505052 0.86342

1.8 0.266209 0.295542 0.450704 0.458753 0.459502 0.807327

2. 0.215192 0.245805 0.404386 0.41245 0.4132 0.753059

2.2 0.162415 0.194396 0.358613 0.3668 0.367561 0.702604

2.4 0.111854 0.144497 0.315318 0.323729 0.324509 0.657972

2.6 0.0690173 0.101038 0.277209 0.285898 0.286704 0.621209

2.8 0.038254 0.0688821 0.24769 0.256637 0.257466 0.594302

3. 0.0213037 0.0508044 0.23019 0.2393 0.240144 0.578956

3.2 0.0183903 0.0476728 0.227071 0.236211 0.237058 0.576266

3.4 0.029497 0.0595737 0.238779 0.247809 0.248646 0.586434

3.6 0.0546015 0.0860756 0.26368 0.272484 0.2733 0.608713

3.8 0.0927918 0.125329 0.298654 0.307178 0.307969 0.641609

4. 0.140811 0.173205 0.340168 0.348438 0.349206 0.683216

4.2 0.19328 0.22449 0.385186 0.393288 0.394041 0.731496

4.4 0.245362 0.275183 0.431472 0.439514 0.440263 0.78442

4.6 0.294386 0.323171 0.477437 0.485523 0.486276 0.839995

4.8 0.339291 0.367516 0.521865 0.530076 0.530841 0.896238

5. 0.379664 0.407729 0.563701 0.572092 0.572875 0.95116

9. Deductions

In this article, the impact of Rabinowitsch suspension fluid through elastic walls with
heat transfer under the effect of the electroosmotic forces is investigated. The solutions of
the fluid model are achieved by taking a long wavelength approximation. A comparison is
set between the effect of pseudoplasticity and dilatation on the behaviour of shear stress,
axial velocity, and pressure rise. The impact of all the pertinent parameters are discussed
graphically. The main observations are as follows:

i. Unlike the effect of the radius of the channel for elasticity on the shear stress, it
tends to reduce the axial velocity, pressure gradient, and pressure rise.

ii. The volume fraction boosts the shear stress and the axial velocity, whereas the effect
is totally reversed with the pressure gradient and pressure rise.
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iii. The Grashof number accelerates the flow and increases shear stresses along with
the pressure gradient.

iv. The maximum axial velocity takes place at the centre of the conduit.
v. The maximum electroosmotic velocity boosts the shear stress and pressure gradient

but reduces the axial velocity.
vi. The influence of the Rabinowitsch and electroosmotic parameters is to enhance the

shear stress, whereas their effect is totally reversed for the pressure gradient.
vii. The current model reduces to the case of dilatant fluid for K < 0, pseudoplastic fluid

for K > 0.
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Appendix A

The constants given in Equations (32), (33) and (36) are defined as:

P = dp
dx .

P1(y) = 6 P + QGr(−3h2 + y2).
P2(y) = 2P + QGr(−h2 + y2).
P3(y) = 12P + QGr(−6h2 + 5y2).
P4(y) = −4P + QGr(2h2 − 5y2).

c0 = 1
8640 µ m6C3

PH
.

c1 = m6(−8640 µ C3
PH

+h2(540Km2UHs
2Sech2(hm)(12P− 5h2QGr)

+360C2
PH(−12P + 5h2QGr)

+h2K(−2160(P)3 + 2520h2QGr(P)2

−990h4Q2G2
r P + 131h6Q3G3

r ))
+90y4(4QC2

PHGr
+3K(−2m2QUhs2Sech2(hm)Gr

+(2P− h2QGr)
3
))).

c2 = 4 Km6 Q3 G3
r .

c3 = 1080 m6 (−3Km2UHs
2Sech2(h(x)m) + 2C2

PH)(2P− h2QGr).
c4 = −45 Km6 Q2G2

r (−2P + h2QGr).
c5 = 180 K m6 Q Gr(−2P + h2QGr)

2.
c6 = −720 K m8 UHS

3 Sech3(hm).
c7 = 1620 K m5 UHS

2 Q Gr Sech2(hm).
c8 = 180 m2 UHS Sech(hm).
c9 = c11Q Gr

c10 = 2m2c11.
c11 = −810 K m4 UHS

2 Sech2(hm).
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c12 = c15 m4.
c13 = 4m2Q Gr c15.
c14 = 90 UHS m6K Sech(hm).
c15 = 4320 K m UHS Sech(hm).
c16 = 120 Q2 G2

r .
c17 = −720 UHS (9Km8UHS

2Sech2(hm)+

4(−9Km4(2 + h2m2)(P)2 − 3m6C2
PH+

6Km2(−12− 3h2m2 + h4m4)QGrP− K(180+
54h2m2 − 6h4m4 + h6m6)Q2G2

r ))
Km(8m7UHS

2Cosh(3hm)Sech2(hm)+)
9m3UHS Cosh(2hm)Sech(hm)(4m2P + QGr)+
6h(m4UHS Sech(hm) Sinh(2hm)(−12 m2P+
(−3 + 4h2m2)QGr) + 32sinh(hm)(−3m4P2+
m2(−12 + h2m2)QGrP + (−30 + h2m2)Q2G2

r ))).
c18 = 90 UHS Sech(hm)(9Km8UHS

2Sech2(hm)− 720KQ2G2
r ) + c22.

c19 = 6480 Km2QGr UHS Sech(hm).
c20 = −2700 Q2 G2

r m4 K UHS Sech(hm).
c21 = 1080 Q Gr(−2P + h2QGr) UHS Sech(hm)6Km4.
c22 = 1620 K m4 UHS (−2P + h2QGr)

2 Sech(hm).
c23 = −1080 C2

PH m6 UHS Sech(hm).
c24 = 1

8640µm6 M3

{
−8640 µ h(x)m6M3 + 1152 Gr h(x)5m6M2Q

+ 7552
77 Gr

3h(x)11K m6 Q3 − 1728c12Gr h(x)5K m8 Q UHS
2+

8640 h(x) m6M2UHS + 1555200 Gr
2h(x) K Q2UHS−

34560Gr
2h(x)3Km2Q2UHS − 34560Gr

2h(x) K(−45 + h2m2) Q2UHS+

2880 Gr
2h(x) K(180 + 54h(x)2m2 − 6h(x)4m4 + h(x)6m6) Q2UHS−

6480h(x) K m8UHS
3 sech2(h(x) m)+

3240Grh(x)Km4QUHS
2cosh(2h(x)m)sech2(h(x)m)−

1080Grh(x)3Km6QUHS
2cosh(2h(x)m)sech2(hm)+

720 h(x)Km8UHS
3cosh(3h(x)m)sech3(h(x)m)−

8640 m5M2UHStanh(h(x)m)− 2073600 Gr
2KQ2Uhstanh(h(x)m)

m −
466560 Gr

2h(x)2KmQ2UHStanh(h(x)m)+

Gr
2h(x)4Km3Q2UHStanh(h(x)m)(34560 − 2880Gr

2h(x)2m2)+

17280 Gr
2h(x)2Km(−30 + h(x)2m2) Q2UHStanh(h(x)m)−

17280 Gr
2K(90+18h(x)2m2−h(x)4m4)Q2UHStanh(h(x)m)

m +
6480 Km7UHS

3tanh(h(x)m) sech2(h(x)m)−
1620 GrKm3QUHS

2tanh(h(x)m)− 1620 Grh(x)2 Km5QUHS
2tanh(h(x)m)+

2160 Grh(x)4Km7QUHS
2tanh(h(x)m)−

240 Km7UHS
3sinh(3h(x)m)sech3(h(x)m)

}
.
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Abstract: In this paper, we propose a novel blended algorithm that has the advantages of the
trisection method and the false position method. Numerical results indicate that the proposed
algorithm outperforms the secant, the trisection, the Newton–Raphson, the bisection and the regula
falsi methods, as well as the hybrid of the last two methods proposed by Sabharwal, with regard to
the number of iterations and the average running time.

Keywords: hybrid method; trisection; bisection; false position; Newton–Raphson; secant; dynamical systems

1. Introduction

There are many sciences (mathematics, computer science, dynamical systems in
engineering, agriculture, biomedical, etc.) that require finding the roots of non-linear
equations. When there is not an analytic solution, we try to determine a numerical solution.
There is not a specific algorithm for solving every non-linear equation efficiently.

There are several pure methods for solving such problems, including the pure, meta-
heuristic and blended methods. Pure methods include classical techniques such as the
bisection method, the false position method, the secant method and the Newton–Raphson
method, etc. Metaheuristic methods use metaheuristic algorithms such as particle swarm
optimization, firefly, and ant colony for root finding, whereas blended methods are hybrid
combinations of two classical methods.

There is not a specific method for solving every non-linear equation efficiently. In
general, we can see more details about classical methods in [1–4] and especially for the
bisection and Newton–Raphson methods in [5–8]. Other problems such as minimization,
target shooting, etc. are discussed in [9–14].

Sabharwal [15] proposed a novel blended method that is a dynamic hybrid of the
bisection and false position methods. He deduced that his algorithm outperformed pure
methods (bisection and false position). On the other hand, he observed that his algorithm
outperformed the secant method and the Newton–Raphson method according to the
number of iterations. Sabharwal did not analyze his algorithm according to the running
time, but he was satisfied with the iterations number only. Perhaps there is a method
that has a small number of iterations, but the execution time is large and vice versa. For
this reason, the iteration number and the running time are important metrics to evaluate
the algorithms. Unfortunately, most researchers have not paid attention to the details
of finding the running time. Furthermore, they did not discuss and did not answer the
following question: why does the running time change from one run to another on the
used software package?
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The genetic algorithm was used to compare among the classical methods [9–11] based
on the fitness ratio of the equations. The authors deduced that the genetic algorithm
is more efficient than the classical algorithms for solving the functions x2 − x − 2 [12]
and x2 + 2 x − 7 [11]. Mansouri et al. [12] presented a new iterative method to determine
the fixed point of a nonlinear function. Therefore, they combined ideas proposed in the
artificial bee colony algorithm [13] and the bisection method [14]. They illustrate this
method with four benchmark functions and compare results with others methods, such as
artificial bee colony (ABC), particle swarm optimization (PSO), genetic algorithm (GA) and
firefly algorithms.

For more details about the classical methods, hybrid methods and the metaheuristic
approaches, the reader can refer to [16,17].

In this work, we propose a novel blended algorithm that has the advantages of the
trisection method and the false position algorithm. The computational results show that
the proposed algorithm outperforms the trisection and regula falsi methods. On the other
hand, the introduced algorithm outperforms the bisection, Newton–Raphson and secant
methods according to the iteration number and the average of running time. Finally, the
implementation results show the superiority of the proposed algorithm on the blended
bisection and false position algorithm, which was proposed by Sabharwal [15]. The results
presented in this paper open the way for presenting new methods that compete with
traditional methods and may replace them in software packages.

The rest of this work is organized as follows: The pure methods for determining
the roots of non-linear equations are introduced in Section 2. The blended algorithms
for finding the roots of non-linear equations are presented in Section 3. In Section 4, the
numerical results analysis and statistical test among the pure methods and the blended
algorithms are provided. Finally, conclusions are drawn in Section 5.

2. Pure Methods

In this section, we introduce five pure methods for finding the roots of non-linear
equations. These methods are the bisection method, the trisection method, the false
position method, the secant method and the Newton–Raphson method. We contribute to
implementing the trisection algorithm with equal subintervals that overcomes the bisection
algorithm on fifteen benchmark equations as shown in Section 3. On the other hand,
the trisection algorithm also outperforms the false position method, secant method and
Newton–Raphson method partially, as shown in Section 3.

2.1. Bisection Method

We assume that the function f (x) is defined and continuous on the closed interval [a, b],
where the signals of f (x) at the ends (a and b) are different. We divide the interval [a, b] into
two halves, where x = a+b

2 , if f (x) = 0; then, x becomes a solution for the equation f (x) = 0.
Otherwise, ( f (x) 6= 0) and we can choose one subinterval [a, x] or [x, b] that has different
signals of f (x) at its ends. We repeat dividing the new subinterval into two halves until
we reach the exact solution x where f (x) = 0 or the approximate solution f (x) ≈ 0 with
tolerance, eps. The value of eps closes to zero as shown in Algorithm 1 and other algorithms.

The size of the interval was reduced by half at each iteration. Therefore the value eps
is determined from the following formula:

eps =
b− a

2n (1)

where n is the number of iterations. From (1), the number of iterations is found by

n =

⌈
log2(

b− a
eps

)

⌉
(2)
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Algorithm 1. Bisection(f, a, b, eps).

Input: The function f (x),
The interval [a, b] where the root lies in,
The absolute error (eps).

Output: The root (x),
The value of f (x)
Numbers of iterations (n),
The interval [a, b] where the root lies in

n := 0
while true do

n := n + 1
x := (a + b)/2
if |f (x)| <= eps.

return x, f (x), n, a, b
else if f (a) * f (x) < 0

b := x
else

a := x
end (while)

The bisection method is a bracketing method, so it brackets the root in the interval
[a, b], and at each iteration, the size of the interval [a, b] is halved. Accordingly, it reduces
the error between the approximation root and the exact root for any iteration. On the other
hand, the bisection method works quickly if the approximate root is far from the endpoint
of the interval; otherwise, it needs more iterations to reach the root [17].

Advantages and Disadvantages of the Bisection Method

The bisection method is simple to implement, and its convergence is guaranteed. On
the other hand, it has a relatively slow convergence, it needs different signs for the function
values of the endpoints, and the test for checking this affects the complexity in the number
of operations.

2.2. Trisection Method

The trisection method is like the bisection method, except that it divides the interval
[a, b] into three subintervals, while the bisection method divides the interval [a, b] into two
partial periods. Algorithm 2 divides the interval [a, b] into three equal subintervals and
searches for the root in the subinterval that contains different signs of the function values
at the endpoints of this subinterval.

If the condition of termination is true, then the iteration has finished its task; otherwise,
the algorithm repeats the calculations.

In order to divide the interval [a, b] into equal three parts by x1 and x2, we need to
know the locations of x1 and x2 as the following:

As shown in Figure 1, since
x1 − a = b - x2 (3)

x2 − x1 = x1 − a (4)
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And
x2 =

2b + a
3

The size of the interval [a, b] decreases to a third with each repetition. Therefore, the
value eps is determined from the following formula:

eps =
b− a

3n (5)

where n is the number of iterations. From (5) the number of iterations is found by

n =

⌈
log3(

b− a
eps

)

⌉
(6)

When we compare Equations (2) and (6), we conclude that the iterations number of
the trisection algorithm is less than the iterations number of the bisection algorithm. We
might think that the trisection algorithm is better than the bisection algorithm since it
requires a few iterations. However, it might be the case that one iteration of the trisection
algorithm has an execution time greater than the execution time of one iteration of the
bisection algorithm. Therefore, we will consider both execution time and the number of
iterations to evaluate the different algorithms.

Algorithm 2. Trisection(f, a, b, eps).

Input: The function f (x),
The interval [a, b] where the root lies in,
The absolute error (eps).

Output: The root (x),
The value of f (x)
Numbers of iterations (n),
The interval [a, b] where the root lies in

n := 0
while true do

n := n + 1
x1 := (b + 2*a)/3
x2 := (2*b + a)/3
if |f (x1)| < |f (x2)|

x := x1
else

x := x2
if |f (x)| <= eps

return x, f (x), n, a, b
else if f (a) * f (x1) < 0

b := x1
else if f (x1) * f (x2) < 0

a := x1
b := x2

else
a := x2

end (while)

Advantages and Disadvantages of the Trisection Method

The trisection method has the same advantages and disadvantages of the bisection
method, in addition to being faster than it, as shown in Tables 1–9.

2.3. False Position (Regula Falsi) Method

There is no unique method suitable for finding the roots of all nonlinear functions.
Each method has advantages and disadvantages. Hence, the false position method is a
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dynamic and fast method when the nature of the function is linear. The function f (x), whose
roots are in the interval [a, b] must be continuous, and the values of f (x) at the endpoints of
the interval [a, b] have different signs. The false position method uses two endpoints of the
interval [a, b] with initial values (r0 = a, r1 = b). The connecting line between the two points
(r0, f (r0)) and (r1, f (r1)) intersects the x-axis at the next estimate, r2. Now, we can determine
the successive estimates, rn from the following relationship

rn = rn−1 −
f (rn−1)(rn−1 − rn−2)

f (rn−1)− f (rn−2)
(7)

for n ≥ 2.
Remark: The regula falsi method is very similar to the bisection method. However,

the next iteration point is not the midpoint of the interval but the intersection of the x-axis
with a secant through (a, f (a)) and (b, f (b)).

Algorithm 3 uses the relation (7) to get the successive approximations by the false
position method.

Algorithm 3. False Position(f, a, b, eps).

Input: The function (f ),
The interval [a, b] where the root lies in,
The absolute error (eps).

Output: The root (x),
The value of f (x)
Numbers of iterations (n),
The interval [a, b] where the root lies in

n := 0
while true do

n := n + 1;
x = a − (f (a)*(b − a))/(f (b) − f (a))
if |f (x)| <= eps

return x, f (x), n, a, b
else if f (a) * f (x) < 0

b := x
else

a := x
end (while)

Advantages and Disadvantages of the Regula Falsi Method

It is guaranteed to converge, and it is fast when the function is linear. On the other
hand, we cannot determine the iterations number needed for convergence. It is very slow
when the function is not linear.

2.4. Newton–Raphson Method

This method depends on a chosen initial point x0. This point plays an important role
for Newton–Raphson method. The success of the method depends mainly on the point x0,
and then the method may converge to its root or diverge based on the choice of the point
x0. Therefore, the first estimate can be determined from the following relation.

x1 = x0 −
f (x0)

f ′(x0)
(8)

The successive approximations for the Newton–Raphson method can be found from
the following relation:

xi+1 = xi −
f (xi)

f ′(xi)
(9)
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such that the f ′(xi) is the first derivative of the function f (x) at the point xi.
Algorithm 4 uses the relation (9) to get the successive approximations by the Newton–

Raphson method.

Algorithm 4. Newton(f, xi, eps).

This function implements Newton’s method.
Input: The function (f ),

An initial root xi,
The absolute error (eps).

Output: The root (x),
The value of f (x)
Numbers of iterations (n),

g(x) := f ’(x)
n = 0
while true do

n := n + 1
xi = xi − f (xi)/g(xi)
if |f (x)| <= eps

return xi, f (xi), n
end (while)

Advantages and Disadvantages of the Newton–Raphson Method

It is very fast compared to other methods, but it sometimes fails, meaning that there is
no guarantee of its convergence.

2.5. Secant Method

Just as there is the possibility of the Newton method failing, there is also the possibility
that the secant method will fail. The Newton method uses the relation (9) to find the
successive approximations, but the secant method uses the following relation:

xi+1 = xi −
xi − xi−1

f (xi)− f (xi−1)
f (xi) (10)

Algorithm 5 uses the relation (10) to get the successive approximations by the secant method.

Algorithm 5. Secant(f, a, b, eps).

This function implements the Secant method.
Input: The function (f ),

Two initial roots: a and b,
The absolute error (eps).

Output: The root (x),
The value of f (x)
Numbers of iterations (n),

n := 0
while true do

n := n + 1
x := b − f (b)*(b − a)/(f (b) − f (a))
if |f (x)| <= eps

return x, f (x), n
a := b
b := x

end (while)

Advantages and Disadvantages of the Secant Method

It is very fast compared to other methods, but it sometimes fails, meaning that there is
no guarantee of its convergence.
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3. Hybrid Algorithms

In this section, instead of pure methods such as the bisection method, the trisec-
tion method, the false position method, the secant method and the Newton–Raphson
method, we propose a new hybrid root-finding algorithm (trisection–false position), which
outperforms the algorithm (bisection-false position) that was proposed by Sabharwal [15].

3.1. Blended Bisection and False Position

Sabharwal [15] proposed a new algorithm that has the advantages of both the bisection
and the false position methods. He built a novel hybrid method, Algorithm 6, which
overcame the pure methods (bisection and false position).

Algorithm 6. blendBF(f, a, b, eps).

This function implements the blended method of bisection and false position methods.
Input: The function (f ),

The interval [a, b] where the root lies in,
The absolute error (eps).

Output: The root (x), The value of f (x); Numbers of iterations (n),
The interval [a, b] where the root lies in

n := 0
a1 := a
a2 := a
b1 := b
b2 := b
while true do

n := n + 1
xB := (a + b)/2
xF := a − (f (a)*(b − a))/(f (b) − f (a))
if |f (xB)| < |f (xF)|

x := xB
else

x := xF
if |(fx)| <= eps

return x, f (x), n, a, b
if f (a)*f (xB) < 0

b1 := xB
else

a1 := xB
if f (a) * f (xF) < 0

b2 := xF
else
a2 := xF
a := max(a1, a2);
b := min(b1, b2)

end (while)

Advantages and Disadvantages of the Blended Algorithm

It is guaranteed to converge, and it is efficient more than the classical methods but it
sometimes takes a long time to get root.

3.2. Blended Trisection and False Position

We exploit the superiority of the trisection over the bisection method (as shown in
Section 4) in order to present a new hybrid method (Algorithm 7) that overcomes the hybrid
method presented by Sabharwal [15]. The blended method (trisection–false position) is
based on calculating the segment line point in the false position method and also calculating
two points that divide the interval [a, b] in the trisection method and then choosing the best
of them, which converges to the approximating root. The number of iterations n(eps) of
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the proposed hybrid method is less than or equal to min{nf(eps), nt(eps)}, where nf(eps) and
nt(eps) are the number of iterations of the false position method and the trisection method,
respectively. Algorithm 7 outperforms all the classical methods (Tables 1–9).

Algorithm 7. blendTF(f, a, b, eps).

This function implements the blended method of trisection and false position methods.
Input: The function (f ); The interval [a, b] where the root lies in,

The absolute error (eps).
Output: The root (x), The value of f (x), Numbers of iterations (n),

The interval [a, b] where the root lies in
n = 0; a1 := a; a2 := a; b1 := b, b2 := b
while true do

n := n + 1
xT1 := (b + 2*a)/3
xT2 := (2*b + a)/3
xF := a − (f (a)*(b − a))/(f (b) − f (a))
x := xT1
fx := fxT1
if |f (xT2)| < |f (x)|

x := xT2
if |f (xF)| < |f (x)|

x := xF
if |f (x)| <= eps

return x, f (x), n, a, b
if fa * f (xT1) < 0

b1 := xT1
else if f (xT1) * f (xT2) < 0

a1 := xT1
b1 := xT2

else
a1 := xT2

if fa*f (xF) < 0
b2 := xF;

else
a2 := xF;
a := max(a1, a2) ; b := min(b1, b2)

end (while)

Advantages and Disadvantages of the Blended Algorithm (The Proposed Algorithm)

It is guaranteed to converge, and it is more efficient than the classical methods and
the blended algorithm that was proposed in [15], as shown in Tables 1–9.

4. Computational Study

The numerical results of the pure methods bisection method, trisection method, false
position method, secant method and Newton–Raphson method are proposed. In addition
to the computational results for the hybrid methods, the bisection–false position and
trisection–false position are proposed. We compare the pure method and the hybrid
method with the proposed hybrid method according to the number of iterations and CPU
time. We used fifteen benchmark problems for this comparison, as shown in Table 1. We
ran each problem ten times, and then we computed the average of CPU time and the
number of iterations.
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Table 1. Fifteen benchmark problems.

No. Problem Intervals References

P1 x2 − 3 [1, 2] Harder [18]
P2 x2 − 5 [2, 7] Srivastava [9]
P3 x2 − 10 [3, 4] Harder [18]
P4 x2 − x− 2 [1, 4] Moazzam [10]
P5 x2 + 2x− 7 [1, 3] Nayak [11]
P6 x3 − 2 [0, 2] Harder [18]
P7 xex − 7 [0, 2] Callhoun [19]
P8 x− cos(x) [0, 1] Ehiwario [6]
P9 x sin(x)− 1 [0, 2] Mathews [20]

P10 x cos(x) + 1 [−2, 4] Esfandiari [21]
P11 x10 − 1 [0, 1.3] Chapra [17]
P12 x2 + ex/2 − 5 [1, 2] Esfandiari [21]
P13 sin(x)sinh(x) + 1 [3, 4] Esfandiari [21]
P14 ex − 3x− 2 [2, 3] Hoffman [22]
P15 sin(x)− x2 [0.5, 1] Chapra [17]

Table 2. Comparison among pure methods and blended algorithms according to iterations, AppRoot, error and interval bounds.

Method Iter. AppRoot Error LowerB UpperB

Bisection 19 2.0000019073486328 0.0000057220495364 1.9999961853027344 2.0000076293945313
Trisection 1 2.0000000000000000 0.0000000000000000 1.0000000000000000 4.0000000000000000

FalsePosition 15 1.9999983893881288 0.0000048318330195 1.9999959734735644 4.0000000000000000
Secant 6 2.0000000786432022 0.0000002359296127 na na

NewtonRaphson 5 2.0000000006984919 0.0001373332926100 na na
Hybrid [15] 2 2.0000000000000000 0.0000000000000000 1.5000000000000000 2.5000000000000000
OurHybrid 1 2.0000000000000000 0.0000000000000000 1.0000000000000000 4.0000000000000000

Table 3. Solutions of fifteen problems by the bisection method.

Problem

Bisection Method

Iter Average
CPU Time Approximate Root Function Value Lower Bound Upper Bound

P1 44 0.514839 1.7320508075688963 0.0000000000000000 1.7320508075688394 1.7320508075689531
P2 44 0.339006 2.2360679774997720 0.0000000000000000 2.2360679774994878 2.2360679775000563
P3 44 0.330300 3.1622776601683995 0.0000000000000000 3.1622776601683427 3.1622776601684564
P4 45 0.339274 2.0000000000000284 0.0000000000000000 1.9999999999999432 2.0000000000001137
P5 48 0.413062 1.8284271247461916 0.0000000000000086 1.8284271247461845 1.8284271247461987
P6 49 0.373710 1.2599210498948743 0.0000000000000054 1.2599210498948707 1.2599210498948779
P7 46 0.381111 1.5243452049841437 −0.0000000000000075 1.5243452049841153 1.5243452049841721
P8 44 0.345850 0.7390851332151556 −0.0000000000000085 0.7390851332150987 0.7390851332152124
P9 46 0.556300 1.1141571408719244 −0.0000000000000079 1.1141571408718960 1.1141571408719528

P10 45 0.454494 2.0739328090912181 −0.0000000000000074 2.0739328090910476 2.0739328090913887
P11 44 0.338134 1.0000000000000058 0.0000000000000000 0.9999999999999318 1.0000000000000795
P12 48 0.379392 1.6490132683031895 −0.0000000000000028 1.6490132683031860 1.6490132683031931
P13 48 0.390438 3.2215883990939425 −0.0000000000000056 3.2215883990939389 3.2215883990939460
P14 46 0.354950 2.1253911988111298 −0.0000000000000007 2.1253911988111156 2.1253911988111440
P15 45 0.359546 0.8767262153950668 −0.0000000000000048 0.8767262153950526 0.8767262153950810
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Table 4. Solutions of fifteen problems by the trisection method.

Problem

Trisection Method

Iter Average CPU
Time Approximate Root Function Value Lower Bound Upper Bound

P1 26 0.292349 1.7320508075688856 0.0000000000000000 1.7320508075680989 1.7320508075692791
P2 28 0.311319 2.2360679774997863 0.0000000000000000 2.2360679774993493 2.2360679775000047
P3 28 0.312939 3.1622776601683911 0.0000000000000000 3.1622776601683040 3.1622776601684350
P4 1 0.011161 2.0000000000000000 0.0000000000000000 1.0000000000000000 4.0000000000000000
P5 29 0.330426 1.8284271247461907 0.0000000000000036 1.8284271247461616 1.8284271247462491
P6 30 0.341553 1.2599210498948719 −0.0000000000000062 1.2599210498948623 1.2599210498948914
P7 31 0.349806 1.5243452049841439 −0.0000000000000049 1.5243452049841375 1.5243452049841473
P8 29 0.326833 0.7390851332151560 −0.0000000000000078 0.7390851332151415 0.7390851332151852
P9 28 0.773690 1.1141571408719348 0.0000000000000066 1.1141571408717601 1.1141571408720223

P10 28 0.316154 2.0739328090912146 0.0000000000000007 2.0739328090906901 2.0739328090914770
P11 26 0.297432 1.0000000000000393 0.0000000000000000 0.9999999999995278 1.0000000000010620
P12 26 0.299995 1.6490132683031904 0.0000000000000012 1.6490132683024035 1.6490132683035839
P13 31 0.360716 3.2215883990939425 −0.0000000000000056 3.2215883990939407 3.2215883990939456
P14 28 0.323873 2.1253911988111311 0.0000000000000065 2.1253911988110437 2.1253911988111747
P15 29 0.334640 0.8767262153950647 −0.0000000000000025 0.8767262153950502 0.8767262153950720

Table 5. Solutions of fifteen problems by the false position method.

Problem

False Position Method

Iter Average CPU
Time Approximate Root Function Value Lower Bound Upper Bound

P1 12 0.134719 1.7320508075688599 0.0000000000000000 1.7320508075686347 2.0000000000000000
P2 46 0.510051 2.2360679774997747 0.0000000000000000 2.2360679774997609 7.0000000000000000
P3 14 0.155169 3.1622776601683644 0.0000000000000000 3.1622776601682516 4.0000000000000000
P4 34 0.382718 1.9999999999999558 0.0000000000000000 1.9999999999998894 4.0000000000000000
P5 20 0.556411 1.8284271247461896 −0.0000000000000027 1.8284271247461874 3.0000000000000000
P6 40 0.455044 1.2599210498948719 −0.0000000000000062 1.2599210498948701 2.0000000000000000
P7 29 0.330403 1.5243452049841437 −0.0000000000000075 1.5243452049841419 2.0000000000000000
P8 11 0.124456 0.7390851332151551 −0.0000000000000092 0.7390851332150500 1.0000000000000000
P9 6 0.078088 1.1141571408719306 0.0000000000000008 1.0997501702946164 1.1141571408730828

P10 12 0.138026 2.0739328090912146 0.0000000000000007 2.0739328090912039 2.5157197710146586
P11 127 1.447224 0.9999999999999812 0.0000000000000000 0.9999999999999755 1.3000000000000000
P12 15 0.176429 1.6490132683031899 −0.0000000000000008 1.6490132683031871 2.0000000000000000
P13 44 0.507856 3.2215883990939416 0.0000000000000063 3.2215883990939407 4.0000000000000000
P14 44 0.504918 2.1253911988111285 −0.0000000000000079 2.1253911988111267 3.0000000000000000
P15 16 0.185620 0.8767262153950552 0.0000000000000080 0.8767262153950091 1.0000000000000000

Table 6. Solutions of fifteen problems by Newton’s method.

Problem
Newton’s Method

Iter Average CPU Time Approximate Root Function Value

P1 6 0.240500 1.7320508075688774 0.0000000000000000
P2 5 0.186819 2.2360679774997898 0.0000000000000000
P3 5 0.185136 3.1622776601683795 0.0000000000000000
P4 7 0.244393 2.0000000000000000 0.0000000000000000
P5 6 0.214349 1.8284271247461901 −0.0000000000000002
P6 Fail
P7 14 0.436972 1.5243452049841444 0.0000000000000002
P8 6 0.214512 0.7390851332151607 0.0000000000000001
P9 Fail
P10 14 0.439575 −4.9171859252871322 0.0000000000000011
P11 Fail
P12 6 0.221387 1.6490132683031902 0.0000000000000002
P13 6 0.221157 3.2215883990939420 0.0000000000000004
P14 5 0.191465 2.1253911988111298 0.0000000000000017
P15 9 0.306000 0.8767262153950625 0.0000000000000000

176



Mathematics 2021, 9, 1306

Table 7. Solutions of fifteen problems by the secant method.

Problem
Secant Method

Iter Average CPU Time Approximate Root Function Value

P1 6 0.068071 1.7320508075688772 0.0000000000000000
P2 7 0.077763 2.2360679774997898 0.0000000000000000
P3 5 0.055822 3.1622776601683764 0.0000000000000000
P4 8 0.089142 2.0000000000000000 0.0000000000000000
P5 6 0.066767 1.8284271247461907 0.0000000000000036
P6 10 0.114367 1.2599210498948716 −0.0000000000000073
P7 9 0.101345 1.5243452049841444 0.0000000000000002
P8 6 0.067514 0.7390851332151607 0.0000000000000001
P9 5 0.073486 1.1141571408719304 0.0000000000000004
P10 8 0.091206 2.0739328090912150 −0.0000000000000003
P11 Fail
P12 6 0.069605 1.6490132683031902 0.0000000000000002
P13 8 0.093442 3.2215883990939420 0.0000000000000004
P14 7 0.081160 2.1253911988111298 −0.0000000000000007
P15 7 0.080784 0.8767262153950625 −0.0000000000000000

Table 8. Solutions of fifteen problems by the hybrid method bisection-false position.

Problem

Bisection-False Position Method

Iter Average CPU
Time Approximate Root Function Value Lower Bound Upper Bound

P1 8 0.121232 1.7320508075688772 0.0000000000000000 1.7320508075688001 1.7350578402209837
P2 10 0.148720 2.2360679774997889 0.0000000000000000 2.2360679774993639 2.2439291539836148
P3 7 0.103442 3.1622776601683702 0.0000000000000000 3.1622776601625873 3.1721597778622157
P4 2 0.030053 2.0000000000000000 0.0000000000000000 1.5000000000000000 2.5000000000000000
P5 5 0.074941 1.8284271247461901 −0.0000000000000002 1.8284271247430004 1.8284271247493797
P6 9 0.137275 1.2599210498948723 −0.0000000000000041 1.2599210498939839 1.2611286403176987
P7 11 0.165907 1.5243452049841444 0.0000000000000002 1.5243452049841386 1.5260333371087631
P8 8 0.120322 0.7390851332151607 0.0000000000000001 0.7390851332151470 0.7422270732175922
P9 6 0.101488 1.1141571408719302 0.0000000000000001 1.1132427327642707 1.1141571408719768

P10 10 0.150611 2.0739328090912150 −0.0000000000000003 2.0739328090911866 2.0789350033373930
P11 12 0.184145 0.9999999999999999 0.0000000000000000 0.9999999999999305 1.0003433632829859
P12 8 0.123939 1.6490132683031895 −0.0000000000000028 1.6490132683026435 1.6531557562694839
P13 9 0.139654 3.2215883990939420 0.0000000000000004 3.2215883990939242 3.2224168881395068
P14 9 0.139775 2.1253911988111289 −0.0000000000000055 2.1253911988104042 2.1275191334463157
P15 7 0.107493 0.8767262153950581 0.0000000000000048 0.8767262153886712 0.8772684454348731

Table 9. Solutions of fifteen problems by the hybrid method trisection-false position.

Problem

Trisection-False Position Method

Iter Average CPU
Time Approximate Root Function Value Lower Bound Upper Bound

P1 7 0.131418 1.7320508075688772 0.0000000000000000 1.7320508075687824 1.7324926951584967
P2 8 0.149270 2.2360679774997894 0.0000000000000000 2.2360679774987138 2.2373661277171197
P3 6 0.111231 3.1622776601683777 0.0000000000000000 3.1622776601623102 3.1638711488008444
P4 1 0.018535 2.0000000000000000 0.0000000000000000 1.0000000000000000 4.0000000000000000
P5 7 0.131906 1.8284271247461901 −0.0000000000000002 1.8284271247461521 1.8288267084339278
P6 8 0.152130 1.2599210498948730 −0.0000000000000009 1.2599210498938187 1.2602675857311345
P7 7 0.131670 1.5243452049841444 0.0000000000000002 1.5243452049840662 1.5244112793655715
P8 7 0.131345 0.7390851332151607 0.0000000000000001 0.7390851332151193 0.7396432352779715
P9 5 0.213409 1.1141571408719326 0.0000000000000035 1.1126440519145675 1.1141571409109841

P10 8 0.150378 2.0739328090912150 −0.0000000000000003 2.0739328090912079 2.0745363211703700
P11 9 0.170638 1.0000000000000000 0.0000000000000000 0.9999999999999090 1.0000567349034972
P12 6 0.115872 1.6490132683031897 −0.0000000000000018 1.6490132683015255 1.6496393349802922
P13 7 0.135481 3.2215883990939420 0.0000000000000004 3.2215883990931498 3.2217303732361522
P14 7 0.134990 2.1253911988111298 −0.0000000000000007 2.1253911988110636 2.1254846670968397
P15 5 0.096275 0.8767262153950616 0.0000000000000010 0.8767262151142412 0.8767286917958327
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We used MATLAB v7.01 Software Package to implement all the codes. All codes were
run under 64-bit Window 8.1 Operating System with Core(TM)i5 CPU M 460 @2.53GHz,
4.00 GB of memory.

Dataset and Evaluation Metrics

There are different ways to terminate the numerical algorithms such as the abso-
lute error (eps) and the number of iterations. In this paper, we used the absolute error
(eps = 10−14) to terminate all the algorithms. Perhaps there is a method that has a small
number of iterations, but the execution time is large and vice versa. For this reason, the
iteration number and the running time are important metrics to evaluate the algorithms.
Unfortunately, most researchers did not pay attention to the details of finding the running
time. Furthermore, they did not discuss and did not answer the following question: why
does the running time change from one run to another with the used software package?
Therefore, we ran every algorithm ten times and calculated the average of the running time
to obtain an accurate running time and avoid the problems of the operating systems.

In Table 2, the abbreviations AppRoot, Error, LowerB and UpperB are used to denote
the approximation root, the difference between two successive roots, lower bound and
upper bound, respectively. Table 2 shows the performance of all classical methods and
blended algorithms for solving the Problem 4. It is clear that both the trisection and the
proposed blended algorithm (trisection-false position) outperformed the other algorithms.
Because it is not accurate enough to make a conclusion from one function, we used fifteen
benchmark functions (Table 1) to evaluate the proposed algorithm.

Ali Demir [23] proved that the trisection method with k-Lucas number works faster
than the bisection method. From Tables 3 and 4 and Figure 2, it is clear that the trisection
method is better than the bisection method with respect to the running time for all problems
except for problem 9. On the other hand, the trisection method determined the exact root
(2.0000000000000000) of problem 4 after one iteration, but the bisection method found
the approximate root (2.0000000000000284) after 45 iterations. Figure 3 shows that the
trisection method always has fewer iterations than the bisection method. We can determine
the number of iterations for the trisection method by n =

⌈
log3(

b−a
eps )

⌉
and the number of

iterations for the bisection method by n =
⌈

log2(
b−a
eps )

⌉
. The authors [6,11] explained that

the secant method is better than the bisection and Newton–Raphson methods for problem
8. It is not accurate to draw a conclusion from one function [15], so we experimented on
fifteen benchmark functions. From Table 7, it is clear that the secant method failed to solve
problem 11.
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From Tables 5–7, we deduce that the proposed hybrid algorithm (trisection-false
position) is better than the Newton–Raphson, false-position and secant. The Newton–
Raphson method failed to solve problems P6, P9 and P11, and the secant method failed to
solve P11.

From Figure 4 and Tables 8 and 9, it is clear that the proposed blended algorithm
(trisection–false position) has fewer iterations than the blended algorithm (bisection–false
position) [15] on all the problems except problem 5 (i.e., according to the number of
iterations, the proposed algorithm achieved 93.3% of fifteen problems but Sabharwal’s
algorithm achieved 6.6%).
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From Figure 5 and Tables 8 and 9, it is clear that the proposed blended algorithm
(trisection–false position) outperforms the blended algorithm (bisection-false position) [15]
for eight problems versus seven problems (i.e., the proposed algorithm achieved 53.3%
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of fifteen problems but Sabharwal’s algorithm achieved 46.6%). On the other hand, the
trisection method determined the exact root (1.0000000000000000) of the problem 4 after
nine iterations, but the bisection method found the approximate root (0.9999999999999999)
after 12 iterations.
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5. Conclusions

In this work, we proposed a novel blended algorithm that has the advantages of the
trisection method and the false position method. The computational results show that the
proposed algorithm outperforms the trisection and regula falsi methods. On the other
hand, the introduced algorithm outperforms the bisection, Newton–Raphson and secant
methods according to the iteration number and the average running time. Finally, the
implementation results show the superiority of the proposed algorithm on the blended
bisection and false position algorithm, which was proposed by Sabharwal [15]. In future
work, we will do more numerical studies using benchmark functions to evaluate the
proposed algorithm and ensure that it competes with the traditional algorithms to replace
it in software packages such as Matlab and Python. We will also propose some other hybrid
algorithms that may be better than the proposed algorithm such as the bisection–Newton–
Raphson method and trisection–Newton–Raphson.
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Abstract: We study a coupled system of implicit differential equations with fractional-order differ-
ential boundary conditions and the Riemann–Liouville derivative. The existence, uniqueness, and
at least one solution are established by applying the Banach contraction and Leray–Schauder fixed
point theorem. Furthermore, Hyers–Ulam type stabilities are discussed. An example is presented
to illustrate our main result. The suggested system is the generalization of fourth-order ordinary
differential equations with anti-periodic, classical, and initial boundary conditions.

Keywords: Riemann–Liouville fractional derivative; coupled system; fractional order boundary
conditions; green function; existence theory; Ulam stability

MSC: 26A33; 34B27; 45M10

1. Introduction

The generalization of ordinary derivatives leads us to the theory of fractional deriva-
tives. The concept of fractional derivatives was established in 1695, after the well-known
conversation of Leibniz and L’Hospital [1]. Mathematicians like Riemann, Liouville, Ca-
puto, Hadamard, Fourier, and Laplace contributed a lot and made the area more interesting
for researchers. A fractional-order derivative is a global operator, which may act as a tool
to modify or modernize different physical phenomena like control theory [2], dynamical
process [3], electro-chemistry [4], mathematical biology [5], image and signal processing [6],
etc. For more applications of the fractional differential equations (FDES), we refer the
reader to the works in [7–11]. Furthermore, the theory of coupled systems of differential
equations is referred to as an important theory in the applied sciences envisaging differ-
ent areas of biochemistry, ecology, biology, and classical fields of physical sciences and
engineering. For details see in [12–14].

The theory regarding the existence of solutions of FDES, drew significant attention of
the researchers working on different boundary conditions, e.g., classical, integral, multi-
point, non-local, periodic, and anti-periodic [15–18]. Among the qualitative properties of
FDES, the stability property of the solution is the central one, particularly the Hyers–Ulam
(HU) stability [19–26]. Stability theory in the sense of HU was first discussed by Ulam [27]
in the form of a question in 1940 and the following year, Hyers [28] answered his question
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in the context of Banach spaces. Recently, generalized HU stability was discussed by
Alqifiary et al. [29] for linear differential equations. Razaei et al. [30] presented Laplace
transform and HU stability of linear differential equations. Wang et al. [31] studied HU
stability for two types of linear FDES. Shen et al. [32] worked on the HU stability of linear
FDES with constant coefficients using Laplace transform method. Liu et al. [33] proved
the HU stability of linear Caputo–Fabrizio FDES. Liu et al. [34] studied the HU stability of
linear Caputo–Fabrizio FDES with the Mittag–Leffler kernel by Laplace transform method.

The above work motivate us to study the coupled implicit FDES with fractional-order
differential boundary conditions:





Dαv(t)− χ1(t, u(t),Dαv(t)) = 0; t ∈ J,

Dκu(t)− χ2(t, v(t),Dκu(t)) = 0; t ∈ J,

Dα−4v(0) = η1D
α−4v(σ), Dα−3v(0) = η2D

α−3v(σ),

Dα−2v(0) = η3D
α−2v(σ), Dα−1v(0) = η4D

α−1v(σ),

Dκ−4u(0) = η5D
κ−4u(σ), Dκ−3u(0) = η6D

κ−3u(σ),

Dκ−2u(0) = η7D
κ−2u(σ), Dκ−1u(0) = η8D

κ−1u(σ),

(1)

where 3 < α, κ ≤ 4, J = [0, σ], σ > 0 and ηi 6= 1 for i = 1, 2, . . . , 8. Dα,Dκ be the α, κ
order denotes Riemann–Liouville fractional derivatives and χ1, χ2 : J×R ×R → R be
continuous functions.

Higher-order ordinary differential equations (ODES) can be used to model problems
arising from the field of applied sciences and engineering [35,36]. The generalization of
fourth-order ODES are FDES (1) if α = κ = 4. Fourth-order differential equations have
important applications in mechanics, thus have attracted considerable attention over the
last three decades. The problem of static deflection of a uniform beam, which can be
modeled as a fourth-order initial value problem is a good example of a real problem in
engineering [37,38].

This problem has been extensively analyzed, some new techniques were devel-
oped and numerous general and impressive results regarding the existence of solutions
were established in [39–42]. Sometimes, mathematical modeling of the various physi-
cal phenomena may arise as a coupled system of the forgoing ODES. Furthermore, for
ηi = −1 (i = 1, 2, . . . , 8), we can obtain anti-periodic boundary conditions which are
applicable in several mathematical models, some are given in [43,44].

The manuscript is categorized as follows. For our main results, we establish some
basic notations, definitions, and lemma in Section 2. In Section 3, we present existence,
uniqueness, and at least one solution of system (1) by applying the Banach contraction fixed
point theorem and Leray–Schauder fixed point theorem. In Section 4, we discuss definitions
of HU type stabilities, which help us to show that system (1) has HU type stabilities by
two different approaches. In Section 5, by a particular example of the system (1), we show
that our results are applicable.

2. Background Materials

In this fragment, we present basic notations with Banach spaces, definitions of the
considered derivative and integral, and lemma, which will be utilized in the next sections.

Suppose C(J) is a Banach space with a norm defined as ‖v‖ = supt∈J
∣∣v(t)

∣∣. For t ∈ J,
we define vr(t) = trv(t), r ≥ 0. Suppose that S1 = Cr(J) ⊂ C(J) be the space of all
functions v such that vr ∈ S1 which yields to be a Banach space when endowed with
the norm

‖v‖S1
= max{sup

t∈J
tr∣∣v(t)

∣∣, sup
t∈J

tr∣∣Dαv(t)
∣∣}.

Similarly, ‖(v, u)‖S = ‖v‖S1
+ ‖u‖S2 is the norm defined on the product space, where

S = S1 × S2. Obviously
(
S, ‖(v, u)‖S

)
is a Banach space.

184



Mathematics 2021, 9, 1205

Definition 1. [45] For a continuous function v : R+ → R, the Riemann–Liouville integral of
order α > 0 is defined as

Iαv(t) =
1

Γ(α)

∫ t

0

v(τ)

(t− τ)1−α
dτ,

such that the integral is pointwise defined on R+.

Definition 2. [45] For a continuous function v : R+ → R, the Riemann–Liouville derivative of
order α > 0 is defined as

Dαv(t) =
1

Γ(n− α)

( d

dt

)n ∫ t

0

v(τ)

(t− τ)α−n+1 dτ,

where [α] represents the integer part of α and n = [α] + 1. We note that for $ > −1,
$ 6= α− 1, α− 2, . . . , α− n, we have

Dαt$ =
Γ($ + 1)

Γ($− α + 1)
t$−α

and
Dαtα−i = 0, i = 1, 2, 3, . . . , n.

Lemma 1. [45] Solution of the following Riemann–Liouville FDE of order n− 1 < α ≤ n

Dαv(t) = ϑ(t),

is
IαDαv(t) = Iαϑ(t) + k0t

α−n + k1t
α−n−1 + · · ·+ kn−2t

α−2 + kn−1t
α−1,

where ki(i = 1, 2, 3, . . . , n) are unknowns.

3. Existence Theory

This section is devoted to the equivalent integral form of the proposed problem.

Lemma 2. Let ϑ ∈ C(J), the following α ∈ (3, 4] order FDE with boundary conditions




Dαv(t) = ϑ(t); t ∈ J,

Dα−4v(0) = η1D
α−4v(σ), Dα−3v(0) = η2D

α−3v(σ),

Dα−2v(0) = η3D
α−2v(σ), Dα−1v(0) = η4D

α−1v(σ),

(2)

have the solution
v(t) =

∫ σ

0
Gα(t, τ)ϑ(τ)dτ,

where
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Gα(t, τ) =





(
t−τ
)α−1

Γ(α) +
η1t

α−4
(

σ−τ
)3

6(1−η1)Γ(α−3) +

[
(1−η1)η2t

α−3+η1η2σtα−4(α−3)
](

σ−τ
)2

2(1−η1)(1−η2)Γ(α−2)

+
η3t

α−2
(

σ−τ
)

(1−η3)Γ(α−1) +
η2η3σtα−3

(
σ−τ
)

(1−η2)(1−η3)Γ(α−2) +
η1(1+η2)η3σ2tα−4

(
σ−τ
)

2(1−η1)(1−η2)(1−η3)Γ(α−3)

+ η4t
α−1

(1−η4)Γ(α)
+ η3η4σtα−2

(1−η3)(1−η4)Γ(α−1) +
η2(1+η3)η4σ2tα−3

2(1−η2)(1−η3)(1−η4)Γ(α−2)

+
η1

(
(1+η2)(1+η3)+η2+η3

)
η4σ3tα−4

6(1−η1)(1−η2)(1−η3)(1−η4)Γ(α−3) , 0 ≤ τ < t ≤ σ,

η1t
α−4
(

σ−τ
)3

6(1−η1)Γ(α−3) +

[
(1−η1)η2t

α−3+η1η2σtα−4(α−3)
](

σ−τ
)2

2(1−η1)(1−η2)Γ(α−2)

+
η3t

α−2
(

σ−τ
)

(1−η3)Γ(α−1) +
η2η3σtα−3

(
σ−τ
)

(1−η2)(1−η3)Γ(α−2) +
η1(1+η2)η3σ2tα−4

(
σ−τ
)

2(1−η1)(1−η2)(1−η3)Γ(α−3)

+ η4t
α−1

(1−η4)Γ(α)
+ η3η4σtα−2

(1−η3)(1−η4)Γ(α−1) +
η2(1+η3)η4σ2tα−3

2(1−η2)(1−η3)(1−η4)Γ(α−2)

+
η1

(
(1+η2)(1+η3)+η2+η3

)
η4σ3tα−4

6(1−η1)(1−η2)(1−η3)(1−η4)Γ(α−3) , 0 ≤ t < τ ≤ σ.

(3)

Proof. Using Lemma 1 on FDE (2), we have

v(t) =
1

Γ(α)

∫ t

0
(t− τ)α−1ϑ(τ)dτ + k3t

α−1 + k2t
α−2 + k1t

α−3 + k0t
α−4. (4)

Applying boundary conditions of (2) on (4), we get unknowns

k0 =
η1

(1− η1)Γ(α− 3)

[1
6

∫ σ

0
(σ− τ)3ϑ(τ)dτ +

η2σ

2(1− η2)

∫ σ

0

(
σ− τ

)2
ϑ(τ)dτ

+
(1 + η2)η3σ2

2(1− η2)(1− η3)

∫ σ

0

(
σ− τ

)
ϑ(τ)dτ +

(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η2)(1− η3)(1− η4)

∫ σ

0
ϑ(τ)dτ

]
,

k1 =
η2

(1− η2)Γ(α− 2)

[1
2

∫ σ

0

(
σ− τ

)2
ϑ(τ)dτ +

η3σ

(1− η3)

∫ σ

0
(σ− τ)ϑ(τ)dτ

+
(1 + η3)η4σ2

2(1− η3)(1− η4)

∫ σ

0
ϑ(τ)dτ

]
,

k2 =
η3

(1− η3)Γ(α− 1)

[ ∫ σ

0
(σ− τ)ϑ(τ)dτ +

η4σ

(1− η4)

∫ σ

0
ϑ(τ)dτ

]
,

k3 =
η4

(1− η4)Γ(α)

∫ σ

0
ϑ(τ)dτ.

Put the values of k0, k1, k2 and k3 in Equation (4), we obtain
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v(t) =
1

Γ(α)

∫ t

0

(
t− τ

)α−1
ϑ(τ)dτ +

η1t
α−4

6(1− η1)Γ(α− 3)

∫ σ

0

(
σ− τ

)3
ϑ(τ)dτ

+
[ η2t

α−3

2(1− η2)Γ(α− 2)
+

η1η2σtα−4

2(1− η1)(1− η2)Γ(α− 3)

] ∫ σ

0

(
σ− τ

)2
ϑ(τ)dτ

+
[ η3t

α−2

(1− η3)Γ(α− 1)
+

η2η3σtα−3

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2tα−4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

]

×
∫ σ

0

(
σ− τ

)
ϑ(τ)dτ +

[ η4t
α−1

(1− η4)Γ(α)
+

η3η4σtα−2

(1− η3)(1− η4)Γ(α− 1)

+
η2(1 + η3)η4σ2tα−3

2(1− η2)(1− η3)(1− η4)Γ(α− 2)
+

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3tα−4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

] ∫ σ

0
ϑ(τ)dτ

=
∫ σ

0
Gα(t, τ)ϑ(τ)dτ, (5)

where Gα(t, τ) is given by (3).

Remark 1. Let µ ∈ C(J), the following κ ∈ (3, 4] order FDE with boundary conditions




Dκu(t) = µ(t); t ∈ J,

Dκ−4u(0) = η5D
κ−4u(σ), Dκ−3u(0) = η6D

κ−3u(σ),

Dκ−2u(0) = η7D
κ−2u(σ), Dκ−1u(0) = η8D

κ−1u(σ)

has the solution
u(t) =

∫ σ

0
Gκ(t, τ)µ(τ)dτ,

where Gκ(t, τ) is given by

Gκ(t, τ) =





(
t−τ
)κ−1

Γ(κ) +
η5t

κ−4
(

σ−τ
)3

6(1−η5)Γ(κ−3) +

[
(1−η5)η6t

κ−3+η5η6σtκ−4(κ−3)
](

σ−τ
)2

2(1−η5)(1−η6)Γ(κ−2)

+
η7t

κ−2
(

σ−τ
)

(1−η7)Γ(κ−1) +
η6η7σtκ−3

(
σ−τ
)

(1−η6)(1−η7)Γ(κ−2) +
η5(1+η6)η7σ2tκ−4

(
σ−τ
)

2(1−η5)(1−η6)(1−η7)Γ(κ−3)

+ η8t
κ−1

(1−η8)Γ(κ)
+ η7η8σtκ−2

(1−η7)(1−η8)Γ(κ−1) +
η6(1+η7)η8σ2tκ−3

2(1−η6)(1−η7)(1−η8)Γ(κ−2)

+
η5

(
(1+η6)(1+η7)+η6+η7

)
η8σ3tκ−4

6(1−η5)(1−η6)(1−η7)(1−η8)Γ(κ−3) , 0 ≤ τ < t ≤ σ,

η5t
κ−4
(

σ−τ
)3

6(1−η5)Γ(κ−3) +

[
(1−η5)η6t

κ−3+η5η6σtκ−4(κ−3)
](

σ−τ
)2

2(1−η5)(1−η6)Γ(κ−2)

+
η7t

κ−2
(

σ−τ
)

(1−η7)Γ(κ−1) +
η6η7σtκ−3

(
σ−τ
)

(1−η6)(1−η7)Γ(κ−2) +
η5(1+η6)η7σ2tκ−4

(
σ−τ
)

2(1−η5)(1−η6)(1−η7)Γ(κ−3)

+ η8t
κ−1

(1−η8)Γ(κ)
+ η7η8σtκ−2

(1−η7)(1−η8)Γ(κ−1) +
η6(1+η7)η8σ2tκ−3

2(1−η6)(1−η7)(1−η8)Γ(κ−2)

+
η5

(
(1+η6)(1+η7)+η6+η7

)
η8σ3tκ−4

6(1−η5)(1−η6)(1−η7)(1−η8)Γ(κ−3) , 0 ≤ t < τ ≤ σ.

Remark 2. Putting α = 4 and η1 = η2 = η3 = η4 = −1 in (3), gives Green’s function Gα(t, τ)
of fourth-order ODE with anti-periodic boundary conditions.

Remark 3. Putting α = 4 and η1 = η2 = η3 = η4 = 0 in (5), gives the solution of fourth-order
ODE having initial conditions.
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For the reason of advantage, we set the following notations:

Qα =max
{ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
}

(6)

and

Qκ =max
{ σ4

Γ(κ + 1)
+
∣∣∣ η5σ4

24(1− η5)Γ(κ − 3)

∣∣∣+ η6(1− η5)σ
4 + η5η6σ4(κ − 3)

6(1− η5)(1− η6)Γ(κ − 2)

∣∣∣

+
∣∣∣η7(1− η6)σ

4 + η6η7σ4(κ − 2)
2(1− η6)(1− η7)Γ(κ − 1)

∣∣∣+
∣∣∣ η5(1 + η6)η7σ4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

∣∣∣

+
∣∣∣ (1− η7)η8σ4 + η7η8σ4(κ − 1)

(1− η7)(1− η8)Γ(κ)

∣∣∣+
∣∣∣ η6(1 + η7)η8σ4

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)

∣∣∣

+
∣∣∣

η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

∣∣∣
}

(7)

If solution of system (1) is (v, u) and t ∈ J, then

v(t) =
1

Γ(α)

∫ t

0

(
t− τ

)α−1
χ1(τ, u(τ),Dαv(τ))dτ

+
η1t

α−4

6(1− η1)Γ(α− 3)

∫ σ

0

(
σ− τ

)3
χ1(τ, u(τ),Dαv(τ))dτ

+
[ η2t

α−3

2(1− η2)Γ(α− 2)
+

η1η2σtα−4

2(1− η1)(1− η2)Γ(α− 3)

] ∫ σ

0

(
σ− τ

)2
χ1(τ, u(τ),Dαv(τ))dτ

+
[ η3t

α−2

(1− η3)Γ(α− 1)
+

η2η3σtα−3

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2tα−4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

]

×
∫ σ

0

(
σ− τ

)
χ1(τ, u(τ),Dαv(τ))dτ +

[ η4t
α−1

(1− η4)Γ(α)
+

η3η4σtα−2

(1− η3)(1− η4)Γ(α− 1)

+
η2(1 + η3)η4σ2tα−3

2(1− η2)(1− η3)(1− η4)Γ(α− 2)
+

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3tα−4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

]

×
∫ σ

0
χ1(τ, u(τ),Dαv(τ))dτ

=
∫ σ

0
Gα(t, τ)χ1(τ, u(τ),Dαv(τ))dτ,
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and

u(t) =
1

Γ(κ)

∫ t

0

(
t− τ

)κ−1
χ2(τ, v(τ),Dκu(τ))dτ

+
η5t

κ−4

6(1− η5)Γ(κ − 3)

∫ σ

0

(
σ− τ

)3
χ2(τ, v(τ),Dκu(τ))dτ

+
[ η6t

κ−3

2(1− η6)Γ(κ − 2)
+

η5η6σtκ−4

2(1− η5)(1− η6)Γ(κ − 3)

] ∫ σ

0

(
σ− τ

)2
χ2(τ, v(τ),Dκu(τ))dτ

+
[ η7t

κ−2

(1− η7)Γ(κ − 1)
+

η6η7σtκ−3

(1− η6)(1− η7)Γ(κ − 2)
+

η5(1 + η6)η7σ2tκ−4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

]

×
∫ σ

0

(
σ− τ

)
χ2(τ, v(τ),Dκu(τ))dτ +

[ η8t
κ−1

(1− η8)Γ(κ)
+

η7η8σtκ−2

(1− η7)(1− η8)Γ(κ − 1)

+
η6(1 + η7)η8σ2tκ−3

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)
+

η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ3tκ−4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

]

×
∫ σ

0
χ2(τ, v(τ),Dκu(τ))dτ

=
∫ σ

0
Gκ(t, τ)χ2(τ, v(τ),Dκu(τ))dτ.

We use the following notations for convenience:

Y(t) = χ1(t, u(t),Dαv(t)) = χ1(t, u(t), Y(t))

X(t) = χ2(t, v(t),Dκu(t)) = χ2(t, v(t), X(t)).

Now, transform system (1) to the fixed point problem, let F : S → S is an operator
defined by

F(v, u)(t) =




t∫
0

Gα(t, τ)χ1(τ, u(τ), Y(τ))dτ

t∫
0

Gκ(t, τ)χ2(τ, v(τ), X(τ))dτ


 =

(
Fα(u, Y)(t)
Fκ(v, X)(t)

)
=

(
Fα(v)(t)
Fκ(u)(t)

)
. (8)

Then, the fixed point of F and the solution of system (1) coincided, i.e.,

Fα(v)(t) =

1
Γ(α)

∫ t

0

(
t− τ

)α−1
Y(τ)dτ +

η1t
α−4

6(1− η1)Γ(α− 3)

∫ σ

0

(
σ− τ

)3
V(τ)dτ

+
[ η2t

α−3

2(1− η2)Γ(α− 2)
+

η1η2σtα−4

2(1− η1)(1− η2)Γ(α− 3)

] ∫ σ

0

(
σ− τ

)2
Y(τ)dτ

+
[ η3t

α−2

(1− η3)Γ(α− 1)
+

η2η3σtα−3

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2tα−4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

]

×
∫ σ

0

(
σ− τ

)
Y(τ)dτ +

[ η4t
α−1

(1− η4)Γ(α)
+

η3η4σtα−2

(1− η3)(1− η4)Γ(α− 1)

+
η2(1 + η3)η4σ2tα−3

2(1− η2)(1− η3)(1− η4)Γ(α− 2)
+

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3tα−4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

] ∫ σ

0
Y(τ)dτ

and
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Fκ(u)(t) =

1
Γ(κ)

∫ t

0

(
t− τ

)κ−1
X(τ)dτ +

η5t
κ−4

6(1− η5)Γ(κ − 3)

∫ σ

0

(
σ− τ

)3
X(τ)dτ

+
[ η6t

κ−3

2(1− η6)Γ(κ − 2)
+

η5η6σtκ−4

2(1− η5)(1− η6)Γ(κ − 3)

] ∫ σ

0

(
σ− τ

)2
X(τ)dτ

+
[ η7t

κ−2

(1− η7)Γ(κ − 1)
+

η6η7σtκ−3

(1− η6)(1− η7)Γ(κ − 2)
+

η5(1 + η6)η7σ2tκ−4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

]

×
∫ σ

0

(
σ− τ

)
X(τ)dτ +

[ η8t
κ−1

(1− η8)Γ(κ)
+

η7η8σtκ−2

(1− η7)(1− η8)Γ(κ − 1)

+
η6(1 + η7)η8σ2tκ−3

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)
+

η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ3tκ−4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

] ∫ σ

0
X(τ)dτ.

Using Banach contraction theorem in the following, we prove the uniqueness of
solution of system (1).

Theorem 1. Let the functions χ1, χ2 : J×R ×R → R are continuous and satisfy the hypothesis:

H1: For every t ∈ J and u, v, Y, X, ū, v̄, Ȳ, X̄ : J→ R, there are Lχ1 ,Lχ2 ,Lχ1 ,Lχ2 , such that

∣∣χ1(t, u(t), Y(t))− χ1(t, ū(t), Ȳ(t))
∣∣ ≤ Lχ1 |u(t)− ū(t)|+Lχ1 |Y(t)− Ȳ(t)|,

∣∣χ2(t, v(t), X(t))− χ2(t, V̄(t), X̄(t))
∣∣ ≤ Lχ2 |v(t)− V̄(t)|+Lχ2 |X(t)− X̄(t)|.

In addition, suppose that

QαLχ1(1−Lχ2) +QκLχ2(1−Lχ1)

(1−Lχ2)(1−Lχ1)
< 1,

where Qα and Qκ are defined by Equations (6) and (7), respectively. Furthermore, 0 ≤ Lχ1 ,
Lχ2 < 1 (through out the paper). Then, the solution of system (1) is unique.

Proof. Consider supt∈J χ1(t, 0, 0) = Φ∗ < ∞ and supt∈J χ2(t, 0, 0) = Ψ∗ < ∞, such that

r ≥ 2QαΦ∗(1−Lχ2) + 2QκΨ∗(1−Lχ1)

2(1−Lχ1)(1−Lχ2)−QαLχ1 −QκLχ2

.

We show that F(Br) ⊂ Br, where

Br =
{
(v, u) ∈ S : ‖(v, u)‖S ≤ r, ‖v‖ ≤ r

2
, ‖u‖ ≤ r

2
}

.

For (v, u) ∈ Br, we have
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t4−α
∣∣Fα(v)(t)

∣∣

≤ t4−α

Γ(α)

∫ t

0

(
t− τ

)α−1
(
∣∣χ1(τ, u(τ), Y(τ))− χ1(τ, 0, 0)

∣∣+
∣∣χ1(τ, 0, 0)

∣∣)dτ +
∣∣∣ η1

6(1− η1)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)3
(
∣∣χ1(τ, u(τ), Y(τ))− χ1(τ, 0, 0)

∣∣+
∣∣χ1(τ, 0, 0)

∣∣)dτ +
∣∣∣ η2t

2(1− η2)Γ(α− 2)

+
η1η2σ

2(1− η1)(1− η2)Γ(α− 3)

∣∣∣
∫ T

0

(
σ− τ

)2
(
∣∣χ1(τ, u(τ), V(τ))− χ1(τ, 0, 0)

∣∣+
∣∣χ1(τ, 0, 0)

∣∣)dτ

+
∣∣∣ η3t

2

(1− η3)Γ(α− 1)
+

η2η3tσ

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)(∣∣χ1(τ, u(τ), V(τ))− χ1(τ, 0, 0)
∣∣+
∣∣χ1(τ, 0, 0)

∣∣)dτ +
∣∣∣ η3η4σt2

(1− η3)(1− η4)Γ(α− 1)

+
η4t

3

(1− η4)Γ(α)
+

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

+
η2(1 + η3)η4σ2t

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣
∫ σ

0

(∣∣χ1(τ, u(τ), V(τ))− χ1(τ, 0, 0)
∣∣+
∣∣χ1(τ, 0, 0)

∣∣)dτ. (9)

Consider

|V(t)| ≤ |χ1(t, u(t), V(t))− χ1(t, 0, 0)|+ |χ1(t, 0, 0)|
≤ |χ1(t, 0, 0)|+Lχ1 |u(t)|+Lχ1 |V(t)|

≤ |χ1(t, 0, 0)|+Lχ1 |u(t)|
1−Lχ1

. (10)

Substituting (10) in (9), we get

‖Fα(v)‖

≤
[ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
]2Φ∗ +Lχ1 r

2(1−Lχ1)
.

Therefore,

‖Fα(v)‖ ≤ Qα
2Φ∗ +Lχ1 r
2(1−Lχ1)

. (11)

On the same way, we can write

‖Fκ(u)‖ ≤ Qκ
2Ψ∗ +Lχ2 r
2(1−Lχ2)

. (12)

Inequalities (11) and (12) combined give

‖F(v, u)‖S ≤ r.
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For any t ∈ J, and (v1, u1), (v2, u2) ∈ S, we get

t4−α
∣∣Fα(v1)(t)− Fα(v2)(t)

∣∣

≤ t4−α

Γ(α)

∫ t

0

(
t− τ

)α−1∣∣χ1(τ, u1(τ), Y1(τ))− χ1(τ, u2(τ), Y2(τ))
∣∣dτ +

∣∣∣ η1

6(1− η1)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)3∣∣χ1(τ, u1(τ), Y1(τ))− χ1(τ, u2(τ), Y2(τ))
∣∣dτ +

∣∣∣ η2t

2(1− η2)Γ(α− 2)

+
η1η2σ

2(1− η1)(1− η2)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)2∣∣χ1(τ, u1(τ), Y1(τ))− χ1(τ, u2(τ), Y2(τ))
∣∣dτ

+
∣∣∣ η3t

2

(1− η3)Γ(α− 1)
+

η2η3tσ

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2

2(1− η1)(1− η2)(1− c0)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)∣∣χ1(τ, u1(τ), Y1(τ))− χ1(τ, u2(τ), Y2(τ))
∣∣dτ +

∣∣∣ η3η4σt2

(1− η3)(1− η4)Γ(α− 1)

+
η4t

3

(1− η4)Γ(α)
+

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

+
η2(1 + η3)η4σ2t

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣
∫ σ

0

∣∣χ1(τ, u1(τ), Y1(τ))− χ1(τ, u2(τ), Y2(τ))
∣∣dτ

≤
[ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
] Lχ1

1−Lχ1

‖u1 − u2‖

and thus we get

‖Fα(v1)− Fα(v2)‖ ≤
QαLχ1

1−Lχ1

‖u1 − u2‖. (13)

Similarly,

‖Fκ(u1)− Fκ(u2)‖ ≤
QκLχ2

1−Lχ2

‖v1 − v2‖. (14)

From the inequalities (13) and (14), we get that

‖F(v1, u1)− F(v2, u2)‖S ≤
QαLχ1(1−Lχ2) +QκLχ2(1−Lχ1)

(1−Lχ2)(1−Lχ1)
‖(v1, u1)− (v2, u2)‖S.

Therefore, F is a contraction operator. Therefore, by Banach’s fixed point theorem,
F has a unique fixed point, so the solution of the problem (1) is unique.

The next result is based on the following Leray–Schauder alternative theorem.

Theorem 2. [46] Let F : S → S be an operator which is completely continuous (i.e., a map that
restricted to any bounded set in S is compact). Suppose

B(F) =
{
v ∈ S : v = λF(v), λ ∈ [0, 1]

}
.

Then, either the operator F has at least one fixed point or the set B(F) is unbounded.
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Theorem 3. Suppose the functions χ1, χ2 : J×R ×R → R are continuous and satisfy the
following hypothesis:

H2: For every t ∈ J and u, V : J→ R, there are φi(i = 1, 2, 3) : J→ R+, such that
∣∣χ1(t, u(t), Y(t))

∣∣ ≤ φ1(t) + φ2(t)|u(t)|+ φ3(t)|Y(t)|.

Similarly, for every t ∈ J and v, X : J→ R, there are ϕi(i = 1, 2, 3) : J→ R+, such that
∣∣χ2(t, v(t), X(t))

∣∣ ≤ ϕ1(t) + ϕ2(t)|u(t)|+ ϕ3(t)|X(t)|,

with supt∈J φi(t) = φ∗i , supt∈J ϕi(t) = ϕ∗i (i = 1, 2, 3) .

In addition, it is assumed that

Q0 = max
{ Qκ ϕ∗2

1− ϕ∗3
,
Qαφ∗2

1− φ∗3

}
< 1 and 0 ≤ φ∗3 , ϕ∗3 < 1. (15)

Then, the system (1) has at least one solution.

Proof. First, we prove that F is completely continuous. In view of continuity of χ1, χ2,
the operator F is also continuous. For any (v, u) ∈ Br, we have

t4−α
∣∣Fα(v)(t)

∣∣

≤ t4−α

Γ(α)

∫ t

0

(
t− τ

)α−1|Y(τ)|dτ +
∣∣∣ η1

6(1− η1)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)3|Y(τ)|dτ +
∣∣∣ η2t

2(1− η2)Γ(α− 2)

+
η1η2σ

2(1− η1)(1− η2)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)2|Y(τ)|dτ +
∣∣∣ η3t

2

(1− η3)Γ(α− 1)

+
η2η3tσ

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)
|Y(τ)|dτ

+
∣∣∣ η4t

3

(1− η4)Γ(α)
+

η3η4σt2

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2t

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
∫ σ

0
|Y(τ)|dτ. (16)

Now by H2, we have

|Y(t)| = |χ1(t, u(t), Y(t))|
≤ φ1(t) + φ2(t)|u(t)|+ φ3(t)|Y(t)|

≤ φ1(t) + φ2(t)|u(t)|
1− φ3(t)

.

Therefore, (16) implies

‖Fα(v)‖ ≤
[ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
]2φ∗1 + φ∗2 r

2(1− φ∗3 )
, (17)
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which implies that

‖Fα(v)‖ ≤ Qα
2φ∗1 + φ∗2 r
2(1− φ∗3 )

. (18)

Similarly, we get

‖Fκ(u)‖ ≤ Qκ
2ϕ∗1 + ϕ∗2r
2(1− ϕ∗3)

. (19)

Thus, it follows from the inequalities (18) and (19) that F is uniformly bounded.
Now, we prove that F is equicontinuous. Let 0 ≤ t2 ≤ t1 ≤ t. Then, we have

∣∣t4−α
1 Fα(v)(t1)− t4−α

2 Fα(v)(t2)
∣∣ =

=
∣∣∣ 1
Γ(α)

∫ t1

0

[
t4−α
1 (t1 − τ)α−1 − t4−α

2 (t2 − τ)α−1]V(τ)dτ − 1
Γ(α)

∫ t2

t1

t4−α
2 (t2 − τ)α−1Y(τ)dτ

+
[ η4(t

3
1 − t32)

(1− η4)Γ(α)
+

η3η4σ(t21 − t22)

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2(t1 − t2)

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

] ∫ σ

0
Y(τ)dτ

+
[ η3(t

2
1 − t22)

(1− η3)Γ(α− 1)
+

η2η3σ(t1 − t2)

(1− η2)(1− η3)Γ(α− 2)

] ∫ σ

0

(
σ− τ

)
Y(τ)dτ

+
η2(t1 − t2)

2(1− η2)Γ(α− 2)

∫ σ

0

(
σ− τ

)2
Y(τ)dτ

∣∣∣.

Therefore, we get
∣∣t4−α

1 Fα(v)(t1)− t4−α
2 Fα(v)(t2)

∣∣

≤
[∣∣∣ 1

Γ(α)

∫ t1

0

[
t4−α
1 (t1 − τ)α−1 − t4−α

2 (t2 − τ)α−1]dτ − 1
Γ(α)

∫ t2

t1

t4−α
2 (t2 − τ)α−1dτ

∣∣∣

+
∣∣∣

η4σ(t31 − t32)

(1− η4)Γ(α)
+

η3η4σ2(t21 − t22)

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ3(t1 − t2)

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η3σ2(t21 − t22)

2(1− η3)Γ(α− 1)
+

η2η3σ3(t1 − t2)

2(1− η2)(1− η3)Γ(α− 2)

∣∣∣

+
η2σ3(t1 − t2)

6(1− η2)Γ(α− 2)

∣∣∣
]φ∗1 + φ∗2 |u|

1− φ∗3
−→ 0 as t1 −→ t2.

Similarly
∣∣t4−κ

1 Fκ(u)(t1)− t4−κ
2 Fκ(u)(t2)

∣∣

≤
[∣∣∣ 1

Γ(κ)

∫ t1

0

[
t4−κ
1 (t1 − τ)κ−1 − t4−κ

2 (t2 − τ)κ−1]dτ − 1
Γ(κ)

∫ t2

t1

t4−κ
2 (t2 − τ)κ−1dτ

∣∣∣

+
∣∣∣

η4σ(t31 − t32)

(1− η4)Γ(κ)
+

η3η4σ2(t21 − t22)

(1− η3)(1− η4)Γ(κ − 1)
+

η2(1 + η3)η4σ3(t1 − t2)

2(1− η2)(1− η3)(1− η4)Γ(κ − 2)

∣∣∣

+
∣∣∣

η3σ2(t21 − t22)

2(1− η3)Γ(κ − 1)
+

η2η3σ3(t1 − t2)

2(1− η2)(1− η3)Γ(κ − 2)

∣∣∣

+
η2σ3(t1 − t2)

6(1− η2)Γ(κ − 2)

∣∣∣
] ϕ∗1 + ϕ∗2 |v|

1− ϕ∗3
−→ 0 as t1 −→ t2.

Therefore, F(v, u) is equicontinuous. Thus, we proved that the operator F(v, u) is
continuous, uniformly bounded, and equicontinuous, concluding that F(v, u) is completely
continuous. Now, by using Arzela–Ascoli theorem, the operator F(v, u) is compact.
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Finally, we are going to check that B =
{
(v, u) ∈ S

∣∣(v, u) = λF(v, u), λ ∈ [0, 1]
}

is
bounded. Suppose (v, u) ∈ B, then (v, u) = λF(v, u). For t ∈ J, we have

v(t) = λFα(v)(t), u(t) = λFκ(u)(t).

Then,

t4−α
∣∣v(t)

∣∣

≤
[ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
]φ1(t) + φ2(t)|u(t)|

1− φ3(t)
(20)

and

t4−κ
∣∣u(t)

∣∣

≤
[ σ4

Γ(κ + 1)
+
∣∣∣ η5σ4

24(1− η5)Γ(κ − 3)

∣∣∣+ η6(1− η5)σ
4 + η5η6σ4(κ − 3)

6(1− η5)(1− η6)Γ(κ − 2)

∣∣∣

+
∣∣∣η7(1− η6)σ

4 + η6η7σ4(κ − 2)
2(1− η6)(1− η7)Γ(κ − 1)

∣∣∣+
∣∣∣ η5(1 + η6)η7σ4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

∣∣∣

+
∣∣∣ (1− η7)η8σ4 + η7η8σ4(κ − 1)

(1− η7)(1− η8)Γ(κ)

∣∣∣+
∣∣∣ η6(1 + η7)η8σ4

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)

∣∣∣

+
∣∣∣

η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

∣∣∣
] ϕ1(t) + ϕ2(t)|v(t)|

1− ϕ3(t)
. (21)

Therefore, from (20) and (21), we have

‖v‖ ≤ Qα
φ∗1 + φ∗2‖u‖

1− φ∗3

and

‖u‖ ≤ Qκ
ϕ∗1 + ϕ∗2‖v‖

1− ϕ∗3
,

which imply that

‖v‖+ ‖u‖ = Qαφ∗1
1− φ∗3

+
Qκ ϕ∗1

1− ϕ∗3
+

Qκ ϕ∗2‖v‖
1− ϕ∗3

+
Qαφ∗2‖u‖

1− φ∗3
.

Consequently, we get

‖(v, u)‖S ≤
Qαφ∗1 +Qκ ϕ∗1

(1− φ∗3 )(1− ϕ∗3)(1−Q0)
,

for any t ∈ J, where Q0 is defined by (15), which infer that B is bounded. Therefore, by
Theorem 2, F has at least one fixed point. Thus, the system (1) has at least one solution.
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4. Stability Results

Let us recall some definitions related to HU stabilities:
Suppose the functions Θα, Θκ : J→ R+ are nondecreasing and εα, εκ > 0. Consider

the inequalities given below.
{∣∣Dαv(t)− χ1(t, u(t),Dαv(t))

∣∣ ≤ εα, t ∈ J,∣∣Dκu(t)− χ2(t, v(t),Dκu(t))
∣∣ ≤ εκ , t ∈ J,

(22)

{∣∣Dαv(t)− χ1(t, u(t),Dαv(t))
∣∣ ≤ Θα(t)εα, t ∈ J,∣∣Dκu(t)− χ2(t, v(t),Dκu(t))
∣∣ ≤ Θκ(t)εκ , t ∈ J,

(23)

{∣∣Dαv(t)− χ1(t, u(t),Dαv(t))
∣∣ ≤ Θα(t), t ∈ J,∣∣Dκu(t)− χ2(t, v(t),Dκu(t))
∣∣ ≤ Θκ(t), t ∈ J.

(24)

Definition 3. [47] System (1) is HU stable, if there are Cα,κ = max(Cα, Cκ) > 0 such that for
some ε = max(εα, εκ) > 0 and for each solution (v, u) ∈ S of the inequality (22). There is a
solution (w, ζ) ∈ S with

∥∥(v, u)(t)− (w, ζ)(t)
∥∥ ≤ Cα,κε, t ∈ J. (25)

Definition 4. [47] System (1) is generalized HU stable, if there is Φα,κ ∈ C(R+,R+) with
Φα,κ(0) = 0, such that for each solution (v, u) ∈ S of (22), there is a solution (w, ζ) ∈ S of
problem (1), which satisfies

∥∥(v, u)(t)− (w, ζ)(t)
∥∥ ≤ Φα,κ(ε), t ∈ J. (26)

Definition 5. [47] System (1) is HU–Rassias stable with respect to Θα,κ = max(Θα, Θκ) ∈
C(J,R), if there are constants CΘα ,Θκ

= max(CΘα
, CΘκ

) > 0 such that for some ε = (εα, εκ) > 0
and for each solution (v, u) ∈ S of the inequality (23). There is a solution (w, ζ) ∈ S with

∥∥(v, u)(t)− (w, ζ)(t)
∥∥ ≤ CΘα ,Θκ

Θα,κ(t)ε, t ∈ J. (27)

Definition 6. [47] System (1) is generalized HU–Rassias stable with respect to Θα,κ = max(Θα, Θκ) ∈
C(J,R), if there is constant CΘα ,Θκ

= max(CΘα
, CΘκ

) > 0, such that for each solution (v, u) ∈ S
of the inequality (24). There is a solution (w, ζ) ∈ S of (1), which satisfies

∥∥(v, u)(t)− (w, ζ)(t)
∥∥ ≤ CΘα ,Θκ

Θα,κ(t), t ∈ J. (28)

Remark 4. We say that (v, u) ∈ S is a solution of the inequality (22), if there are Ψχ1 , Ψχ2 ∈ C(J,R),
which depends on v, u, respectively, such that

(A1)
∣∣Ψχ1(t)

∣∣ ≤ εα,
∣∣Ψχ2(t)

∣∣ ≤ εκ , t ∈ J;
(A2) {

Dαv(t) = χ1(t, u(t),Dαv(t)) + Ψχ1(t), t ∈ J,

Dκu(t) = χ2(t, v(t),Dκu(t)) + Ψχ2(t), t ∈ J.

Lemma 3. Let (v, u) ∈ S be the solution of inequality (22), then we have
{
‖v−m1‖ ≤ Qαεα, t ∈ J,

‖u−m2‖ ≤ Qκεκ , t ∈ J.
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Proof. By (A2) of Remark 4 and for t ∈ J, we have




Dαv(t) = χ1(t, u(t),Dαv(t)) + Ψχ1(t),

Dκu(t) = χ2(t, v(t),Dκu(t)) + Ψχ2(t),

Dα−4v(0) = η1D
α−4v(σ), Dα−3v(0) = η2D

α−3v(σ),

Dα−2v(0) = η3D
α−2v(σ), Dα−1v(0) = η4D

α−1v(σ),

Dκ−4u(0) = η5D
κ−4u(σ), Dκ−3u(0) = η6D

κ−3u(σ)

Dκ−2u(0) = η7D
κ−2u(σ), Dκ−1u(0) = η8D

κ−1u(σ).

(29)

By Lemma 1, the solution of (29) can be written as




v(t) =
1

Γ(α)

∫ t

0

(
t− τ

)α−1[
χ1(τ, u(τ),Dαv(τ)) + Ψχ1 (τ)

]
dτ +

η1t
α−4

6(1− η1)Γ(α− 3)

×
∫ σ

0

(
σ− τ

)3[
χ1(τ, u(τ),Dαv(τ)) + Ψχ1 (τ)

]
dτ +

[ η2t
α−3

2(1− η2)Γ(α− 2)
+

η1η2σtα−4

2(1− η1)(1− η2)Γ(α− 3)

]

×
∫ σ

0

(
σ− τ

)2[
χ1(τ, u(τ),Dαv(τ)) + Ψχ1 (τ)

]
dτ +

[ η3t
α−2

(1− η3)Γ(α− 1)
+

η2η3σtα−3

(1− η2)(1− η3)Γ(α− 2)

+
η1(1 + η2)η3σ2tα−4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

] ∫ σ

0

(
σ− τ

)[
χ1(τ, u(τ),Dαv(τ)) + Ψχ1 (τ)

]
dτ

+
[ η4t

α−1

(1− η4)Γ(α)
+

η3η4σtα−2

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2tα−3

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3tα−4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

] ∫ σ

0

[
χ1(τ, u(τ),Dαv(τ)) + Ψχ1 (τ)

]
dτ,

u(t) =
1

Γ(κ)

∫ t

0

(
t− τ

)κ−1[
χ2(τ, v(τ),Dκu(τ)) + Ψχ2 (τ)

]
dτ +

η5t
κ−4

6(1− η5)Γ(κ − 3)

×
∫ σ

0

(
σ− τ

)3[
χ2(τ, v(τ),Dκu(τ)) + Ψχ2 (τ)

]
dτ +

[ η6t
κ−3

2(1− η6)Γ(κ − 2)
+

η5η6σtκ−4

2(1− η5)(1− η6)Γ(κ − 3)

]

×
∫ σ

0

(
σ− τ

)2[
χ2(τ, v(τ),Dκu(τ)) + Ψχ2 (τ)

]
dτ +

[ η7t
κ−2

(1− η7)Γ(κ − 1)
+

η6η7σtκ−3

(1− η6)(1− η7)Γ(κ − 2)

+
η5(1 + η6)η7σ2tκ−4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

] ∫ σ

0

(
σ− τ

)[
χ2(τ, v(τ),Dκu(τ)) + Ψχ2 (τ)

]
dτ

+
[ η8t

κ−1

(1− η8)Γ(κ)
+

η7η8σtκ−2

(1− η7)(1− η8)Γ(κ − 1)
+

η6(1 + η7)η8σ2tκ−3

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)

+
η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ3tκ−4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

] ∫ σ

0

[
χ2(τ, v(τ),Dκu(τ)) + Ψχ2 (τ)

]
dτ.

(30)
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From first equation of (30), we have

t4−α
∣∣v(t)−m1(t)

∣∣ ≤ t4−α

Γ(α)

∫ t

0

(
t− τ

)α−1∣∣Ψχ1(τ)
∣∣dτ

+
∣∣∣ η1

6(1− η1)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)3∣∣Ψχ1(τ)
∣∣dτ

+
∣∣∣ η2t

2(1− η2)Γ(α− 2)
+

η1η2σ

2(1− η1)(1− η2)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)2∣∣Ψχ1(τ)
∣∣dτ

+
∣∣∣ η3t

2

(1− η3)Γ(α− 1)
+

η2η3tσ

(1− η2)(1− η3)Γ(α− 2)

+
η1(1 + η2)η3σ2

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)∣∣Ψχ1(τ)
∣∣dτ +

∣∣∣ η4t
3

(1− η4)Γ(α)

+
η3η4σt2

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2t

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
∫ σ

0

∣∣Ψχ1(τ)
∣∣dτ. (31)

where m1(t) are those terms which are free of Ψχ1 . Using (6) and (A1) of Remark 4,
(31) becomes

‖v−m1‖ ≤ Qαεα.

Similarly for second equation of (30), we obtain

‖u−m2‖ ≤ Qκεκ .

4.1. Method (I)

Theorem 4. If hypothesis H1 and

Λ = 1− QαQκLχ1Lχ2

(1−QαLχ1)(1−QκLχ2)
> 0 (32)

hold, with 0 ≤ QαLχ1 , QκLχ2 < 1. Then system (1) is HU stable.

Proof. Let (v, u) ∈ S be the solution of (22) and (w, ζ) ∈ S be the solution of follow-
ing system:





Dαw(t)− χ1(t, ζ(t),Dαw(t)) = 0, t ∈ J,

Dκζ(t)− χ2(t,w(t),Dκζ(t)) = 0, t ∈ J,

Dα−4w(0) = η1D
α−4w(σ), Dα−3w(0) = η2D

α−3w(σ),

Dα−2w(0) = η3D
α−2w(σ), Dα−1w(0) = η4D

α−1w(σ),

Dκ−4ζ(0) = η5D
κ−4ζ(σ), Dκ−3ζ(0) = η6D

κ−3ζ(σ),

Dκ−2ζ(0) = η7D
κ−2ζ(σ), Dκ−1w(0) = η8D

κ−1ζ(σ).

(33)

Then in view of Lemma 1, for t ∈ J the solution of (33) is given by:
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



w(t) =
1

Γ(α)

∫ t

0

(
t− τ

)α−1
χ1(τ, ζ(τ),Dαw(τ))dτ +

η1t
α−4

6(1− η1)Γ(α− 3)

×
∫ σ

0

(
σ− τ

)3
χ1(τ, ζ(τ),Dαw(τ))dτ +

[ η2t
α−3

2(1− η2)Γ(α− 2)
+

η1η2σtα−4

2(1− η1)(1− η2)Γ(α− 3)

]

×
∫ σ

0

(
σ− τ

)2
χ1(τ, ζ(τ),Dαw(τ))dτ +

[ η3t
α−2

(1− η3)Γ(α− 1)
+

η2η3σtα−3

(1− η2)(1− η3)Γ(α− 2)

+
η1(1 + η2)η3σ2tα−4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

] ∫ σ

0

(
σ− τ

)
χ1(τ, ζ(τ),Dαw(τ))dτ

+
[ η4t

α−1

(1− η4)Γ(α)
+

η3η4σtα−2

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2tα−3

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3tα−4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

] ∫ σ

0
χ1(τ, ζ(τ),Dαw(τ))dτ,

ζ(t) =
1

Γ(κ)

∫ t

0

(
t− τ

)κ−1
χ2(τ,w(τ),Dκζ(τ))dτ +

η5t
κ−4

6(1− η5)Γ(κ − 3)

×
∫ σ

0

(
σ− τ

)3
χ2(τ,w(τ),Dκζ(τ))dτ +

[ η6t
κ−3

2(1− η6)Γ(κ − 2)
+

η5η6σtκ−4

2(1− η5)(1− η6)Γ(κ − 3)

]

×
∫ σ

0

(
σ− τ

)2
χ2(τ,w(τ),Dκζ(τ))dτ +

[ η7t
κ−2

(1− η7)Γ(κ − 1)
+

η6η7σtκ−3

(1− η6)(1− η7)Γ(κ − 2)

+
η5(1 + η6)η7σ2tκ−4

2(1− η5)(1− η6)(1− η7)Γ(κ − 3)

] ∫ σ

0

(
σ− τ

)
χ2(τ,w(τ),Dκζ(τ))dτ

+
[ η8t

κ−1

(1− η8)Γ(κ)
+

η7η8σtκ−2

(1− η7)(1− η8)Γ(κ − 1)
+

η6(1 + η7)η8σ2tκ−3

2(1− η6)(1− η7)(1− η8)Γ(κ − 2)

+
η5
(
(1 + η6)(1 + η7) + η6 + η7

)
η8σ3tκ−4

6(1− η5)(1− η6)(1− η7)(1− η8)Γ(κ − 3)

] ∫ σ

0
χ2(τ,w(τ),Dκζ(τ))dτ.

(34)

Consider

t4−α
∣∣v(t)− w(t)

∣∣ ≤ t4−α
∣∣v(t)−m1(t)

∣∣+ t4−α
∣∣m1(t)− w(t)

∣∣. (35)

Applying Lemma 3 in (35), we get
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t4−α
∣∣v(t)− w(t)

∣∣ ≤ Qαεα

+
t4−α

Γ(α)

∫ t

0

(
t− τ

)α−1
∣∣∣χ1(τ, u(τ),Dαv(τ))− χ1(τ, ζ(τ),Dαw(τ))

∣∣∣dτ +
∣∣∣ η1

6(1− η1)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)3
∣∣∣χ1(τ, u(τ),Dαv(τ))− χ1(τ, ζ(τ),Dαw(τ))

∣∣∣dτ +
∣∣∣ η2t

2(1− η2)Γ(α− 2)

+
η1η2σ

2(1− η1)(1− η2)Γ(α− 3)

∣∣∣
∫ σ

0

(
σ− τ

)2
∣∣∣χ1(τ, u(τ),Dαv(τ))− χ1(τ, ζ(τ),Dαw(τ))

∣∣∣dτ

+
∣∣∣ η3t

2

(1− η3)Γ(α− 1)
+

η2η3tσ

(1− η2)(1− η3)Γ(α− 2)
+

η1(1 + η2)η3σ2

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

×
∫ σ

0

(
σ− τ

)∣∣∣χ1(τ, u(τ),Dαv(τ))− χ1(τ, ζ(τ),Dαw(τ))
∣∣∣dτ +

∣∣∣ η4t
3

(1− η4)Γ(α)

+
η3η4σt2

(1− η3)(1− η4)Γ(α− 1)
+

η2(1 + η3)η4σ2t

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

+
η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ3

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣

×
∫ σ

0

∣∣∣χ1(τ, u(τ),Dαv(τ))− χ1(τ, ζ(τ),Dαw(τ))
∣∣∣dτ

≤ Qαεα +
[ σ4

Γ(α + 1)
+
∣∣∣ η1σ4

24(1− η1)Γ(α− 3)

∣∣∣+ η2(1− η1)σ
4 + η1η2σ4(α− 3)

6(1− η1)(1− η2)Γ(α− 2)

∣∣∣

+
∣∣∣η3(1− η2)σ

4 + η2η3σ4(α− 2)
2(1− η2)(1− η3)Γ(α− 1)

∣∣∣+
∣∣∣ η1(1 + η2)η3σ4

2(1− η1)(1− η2)(1− η3)Γ(α− 3)

∣∣∣

+
∣∣∣ (1− η3)η4σ4 + η3η4σ4(α− 1)

(1− η3)(1− η4)Γ(α)

∣∣∣+
∣∣∣ η2(1 + η3)η4σ4

2(1− η2)(1− η3)(1− η4)Γ(α− 2)

∣∣∣ (36)

+
∣∣∣

η1
(
(1 + η2)(1 + η3) + η2 + η3

)
η4σ4

6(1− η1)(1− η2)(1− η3)(1− η4)Γ(α− 3)

∣∣∣
](
Lχ1‖u− ζ‖+Lχ1‖Dαv−Dαw‖

)
.

Using H1 of Theorem 1 and (6) in (36), we have

‖v− w‖ ≤ Qαεα

1−QαLχ1

+
QαLχ1

1−QαLχ1

‖u− ζ‖. (37)

Similarly, we can get

‖u− ζ‖ ≤ Qκεκ

1−QκLχ2

+
QκLχ2

1−QκLχ2

‖v− w‖. (38)

We write (37) and (38) as

‖v− w‖ − QαLχ1

1−QαLχ1

‖u− ζ‖ ≤ Qαεα

1−QαLχ1

,

‖u− ζ‖ − QκLχ2

1−QκLχ2

‖v− w‖ ≤ Qκεκ

1−QκLχ2

,




1 − QαLχ1
1−QαLχ1

− QκLχ2
1−QκLχ2

1






‖v− w‖

‖u− ζ‖


 ≤




Qαεα

1−QαLχ1

Qκεκ

1−QκLχ2


.
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From the above, we get



‖v− w‖

‖u− ζ‖


 ≤




1
Λ

QαLχ1
Λ(1−QαLχ1 )

QκLχ2
Λ(1−QκLχ2 )

1
Λ







Qαεα

1−QαLχ1

Qκεκ

1−QκLχ2


,

where
Λ = 1− QαQκLχ1Lχ2

(1−QαLχ1)(1−QκLχ2)
> 0.

Further simplification gives

‖v− w‖ ≤ Qαεα

Λ(1−QαLχ1)
+

QαQκLχ1 εκ

Λ(1−QαLχ1)(1−QκLχ2)
,

‖u− ζ‖ ≤ Qκεκ

Λ(1−QκLχ2)
+

QαQκLχ2 εα

Λ(1−QαLχ1)(1−QκLχ2)
,

from which we have

‖v− w‖+ ‖u− ζ‖ ≤ Qαεα

Λ(1−QαLχ1)
+

Qκεκ

Λ(1−QκLχ2)
+

QαQκLχ1 εκ

Λ(1−QαLχ1)(1−QκLχ2)

+
QαQκLχ2 εα

Λ(1−QαLχ1)(1−QκLχ2)
. (39)

Let ε = max
{

εα, εκ

}
, then from (39) we have

‖(v, u)− (w, ζ)‖S ≤ Cα,κε, (40)

where

Cα,κ =
Qα

Λ(1−QαLχ1)
+

Qκ

Λ(1−QκLχ2)
+

QαQκLχ1

Λ(1−QαLχ1)(1−QκLχ2)

+
QαQκLχ2

Λ(1−QαLχ1)(1−QκLχ2)
.

Remark 5. By setting Φα,κ(ε) = Cα,κε, Φα,κ(0) = 0 in (40), then by Definition 4 the problem (1)
is generalized HU stable.

H3: Let functions Θα, Θκ : J→ R+ be nondecreasing. Then, there are ζΘα
, ζΘκ

> 0, such
that for every t ∈ J, the inequalities

IαΘα(t) ≤ ζΘα
Θα(t) and IκΘκ(t) ≤ ζΘκ

Θκ(t)

holds.

Remark 6. Lemma 3 and Theorem 4 gives that the system (1) is HU–Rassias and generalized
HU–Rassias stable, if εα = Θα(t)εα and εκ = Θκ(t)εκ with H3 and Λ > 0.

4.2. Method (II)

Theorem 5. Under the hypothesis H1 and if Λ∗ = 1 −
[ QκLχ2

1−QκLχ2
+

QαLχ1
1−QαLχ1

]
> 0. Then

system (1) is HU stable.
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Proof. From inequality (37) and (38), we have

‖v− w‖+ ‖u− ζ‖

≤ Qαεα

1−QαLχ1

+
Qκεκ

1−QκLχ2

+
QκLχ2

1−QκLχ2

‖v− w‖+ QαLχ1

1−QαLχ1

‖u− ζ‖. (41)

Let max
{

εα, εκ

}
= ε, then from (41) we obtain

‖(v, u)− (w, ζ)‖S ≤ Cα,κε, (42)

where

Cα,κ =
[ Qα

Λ∗(1−QαLχ1)
+

Qκ

Λ∗(1−QκLχ2)

]
.

Remark 7. With the help of Remark 5, we can obtain the generalized HU stability of system (1).

Remark 8. Lemma 3 and Theorem 5 gives that the system (1) is HU–Rassias and generalized
HU–Rassias stable, if εα = Θα(t)εα and εκ = Θκ(t)εκ with H3 and Λ∗ > 0.

Remark 9. The results of coupled systems of fourth-order nonlinear FDES gives the results of
fourth-order nonlinear system of ODES (If α, κ = 4) with anti-periodic and initial conditions, if
ηi = −1 (i = 1, 2, . . . , 8) and ηi = 0 (i = 1, 2, . . . , 8) respectively.

5. Example

Example 1. Consider the following coupled system of FDES:




Dαv(t)−
[ 1

4(t+ 2)2

∣∣Dαv(t)
∣∣

1 +
∣∣Dαv(t)

∣∣ +
1
16

sin2 u(t)
]
= 0, t ∈ [0, 1],

Dκu(t)−
[ 1

32π
sin(2πv(t)) +

∣∣Dκu(t)
∣∣

16
(
1 +

∣∣Dκu(t)
∣∣) +

1
2

]
= 0, t ∈ [0, 1],

Dα−4v(0) = η1D
α−4v(σ), Dα−3v(0) = η2D

α−3v(σ),

Dα−2v(0) = η3D
α−2v(σ), Dα−1v(0) = η4D

α−1v(σ),

Dκ−4u(0) = η5D
κ−4u(σ), Dκ−3u(0) = η6D

κ−3u(σ),

Dκ−2u(0) = η7D
κ−2u(σ), Dκ−1u(0) = η8D

κ−1u(σ).

(43)

From system (43), we can see α = κ = 10
3 , σ = 1, η1 = η5 = 1

2 , η2 = η6 = 1
3 ,

η3 = η7 = −1 and η4 = η8 = −1. Moreover, we have

∣∣χ1(t, u1(t),Dαv1(t))− χ1(t, u2(t),Dαv2(t))
∣∣ ≤ 1

16

∣∣u1(t)− u2(t)
∣∣+ 1

16

∣∣Dαv1(t)−Dαv2(t)
∣∣,

∣∣χ2(t, v1(t),Dκu1(t))− χ2(t, v2(t),Dκu2(t))
∣∣ ≤ 1

16

∣∣v1(t)− v2(t)
∣∣+ 1

16

∣∣Dκu1(t)−Dκu2(t)
∣∣.

Therefore, we get Lχ1 = Lχ1 = Lχ2 = Lχ2 = 1
16 . Therefore,

QαLχ1(1−Lχ2) +QκLχ2(1−Lχ1)

(1−Lχ2)(1−Lχ1)
≈ 0.75141 < 1,

Thus, solution of (43) is unique. Moreover, system (43) is HU, generalized HU, HU–Rassias
and generalized HU–Rassias stable by two different approaches under the conditions of Theorem 4
and Theorem 5, i.e., Λ > 0 and Λ∗ > 0.
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6. Conclusions

This paper concluded that the solution of coupled implicit FDES (1) is unique and
exists by using the Banach contraction theorem and Leray–Schauder fixed point theorem.
Under some assumptions, the aforesaid coupled system has at least one solution. Besides
this, the considered coupled system is HU, generalized HU, HU–Rassias and general-
ized HU–Rassias stable. An example is presented to illustrate our obtained results. The
proposed system (1) gives the following well-known system of ODES, which has wide
applications in applied sciences [5]

• ηi = −1 (i = 1, 2, . . . , 8) and α, κ = 4, then we get fourth-order ODES system with
anti-periodic boundary conditions.

• ηi = 0 (i = 1, 2, . . . , 8) and α, κ = 4, then we get fourth-order ODES system with
initial conditions.
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Abstract: In this work, a fractional-order synthetic drugs transmission model with psychological
addicts has been proposed along with psychological treatment. The effects of synthetic drugs are
deadly and sometimes even violent. We have studied the local and global stability of the model with
different criterion. The existence and uniqueness criterion along with positivity and boundedness
of the solutions have also been established. The local and global stabilities are decided by the basic
reproduction number R0. We have also analyzed the sensitivity of parameters. An optimal control
problem has been formulated by controlling psychological addiction and analyzed by the help of
Pontryagin maximum principle. These results are verified by numerical simulations.

Keywords: Caputo fractional differential equation; synthetic drugs; stability; optimal control

1. Introduction

Synthetic drugs, also referred to as designer or club drugs, are chemically created in
a lab to mimic another group of drugs such as marijuana, cocaine, or morphine. There are
more than 200 to 300 identified synthetic drug compounds and many of them are cocaine,
methamphetamine, and marijuana compounds [1,2]. The effects of synthetic drugs are anxiety,
aggressive behavior, paranoia, seizures, loss of consciousness, nausea, vomiting, and even
coma or death [3]. Synthetic drugs are powerful, and when mixed with unknown chemical
compounds are extremely dangerous and can cause overdose very quickly. If an overdose has
occurred, immediate medical care is required. More lately, new designer drugs have emerged
with vigorous addictive potentials such as synthetic cathinones (“Bath Salts”), also labeled
as Bliss, Vanilla Sky, and Ivory Wave. These synthetic drugs stimulate the central nervous
system by inhibiting the retake of norepinephrine and dopamine, leading to serious adverse
effects on the Central Nervous System (CNS) or even death [1]. Moreover, many infectious
diseases such as hepatitis and AIDS can easily infect drug users due to the rampant use of
shared needles [4,5]. Drugs like amphetamine are mostly used in specific regions like Goa and
Ahmedabad in India. A recent study shows that drug use in India continues to grow rapidly,
and more disturbingly, heroin has replaced the natural opioids (opium and poppy husk). An
epidemiological study from Punjab has been revealed that the use of other synthetic drugs
and cocaine has also increased significantly [6]. Most synthetic drugs are manufactured in
an illegal laboratory, and there are no safety measures used in the manufacture of synthetic
drugs. When an addicted person attempts to quit, he/she may experience very uncomfortable
withdrawal symptoms which can lower their resolve to maintain abstinence and otherwise
complicate early recovery. Professional detoxification programs are needed for synthetic
drug addicts to withdraw safely from synthetic drugs. Behavioral therapies and counseling
are effective tools for changing negative behavior and thought patterns that may help for
improving the mental help they need.
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Ma et al. [7] have developed different forms of heroin epidemic models to study
the transmission of heroin epidemics. Sharomi and Gumel [8] have formulated different
smoking models for giving up smoking. Similarly, mathematical modeling can be also
used to describe the spread of synthetic drugs. Nyabadza et al. [9] have studied the
methamphetamine transmission model in South Africa. Liu et al. [10] have formulated
a synthetic drug transmission model with treatment and studied global stability and
backward bifurcation of the model. Saha and Samanta [11] have also studied the stability of
a synthetic drug transmission model with optimal control. There are many works that have
been performed on fractional-order epidemiological systems because a fractional-order
system has memory effect [12]. Fractional calculus is often utilized for the generalization of
their order, where fractional order is replaced with integer order [13]. During a systematic
study, it has been noted that the integer order model may be a special case of fractional
order model wherever the solution of fractional order system must converge to the solution
of integer order system as the order approaches one [14]. There are so many fields where
fractional order systems are more suitable than integer order systems. Phenomena that
are connected with memory and affected by hereditary cannot be expressed by integer
order system [15]. It is observed that the data collected from real-life phenomena fit better
with the fractional-order system. Diethelm [16] has compared the numerical solutions
of fractional-order system and integer order system, and concluded that the fractional
order system gives more relevant interpretation than integer order system. There are
many systems [17–22] that have been studied recently in fractional order framework. In
epidemiology, the Ebola virus model has been studied in Caputo differential equation
system in 2015 [23]. Agarwal [24] first studied optimal control problem in fractional order
system in 2004. In 2018, Kheiri and Jafari [25] have also worked on fractional order optimal
control for HIV/AIDS.

Motivation and Brief Overview

There are some relevant advantages of Caputo fractional differentiations and differen-
tial equations.

• Fractional derivatives provide an excellent instrument for the description of mem-
ory and hereditary properties of various systems and processes. Fractional-order
differential equations accumulate the entire information of the function in weighted
form.

• In fractional-order modeling, we have an additional parameter (order of the derivative)
which is useful for numerical simulations. In that regard, there are some systems
which are stable (unstable) for some parameter values near their equilibrium points
can be destabilized (stabilized) by controlling the order of the derivative.

• The Caputo derivative is very useful when dealing with real-world problem because
it allows traditional initial and boundary conditions to be included in the formulation
of the problem, and in addition the derivative of a constant is zero which does not
happen in the Riemann–Liouville fractional derivative.

Motivated by the aforementioned works and the advantages of Caputo fractional-
order differential equations, a model of fractional synthetic drug transmission with psy-
chological drug addicts has been formulated in this work using Caputo fractional-order
differential equations (Section 2). In this work, we have analyzed the drug transmission
model in the fractional-order framework, and the effect of the psychological treatment of
the awareness campaign has also been studied by formulating fractional-order optimal
control problem.

This work is presented in two different parts. In the first part (Section 3), we first
carried out a basic analysis, such as existence, oneness, non-negativity, and the limit of
solutions of the proposed system of equations. Dynamical behaviors of the different
equilibrium points are established in the same section. Though our main aim is to study the
system in fractional-order framework, a fractional-order control problem has also framed
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in Section 4 to study the control effect of treatment on psychological addict class which
may enhance our research.

In the beginning of our work, we recall some basic definitions and theories of fractional-
order differential equations (Section 3) followed by calculating equilibrium points
(Section 3.1). Next, we also discuss whether the solution of the proposed system is unique
(Section 3.2). We have also discussed the boundedness and feasible condition of the solutions
of the system (Section 3.3). Transfer dynamics has also been discussed with the help of the
reproduction number in the next section (Section 3.5). We also study sensitivity analysis
(Section 3.4) of the model with local and global stability of equilibrium points (both disease-
free and endemic) systematically (Sections 3.6). Then, we present our system as an optimal
control problem with psychological treatment as control variable and derived optimal condi-
tions (Section 4). Finally, numerical simulations are performed (Section 5), followed by some
conclusions of the whole work (Section 6).

2. Model Formulation

We have formulated a fractional-order synthetic drugs transmission model with
psychological addicts by taking susceptible (S), psychological addicts (P1), physiological
addicts (P2), and treatment class as four compartments.

C
t0

Dε
t x(t) = Aε − δεx− β1

εxy− β2
εxz, x(t0) = x0 > 0,

C
t0

Dε
t y(t) = β1

εxy + β2
εxz− (kε + δε + φε)y, y(t0) = y0 > 0,

C
t0

Dε
t z(t) = kεy + γεr− ξεz− δεz, z(t0) = z0 > 0,

C
t0

Dε
t r(t) = φεy + ξεz− γεr− δεr, r(t0) = r0 > 0,

(1)

where 0 < ε < 1, is the order of derivative and C
t0

Dε
t is notation due to Caputo fractional

derivative, and t0 = 0 is the initial time. Here, x(t), y(t), z(t), and r(t) represent the re-
spective size of susceptible population, psychologically addicted population, physiological
addicted population, and the class of addicts in treatment, respectively. From a survey on
synthetic drugs, it is evident that a large number of the young population are in the suscep-
tible class, which is roughly equivalent to the recruitment rate A of susceptible class and
which is assumed to be constant [26]. After contact with an addict, the susceptible addict
will first pass into the class of psychological addict, while after taking many drugs, the
psychological addict will become the physiological addict. Broadly speaking, a susceptible
addict is more likely to initiate drug abuse when he/she has contact with a physiological
addict compared to a psychological addict. We denote the corresponding contact rates
are β1

ε and β2
ε. Once psychological and physiological addicts accept treatment and reha-

bilitation, they will enter into treatment compartment. The treatment rates are denoted
by φε and ξε, respectively. In addition, some drug users in treatment may escape and
reenter physiologically addicted compartment with rate γε. The parameters kε and δε are
the escalation rate from psychological addicts to physiological addicts and natural death
rate, respectively. All parameters Aε, γε, δε, β1

ε, β2
ε, φε, ξε, kε are assumed to be positive

constants (briefly described in Table 1). Schematic diagram of system (3) is mentioned in
Figure 1.

It is observed that the time dimension of system (1) is correct because both sides of
the equations of system (1) have dimension (time)−ε [27]. Next, let us consider t0 = 0 and
omit the superscript ε to all parameters and redefine system (1) as
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C
0 Dε

t x(t) = A− δx− β1xy− β2xz, x(0) = x0 > 0,

C
0 Dε

t y(t) = β1xy + β2xz− (k + δ + φ)y, y(0) = y0 > 0,

C
0 Dε

t z(t) = ky + γr− ξz− δz, z(0) = z0 > 0,

C
0 Dε

t r(t) = φy + ξz− γr− δr, r(0) = r0 > 0,

(2)

We have considered N(t) to be the total human population and so N(t) = x(t) +
y(t) + z(t) + r(t). In the first phase, a susceptible individual becomes a psychological
addict after they come in contact with a drug addict. However, after becomes accustomed
to the persistent presence and influence of the drug, the individual is likely to become a
physiological addict. A psychological or physiological addict will enter into the treatment
compartment at the time of taking treatment and rehabilitation. It is shown in Section 3.3
that the number of total human population is bounded above and let N = inf

t∈[0,∞)
{M ∈

R+ : N(t) ≤ M}. Therefore, we can assume that the total population N(t) is constant
(N) for large time scale (t → ∞). Let us scale the state variables with respect to the total
population N:

S(t) =
x(t)
N

, P1(t) =
y(t)
N

, P2(t) =
z(t)
N

, R(t) =
r(t)
N

, Λ =
A
N

.

Therefore, system (2) becomes

C
0 Dε

t S(t) = Λ− δS− β1SP1 − β2SP2, S(0) = S0 > 0,

C
0 Dε

t P1(t) = β1SP1 + β2SP2 − (k + δ + φ)P1, P1(0) = P1,0 > 0,

C
0 Dε

t P2(t) = kP1 + γR− ξP2 − δP2, P2(0) = P2,0 > 0,

C
0 Dε

t R(t) = φP1 + ξP2 − γR− δR, R(0) = R0 > 0.

(3)

Figure 1. Schematic diagram of system (3).
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Table 1. Parameters of system (3).

Parameters Description

Λ Rate of recruitment of S

β1 Contact rates of psychological addicts

β2 Contact rates of physiological addicts

δ Natural death rate of human population

Proportion of psychological addicts
who become physiological drug addicts

k by taking drugs in a regular basis,
i.e., escalation rate from psychological

to physiological addicts.

φ, ξ
Per capita pharmaceutical treatment rates for

psychological and physiological addicts respectively.

γ Rate at which some drug users in treatment may escape
and re-enter the physiological addict state, i.e., relapse rate.

3. Preliminaries

Definition 1 ([28]). The Caputo fractional derivative with order ε > 0 for a function g ∈
Cn([t0, ∞+),IR) is denoted and defined as

C
t0

Dε
t g(t) =





1
Γ(n− ε)

∫ t

t0

g(n)(s)
(t− s)ε−n+1 ds, ε ∈ (n− 1, n), n ∈ N

dn

dtn g(t), ε = n.

where Γ(·) is the Gamma function, t ≥ t0 and n is a natural number. In particular, for ε ∈ (0, 1):

C
t0

Dε
t g(t) =

1
Γ(1− ε)

∫ t

t0

g
′
(s)

(t− s)ε ds

Lemma 1. (Generalized Mean Value Theorem) [29] Let 0 < ε ≤ 1, ψ(t) ∈ C[a, b] and if C
0 Dε

t ψ(t)
is continuous in (a, b], then

ψ(x) = ψ(a) +
1

Γ(ε)
(x− a)ε. C

0 Dε
t ψ(ζ)

where 0 ≤ ζ ≤ x, ∀x ∈ (a, b].

Remark 1. If C
0 Dε

t ψ(t) ≥ 0
(C

0 Dε
t ψ(t) ≤ 0

)
, t ∈ (a, b), then ψ(t) is a non-decreasing (non-

increasing) function for t ∈ [a, b].

Definition 2 ([13]). One-parametric and two-parametric Mittag–Leffler functions are described
as follows:

Eε(w) =
∞

∑
k=0

wk

Γ(εk + 1)
and Eε1,ε2(w) =

∞

∑
k=0

wk

Γ(ε1k + ε2)
, where ε, ε1, ε2 ∈ R+.
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Theorem 1 ([30]). Let ε > 0, n − 1 < ε < n, n ∈ N. Assume that g(t) is continuously
differentiable functions up to order (n − 1) on [t0, ∞) and nth derivative of g(t) exists with
exponential order. If C

t0
Dε

t g(t) is piecewise continuous on [t0, ∞), then

L
{

C
t0

Dε
t g(t)

}
= sαF(s)−

n−1

∑
j=0

sα−j−1gj(t0),

where F(s) = L {g(t)} denotes the Laplace transform of g(t).

Theorem 2 ([31]). Let C be the complex plane. For any ε1, ε2 ∈ R+ and M ∈ C, then

L
{

tε2−1Eε1,ε2(Mtε1)
}
=

sε1−ε2

(sε1 −M)
,

for R(s) > ‖M‖
1

ε1 , where R(s) represents the real part of the complex number s, and Eε1,ε2 is the
Mittag–Leffler function.

Theorem 3 ([28]). Consider the following fractional-order system:

C
t0

Dε
t X(t) = Ψ(X), Xt0 = (x1

t0
, x2

t0
, ..., xn

t0
), xi

t0
> 0, i = 1, 2, .., n

with 0 < ε < 1, X(t) = (x1(t), x2(t), ..., xn(t)) and Ψ(X) : [t0, ∞) → Rn×n. The equilibrium
points of this system are evaluated by solving the following system of equations: Ψ(X) = 0. These
equilibrium points are locally asymptotically stable iff each eigenvalue λi of the Jacobian matrix

J(X) =
∂(Ψ1, Ψ2, ..., Ψn)

∂(x1, x2, ..., xn)
calculated at the equilibrium points satisfy |arg(λi)| >

επ

2
.

3.1. Equilibria of System (3)

The equilibria of system (3) can be obtained by solving the system:

Λ− δS∗ − β1S∗P1
∗ − β2S∗P2

∗ = 0

β1S∗P1
∗ + β2S∗P2

∗ − (k + δ + φ)P1
∗ = 0

kP1
∗ + γR∗ − ξP2

∗ − δP2
∗ = 0

φP1
∗ + ξP2

∗ − γR∗ − δR∗ = 0

(4)

System (3) has two types of equilibrium points:

1. Drug-free equilibrium E0(
Λ
δ , 0, 0, 0)

2. Drug-addiction equilibrium E1(S∗, P∗1 , P∗2 , R∗), where

S∗ =
(k + δ + φ)P∗1
β1P∗1 + β2P∗2

P∗1 =
Λβ1δ(γ + δ + ξ) + Λβ2(kδ + kγ + φγ)− δ2(k + δ + φ)(γ + δ + ξ)

(k + δ + φ)[β1(γ + δ + ξ) + β2(kδ + kγ + φγ)]

P∗2 =
(kδ + kγ + φγ)P∗1

δ(γ + δ + ξ)

R∗ =
ξP∗2 + φP∗1

δ + γ
.

(5)
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For drug-addiction equilibrium E1 to exist in feasible region R4
+, it is necessary and

sufficient that Λβ1δ(γ + δ + ξ) + Λβ2(kδ + kγ + φγ) ≥ δ2(k + δ + φ)(γ + δ + ξ)

3.2. Existence and Uniqueness

Lemma 2 ([32]). Consider the system:

C
t0

Dε
t x(t) = g(t, x), t0 > 0 (6)

with initial condition x(t0) = xt0 , where ε ∈ (0, 1], g : [t0, ∞)×Ω → IRn, Ω ⊆ IRn, if local
Lipschitz condition is satisfied by g(t, x) with respect to x, then there exists a solution of (6) on
[t0, ∞)×Ω which is unique.

To study the existence and uniqueness of system (3), let us consider the region
Ω × [t0, γ],where Ω = {(S, P1, P2, R) ∈ R4 : max(|S|, |P1|, |P2|, |R|) ≤ M} and γ <
+∞. Denote X = (S, P1, P2, R) and X = (S̄, P̄1, P̄2, R̄). Consider a mapping L(X) =
(L1(X), L2(X), L3(X), L4(X)), where

L1(X) = Λ− δS− β1SP1 − β2SP2

L2(X) = β1SP1 + β2SP2 − (k + δ + φ)P1

L3(X) = kP1 + γR− ξP2 − δP2

L4(X) = φP1 + ξP2 − γR− δR

For any X, X ∈ Ω:

∥∥L(X)− L(X)
∥∥

=
∣∣L1(X)− L1(X)

∣∣+
∣∣L2(X)− L2(X)

∣∣+
∣∣L3(X)− L3(X)

∣∣+
∣∣L4(X)− L4(X)

∣∣

=
∣∣Λ− δS− β1SP1 − β2SP2 −Λ + δS̄ + β1S̄P̄1 + β2S̄P̄2

∣∣

+
∣∣β1SP1 + β2SP2 − (k + δ + φ)P1 − β1S̄P̄1 − β2S̄P̄2 + (k + δ + φ)P̄1

∣∣

+
∣∣kP1 + γR− ξP2 − δP2 − kP̄1 − γR̄ + ξ P̄2 + δP̄2

∣∣

+|φP1 + ξP2 − γR− δR− φP̄1 − ξ P̄2 + γR̄ + δR̄|

≤ δ
∣∣S− S̄

∣∣+ 2β1
∣∣SP1 − S̄P̄1

∣∣+ 2β2
∣∣SP2 − S̄P̄2

∣∣

+(δ + 2φ + 2k)|P1 − P̄1|+ (δ + 2ξ)|P2 − P̄2|+ (2γ + δ)|R− R̄|

≤ (δ + 2β1M + 2β2M)
∣∣S− S̄

∣∣+ (2β1M + 2k + 2φ + δ)|P1 − P̄1|

+(2β2M + 2ξ + δ)|P2 − P̄2|+ (2γ + δ)|R− R̄|

≤ H1
∣∣S− S̄

∣∣+ H2|P1 − P̄1|+ H3|P2 − P̄2|+ H4|R− R̄|

≤ H
∥∥X− X

∥∥, where H = max{H1, H2, H3, H4},
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and
H1 = (δ + 2β1M + 2β2M)

H2 = (2β1M + 2k + 2φ + δ)

H3 = (2β2M + 2ξ + δ)

H4 = (2γ + δ)

Therefore, L(X) satisfies Lipschitz’s condition with respect to X. Therefore, Lemma 2
confirms that there exists a unique solution X(t) of system (3) with initial condition X(0) =
(S0, P1,0, P2,0, R0). The following theorem is the consequence of this result.

Theorem 4. There exists a unique solution X(t) ∈ Ω of system (3) for all t ≥ 0 with initial
condition X(0) = (S0, P1,0, P2,0, R0) ∈ Ω.

3.3. Non-Negativity and Boundedness

In this section, we have established the criterion for feasibility of the solution of
system (3). Suppose IR+ stands for the set of all non-negative real numbers and Γ+ ={
(S, P1, P2, R) ∈ IR4

+

}
represents the first quadrant.

Theorem 5. (Non-negativity): The solutions X(t) = (S, P1, P2, R) of system (3) remain in Γ+

if X(0) = (S0, P1,0, P2,0, R0) ∈ Γ+.

Proof.
C
t0

Dε
t S(t)

∣∣
S(t)=0 = Λ > 0 (7)

C
0 Dε

t P1(t)
∣∣
P1(t)=0 = βSP2 (8)

C
0 Dε

t P2(t)
∣∣
P2(t)=0 = kP1 + γR (9)

C
0 Dε

t R(t)
∣∣
R(t)=0 = ξP2 + φP1 (10)

From (7), we have
C
t0

Dε
t S(t)|S(t)=0 = Λ > 0.

From Lemma 1, we can say S(t) is increasing in a neighborhood of time t where
S(t) = 0 and S(t) cannot cross the axis S(t) = 0. Therefore, S(t) > 0 for all t ≥ 0. Now, we
claim that the solution P1(t) starts from Γ+ and remains non-negative. If not, then there
exists τ1 such that P1(t) crosses P1(t) = 0 axis at t = τ1 for the first time and the following
conditions hold:





P1(t) > 0, for 0 ≤ t < τ1,
P1(τ1) = 0,
P1(τ

+
1 ) < 0.

From (8), we have C
0 Dε

t P1(t)
∣∣
P1(τ1)=0 = β2S(τ1)P2(τ1). Now, we have two cases

Case 1: If P2(τ1) ≥ 0 then by the Remark 1 of Lemma 1, we can say that P1(t) is non-
decreasing in a neighborhood of t = τ1 and which concludes P1(τ

+
1 ) = 0. Therefore, we

have arrived at a contradiction.

Case 2: If P2(τ1) < 0, then there exists a τ2 such that 0 < τ2 < τ1 with




P2(t) > 0, for 0 ≤ t < τ2,
P2(τ2) = 0,
P2(τ

+
2 ) < 0.

212



Mathematics 2021, 9, 703

From (9), we have

C
0 Dε

t P2(t)
∣∣
P2(τ2)=0 = kP1(τ2) + γR(τ2)

Now we have two sub-cases.

Sub-case 1: If kP1(τ2) + γR(τ2) ≥ 0, then P2(τ2
+) ≮ 0 and it contradicts our assumption.

Sub-case 2: If kP1(τ2) + γR(τ2) < 0, then P1(τ2) > 0 as 0 < τ2 < τ1 and R(τ2) must be
negative. In this case, we can find a τ3 such that 0 < τ3 < τ2 < τ1 with





R(t) > 0, for 0 ≤ t < τ3,
R(τ3) = 0,
R(τ+

3 ) < 0.

From (10), we have

C
0 Dε

t R(t)
∣∣
R(τ3)=0 = ξP2(τ3) + φP1(τ3) > 0

which contradicts our assumption that R(τ+
3 ) < 0. Therefore, we have P1(t) ≥ 0,

∀t ∈ [0, ∞).
Again from (9), we have C

0 Dε
t P2(t)

∣∣
P2(t)=0 = kP1 + γR. If R(t) > 0 then P2(t) is non-

decreasing (remark of Lemma 1) and P2(t) > 0, t ∈ [0, ∞). If possible, let R(t) crosses
R(t) = 0 axis for the first time at t = t1. Then, we have





R(t) > 0, for 0 ≤ t < t1,
R(t1) = 0,
R(t1

+) < 0.

From (10), we have

C
0 Dε

t R(t)
∣∣
R(t1)=0 = ξP2(t1) + φP1(t1) > 0

and this opposes our assumption R(t1
+) < 0. Hence P2(t) > 0, t ∈ [0, ∞). Again from

(10), it is evident that C
0 Dε

t R(t)
∣∣
R(t)=0 = ξP2 + φP1 > 0 and assures that R(t) > 0 and also

P2(t) > 0 , t ∈ [0, ∞).
Thus, all solutions of system (3) (and thus system (2)) starting in Γ+ are confined in

the region Γ+.

Theorem 6. (Boundedness): Solutions X(t) = (x, y, z, r) of system (2) are uniformly bounded.

Proof. From the first equation of (2), it is noted that

C
0 Dε

t x(t) ≤ A− δx

Taking Laplace transforms on both sides, we have

sεL {x(t)} − sε−1x(0) + δL {x(t)} ≤ A
s

, where L {·}is the Laplace transform operator

⇒ L {x(t)} ≤ A
sε−(1+ε)

sε + δ
+ x(0)

sε−1

sε + δ

Taking inverse Laplace transforms (using Theorem 2),

x(t) ≤ x(0)Eε,1(−δtε) + AtεEε,ε+1(−δtε) (11)
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∴ x(t) ≤ M1[Eε,1(−δtε) + δtεEε,ε+1(−δtε)] =
M1

Γ(1)
= M1,

where M1 = max
{

A
δ

, x(0)
}

and, as it is from the properties of Mittag–Leffler function [33],

Eα,β(z) = zEα,α+β(z) +
1

Γ(β)

In this case
Eε,1(−δtε) = (−δtε)Eε,ε+1(−δtε) +

1
Γ(1)

(12)

Let N(t) = x(t) + y(t) + z(t) + r(t) represent the total population, then

C
0 Dε

t N(t) =C
0 Dε

t x(t) +C
0 Dε

t y(t) +C
0 Dε

t z(t) +C
0 Dε

t r(t)

= A− {δx(t) + δy(t) + δz(t) + δr(t)}

= A− δN(t).

Therefore,
C
0 Dε

t N(t) + δN(t) = A

Applying Laplace transformation, we have (using Theorem 1):

sεF(s)− sε−1N(0) + δF(s) =
A
s

, where F(s) = L {N(t)}

⇒ F(s) = A
s−1

sε + δ
+

N(0)sε−1

sε + δ
=

sε−1N(0)
sε + δ

+
Asε−(1+ε)

sε + δ

Taking inverse Laplace transforms (using Theorem 2),

N(t) = N(0)Eε,1(−δtε) + AtεEε,ε+1(−δtε) (13)

From (12) and (13), we get

N(t) ≤ M2[Eε,1(−δtε) + δtεEε,ε+1(−δtε)] =
M2

Γ(1)
= M2,

where M2 = max
{

A
δ

, N(0)
}

Thus, x(t), N(t) are bounded and thus (using Theorem 5) the solutions X(t) =
(x(t), y(t), z(t), r(t)) are bounded uniformly in {(x(t), y(t), z(t), r(t))|x + y + z + r ≤ M2;
x ≤ M1} for t ∈ [0, ∞)

3.4. Reproduction Number and Sensitivity Analysis

The basic reproduction number is defined as the number of new addicted individuals
produced by a single addicted individual during infectious period when contacted into
susceptible compartment (R0 = 2 means a person who has the synthetic drug addiction
will transmit it to an average of 2 other people). Reproduction number R0 of system (3) for
ε = 1 can be calculated as the maximum eigenvalue of the next generation matrix FV−1

computed at the drug-free equilibrium [34]. Here,

F =




β1
Λ
δ

β2
Λ
δ

0 0


; V =




δ + φ + k 0

−k δ + ξ


 (14)
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Thus, we get

R0 =
Λ[β1(ξ + δ) + kβ2]

δ(ξ + δ)(δ + φ + k)
=

β1(ξ + δ)Λ
δ(ξ + δ)(δ + φ + k)

+
kβ2Λ

δ(ξ + δ)(δ + φ + k)
(15)

The first part is due to the psychologically addicted people and the second part is due
to the physiological addicted people.

The drug–addiction equilibrium E1(S∗, P∗1 , P∗2 , R∗) of system (3) can be rewritten as

S∗ =
(k + δ + φ)P∗1
β1P∗1 + β2P∗2

P∗1 =
B0(R0 − 1) + B1

B2
, where

B0 = [δ2(k + δ + φ)(δ + ξ) +
γ

δ + ξ
]

B1 =
γ

δ + ξ
[λβ2kξ + Λβ2φ(δ + ξ)]

B2 = (k + δ + φ)[β1δ(γ + δ + ξ) + β2(kγ + kδ + φγ)]

P∗2 =
(kδ + kγ + φγ)P∗1

δ(γ + δ + ξ)

R∗ =
ξP∗2 + φP∗1

δ + γ

(16)

Therefore, if R0 > 1, the drug–addict equilibrium E1 exists.
The basic reproduction number (R0) of system (3) relies upon seven parameters: per

capita contact rates β1, β2, rate of recruitment Λ (of S), escalation rate from psychological
to physiological addicts (k), per capita treatment rates for psychological and physiological
addicts respectively (φ , ξ), and natural death rate (δ). Among these parameters, we cannot
control the parameters Λ, k, and δ. Therefore, the basic reproduction number (R0) mainly
depends on ξ, φ, β1, β2 and the value of R0 = 0.0266 according to Table 2. To examine
the sensitivity of R0 to any parameter (say, θ), normalized forward sensitivity index with
respect to each parameter has been computed as [11,34]

χθ =
∂R0

∂θ

θ

R0

The sensitivity index may depend on some system parameters but also can be constant
or independent of some parameters. These values are very important to estimate the
sensitivity of parameters, which should be done cautiously, as a small perturbation in a
parameter causes relevant quantitative changes. Merely, the estimation of a parameter with
a lower sensitivity index does not demand caution, because a small perturbation in that
parameter causes small changes. In this context, we have examined the sensitivity of R0
to the parameters β1, β2, φ, and ξ, normalized forward sensitivity index with respect to
Table 3.

∂R0

∂φ
= − Λ[β1(ξ + δ) + kβ2]

δ(δ + ξ)(k + δ + φ)2

χφ =
φ

R0

∂R0

∂φ
= − φ

k + δ + φ
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∂R0

∂ξ
= − Λkβ2

δ(δ + ξ)2(k + δ + φ)

χξ =
ξ

R0

∂R0

∂ξ
= − kβ2ξ

(δ + ξ)[β1(ξ + δ) + kβ2]

∂R0

∂β1
=

Λ
δ(k + δ + φ)

χβ1 =
β1

R0

∂R0

∂β1
=

β1(δ + ξ)

[β1(ξ + δ) + kβ2]

∂R0

∂β2
=

Λk
δ(k + δ + φ)((δ + ξ))

χβ2 =
β2

R0

∂R0

∂β2
=

kβ2

[β1(ξ + δ) + kβ2]

If β1 = bβ; β2 = β, where b is a nonzero real number, then

∂R0

∂β
=

Λ[b(ξ + δ) + k]
δ(ξ + δ)(δ + φ + k)

χβ =
β

R0

∂R0

∂β
=

β

βΛ[b(ξ + δ) + k]
δ(ξ + δ)(δ + φ + k)

Λ[b(ξ + δ) + k]
δ(ξ + δ)(δ + φ + k)

= 1

Here, χβ1 , χβ2 , χξ , χφ are the sensitivity indexes correspond to the respective param-
eters β1, β2, ξ, φ. Therefore, it is clear that the basic reproduction number (R0) is most
sensitive to changes in β (χβ = 1), where β1 = bβ; β2 = β and b is a nonzero real num-
ber, probability of transmission from susceptible to drug addicts (both psychological and
physiological).

Table 2. Sensitivity indices of different parameters of system (3) corresponding to Table 3.

Parameters Sensitivity Index

φ −0.6154

ξ −0.0593

β1 0.9259

β2 0.0741

Table 3. Parameter values used in system (3) when E0 = (1, 0, 0, 0) and R0 = 0.3151.

Parameters Λ β1 β2 δ k φ ξ γ ε

Values 0.02 0.01 0.001 0.02 0.1 0.2 0.1 0.1 0.95

Reference [35] [35] [35] [36] [36] [36] [36] [35] Assumed

If β1, β2 increases, R0 also increases, whereas R0 decreases when φ, ξ increases, or vice
versa. However, the increase in φ, i.e., the treatment rate for psychological addicts, cannot
help as much as the treatment rate for physiological addicts ξ. In this way, it is smarter to
concentrate either β1, β2 (the contact rates ) and φ, treatment rate for mental addicts. It is
also noticeable that R0 is more sensitive to β1 rather than β2 according Table 2.
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3.5. Local Stability

To analyze the local stability of disease free and endemic equilibrium points, we need
the following.

Definition 3 ([37]). The discriminant ∇( f ) of a polynomial f (x) = xn + α1xn−1 + α2xn−2 +
... + αn is defined by

∇( f ) = (−1)
n(n− 1)

2 |Sn( f , f ′)|.
Where Sn( f , g) is the Sylvester matrix of f (x) and g(x) of order (n + l)× (n + l) and g(x) =
xl + β1xl−1 + β2xl−2 + ... + βl .

For n = 3, we have f (x) = x3 + α1x2 + α2x + α3 and f ′(x) = 3x2 + 2α1x + α2.

|S3( f , f ′)| =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 α1 α2 α3 0

0 1 α1 α2 α3

3 2α1 α2 0 0

0 3 2α1 α2 0

0 0 3 2α1 α2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= −18α1α2α3 − (α1α2)
2 + 4α2

1α3 + 4α2
2 + 27α2

3

Therefore, ∇( f ) = −|S3( f , f ′)| = 18α1α2α3 + (α1α2)
2 − 4α2

1α3 − 4α2
2 − 27α2

3

Lemma 3. (Routh–Hurwitz conditions for fractional calculus) [38]: If∇(P) is the discriminant of
the characteristic equation P(λ) = λn + a1λn−1 + a2λn−2 + ... + an of Jacobian matrix of system
(1) evaluated at equilibrium point, then for n = 3 the system is asymptotically stable if any of the
following conditions hold:

1. ∇(P) > 0, a1 > 0, a3 > 0 and a1a2 > a3

2. ∇(P) < 0, a1 ≥ 0, α2 ≥ 0, a3 > 0 and α < 2
3

3. ∇(P) < 0, a1 > 0, a2 > 0, a1a2 = a3 and α ∈ (0, 1).

To study the local stability of the system (3), we need to compute Jacobian matrices at
the equilibrium points E0 and E1. At the drug-free equilibrium point E0:

J

{(
Λ
δ

, 0, 0, 0

)}
=




−δ −β1
Λ
δ

−β2
Λ
δ

0

0 β1
Λ
δ
− (k + δ + φ) β2

Λ
δ

0

0 k −(ξ + δ) γ

0 φ ξ −(γ + δ)




The eigenvalues of the system are λ1 = −δ, and the other three eigenvalues can be
found from the equation Q(λ) ≡ λ3 + c1λ2 + c2λ + c3 = 0, where
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c1 = −(K1 + K5 + K3)

c2 = K1K5 + K1K9 + K5K9 − K2K4 − K3K7 − K6K8

c3 = −K1K5K9 + K1K6K8 + K2K4K9 − K2K6K7 − K3K4K8 + K3K7K5

K1 = β1
Λ
δ
− (k + δ + φ)

K2 = β2
Λ
δ

K3 = 0
K4 = k
K5 = −(ξ + δ)
K6 = γ
K7 = φ
K8 = ξ
K9 = −(γ + δ)

(17)

Suppose ∇(Q) = 18c1c2c3 + (c1c2)
2 − 4c2

1c3 − cc2
2 − 27c2

3, then by the Routh–Harwitz
conditions for the fractional differential equation, the endemic equilibrium point E0 is
locally asymptotically stable if any of the following conditions hold:

1. ∇(Q) > 0, c1 > 0, c3 > 0 and c1c2 > c3

2. ∇(Q) < 0, c1 ≥ 0, c2 ≥ 0, c3 > 0 and ε < 2
3

3. ∇(Q) < 0, c1 > 0, c2 > 0, c1c2 = c3 and ε ∈ (0, 1)

Jacobian matrix at E1(S∗, P∗1 , P∗2 , R∗) is given by

J(E1) =




−δ− β1P∗1 − β2P∗2 −β1P∗1 S∗ −β2P∗2 S∗ 0

β1P∗1 + β2P∗2 β1S∗ − (k + δ + φ) β2S∗ 0

0 k −(ξ + δ) γ

0 φ ξ −(γ + δ)




Characteristic equation of this matrix is P(λ) ≡ λ3 + a1λ2 + a2λ + a3 = 0, where

a1 =
e23e32 + e12e22 − e22e33 − e22e44 − e11e12

e22

a2 = [e11e22e33 + e11e22e44 − e11e23e32 + e22e33e44 − e22e34e43 − e23e32e44
+e34e23e42 − e22e12e33 − e22e12e44 + e32e13e21]/e22

a3 = [e11e22e34e43 − e11e22e33e44 + e11e23e32e44 − e11e23e34e44 + e12e21e33e44
−e12e21e34e43 − e21e13e32e44]/e22

(18)

and eij, i, j = 1, 2, 3, 4 are as follows:
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e11 = −δ− β1P∗1 − β2P∗2
e12 = −β1P∗1 S∗

e13 = −β2P∗2
e14 = 0
e21 = β1P∗1 + β2P∗2
e22 = β1S∗ − (k + δ + φ)
e23 = β2S∗

e24 = 0
e31 = 0
e32 = k
e33 = −(ξ + δ)
e34 = γ
e41 = 0
e42 = φ
e43 = ξ
e44 = −(γ + δ)

(19)

Therefore, λi, i = 1, 2, 3, can be found from this equation. Suppose ∇(P) = 18a1a2a3 +
(a1a2)

2 − 4a2
1a3 − 4a2

2 − 27a2
3, then by the Routh–Hurwitz conditions for fractional differen-

tial equations, the endemic equilibrium point E1 is locally asymptotically stable if any of
the following conditions hold:

1. ∇(P) > 0, a1 > 0, a3 > 0 and a1a2 > a3

2. ∇(P) < 0, a1 ≥ 0, a2 ≥ 0, a3 > 0 and ε < 2
3

3. ∇(P) < 0, a1 > 0, a2 > 0, a1a2 = a3 and ε ∈ (0, 1)

The following theorems are the consequence of these discussions.

Theorem 7. The drug-free equilibrium E0 of system (2) is locally asymptotically stable if any of
the following conditions holds with (17):

1. ∇(Q) > 0, c1 > 0, c3 > 0 and c1c2 > c3

2. ∇(Q) < 0, c1 ≥ 0, c2 ≥ 0, c3 > 0 and ε < 2
3

3. ∇(Q) < 0, c1 > 0, c2 > 0, c1c2 = c3 and ε ∈ (0, 1).

Here ∇(Q) = 18c1c2c3 + (c1c2)
2 − 4c2

1c3 − cc2
2 − 27c2

3.

Theorem 8. The endemic equilibrium E1 of system (2) is locally asymptotically stable if any of the
following conditions holds with (18) and (19):

1. ∇(P) > 0, a1 > 0, a3 > 0 and a1a2 > a3

2. ∇(P) < 0, a1 ≥ 0, a2 ≥ 0, a3 > 0 and ε < 2
3

3. ∇(P) < 0, a1 > 0, a2 > 0, a1a2 = a3 and ε ∈ (0, 1).

Here, ∇(P) = 18a1a2a3 + (a1a2)
2 − 4a2

1a3 − 4a2
2 − 27a2

3.

3.6. Global Asymptotic Stability

We need following useful lemmas about Lyapunov direct method related with global
stability of the equilibrium points in fractional order models.

Lemma 4 ([32]). Suppose u(t) ∈ R+ be a continuous and differentiable function. Then, for

any moment of time t > 0, C
0 Dε

t

[
u(t)− u∗ − u∗ ln

u(t)
u∗

]
≤
(

1− u∗

u(t)

)
C
0 Dε

t u(t), u∗ ∈ R+,

∀ε ∈ (0, 1).

Lemma 5. (Uniform Asymptotic Stability Theorem) [39]:
Consider the non-autonomous system

C
0 Dε

t x(t) = f (t, x), x ∈ Ω ⊆ Rn (20)
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Let x∗ be an equilibrium point of the system (x∗ ∈ Ω ⊆ Rn) and Φ(t, x(t)) : [0, ∞)×Ω→
R be a continuously differentiable function such that

C
0 Dε

t Φ(t, x(t)) ≤ −Θ3(x),

Θ1(x) ≤ Φ(t, x(t)) ≤ Θ2(x), ∀ε ∈ (0, 1), ∀x(t) ∈ Ω

where Θi, i = 1, 2, 3, are continuous positive definite functions on Ω. Then, the equilibrium point
x∗ of system (20) is globally asymptotically stable.

Theorem 9. If 1 >
[kγξ + γφ(ξ + δ)]Λβ2

δ2(k + φ + δ)(ξ + δ + γ)(ξ + δ)
, then the disease-free equilibrium E0 of

system (3) is globally asymptotically stable when

R0 ≤ 1− [kγξ + γφ(ξ + δ)]Λβ2

δ2(k + φ + δ)(ξ + δ + γ)(ξ + δ)
.

Proof. We have considered a positive definite function:

L =
1
M

P1 +
β2(γ + δ)

δ(ξ + δ + γ)
P2 +

β2γ

δ(ξ + δ + γ)
R, where M =

Λ
δ

.

Clearly, L ≥ 0 and L = 0 only when P1 = 0, P2 = 0 and R = 0.
Taking the ε order Caputo derivative C

0 Dε
t of L along the solution of system (3), we

have (for large time t)

C
0 Dε

t L =
1
M

C
0 Dε

t P1 +
β2(γ + δ)

δ(ξ + δ + γ)
C
0 Dε

t P2 +
β2γ

δ(ξ + δ + γ)
C
0 Dε

t R

=
1
M

[β1SP1 + β2SP2 − kP1 − (δ + φ)P1] +
β2(γ + δ)

δ(ξ + δ + γ)
[kP1 + γR− ξP2 − δP2]

+
β2γ

δ(ξ + δ + γ)
[φP1 + ξP2 − γR− δR]

≤ 1
M

β1MP1 −
1
M

(k + δ + φ)P1 +
β2(γ + δ)

δ(ξ + δ + γ)
kP1 +

β2γφ

δ(ξ + δ + γ)
P1

=

[
δR0

Λ
(k + δ + φ)− β2k

ξ + δ
+

β2k(γ + δ) + β2γφ

δ(δ + ξ + γ)
− (k + δ + φ)

M

]
P1

=
δ(k + δ + φ)

Λ
[R0 − L0]P1,

where

L0 = 1 +
Λβ2k

δ(ξ + δ)(k + φ + δ)
− Λ

δ2
β2k(γ + δ) + β2γφ

(k + φ + δ)(ξ + δ + γ)

= 1− [kγξ + γφ(ξ + δ)]Λβ2

δ2(k + φ + δ)(ξ + δ + γ)(ξ + δ)
≤ 1

Therefore, C
0 Dε

t L ≤ 0 if R0 ≤ L0. Therefore, using Lemma 5:

lim
t→∞

P1(t) = lim
t→∞

P2(t) = lim
t→∞

R(t) = 0.

Thus, in the limit S(t) is given by the solutions of C
0 Dε

t S(t) = Λ− δS. As S(0) > 0, the
theorem follows.
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Theorem 10. If R0 > 1, then the endemic equilibrium E1(S∗, P∗1 , P∗2 , R∗) of system (3) is globally
asymptotically stable.

Proof. Consider a positive definite function:

V =

(
S− S∗ − S∗ ln

S
S∗

)
+

(
P1 − P∗1 − P∗1 ln

P1

P∗1

)

+
β2(γ + δ)

δ(ξ + δ + γ)

(
P2 − P∗2 − P∗2 ln

P2

P∗2

)
+

β2γ

δ(ξ + δ + γ)

(
R− R∗ − R∗ ln

R
R∗

) (21)

It is observed that V ≥ 0 and V = 0 only at E1. Taking the ε order Caputo derivative
C
0 Dε

t of V and using Lemma 4, we have

C
0 Dε

t (V) ≤
(

1− S∗

S

)
C
0 Dε

t S +

(
1− P∗1

P1

)
C
0 Dε

t P1

+
β2(γ + δ)

δ(ξ + δ + γ)

(
1− P∗2

P2

)
C
0 Dε

t P2 +
β2γ

δ(ξ + δ + γ)

(
1− R∗

R

)
C
0 Dε

t R

(22)

From the steady-state of equilibrium point (4), we have

Λ = δS∗ + β1S∗P1
∗ + β2S∗P2

∗

β1S∗P1
∗ + β2S∗P2

∗

P1
∗ = (k + δ + φ)

kP1
∗ + γR∗

P2
∗ = (ξ + δ)

φP1
∗ + ξP2

∗

R∗
= (γ + δ)

(23)

Let a =
S
S∗

, b =
P1

P∗1
, c =

P2

P∗2
, d =

R
R∗

.

From (22) and (23), we have
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C
0 Dε

t (V) ≤ (S− S∗)
S

[
− δ(S− S∗)− β1(P1S− P∗1 S∗)− β2(P2S− P∗2 S∗)

]

(
1− P∗1

P1

)[
β1SP1 + β2SP2 − (β1S∗ + β2S∗P∗2 )

P1

P∗1

]

+
β2(γ + δ)

δ(δ + ξ + γ)

(
1− P∗2

P2

)[
kP1 + γR− P2

kP1
∗ + γR∗

P2
∗

]

+
β2γ

δ(δ + ξ + γ)

(
1− R∗

R

)[
φP1 + ξP2 −

φP1
∗ + ξP2

∗

R∗

]

= − δ

S
(S− S∗)2 + β1P∗1 S∗

[
(1− ab)

(
1− 1

a

)
+

(
1− 1

b

)
ab− b

(
1− 1

b

)]

+β2P∗2 S∗
[
(1− ac)

(
1− 1

a

)
+

(
1− 1

b

)
ac− b

(
1− 1

b

)]

β2(γ + δ)

δ(ξ + δ + γ)
kP∗1

(
1− 1

c

)
(b− c) +

β2(γ + δ)

δ(ξ + δ + γ)
γR∗

(
1− 1

c

)
(d− c)

+
β2γ

δ(ξ + δ + γ)
φP∗1

(
1− 1

d

)
(b− d) +

β2γ

δ(ξ + δ + γ)
ξP∗2

(
1− 1

d

)
(c− d)

= − δ

S
(S− S∗)2 + β1P∗1 S∗

(
2− 1

a
− a

)

+

[
β2

(kγ + kδ + φγ)

δ(γ + δ + ξ)
P∗1

](
2− 1

a
+ c− ac

b
− b

)

Using P∗2 =
(kγ + kδ + φγ)

δ(γ + δ + ξ)
P∗1

+
β2(γ + δ)

δ(ξ + δ + γ)
kP∗1

(
b− c− b

c
+ 1

)
+

β2γ

δ(ξ + δ + γ)
(φP∗1 + ξP∗2 )

(
d− c− d

c
+ 1

)

Using R∗(δ + γ) = (φP∗1 + ξP∗2 )

+
β2γ

δ(ξ + δ + γ)
φP∗1

(
b− d− b

d
+ 1

)
+

β2γ

δ(ξ + δ + γ)
ξP∗2

(
c− d− c

d
+ 1

)
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= − δ

S
(S− S∗)2 + β1P∗1 S∗

(
2− 1

a
− a

)

+
β2(γ + δ)

δ(ξ + δ + γ)
kP∗1

(
3− 1

a
− ac

b
− b

c

)

+
β2φγ

δ(ξ + δ + γ)
P∗1

(
4− 1

a
− ac

b
− d

c
− b

d

)

(24)

Using the inequality A.M. ≥ G.M., we have 2 − 1
a
− a ≤ 0; 3 − 1

a
− ac

b
− b

c
≤

0; 4 − 1
a
− ac

b
− d

c
− b

d
≤ 0. From relation (24) it is clear that C

0 Dε
t (V) ≤ 0 and thus

C
0 Dε

t (V) is negative definite with respect to E1. Thus E1 is globally asymptotically stable by
Lemma 5.

4. Fractional Optimal Control Problem

The applications of Fractional-ordered optimal control problem (FOCP) have grown
in recent decades. Agrawal has introduced the general form of FOCPs in the Riemann–
Liouville sense and suggests a numerical method to solve FOCP using Lagrange multiplier
technique [24]. In traditional integer-order optimal control problems, the calculus of varia-
tions is the common method. Pontryagin’s principle is one of the most useful approaches to
solve optimal control problem. There are several works where these methods are employed
in Fractional ordered optimal control problems [25,40].

Let x be the pseudo-state vector, u = [u1, u2, ..., um] ∈ U ⊆ Rm is the input vector, and
U is the set of admissible control of the dynamical system C

0 Dε
t x = f (x, u, t), x(0) = x0. The

system’s pseudo-state is supposed to reach final condition x f in the unknown final time
Tf < ∞. The control u ∈ U must be chosen for all t ∈ [0, Tf ] to minimize the objective
functional J which is defined by the application and can be abstracted as

J = Θ(x(Tf )) +
∫ Tf

0
F(x(t), u(t))dt

The constraints on the system dynamics can be adjoined to the Lagrangian F by
introducing time-varying Lagrange multiplier vector λ, whose elements are called the
co-states of the system. This motivates the construction of the Hamiltonian H defined for
all t ∈ [0, Tf ].

H(x(t), u(t), λ(t)) = λT(t) f (x(t), u(t)) + F(x(t), u(t)).

where λT stands for transpose of λ. Pontryagin’s minimum principle states that the optimal
state trajectory x∗, optimal control u∗, and corresponding Lagrange multiplier vector λ∗

must minimize the Hamiltonian H so that [41]

1. H(x∗(t), u∗(t), λ∗(t)) ≤ H(x∗(t), u(t), λ∗(t))

2.
∂Θ(x)

∂Tf
|x=x(Tf )

+ H(Tf ) = 0

3. RL
t Dε

Tf
λT =

∂H
∂x
|x=x∗

4.
∂H
∂u
|u=u∗ = 0 and

∂2H((x∗(t), u∗(t), λ∗(t)))
∂u2 ≤ 0

where
RL
t Dε

T f (t) =
−1

Γ(1− ε)

d
dτ

∫ T

t
(τ − t)−ε f (τ)dτ, ∀t ∈ [0, T]
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is the Right Riemann–Liouville derivative of order ε. The notation “RL” stands for Right
Riemann–Liouville derivative. These four conditions are the necessary conditions, but not
sufficient for optimal control.

Our point is to limit the number of synthetic drug addicts by considering the impact of
“awareness program, mental directing and other preventive measures” as a control strategy.
We have thought about system (3) with this control system. Empowering the mindfulness
mission and advising program in a successive premise can impact conduct change among
mental addicts. Mindfulness crusades keep the populace from ingesting medications as
well as make them mindful about the repercussions of engrossing manufactured medica-
tions. Considering this, a treatment rate work cηP1 has been introduced in system (3) to get
system (26). Here, c speaks to the therapy rate (through directing) alongside the effect of
awareness missions and η is the power of treatment. There are various costs included like
analysis, drugs, and different costs when advising is given. In this way, η can be utilized as
a potential instrument to create a constructive outcomes on mental addicts with 0 ≤ η ≤ 1.
Here, 0 portrays no improvement throughout the directing time frame, while 1 is speaking
to full improvement. Consequently, the control force η completely depends on the exertion
of the mental addicts to prevent themselves from consuming synthetic drugs.

In the following, we have focus on determining the optimal treatment via counseling
with minimum cost by implementing the control. From the previous discussions, we have
deduced that the acceptable set for the control variable η(t) is

Θ = {η(t)|η(t) ∈ [0, 1], t ∈ [0, Tf ]}.
where Tf represents the final time up to which the control policy can be implemented. It is
assumed that the control functions η(t) is measurable.

Our main objective is to minimize the given objective function J, which represents
cost involved in counseling and awareness programs in time interval [0, Tf ], by finding
optimal control η∗ as follows:

J(η∗) = J(min{η(t) ∈ Θ}). (25)

Here,

J(η) =
∫ Tf

0

[
ω1P1(t) +

ω2

2
η2(t)

]
dt,

(where ω1 6= 0, ω2 6= 0 are the cost of treatment of psychological class and cost of imple-
mentation of control strategy, respectively )

subject to

C
0 Dε

t S(t) = Λ− δS− β1SP1 − β2SP2, S(0) > 0,

C
0 Dε

t P1(t) = β1SP1 + β2SP2 − (k + δ + φ)P1 − cηP1, P1(0) > 0,

C
0 Dε

t P2(t) = kP1 + γR− ξP2 − δP2, P2(0) > 0,

C
0 Dε

t R(t) = φP1 + ξP2 − γR− δR + cηP1, R(0) > 0,

(26)

The existence of optimal control η∗ can be established in the next theorem.

Theorem 11. Let the control function η ∈ Θ be measurable on [0, Tf ] with value of each of η(t)
lies in [0,1]. Then, there exist adjoint variables λ1, λ2, λ3, λ4 and optimal control η∗ minimizing
the objective function J(η) of (26) satisfying
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RL
t Dε

Tf
λ1(t) = λ1(δ + β1P1 + β2P2)− λ2(β1P1 + β2P2)

RL
t Dε

Tf
λ2(t) = λ1β1S− λ2[β1S− (k + δ + φ + cη)]− λ3k− λ4(φ + cη)−ω1

RL
t Dε

Tf
λ3(t) = λ1β2S− λ2β2S + λ3(ξ + δ)− λ4ξ

RL
t Dε

Tf
λ4(t) = −λ3γ + λ4(γ + δ)

with transversality conditions λi(Tf ) = 0 (i = 1, 2, 3, 4) and

η∗ = max{min{η̄, 1}, 0}

η̄ =
cP1(t)(λ2(t)− λ4(t))

ω2

(27)

where S∗, P∗1 , P∗2 , R∗ are the corresponding optimal state solutions of (26) associated with control
variable η.

Proof. We have constructed the Hamiltonian as

H = ω1P1(t) +
ω2

2
η2(t)

+λ1{Λ− δS− β1SP1 − β2SP2}

+λ2{β1SP1 + β2SP2 − (k + δ + φ)P1 − cηP1}

+λ3{kP1 + γR− ξP2 − δP2}+ λ4{φP1 + ξP2 − γR− δR + cηP1}

(28)

with (λ1, λ2, λ3, λ4) being the associated adjoint variables with λi(Tf ) = 0 (i = 1, 2, 3, 4),
which satisfy the following canonical equations:

RL
t Dε

Tf
λ1(t) = −

∂H
∂S

= λ1(δ + β1P1 + β2P2)− λ2(β1P1 + β2P2)

RL
t Dε

Tf
λ2(t) = −

∂H
∂P1

= λ1β1S− λ2[β1S− (k + δ + φ + cη)]− λ3k− λ4(φ + cη)−ω1

RL
t Dε

Tf
λ3(t) = −

∂H
∂P2

= λ1β2S− λ2β2S + λ3(ξ + δ)− λ4ξ

RL
t Dε

Tf
λ4(t) = −

∂H
∂R

= −λ3γ + λ4(γ + δ)

(29)

Therefore, the problem of finding η∗ that minimizes J subject to (26) is converted to
minimizing the Hamiltonian with respect to the control. Then, by Pontryagin principle, we
have achieved the optimal condition:

∂H
∂η

= ω2η − λ2cP1 + λ4cP1 = 0
(30)

which can be solved in terms of the state and adjoint variables to give

η̄ =
cP1(t)(λ2(t)− λ4(t))

ω2
(31)
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For the optimal control η∗, which requires considering the constrains on the control

and the sign of
∂H
∂η

, we have

η∗ =





0, if
∂H
∂η

< 0

η̄, if
∂H
∂η

= 0

1, if
∂H
∂η

> 0

(32)

and

η∗ = max{min{η̄, 1}, 0}, where η̄ =
cP1(t)(λ2(t)− λ4(t))

ω2
. (33)

The optimal state can be found by substituting η∗ into the system (26).

5. Numerical Simulations

Analytical study is incomplete without numerical verification of the results. In this
section, we have presented numerical simulation of system (3) and fractional order control
problem (27). We have used FDE12 MatLab function which is designed on predictor–
corrector scheme based on Adams–Bashforth–Moulton algorithm introduced by Roberto
Garrappa [42]. Diethelm [16,43] used the predictor–corrector scheme based on Adams–
Bashforth–Moulton algorithm which is used in FDE12. We have used FDE12 function
directly for system (3) just like ODE45, ODE23.

We have also used iterative scheme (Euler’s forward and backward) in MatLab inter-
face to develop fractional order optimal control problem. The process is briefly described
below. The optimality system constitutes a two-point boundary value problem including a
set of fractional-order differential equations. The state system (26) is an initial value and
the adjoint system (29) is a boundary value problem. The state system is solved by forward
iteration method and the costate system is solved by backward iteration method by the
following algorithm through Matlab.

State system (26) is solved using the iterative scheme below:

S(i) = [Λ− δS(i− 1)− β1S(i− 1)P1(i− 1)− β2S(i− 1)P2(i− 1)]hε

−∑i
j=1 c(j)S(i− j)

P1(i) = [β1S(i− 1)P1(i− 1) + β2S(i− 1)P2(i− 1)− (k + δ + φ)P1(i− 1)

−cηP1(i− 1)]hε −∑i
j=1 c(j)P1(i− j)

P2(i) = [kP1(i− 1) + γR(i− 1)− ξP2(i− 1)− δP2(i− 1)]hε −∑i
j=1 c(j)P2(i− j)

R(i) = [φP1(i− 1) + ξP2(i− 1)− γR(i− 1)− δR(i− 1) + cηP1(i− 1)]hε

−∑i
j=1 c(j)R(i− j)

where c(0) = 1 and c(j) = (1− 1+ε
j )c(j− 1), j ≥ 1 and hε is the time step length. Here, S(i)

is the value of S(t) at ith iteration. The last term of each of the above system of equations
stands for memory. The adjoint system (29) is solved by backward iteration method with
terminal conditions λi(Tf ) = 0, i = 1, 2, 3, 4 using the following iterative scheme:
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λ1(i) = [λ1(i− 1)(δ + β1P1(i) + β2P2(i))− λ2(i− 1)(β1P1(i) + β2P2(i))]hε

−∑i
j=1 c(j)λ1(i− j)

λ2(i) = [λ1(i)β1S(i)− λ2(i− 1){β1S(i)− (k + δ + φ + cη)} − λ3(i− 1)k

−λ4(i− 1)(φ + cη)−ω1]hε −∑i
j=1 c(j)λ2(i− j)

λ3(i) = [λ1(i)β2S(i)− λ2(i)β2S(i) + λ3(i− 1)(ξ + δ)− λ4(i− 1)ξ]hε

−∑i
j=1 c(j)λ3(i− j)

λ4(i) = [−λ3(i)γ + λ4(i− 1)(γ + δ)]hε −∑i
j=1 c(j)λ4(i− j)

The optimal control is updated by the scheme below.

η∗ = max{min{η̄, 1}, 0}, where η̄ =
cP1(i)(λ2(i− 1)− λ4(i− 1))

ω2
.

We have developed MatLab code using the above algorithm and chosen h = 0.02
throughout the numerical simulation. In fitting the test data of memory phenomena from
different fields, it has been found that the fractional order can be physically explained as an
index of memory. The higher the value of order ε, the slower the forgetting is and most of
the epidemic transmission dynamics depend on memory (previous stages) [15]. The value
of order of fractional derivative (ε) needs to be close to 1. Theoretically, we may study the
fractional order system for any value lies between 0 to 1, but it is better to choose the value
close to 1. There are some cases where we have found interesting results if we reduce the
order of derivative, but for very small values of ε (less than 0.5) the MatLab code become
erroneous. Therefore, we have to chose the order wisely and in our context we choose the
value 0.95 (it may be any value from 0.9 to 0.99) for numerical simulation. The value of the
order can be estimated by least-squares method of curve fitting with real data from field
survey or by graphical study [21].

In this section, we have portrayed some time series of system (3) and variation of R0
with respect to β1, β2, ξ, φ. Next, we have discussed about the effect of control intervention.
Figure 2 represents the situation when the drug free equilibrium E0 = (1, 0, 0, 0) is asymp-
totically stable corresponds to the Table 3. Next, let us consider the following three cases:

1. β1 > β2 (Table 4)
2. β1 = β2 (Table 5)
3. β1 < β2 (Table 6)

Figure 3 depicts the time series and phase portrait of system (3) (case 1) when the drug
addict equilibrium is E1 = (0.1254, 0.0519, 0.5429, 0.0783) and R0 = 1.6246. Figures 4 and 5
represent the cases 2 and 3 when corresponding equilibrium points are

(0.0567, 0.0572, 0.5984, 0.0864), (0.051, 0.0576, 0.6081, 0.0871)

respectively. Figure 6 represents the variation of time series of state variables when ε varies
and other parameters are fixed as in Table 5. Figures 7–10 depict the change in R0 with
respect to parameters β1, β2, φ, ξ, respectively. Figures 2 and 3 justify Theorems 7 and 8,
respectively. Figure 11 depicts the variation of time series with the control parameter η.

Now, let us consider Table 7 for simulating optimal control problem (26). We have used
Forward-backward iterative scheme to solve this optimal control problem [44]. For η = 0,
the drug-free equilibrium point is E0 = (0.83, 0, 0, 0) and R0 = 0.508. We have considered
final time Tf = 20 days and t = 1 day. Note that there are more addicted population in
physiological state than in psychological state. Now, we shall discuss about the effect of
control intervention. The positive weights have been considered as ω1 = 1.6, ω2 = 10.
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Figure 11 shows the variation of time series of state variables when the control parameter η
changes. Figure 12 represents the time series of state variables of optimal control problem
(26). Figure 13 represents time series of optimal control variable (η∗) and optimal cost
function (J∗). Figure 14 depicts the case when no control is applied. There is a significant
number of psychological and physiologically addicted population present in the scenario
(η = 0) which will create economic burden in terms of loss of productivity, morbidity,
and mortality and in obtaining protective measures (Figure 14). It has been found from
Figures 13 and 14 that if the control strategy is applied, then the number of psychologically
addicts and number of addicts in treatment class decrease but the number of physiological
addicts increases. The values of S, P1, P2, R in the without control stage after 20 days are
0.5823, 0.003934,0.01343, and 0.023, respectively, but after applying control those values
change to 0.5823, 0.003917, 0.01345, and 0.02297. Though the change is smaller in fraction,
it is effective in large populated countries like India and China. In Figure 13, it has been
observed that the value of optimal control is increasing between 0 to 8 days and then
decreases. A certain time is required to persuade a psychologically addicted person that
ingesting drugs in a frequent manner is harmful and can even cause physical damages.
However, once a person starts understanding these deadly affects, it becomes easy for them
to take medicines and to do the other needful to make them free of this addiction. We have
performed the cost design analysis for optimal control policy mentioned in Figure 13.
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Figure 2. Time series of system (3) corresponds to Table 2 when E0 = (1, 0, 0, 0) and R0 = 0.3151.
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Table 4. Parametric values used in system (3) when β1 > β2 , E1 = (0.1254, 0.0519, 0.5429, 0.0783) and R0 = 1.6246.

Parameters Λ β1 β2 δ k φ ξ γ ε

Values 0.02 0.5 0.2 0.025 0.1 0.2 0.1 0.8 0.95

Reference [35] [35] [35] [36] [36] [36] [36] [35] Assumed
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Figure 3. Time series of system (3) corresponds to Table 3 when E1 = (0.1254, 0.0519, 0.5429, 0.0783)
and R0 = 1.6246.

Table 5. Parametric values used in system (3) when β1 = β2, E1 = (0.0567, 0.0572, 0.5984, 0.0864) and R0 = 2.2154.

Parameters Λ β1 β2 δ k φ ξ γ ε

Values 0.02 0.5 0.5 0.025 0.1 0.2 0.1 0.8 0.95

Reference [35] [35] [35] [36] [36] [36] [36] [35] Assumed
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Figure 4. Time series of system (3) corresponds to Table 4 when E1 = (0.0567, 0.0572, 0.5984, 0.0864)
and R0 = 2.2154.
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Figure 5. Time series of system (3) corresponds to Table 5 when E1 = (0.051, 0.0576, 0.6081, 0.0871)
and R0 = 1.4277.
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Figure 6. Variation of time series of system (3) with ε corresponds to Table 4 when R0 = 2.2154.

Table 6. Parametric values used in system (3) when β1 < β2, E1 = (0.051, 0.0576, 0.6081, 0.0871) and R0 = 1.4277.

Parameters Λ β1 β2 δ k φ ξ γ ε

Values 0.02 0.1 0.6 0.025 0.1 0.2 0.1 0.8 0.95

Reference [35] [35] [35] [36] [36] [36] [36] [35] Assumed
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Figure 7. Variation of R0 of system (3) with respect to β1 while values of other parameters are taken
from Table 3.
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Figure 8. Variation of R0 of system (3) with respect to β2 while values of other parameters are taken
from Table 3.
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Figure 9. Variation of R0 of system (3) with respect to φ while values of other parameters are taken
from Table 3.
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Figure 10. Variation of R0 of system (3) with respect to ξ while values of other parameters are taken
from Table 3.
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Table 7. Parametric values used in system (26).

Parameters Value

Λ 0.1 person day−1 Estimated
β1 0.2 person−1 day−1 [9]
β2 0.03 person−1 day−1 [9]
δ 0.12 person day−1 Estimated
k 0.1 day−1 [36]
φ 0.2 day−1 [36]
ξ 0.1 day−1 [35]
γ 0.1 day−1 Estimated
c 0.15 day−1 Estimated
ε 0.8–0.99 Assumed
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Figure 11. Variation of time series of system (26) with different control η corresponds to Table 4.
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Figure 12. Time series of state variables of system (26) for Table 6 when ε = 0.95 , ω1 = 1.6, ω2 = 10.
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Figure 13. Time series of optimal control η∗ and optimal cost J∗ of system (26) for Table 6 when
ε = 0.95 , ω1 = 1.6, ω2 = 10.

234



Mathematics 2021, 9, 703

0 5 10 15 20

t

0

0.02

0.04

0.06

0.08

0.1

R

(20,0.023)

0 10 20

t

0

0.2

0.4

0.6

0.8

1

S

0 10 20

t

0

0.02

0.04

0.06

0.08

0.1

P
1

0 10 20

t

0

0.02

0.04

0.06

0.08

0.1

P
2

(20,0.5823)

(20,0.003934) (20,0.01343)

Figure 14. Time series of state variables of system (26) for Table 6 when ε = 0.95 and η = 0.

6. Conclusions

Fractional calculus plays an important role in dynamical processes. It gives us an
extra parameter ε by which we can simulate our model properly. Here, we have studied
on the fractional-order synthetic drugs transmission model with psychological addicts
incorporating memory effects. We have observed that the dynamics of system (3) depends
on the strength of memory effects, controlled by the order of fractional derivative ε [13].

In our work, we have framed a model in Caputo-fractional differentiation formalism
where people are addicted to drugs both psychologically and physiologically. By next-
generation matrix method, we have found the basic reproduction number R0, and this R0
gives (or, is consistent with) the local and global stability conditions of the drug-free and
drug addiction equilibria. It has been observed from numerical examples that if R0 < 1, the
system has only drug-free equilibrium and this equilibrium is stable (Figure 2). If R0 > 1,
the drug addiction equilibrium persists and locally stable (Figures 3–5). By analyzing
sensitivity of parameters β1, β2, ξ, φ, we have reached the conclusion that controlling the
transmission of the synthetic drugs is better than providing treatment to the addicts. There-
fore, we have designed a control strategy to prevent drug transmission. From Figure 6, it
has also been found that by lowering the value of fractional order, susceptible and psycho-
logical addicted populations decrease but the physiological population and population in
treatment class increase.

In the next section of this work, we have discussed an optimal control problem
related to the drug abuse epidemic model where we have tried to minimize the drug-
addicted population along with the cost of treatment. We have reformulated our model by
considering the effect of “counseling and awareness campaigns” as control variable and
calculated the total cost. Analytically, we have used Pontryagin’s Principle for fractional
calculus to determine the value optimal control parameter [45]. The analytical results
and numerical simulations are quite relevant, and by the numerical computations we can
deduce certain observations that have been discussed earlier.
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Nowadays, an enormous number of the populace, particularly the young population,
is presented to the universe of medications because of different reasons. For guiding
purposes, we hope to hone in on those populaces. As by taking a gander at them as
a helpless populace, it is easier to evaluate how to best acquaint normal guiding with
the mental addicts in the general public through the model. Instructive foundations and
families should remind adolescents about the significance of well-being training just as
the Government needs to assume some responsibility to build mindfulness among the
individuals. In goodness of missions and social projects, individuals may understand the
human impacts of manufactured medications and decrease interest, which could prompt a
lower contact rate. The proposed model shows the effect of guiding mental addicts through
mathematical re-enactments. Besides, the result of an ideal reaction because of directing
can limit the cost to, and quantity of, dependent people. The approach can limit the general
monetary burden. In this circumstance, we ask a legitimate control strategy which will be
powerful in the feeling of the study of disease transmission and financial matters.
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