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Quantum technology can break through the bottleneck of traditional information technology by ensuring information security, speeding up computation, improving measurement accuracy, and providing revolutionary solutions to some issues of economic and social development. The theory of quantum information and computation provides guarantee on the development of quantum technology. This Special Issue is intended to investigate some basic features and applications of quantum information, including but not limited to complementarity, quantum algorithms, quantum coherence, quantum correlations, quantum measurement, quantum metrology, quantum uncertainties, and quantum information processing.

The works in this Special Issue can be divided into two categories: basic theory of quantum information, and quantum information processing and algorithm designs. We start with the former.

A quantum channel usually changes the quantum features of the system, such as causing decoherence of quantum states and destroying quantum correlations. Characterizing quantum channels from the information perspective has yielded fruitful results. In [1], Song and Li propose a framework to qualitatively and quantitatively characterize quantum channels from the perspective of the amount of quantumness in ensembles that a quantum channel can induce. They investigate the dynamics of quantumness in ensembles and propose quantumness power and dequantumness power to characterize quantum channels. If a channel reduces the quantumness for all the ensembles at all times, it is a completely dequantumness channel. The relationship with Markovian channels is also studied through several examples. The work illustrates new properties of quantum channels from the perspective of the information flow in terms of quantumness brought by the interaction between the system and environment. The results can be directly generalized to arbitrary dimensions and other measures of quantumness.

Quantum verification has been highlighted as a significant challenge on the road to scalable technology. In addition to the tomography of a quantum state, self-testing is a device-independent approach to verifying that the previously unknown quantum system state and uncharacterized measurement operators are, to some degree, close to the target state and measurements (up to local isometries) based only on the observed statistics, without assuming the dimension of the quantum system. Previous studies focused on bipartite states and some multipartite states, including all symmetric states, but only in the case of three qubits. Bao et al. [2] give a criterion for the self-testing of a four-qubit symmetric state with a special structure and provide a robustness analysis based on vector norm inequalities. Bao et al. also generalize the idea to a family of parameterized four-qubit symmetric states through projections onto two subsystems.

The Belavkin-Staszewski (BS) relative entropy is an enticing and crucial entropy used to process quantum information tasks, which can be used to describe the effects of possible noncommutativity of the quantum states (the quantum relative entropy does not work well for this case). Katariya and Wilde employed the BS relative entropy to study quantum channel estimation and discrimination. Bluhm and Capel contributed a strengthened
data processing inequality for BS relative entropy. This property was first established by Hiai and Petz. Bluhm et al. presented some results on weak quasi-factorization for BS relative entropy. Fang and Fawzi studied quantum channel capacities with respect to the geometric Rényi relative entropy. In [3], Zhai et al. define two new conditional entropy terms and four new mutual information terms by replacing quantum relative entropy with BS relative entropy. Some basic properties of the newly introduced entropies are investigated, especially in classical-quantum settings. In particular, the authors of [3] show the weak concavity of the BS conditional entropy and obtain the chain rule for the BS mutual information. Finally, the subadditivity of the BS relative entropy is established; i.e., the BS relative entropy of a joint system is less than the sum of its corresponding subsystems with the help of some multiplicative and additive factors. Meanwhile, a certain subadditivity of the geometric Rényi relative entropy is also provided.

One of the fundamental phenomena in quantum physics is the impossibility of simultaneous realization of two quantum operations. The Heisenberg uncertainty principle and the no-cloning theorem are two famous incarnations for such phenomena. Generally, two (or more) quantum operations, such as measurements, channels, or instruments, are called compatible if they can be seen as the marginals of a common operation. Otherwise, they are called incompatible. The concept of incompatibility of quantum channels has been proposed in terms of the input-output devices. In [4], Zhang and Nechita present a new incompatibility criterion for quantum channels based on the notion of (quantum) Fisher information. The power of this incompatibility criterion is further discussed in different scenarios. The authors of [4] present the analytical conditions for the incompatibility of two Schur channels. They also investigate the incompatibility structure of a tuple of depolarizing channels by comparing the newly introduced criterion with the known results from asymmetric quantum cloning.

As an important resource in many quantum information tasks, quantum coherence is a feature of quantum systems rooted in the superposition principle. Since the coherence of quantum states depends on the choice of the reference basis, it is natural to study the relationship among the coherence with respect to different bases. Wang et al. [5] study quantum incoherence based simultaneously on k bases. They firstly define a correlation function $m(e, f)$ of two orthonormal bases e and $f$, by which the relationships between sets $I(e)$ and $I(f)$ of incoherent states are investigated. They show that $I(e)=I(f)$ if and only if the rank-one projective measurements generated by e and f are identical. They also provide a necessary and sufficient condition for the intersection $I(e) \cap I(f)$ to include a state except the maximally mixed state. In particular, if two bases e and fare mutually unbiased, then the intersection has only the maximally mixed state. The authors then introduce the concepts of strong incoherence and weak coherence of a quantum state with respect to a set B of $k$ bases and propose a measure for the weak coherence. They prove that in two-qubit systems there exists a maximally coherent state with respect to $B$ for $k=2$ but not for $k=3$.

Entanglement is a quintessential manifestation of quantum mechanics and is often considered to be a useful resource for tasks such as quantum teleportation or quantum cryptography. Genuine multipartite entanglement is an important type of entanglement that offers significant advantages in quantum tasks compared to bipartite entanglement. The distribution of entanglement is believed to be monogamous, i.e., a quantum system entangled with another system limits its entanglement with the remaining others. There are two methods used in this research. The first one is to analyze monogamy relations based on bipartite entanglement measure, and the second one is based on multipartite entanglement measure. In [6], Guo explores the complete monogamy of a genuine multipartite entanglement measure (GMEM). Guo firstly studies the framework for unified/complete GMEM according to the unified/complete multipartite entanglement measure. He finds a way of inducing unified/complete GMEM from any given unified/complete multipartite entanglement measure. It is shown that any unified GMEM is completely monogamous, and any complete GMEM that is induced by the given complete multipartite entanglement measure is completely monogamous. In addition, the previous GMEMs are checked under
this framework. It turns out that the genuinely multipartite concurrence is not a good candidate for GMEM.

Entanglement detection is a basic problem in quantum theory. A powerful tool is the so-called positive partial transpose (PPT) criterion, proposed by Peres. PPT condition is not only necessary but also sufficient for the separability of qubit-qubit, qubit-qutrit, or qutrit-qubit systems. Rana shows that all eigenvalues of any partially transposed bipartite state fall within the closed interval $[-1 / 2,1]$. In [7], Duan et al. study a family of bipartite quantum states for which the minimal eigenvalues of the partially transposed states are $-1 / 2$. For a two-qubit system, the authors of [7] find that the minimal eigenvalue of its partially transposed state is $-1 / 2$ if and only if the two-qubit state is maximally entangled. They also show that this result does not hold in general for two-qubit systems when the dimensions of the underlying space are larger than two.

The second category of the works in this Special Issue focuses on quantum information processing and algorithm designs.

Since the multi-locality in quantum networks features several independent sources under joint measurements, one can obtain stronger correlations throughout the whole network. Such networks were first observed in a bi-local network. Since then the nonlocality of various quantum networks has been explored, including chain-shaped networks, starshaped networks, triangle networks, and tree-tensor networks. In [8], Yang et al. consider the nonlocality of any forked tree-shaped networks, where each node shares an arbitrary number of bipartite sources with other nodes in the next "layer". Yang et al. derive Bell-type inequalities for such quantum networks in terms of all ( $t_{n}-1$ )-local correlations and all local correlations, where $t_{n}$ denotes the total number of nodes in the network. The authors of [8] also derive the maximal quantum violations of these inequalities and the robustness to noise in these networks.

In recent years, quantum computing has been extensively studied from theory to practice. Noisy intermediate-scale quantum (NISQ) computers may not have the capability to deal with large-scale quantum information processing. Delegating computations to the companies that offer quantum computing may be a better choice to access quantum computers. In [9], Ma et al. propose a distributed secure delegated quantum computation protocol, which allows clients to delegate their private computation to several quantum servers. Ma et al. show that their protocol can guarantee unconditional security of the computation under the situation where all servers, including the third party, are honest but curious, and they are allowed to cooperate with each other.

As an important application of quantum theory, quantum key distribution (QKD), which allows two users to share a secure key privately, is one of the options to combat the lack of safety in communication caused by the increasingly developed quantum computation. Bennett and Brassard present the first QKD protocol. In [10], Fan et al. propose a design rule of rate-compatible low-density parity-compatible codes which covers all potential signal-to-noise ratio with a single check matrix. By such codes, high-efficiency continuous-variable quantum key distribution information reconciliation is achieved.

There exist various loopholes in practical systems through which eavesdroppers can attack the QKD process. Lo et al. present a measurement-device-independent quantum key distribution (MDI-QKD) protocol to prevent attacks on measurement devices and enhance the communication distance between two users. In [11], Hua et al. propose a flexible multi-user measurement-device-independent quantum key distribution (MDIQKD) scheme based on a GHZ entangled state. Hua's scheme can distribute quantum keys among multiple users while being resistant to detection attacks. Hua et al. then present simulation results which show that the secure distance between each user and the measurement device can reach more than 280 km , while reducing the complexity of the quantum network. Hua et al. also present a method to expand the scheme to a multi-node, multi-user network, which can further enhance the communication distance between the users at different nodes.

In quantum information processing, errors are inevitable. Quantum error-correcting codes (QECCs) are invented to ensure the implementation of quantum communication and quantum computing. Pang et al. [12] draw support from the Hamming distance and minimal distance of orthogonal arrays to study the relationship between uniform states and binary QECCs. They provide new methods to construct pure quantum error-correcting codes. By using these methods, several infinite series of quantum error-correcting codes including some optimal ones are constructed.

A large number of practical problems often boil down to solving a system of linear algebraic equations, such as elasticity in engineering and science, circuit analysis, geodesy, heat conduction, vibration, etc. Many effective numerical methods, such as spline interpolation, least-squares fitting, generalized Newton method for solving nonlinear equations, method for calculating the coefficients of Newton-Cotes quadrature formula, finite difference method, and finite element method for solving numerical solutions of partial differential equations, are also finally converted into problems of solving linear equations. Zhang et al in [13] provide a modified quantum scheme to obtain the quantum state corresponding to the solutions of linear system of equations with less machine running time than the existing quantum algorithms. The authors of [12] also investigate the problem of finding solutions to a linear system with a sparsity-independent and non-square coefficient matrix.

Quantum entanglement swapping is a highly significant technology in quantum entanglement repeaters, which are generally employed to realize long-distance quantum entanglements in many quantum information processing tasks. In [14], Xie et al. discuss the problem of quantum correlation (QC) swapping between two Werner-like states by performing Bell measurements on the middle node and taking into account the measurement-induced disturbance (MID) and ameliorated MID.

Conflicts of Interest: The authors declare no conflict of interest.
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#### Abstract

Focusing on the dynamics of quantumness in ensembles, we propose a framework to qualitatively and quantitatively characterize quantum channels from the perspective of the amount of quantumness in ensembles that a quantum channel can induce or reduce. Along this line, the quantumness power and dequantumness power are introduced. In particular, once a quantum dynamics described by time-varying quantum channels reduces the quantumness for any input ensembles all the time, we call it a completely dequantumness channel, whose relationship with Markovianity is analyzed through several examples.


Keywords: quantumness in ensembles; quantum channel; quantum Markovianity; non-commutativity

## 1. Introduction

As natural generalizations of transition matrices in stochastic analysis, quantum channels are completely positive and trace-preserving maps. A quantum channel usually changes the quantum features of the system, such as causing the decoherence of quantum states $[1,2]$ and destroying the quantum correlations [3-6]. Characterizing quantum channels from the information perspective has received fruitful results. The entangling power [7], decorrelating capability [8], cohering and decohering power [9-14], and quantumness-generating capability [15] of quantum channels have been studied.

In this work, we propose a framework to qualitatively and quantitatively characterize quantum channels by analyzing the dynamics of quantumness in ensembles. A quantum ensemble $\mathcal{E}=\left\{\left(p_{i}, \rho_{i}\right), i \in \mathcal{I}\right\}$ is represented by a family of quantum states together with a probability distribution specifying the probability of the occurrence of each state [16]. It arises naturally in quantum mechanics and statistical physics, and is a fundamental and practical object in quantum information, especially in quantum measurement and quantum communication [17-23]. As long as the involved quantum states are not commutative, the quantum ensemble possesses a certain intrinsic quantum feature, which is named as quantumness in quantum ensembles. It plays a central role in quantum cryptography and other various quantum information processing tasks. Various measures of quantumness have been proposed from different perspectives, such as that via commutator [24,25], that based on no cloning and no broadcasting [19], that defined from the perspective of accessible information [24], and that via relative entropy [26] and coherence [27,28].

In general, the quantumness in a quantum ensemble will change after performing a quantum channel. It is natural to investigate the maximal amount of quantumness that a quantum channel can introduce or reduce. In this work, by virtue of the quantumness measure based on commutators [24] that is easy to calculate, we study the characterization of quantum channels from the perspective of quantumness power and dequantumness power, which quantify the maximal amount of quantumness that a quantum channel can induce and reduce, respectively. Comparing with the result in Ref. [29] where the quantumness of the channel is defined as the minimum average quantum coherence of the
state space after the dynamics, quantumness power defined here is the maximal amount of the non-commutativity between the states that can be generated after the channel. The properties and calculation process of quantumness power and dequantumness power have been analyzed. We call a quantum dynamics described by a quantum channel a completely dequantumness channel if it reduces the quantumness in ensembles all the time. Through several significant examples, the relationship between the completely dequantumness channel and quantum Markovian channel is analyzed. It is worth mentioning that although we mainly focus on the qubit channels, without loss of generality, the result can be directly extended to qudit cases.

The paper is organized as follows. In Section 2, we briefly review the measure of quantumness adopted in this work. Quantumness power and dequantumness power of the quantum channel with their modified versions are introduced in Section 3. We give the definition of the completely dequantumness channel and investigate its relationship with quantum Markovianity through several significant examples in Section 4. We conclude with a summary in Section 5 .

## 2. Measure of Quantumness

Based on the direct connection between the quantumness of an ensemble and the noncommutativity among its constituent states, the quantumness of the quantum ensemble $\mathcal{E}=\left\{\left(p_{i}, \rho_{i}\right), i \in \mathcal{I}\right\}$ can be naturally quantified via the commutator as [24]

$$
\begin{equation*}
Q(\mathcal{E})=-\sum_{i, j} p_{i} p_{j} \operatorname{tr}\left[\rho_{i}, \rho_{j}\right]^{2} \tag{1}
\end{equation*}
$$

where $\left[\rho_{i}, \rho_{j}\right]=\rho_{i} \rho_{j}-\rho_{j} \rho_{i}$ stands for the commutator, which is anti-Hermitian. This measure is easy to calculate. We remark that in Refs. [30,31] the authors also used the Hilbert-Schmidt norm of the commutators between two density operators to quantity the non-commutativity between these two density operators.

For the two-qubit case, by virtue of the Bloch representation of the state, the expression of $Q(\mathcal{E})$ for ensembles with only two ingredients such that $\mathcal{E}=\left\{\left(p, \rho_{1}\right),\left(1-p, \rho_{2}\right)\right\}$ can be further derived. Here $p \in(0,1), \rho_{i}=\frac{1}{2}\left(\mathbf{1}+\vec{r}_{i} \cdot \vec{\sigma}\right), i=1,2$ with $\mathbf{1}$ the identity operator, $\vec{r}_{i}=\left(r_{i x}, r_{i y}, r_{i z}\right)$ the Bloch vector of the state $\rho_{i}$, and $\vec{\sigma}=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$ the vector of the Pauli matrices. Then, it can be calculated that

$$
Q(\mathcal{E})=p(1-p)\left|\vec{r}_{1} \times \vec{r}_{2}\right|^{2}=p(1-p)\left(r_{1}^{2} r_{2}^{2}-\left(\vec{r}_{1} \cdot \vec{r}_{2}\right)^{2}\right) .
$$

Here $r_{i}^{2}=\left|\vec{r}_{i}\right|^{2}, \times$ and $\cdot$ denote the outer and inner product of the vectors, respectively. The Bloch vector of state $\rho_{i}$ can be given as $\vec{r}_{i}=r_{i}\left(\sin \theta_{i} \cos \phi_{i}, \sin \theta_{i} \sin \phi_{i}, \cos \theta_{i}\right)$ with $r_{i} \in[0,1], \theta_{i} \in[0, \pi]$, and $\phi_{i} \in[0,2 \pi)$, then

$$
\begin{equation*}
Q(\mathcal{E})=p(1-p) r_{1}^{2} r_{2}^{2}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right) \tag{2}
\end{equation*}
$$

with

$$
\begin{align*}
& n_{1}=\sin \theta_{1} \sin \theta_{2} \sin \left(\phi_{1}-\phi_{2}\right), \\
& n_{2}=\sin \theta_{1} \cos \phi_{1} \cos \theta_{2}-\cos \theta_{1} \sin \theta_{2} \cos \phi_{2}, \\
& n_{3}=\sin \theta_{1} \sin \phi_{1} \cos \theta_{2}-\cos \theta_{1} \sin \theta_{2} \sin \phi_{2} . \tag{3}
\end{align*}
$$

Recently, a modified version of this measure is proposed in Ref. [15] as

$$
Q^{\prime}(\mathcal{E})=-\sum_{i, j} \sqrt{p_{i} p_{j}} \operatorname{tr}\left[\sqrt{\rho_{i}}, \sqrt{\rho_{j}}\right]^{2}
$$

which is proved to bear some nice properties, such as the positivity, unitary invariance, subaddtivity, concavity under probability union, convexity under state decomposition, and increasing under fine graining.

For simplicity in calculation, we adopt the measure in Equation (2) in the following. It is worth mentioning that all the work derived here can be directly generalized to other measures.

## 3. Quantumness and Dequantumness Power

After a quantum channel $\Lambda$, which is a linear, trace-preserving completely positive map, the ensemble $\mathcal{E}=\left\{\left(p_{i}, \rho_{i}\right), i \in \mathcal{I}\right\}$ evolves to $\Lambda(\mathcal{E})=\left\{\left(p_{i}, \Lambda\left(\rho_{i}\right)\right), i \in \mathcal{I}\right\}$. By analyzing the dynamics of quantumness in ensembles, we can characterize the quantumness power and dequantumness power of the quantum channel. To be specific, the quantumness power of a quantum channel is defined as the maximal amount of quantumness that it generates over all input ensembles $\mathcal{E}$. Its expression is given as

$$
C(\Lambda)=\max _{\mathcal{E}}(Q(\Lambda(\mathcal{E}))-Q(\mathcal{E}))
$$

which quantifies the ability to induce quantumness. If we only focus on the initial commutative ensembles, we can get another definition of quantumness power which we denote as $C^{\prime}$ with expression

$$
C^{\prime}(\Lambda)=\max _{\{\mathcal{E}: Q(\mathcal{E})=0\}} Q(\Lambda(\mathcal{E})) .
$$

Similarly, we can define the dequantumness power of a quantum channel as the maximal amount by which the quantumness of the ensemble is reduced when it passed through the channel, i.e.,

$$
D(\Lambda)=\max _{\mathcal{E}}(Q(\mathcal{E})-Q(\Lambda(\mathcal{E})))
$$

When we only consider the initial ensembles with the maximal quantumness, we can obtain a modified version

$$
\begin{aligned}
D^{\prime}(\Lambda) & =\max _{\left\{\mathcal{E}: Q(\mathcal{E})=Q_{\max }\right\}}(Q(\mathcal{E})-Q(\Lambda(\mathcal{E}))) \\
& =Q_{\max }-\min _{\left\{\mathcal{E}: Q(\mathcal{E})=Q_{\max }\right\}} Q(\Lambda(\mathcal{E})) .
\end{aligned}
$$

Here $Q_{\max }$ denotes the maximal amount of quantunness in a quantum ensemble for a given Hilbert space, which is dependent on the space dimension.

We remark that in [32], the quantumness of a quantum channel is defined as the maximal quantumness (non-commutativity) between the output states of the quantum channel for any two maximal-quantumness states, which can be formally expressed as

$$
\max _{\left\{\mathcal{E}: Q(\mathcal{E})=Q_{\max }\right\}} Q(\Lambda(\mathcal{E})) .
$$

Note that another difference in the motivation is that we start from the quantumness in ensembles rather than any two quantum states.

From the definition, we can obtain the following properties.
(1) $C(\Lambda) \geq C^{\prime}(\Lambda)$ and $D(\Lambda) \geq D^{\prime}(\Lambda)$.
(2) $C^{\prime}(\Lambda)=0$ is equivalent to that $\Lambda$ is a commutativity preserving channel.
(3) $C(U)=0$ and $D(U)=0$, where $U$ is the unitary operation.
(4) $C\left(\Lambda_{1} \circ \Lambda_{2}\right) \leq C\left(\Lambda_{1}\right)+C\left(\Lambda_{2}\right)$ and $D\left(\Lambda_{1} \circ \Lambda_{2}\right) \leq D\left(\Lambda_{1}\right)+D\left(\Lambda_{2}\right)$.
(5) $C_{2}(\Lambda) \leq C_{n}(\lambda)<2 C_{2}(\Lambda)$ and $D_{2}(\Lambda) \leq D_{n}(\lambda)<2 D_{2}(\Lambda)$, where $C_{n}(\Lambda)$ and $D_{n}(\Lambda)$ represent the quantumness and dequantumness power defined on the ensembles with less than $n$ ingredients, respectively.

Proof. Since the first four properties can be directly verified from the definition, we only prove the property (5) as follows. For simplicity, we just give the proof of the quantumness power, with the case of the dequantumness power similarly derived.

For ensembles having two ingredients $\mathcal{E}_{2}=\left\{\left(p, \rho_{1}\right),\left(1-p, \rho_{2}\right)\right\}$, the quantumness power is

$$
\begin{aligned}
C_{2}(\Lambda) & =\max _{\mathcal{E}_{2}}(Q(\Lambda(\mathcal{E}))-Q(\mathcal{E}))=\max _{p_{1}, \rho_{1}, \rho_{2}} 2 p(1-p)\left(\operatorname{tr}\left[\rho_{1}, \rho_{2}\right]^{2}-\operatorname{tr}\left[\Lambda\left(\rho_{1}\right), \Lambda\left(\rho_{2}\right)\right]^{2}\right) \\
& =\frac{1}{2} \max _{\rho_{1}, \rho_{2}}\left(\operatorname{tr}\left[\rho_{1}, \rho_{2}\right]^{2}-\operatorname{tr}\left[\Lambda\left(\rho_{1}\right), \Lambda\left(\rho_{2}\right)\right]^{2}\right) \triangleq \frac{1}{2} H
\end{aligned}
$$

For ensembles with less than $n$ constitutes denoted by $\mathcal{E}_{n}$, the quantumness power is

$$
\begin{aligned}
C_{n}(\Lambda) & =\max _{\left\{\mathcal{E}_{2}, \cdots, \mathcal{E}_{n}\right\}}\left(Q\left(\Lambda\left(\mathcal{E}_{n}\right)\right)-Q\left(\mathcal{E}_{n}\right)\right)=\max _{k=2, \cdots, n} \max _{\mathcal{E}_{k}}\left(Q\left(\Lambda\left(\mathcal{E}_{k}\right)\right)-Q\left(\mathcal{E}_{k}\right)\right) \\
& =\max _{k=2, \cdots, n} \max _{\left\{\left(p_{i}, \rho_{i}\right), i=1, \cdots, k\right\}} \sum_{i \neq j} p_{i} p_{j}\left(\operatorname{tr}\left[\rho_{i}, \rho_{j}\right]^{2}-\operatorname{tr}\left[\Lambda\left(\rho_{i}\right), \Lambda\left(\rho_{j}\right)\right]^{2}\right) \\
& \leq \max _{k=2, \cdots, n\left\{p_{i}, i=1, \cdots, k\right\}} \sum_{i \neq j} p_{i} p_{j} H=\max _{k=2, \cdots, n} \max _{\left\{p_{i}, i=1, \cdots, k\right\}}\left(1-\sum_{i} p_{i}^{2}\right) H \\
& \leq \max _{k=2, \cdots, n}\left(1-\frac{1}{k}\right) H<2 C_{2}(\Lambda),
\end{aligned}
$$

meanwhile $C_{n}(\Lambda) \geq C_{2}(\Lambda)$, then we can directly get that

$$
C_{2}(\Lambda) \leq C_{n}(\Lambda)<2 C_{2}(\Lambda), \quad n \geq 2
$$

From this property, we can obtain that the calculation of quantumness power and dequantumness power can be restricted to the ensembles with two ingredients. In the following, focusing on one particular channel, the explicit calculation process is given.

Example 1. For amplitude damping channels the Kraus operators of which are $E_{0}=\left(\begin{array}{cc}1 & 0 \\ 0 & \sqrt{1-\lambda}\end{array}\right)$ and $E_{1}=\left(\begin{array}{cc}0 & \sqrt{\lambda} \\ 0 & 0\end{array}\right)$, we can calculate the quantumness power and dequantumness power as follows.

Through this channel, the Bloch vectors of the states in the ensemble $\mathcal{E}_{2}=\left\{\left(p, \rho_{1}\right),\left(1-p, \rho_{2}\right)\right\}$ change from $r_{i}\left(\sin \theta_{i} \cos \phi_{i}, \sin \theta_{i} \sin \phi_{i}, \cos \theta_{i}\right)$ to

$$
\vec{r}_{i}=\left(r_{i} \sin \theta_{i} \cos \phi_{i} \sqrt{1-\lambda}, r_{i} \sin \theta_{i} \sin \phi_{i} \sqrt{1-\lambda}, \lambda+(1-\lambda) r_{i} \cos \theta_{i}\right)
$$

From Equation (2), we can obtain the quantumness of this evolved ensemble as

$$
\begin{align*}
Q\left(\Lambda\left(\mathcal{E}_{2}\right)\right)= & p(1-p)(1-\lambda)\left[\lambda^{2}\left(h_{1}^{2}+h_{2}^{2}\right)+r_{1}^{2} r_{2}^{2}\left(n_{2}^{2}+n_{3}^{2}\right)\right. \\
& \left.+r_{1}^{2} r_{2}^{2}(1-\lambda) n_{1}^{2}+2 \lambda r_{1} r_{2}\left(n_{3} h_{1}+n_{2} h_{2}\right)\right] \tag{4}
\end{align*}
$$

where $n_{i}$ are the same to the ones in Equation (3), and

$$
\begin{gathered}
h_{1}=r_{1} \sin \theta_{1} \sin \phi_{1}-r_{2} \sin \theta_{2} \sin \phi_{2}+r_{1} r_{2}\left(\cos \theta_{1} \sin \theta_{2} \sin \phi_{2}-\sin \theta_{1} \cos \theta_{2} \sin \phi_{1}\right), \\
h_{2}=r_{1} \sin \theta_{1} \cos \phi_{1}-r_{2} \sin \theta_{2} \cos \phi_{2}+r_{1} r_{2}\left(\cos \theta_{1} \sin \theta_{2} \cos \phi_{2}-\sin \theta_{1} \cos \theta_{2} \cos \phi_{1}\right) .
\end{gathered}
$$

The quantumness power restricted to the ensembles with two ingredients is

$$
C_{2}(\Lambda)=\max _{p, r_{i}, \theta_{i}, \phi_{i}}\left(Q\left(\Lambda\left(\mathcal{E}_{2}\right)\right)-p(1-p) r_{1}^{2} r_{2}^{2}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)\right)
$$

Since the optimization is very complicated, we only show the numerical result as the blue solid line in Figure 1.

If we only focus on the initial ensembles without quantumness, i.e., $Q\left(\mathcal{E}_{2}\right)=0$, which means $r_{1}$ (or $r_{2}$ ) $=0$ or $n_{1}=n_{2}=n_{3}=0$, we can get the expression of the modified quantumness power as

$$
\begin{equation*}
C_{2}^{\prime}(\Lambda)=\lambda^{2}(1-\lambda) \tag{5}
\end{equation*}
$$

whose proof is left in the Appendix A. The difference between these two measures is shown in Figure 1. $C_{2}(\Lambda)>C_{2}^{\prime}(\Lambda)$ when $0 \leq \lambda<\lambda_{c}$ and $C_{2}(\Lambda)=C_{2}^{\prime}(\Lambda)$ when $\lambda_{c}<\lambda \leq 1$, where $\lambda_{c} \approx 0.75$.

Similarly, we can get the expression of dequantumness power as

$$
D_{2}(\Lambda)=\max _{p, r_{i}, \theta_{i}, \phi_{i}}\left(p(1-p) r_{1}^{2} r_{2}^{2}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right)-Q\left(\Lambda\left(\mathcal{E}_{2}\right)\right)\right) .
$$

Noting $\max _{p, r_{i}, \theta_{i}, \phi_{i}} Q\left(\mathcal{E}_{2}\right)=\frac{1}{4}$ with $p=\frac{1}{2}, r_{1}=r_{2}=1$ and $\sin \theta_{1} \sin \theta_{2} \cos \left(\phi_{1}-\phi_{2}\right)=$ $-\cos \theta_{1} \cos \theta_{2}$, the modified dequantumness power is

$$
\begin{aligned}
D_{2}^{\prime}(\Lambda)= & \max _{\theta \in[0, \pi]} \frac{1}{4}\left[1-(1-\lambda)\left[\left(2 \lambda^{2}-2 \lambda+1\right)\right.\right. \\
& \left.\left. \pm 2 \lambda^{2} \sin \theta \cos \theta+2 \lambda(1-\lambda)(\cos \theta \pm \sin \theta)\right]\right]
\end{aligned}
$$

As shown in Figure 2, $D_{2}(\Lambda)=D_{2}^{\prime}(\Lambda)$ in this case.
From this example, we can obtain that $C(\Lambda)$ can be strictly larger than $C^{\prime}(\Lambda)$, which means that the maximum may not be achieved at the free case just like the cohering power [14]. Though $D_{2}(\Lambda)=D_{2}^{\prime}(\Lambda)$ in this case, we conjecture this equality may fail in certain cases. But we have not found the counterexample satisfying $D_{2}(\Lambda)>D_{2}^{\prime}(\Lambda)$ yet.

Meanwhile, we can obtain that the channel with higher quantumness power does not necessarily have stronger or weaker dequantumness power. The relationship among them is complicated. For example, $C_{2}(0.25)>C_{2}(0.99)$ while $D_{2}(0.25)<D_{2}(0.99), C_{2}(0.5)>$ $C_{2}(0.1)$ and $D_{2}(0.5)>D_{2}(0.1)$.


Figure 1. The graphs of $C_{2}$ and $C_{2}^{\prime}$ for the amplitude damping channel.


Figure 2. The graphs of $D_{2}$ and $D_{2}^{\prime}$ for the amplitude damping channel.

## 4. Completely Dequantumness Channel and Its Relationship with Quantum Markovianity

In this section, we consider a quantum channel as a quantum evolution $\Lambda_{t}$. If for all the quantum ensembles, the channel reduces the quantumness all the time, we call this channel as the completely dequantumness channel. For these channels, we always have

$$
\frac{d}{d t} Q\left(\Lambda_{t}(\mathcal{E})\right) \leq 0, \quad \forall \mathcal{E}, \forall t \geq 0
$$

The completely dequantumness channel can be verified to satisfy the following properties:
(1) The quantumness power of the completely dequantumness channel is always 0 , while the inverse is not always true.
(2) To verify whether a channel is a completely dequantumness channel or not, we only need to verify whether the inequality $\frac{d}{d t} Q\left(\Lambda_{t}(\mathcal{E})\right) \leq 0$ holds or not for all the ensembles with two ingredients.

Proof. We only give the proof of property (2) since the first one can be verified directly from the definition. If the channel reduces quantumness for all ensembles $\mathcal{E}=\left\{\left(p_{i}, \rho_{i}\right), i \in \mathcal{I}\right\}$, we can directly obtain that for the ensembles with two ingredients $\mathcal{E}=\left\{\left(p, \rho_{1}\right),\left(1-p, \rho_{2}\right)\right\}$, the inequality $\frac{d}{d t} Q\left(\Lambda_{t}(\mathcal{E})\right) \leq 0$ holds.

Conversely, if for all the ensembles with two ingredients, the inequality holds, then by virtue of the definition in Equation (1), for the general ensembles with arbitrary numbers of ingredients, we can obtain that $\frac{d}{d t} Q\left(\Lambda_{t}(\mathcal{E})\right)=-\sum_{i, j \in \mathcal{I}} p_{i} p_{j} \frac{d}{d t} \operatorname{tr}\left[\Lambda_{t}\left(\rho_{i}\right), \Lambda_{t}\left(\rho_{j}\right)\right]^{2} \leq 0$.

For open quantum systems, the definition of completely dequantumness channel (dynamics) reflects the information flow of quantumness from the quantum system to the environment. Since the information loss is a typical feature of Markovianity, it is natural to investigate the relationship between the completely-dequantumness property of a quantum dymamics and its Markovianity.

It is worth mentioning that there are various criteria proposed to qualitatively or quantitatively characterize quantum non-Markovianity from different perspectives, such as divisibility [33-36], the distinguishability of states [37,38], fidelity [39], correlations [35,40,41], Fisher information [42-44], and Rényi entropy [45]. Among these, a criterion that can fully characterize the non-Markovianity of a quantum dynamics [33] is using the appearance of negative decoherence rates in the canonical form of the master equation

$$
\frac{d \rho_{t}}{d t}=-\frac{i}{\hbar}\left[H(t), \rho_{t}\right]+\sum_{k=1}^{d^{2}-1} \gamma_{k}(t)\left[L_{k}(t) \rho_{t} L_{k}(t)^{\dagger}-\frac{1}{2}\left\{L_{k}(t)^{\dagger} L_{k}(t), \rho_{t}\right\}\right]
$$

where the $L_{k}(t)$ form an orthonormal basis set of traceless operators, i.e., $\operatorname{tr} L_{k}(t)=0$, $\operatorname{tr} L_{j}(t) L_{k}(t)^{\dagger}=\delta_{j k}$, and $H(t)$ is Hermitian. In this sense, a time-local master equation is Markovian if and only if the canonical decoherence rates are positive at any time, i.e.,

$$
\begin{equation*}
\gamma_{k}(t) \geq 0, \quad \forall t \geq 0, \quad k=1, \cdots, d^{2}-1 \tag{6}
\end{equation*}
$$

More importantly, the authors in Ref. [33] give an example of a master equation that is non-Markovian for all times $t \geq 0$, but to which nearly all proposed non-Markovian measures do not work. For this reason, we will adopt this criterion for Markovianity.

To make a comparative study between the completely-dequantumness property and the Markovianity, we focus on phase damping dynamics, amplitude damping dynamics, and random unitary dynamics.

### 4.1. Phase Damping Dynamics

Consider the qubit dynamics $\Lambda=\left\{\Lambda_{t}: t \geq 0\right\}$ with $\rho_{t}=\Lambda_{t}(\rho)$ described by the differential equation

$$
\frac{d \rho_{t}}{d t}=\gamma_{t}\left(\sigma_{z} \rho_{t} \sigma_{z}-\rho_{t}\right)
$$

where $\int_{0}^{t} \gamma_{s} d s \geq 0$ and $\sigma_{z}$ is the Pauli- $z$ spin matrix.
This dynamics is actually a phase damping channel and can be presented as $\Lambda_{t}(\rho)=E_{0} \rho E_{0}^{\dagger}+E_{1} \rho E_{1}^{\dagger}$ with Kraus operators $E_{0}=\operatorname{diag}\left(1, \sqrt{1-\lambda_{t}}\right)$ and $E_{1}=\operatorname{diag}\left(0, \sqrt{\lambda_{t}}\right)$, where $\lambda_{t}=1-e^{-4 \int_{0}^{t} \gamma_{s} d s}$.

The Bloch vectors of the evolved states are

$$
\vec{r}_{i}(t)=r_{i}\left(\sqrt{1-\lambda_{t}} \sin \theta_{i} \cos \phi_{i}, \sqrt{1-\lambda_{t}} \sin \theta_{i} \sin \phi_{i}, \cos \theta_{i}\right)
$$

The quantumness of evolved ensemble $\Lambda_{t}(\mathcal{E})=\left\{\left(p, \Lambda_{t}\left(\rho_{1}\right)\right),\left(1-p, \Lambda_{t}\left(\rho_{2}\right)\right)\right\}$ turns out to be

$$
Q\left(\Lambda_{t}(\mathcal{E})\right)=p(1-p) r_{1}^{2} r_{2}^{2}\left[\left(1-\lambda_{t}\right)^{2} m_{1}+\left(1-\lambda_{t}\right)\left(m_{2}+m_{3}\right)\right]
$$

with $m_{i}=n_{i}^{2}$ given in Equation (3), and the derivative is

$$
\frac{d Q\left(\Lambda_{t}(\mathcal{E})\right)}{d t}=-p(1-p) r_{1}^{2} r_{2}^{2}\left[2\left(1-\lambda_{t}\right) m_{1}+m_{2}+m_{3}\right] \frac{d \lambda_{t}}{d t} \propto-\gamma_{t}
$$

From above, we can obtain that for all quantum ensembles,

$$
\frac{d Q\left(\Lambda_{t}(\mathcal{E})\right)}{d t} \leq 0 \text { if and only if } \gamma_{t} \geq 0
$$

It can be directly verified from the definition of Equation (6) that $\gamma_{t} \geq 0$ is just the condition that the channel $\Lambda_{t}$ is Markovian, which is also in accordance with the results revealed by the measures based on the quantum trace distance (BLP-Markovianity) [37], dynamical divisibility (RHP-Markovianity) [35], quantum mutual information (LFS-Markovianity) [41], and quantum Fisher information [43] (see Refs. [41,43] and references therein). This implies that for the phase damping dynamics, it is completely dequantumness if and only if it is Markovian.

### 4.2. Amplitude Damping Dynamics

Consider the qubit dynamics $\Lambda=\left\{\Lambda_{t}: t \geq 0\right\}$ with $\rho_{t}=\Lambda_{t}(\rho)$ satisfying the following master equation

$$
\frac{d \rho_{t}}{d t}=-\frac{i}{2} s_{t}\left[\sigma_{+} \sigma_{-}, \rho_{t}\right]+\gamma_{t}\left(\sigma_{-} \rho_{t} \sigma_{+}-\frac{1}{2}\left\{\sigma_{+} \sigma_{-}, \rho_{t}\right\}\right)
$$

where $\{\because, \cdot\}$ denotes the anti-commutator, $\sigma_{ \pm}$are the atomic raising and lowing operators, respectively, and $s_{t}=-2 \Im \frac{\dot{G}_{t}}{G_{t}}, \gamma \gamma_{t}=-2 \Re \frac{\dot{G}_{t}}{G_{t}}$. Here $G_{t}$ satisfies the equation $\dot{G}_{t}=-\int_{0}^{t} f_{t-s} G_{s} d s$ with initial condition $G_{0}=1$, and $f_{t}$ is the reservoir correlation function.

This dynamics is actually an amplitude damping channel. We can directly obtain the Bloch vectors of the evolved states in ensemble $\Lambda_{t}(\mathcal{E})$ as

$$
\vec{r}_{i}(t)=\left(r_{i}\left|G_{t}\right| \sin \theta_{i} \cos \left(\phi_{i}+\delta_{t}\right), r_{i}\left|G_{t}\right| \sin \theta_{i} \sin \left(\phi_{i}+\delta_{t}\right), 1-\left|G_{t}\right|^{2}\left(1-r_{i} \cos \theta_{i}\right)\right)
$$

Here $\delta_{t}$ is the argument of $G_{t}$. The derivative of quantumness of this evolved ensemble can be calculated as

$$
\begin{aligned}
\frac{d Q\left(\Lambda_{t}(\mathcal{E})\right)}{d\left|G_{t}\right|^{2}}= & p(1-p)\left[k_{12}(t) f_{12}(t)+2\left|G_{t}\right|^{2} r_{1}^{2} r_{2}^{2} \sin ^{2} \theta_{1} \sin ^{2} \theta_{2} \sin ^{2}\left(\phi_{1}-\phi_{2}\right)\right. \\
& \left.+k_{21}(t) f_{21}(t)-2 r_{1} r_{2} \sin \theta_{1} \sin \theta_{2} \cos \left(\phi_{1}-\phi_{2}\right) l(t)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
k_{i j}(t) & =r_{i} \sin \theta_{i}\left(1-\left|G_{t}\right|^{2}\left(1-r_{j} \cos \theta_{j}\right)\right), \quad i, j=1,2 \\
f_{i j}(t) & =r_{i} \sin \theta_{i}\left(1-3\left|G_{t}\right|^{2}\left(1-r_{j} \cos \theta_{j}\right)\right), \quad i, j=1,2 \\
l(t) & =1-2\left|G_{t}\right|^{2}\left(2-r_{1} \cos \theta_{1}-r_{2} \cos \theta_{2}\right)+3\left|G_{t}\right|^{4}\left(1-r_{1} \cos \theta_{1}\right)\left(1-r_{2} \cos \theta_{2}\right) .
\end{aligned}
$$

We define

$$
h\left(\left|G_{t}\right|\right) \triangleq \min _{p, r_{i}, \theta_{i}, \phi_{i}} \frac{d Q\left(\Lambda_{t}(\mathcal{E})\right)}{d\left|G_{t}\right|^{2}}
$$

and plot it in Figure 3. From the figure, we can easily get that $h\left(\left|G_{t}\right|\right)<0$ when $\left|G_{t}\right|>\frac{1}{4}$, which implies that

$$
\frac{d Q\left(\Lambda_{t}(\mathcal{E})\right)}{d t} \leq 0, \forall \mathcal{E} \Leftrightarrow\left|G_{t}\right| \leq \frac{1}{4} \text { and } \frac{d\left|G_{t}\right|}{d t} \leq 0
$$

If $\left|G_{t}\right|>\frac{1}{4}$, we can always find particular ensemble whose quantumness increases during the evolution.


Figure 3. $h\left(\left|G_{t}\right|\right)$ as a function of $\left|G_{t}\right|$.
It can be directly verified from the definition of Equation (6) that the amplitude damping channel is Markovian if and only if $\gamma_{t}=-\frac{2}{\left|G_{t}\right|} \frac{d\left|G_{t}\right|}{d t} \geq 0$, i.e., $\frac{d\left|G_{t}\right|}{d t} \leq 0$, which is also
in accordance with the result revealed by the measures based on the quantum trace distance (BLP-Markovianity), quantum mutual information (LFS-Markovianity), and quantum Fisher information (see Refs. [41,43,46] and references therein). Based on this observation, we know that Markovianity does not imply completely dequantumness. It means that there exists a Markovian channel that can induce quantumness for some ensembles.

### 4.3. Random Unitary Dynamics

Consider the qubit dynamics $\Lambda=\left\{\Lambda_{t}: t \geq 0\right\}$ with $\rho_{t}=\Lambda_{t}(\rho)$ described by the master equation

$$
\frac{d \rho_{t}}{d t}=\sum_{i=1}^{3} \gamma_{i}(t)\left(\sigma_{i} \rho_{t} \sigma_{i}-\rho_{t}\right)
$$

where $\gamma_{i}(t)$ are suitable real functions of time, and $\sigma_{i}$ are the Pauli spin matrices. This dynamic is actually a random unitary dynamic and can be written in the following equivalent form

$$
\Lambda_{t}(\rho)=\sum_{i=0}^{3} p_{i}(t) \sigma_{i} \rho \sigma_{i}
$$

Here $p_{0}(t)=\left(1+\sum_{j=1}^{3} \lambda_{j}(t)\right) / 4$ and $p_{i}(t)=\lambda_{i}(t) / 2+\left(1-\sum_{j=1}^{3} \lambda_{j}(t)\right) / 4$ with $\lambda_{i}(t)=e^{2 \int_{0}^{t}\left(\gamma_{i}(s)-\sum_{j=1}^{3} \gamma_{j}(s)\right) d s}$.

The Bloch vectors of the evolved ensemble $\Lambda_{t}(\mathcal{E})$ can be derived as

$$
\vec{r}_{i}(t)=r_{i}\left(\lambda_{1}(t) \sin \theta_{i} \cos \phi_{i}, \lambda_{2}(t) \sin \theta_{i} \sin \phi_{i}, \lambda_{3}(t) \cos \theta_{i}\right),
$$

and the quantumness measure is

$$
Q\left(\Lambda_{t}(\mathcal{E})\right) \propto \lambda_{1}^{2}(t) \lambda_{2}^{2}(t) m_{1}+\lambda_{1}^{2}(t) \lambda_{3}^{2}(t) m_{2}+\lambda_{2}^{2}(t) \lambda_{3}^{2}(t) m_{3}
$$

From this expression, we can obtain that

$$
\frac{d}{d t} Q\left(\Lambda_{t}(\mathcal{E})\right) \leq 0, \forall \mathcal{E} \Leftrightarrow \frac{d}{d t} \lambda_{i}(t) \lambda_{j}(t) \leq 0, i \neq j
$$

which is equivalent to $\gamma_{1}(t)+\gamma_{2}(t)+\gamma_{3}(t)+\gamma_{j}(t) \geq 0$ for all $j=1,2,3$.
Recall that it has been verified that the random unitary dynamics is Markovian by the definition of Equation (6) if and only if $\gamma_{i}(t)+\gamma_{j}(t) \geq 0$ for all $i \neq j, i, j=1,2,3$ [47], which is consistent with the result revealed by the measures based on the quantum trace distance (BLP-Markovianity) [48]. From the above, we get that Markovianity implies the completely dequantumness, while the inverse is not always true.

In summary, for several significant quantum channels, we have derived the conditions for the dynamics to be completely dequantumness, and compare them with the Markovian conditions. Their relationships are illustrated in Table 1.

Table 1. Relationship between completely dequantumness (CDQ) and Markovianity.

| Channel | Completely Dequantumness | Markovianity | Relationship |
| :---: | :---: | :---: | :---: |
| Phase Damping | $\gamma_{t} \geq 0$ | $\gamma_{t} \geq 0$ | CDQ $\Leftrightarrow$ Markovianity |
| Amplitude Damping | $\left\|G_{t}\right\| \leq \frac{1}{4}$ and $\frac{d\left\|G_{t}\right\|}{d t} \leq 0$ | $\frac{d\left\|G_{t}\right\|}{d t} \leq 0$ | CDQ $\Rightarrow$ Markovianity |
| Random Unitary | $\gamma_{1}(t)+\gamma_{2}(t)+\gamma_{3}(t)+\gamma_{j}(t) \geq 0$ | $\gamma_{i}(t)+\gamma_{j}(t) \geq 0, i \neq j$ | CDQ $\nLeftarrow$ Markovianity |

From the table, we find that the completely dequantumness channel is related with Markovian channel, while they are different. There exists the Markovian channel, which induces quantumness for some ensembles. Meanwhile, there are also some completely dequantumness channel that are non-Markovian.

## 5. Conclusions

In this work, we mainly investigate the dynamics of quantumness in ensembles, and propose quantumness power and dequantumness power to characterize quantum channels. Once the channel reduces quantumness for all the ensembles at all times, we call it the completely dequantumness channel, whose relationship with the Markovian channel is studied through several examples. This work illustrates new properties of quantum channels from the perspective of the information flow in terms of quantumness brought by the interaction between the system and environment. It is worth mentioning that although we only focus on the qubit case and one special quantumness measure, the results can be generalized to arbitrary dimensions and other measures of quantumness.

There are still some problems to be further investigated. (1) From Ref. [49], we can obtain that the commutativity-preserving channels cannot increase the quantumness of ensembles, which means the quantumness power is zero for the unital qubit channel. Can we find any non-unital qubit channel without quantumness power? (2) Whether the convex combination of completely dequantumness channels is still completely dequantumness? Suppose $\Lambda$ and $\Phi$ are two completely dequantumness channels, we need to check whether $\alpha \Lambda+(1-\alpha) \Phi$ is a completely dequantumness channel or not. Since quantumness of ensembles plays an important role in quantum communication and quantum cryptography, this work is expected to be helpful in guiding quantum information tasks.
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## Appendix A

Here we give the proof of Equation (5). From the definition of the modified quantumness power, we only need to focus on the ensembles without quantumness. By Equation (2) we know that for an ensemble $\mathcal{E}=\left\{\left(p, \rho_{1}\right),\left(1-p, \rho_{2}\right)\right\}$ such that $Q(\mathcal{E})=0$, it holds that

$$
r_{1}\left(\text { or } r_{2}\right)=0 \quad \text { or } \quad n_{1}=n_{2}=n_{3}=0
$$

Towards these two cases, we calculate the quantumness of the ensemble $\mathcal{E}$.
(i) For the case that $r_{i}=0, i=1$ or 2 , without loss of generality, we assume $r_{1}=0$, then from Equation (4) it follows that

$$
Q(\Lambda(\mathcal{E}))=p(1-p) \lambda^{2}(1-\lambda) r_{2}^{2} \sin ^{2} \theta_{2} \leq \frac{1}{4} \lambda^{2}(1-\lambda)
$$

and the upper bound can be achieved by the ensemble $\mathcal{E}_{0}=\left\{\left(\frac{1}{2}, \rho_{1}\right),\left(\frac{1}{2}, \rho_{2}\right)\right\}$ with $\rho_{1}=\frac{1}{2}$, and $\rho_{2}=\frac{1}{2}\left(\begin{array}{cc}1 & e^{-i \phi} \\ e^{i \phi} & 1\end{array}\right), \forall \phi \in[0,2 \pi)$.
(ii) For the case that $n_{1}=n_{2}=n_{3}=0$, from Equation (4) it follows that

$$
\begin{aligned}
Q(\Lambda(\mathcal{E})) & =p(1-p) \lambda^{2}(1-\lambda)\left(r_{1}^{2} \sin ^{2} \theta_{1}+r_{2}^{2} \sin ^{2} \theta_{2}-2 r_{1} r_{2} \sin \theta_{1} \sin \theta_{2} \cos \left(\phi_{1}-\phi_{2}\right)\right) \\
& \leq p(1-p) \lambda^{2}(1-\lambda)\left(r_{1}^{2} \sin ^{2} \theta_{1}+r_{2}^{2} \sin ^{2} \theta_{2}+2 r_{1} r_{2}\left|\sin \theta_{1} \sin \theta_{2}\right|\right) \\
& =p(1-p) \lambda^{2}(1-\lambda)\left(r_{1}\left|\sin \theta_{1}\right|+r_{2}\left|\sin \theta_{2}\right|\right)^{2} \leq \lambda^{2}(1-\lambda)
\end{aligned}
$$

and the upper bound can be achieved by the ensemble $\mathcal{E}_{0}=\left\{\left(\frac{1}{2}, \rho_{1}\right),\left(\frac{1}{2}, \rho_{2}\right)\right\}$ with $\rho_{1}=\frac{1}{2}\left(\begin{array}{cc}1 & e^{-i \phi_{1}} \\ e^{i \phi_{1}} & 1\end{array}\right)$ and $\rho_{2}=\frac{1}{2}\left(\begin{array}{cc}1 & -e^{-i \phi_{2}} \\ e^{i \phi_{2}} & 1\end{array}\right), \forall \phi_{i} \in[0,2 \pi), i=1,2$.

Combining these two cases, we get that the modified quantumness power of the amplitude damping channel $\Lambda$ is

$$
C_{2}^{\prime}(\Lambda)=\max _{\left\{\mathcal{E}_{2}: Q\left(\mathcal{E}_{2}\right)=0\right\}} Q\left(\Lambda\left(\mathcal{E}_{2}\right)\right)=\lambda^{2}(1-\lambda) .
$$
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#### Abstract

Quantum verification has been highlighted as a significant challenge on the road to scalable technology, especially with the rapid development of quantum computing. To verify quantum states, self-testing is proposed as a device-independent concept, which is based only on the observed statistics. Previous studies focused on bipartite states and some multipartite states, including all symmetric states, but only in the case of three qubits. In this paper, we first give a criterion for the self-testing of a four-qubit symmetric state with a special structure and the robustness analysis based on vector norm inequalities. Then we generalize the idea to a family of parameterized four-qubit symmetric states through projections onto two subsystems.


Keywords: Bell inequality; self-testing; symmetric states; device independent

## 1. Introduction

In recent years, quantum technology has developed rapidly and is expected to gain new real-world applications in communication, simulation, sensing, and computing [1-4]. Quantum devices promise to effectively solve some problems that are difficult to deal with in the classical field [5,6]. However, it also brings a thorny problem. How do we verify the solutions? The task of ensuring the correct operations of quantum devices in terms of accuracy of output is known as quantum verification [7], which is attracting more attention.

A common quantum state verification technology was quantum state tomography (QST) [8] in the past. It has been implemented in systems with few components, but unfortunately, it becomes unfeasible for larger systems because the complexity grows exponentially with the system size. To solve this problem, another alternative technique called self-testing [9] was proposed. These two techniques could be used to verify the quantum systems.

Self-testing is a device-independent approach to verifying that the previously unknown quantum system state and uncharacterized measurement operators are to some degree close to the target state and measurements (up to local isometries) based only on observed statistics, without assuming the dimension of the quantum system. The deviceindependent (DI) approach [10] is important in practical quantum communications. One of the main applications of self-testing is quantum key distribution (QKD) [11,12], which is of great interest because of its high security. For the users, the quantum key distribution system is purchased from the device providers. However, if a device provider deliberately creates a "dishonest" quantum device, which does not perform key distribution according to the correct protocol, then the key distribution performed with such a device will be insecure. Therefore, it is imperative to test the trustworthiness of quantum cryptographic devices. Fortunately, based on the idea of self-testing quantum systems, it is possible to design device-independent quantum cryptography protocols. For example, in the deviceindependent QKD protocols, even if the device provider is not trusted, the user can still ensure that the keys generated by the device are secure. The essence is that the user selftests the quantum device and uses its output as the key under the condition that the test is passed, and the key must be trusted in this case. In addition to quantum key distribution,
various protocols, such as random number generation [13], and entanglement witness [14], have been designed in a device-independent framework so far.

Let us consider a scenario where $N$ distant observers share an unknown $N$-partite quantum state $|\Psi\rangle$. Each party can perform uncharacterized measurements $\left\{M_{a_{i}}^{x_{i}}\right\}$ on the state with their quantum devices, where $i$ marks different parties, $x_{i}$ marks different measurement settings for party $i$, and $a_{i}$ marks the corresponding measurement outcomes. In a device-independent scenario, the process of measuring an unknown quantum state can be viewed as a black box for the $N$ observers: they can only query their devices with possible measurement settings $x_{i}$, and to any query, the black box produces a corresponding outcome. As we do not assume the dimension of the quantum system, the dimension of the Hilbert space is not fixed. Without loss of generality, we assume that the unknown state is pure. There is no loss of generality because an extra system can be added to some of the parties, if necessary, to purify the state, and the purification of the state can be included in the black boxes. Similarly, we can further assume that the measurement operators are projective without loss of generality, as an auxiliary system in some known state can be added to the measured system to replace a general POVM on this system by a projective measurement on the extended system [9]. According to the postulates of quantum mechanics [15], the data they observe are given by

$$
\begin{equation*}
p\left(a_{1}, a_{2}, \cdots, a_{N} \mid x_{1}, x_{2}, \cdots, x_{N}\right)=\langle\Psi| M_{a_{1}}^{x_{1}} \otimes M_{a_{2}}^{x_{2}} \otimes \cdots M_{a_{N}}^{x_{N}}|\Psi\rangle \tag{1}
\end{equation*}
$$

which is referred to as a correlation [16] based on the quantum nonlocality [17] of entangled states [18]. As the possibility to self-test quantum states and measurements usually relies on quantum nonlocality, only the entangled states can be device-independently verified by self-testing techniques. The self-testing problem consists of deciding if the knowledge of the correlation allows us to deduce the structure of the unknown quantum system.

Symmetric states [19] have been found useful in many quantum information tasks, such as measurement-based quantum computation (MBQC) [20], as they are not too entangled to be computationally universal. Due to the important role of symmetry in the field of quantum entanglement, it is important to explore the properties of symmetric states.

This paper is organized as follows. The basic definitions and preliminaries are given in Section 2. In Section 3, we prove analytically that a particular symmetric four-qubit state can be self-tested and give bounds that are robust to inevitable experimental errors. In addition, we show the self-testing of a family of parameterized four-qubit symmetric states, which are superpositions of four-qubit Dicke states through projections onto two subsystems in Section 4, and we give the conclusions in Section 5.

## 2. Basic Definitions and Preliminaries

In this section, we present the definitions of self-testing [21] and give the known results as several lemmas, which may be used as building blocks for our work.

Definition 1 (Self-testing). A known correlation allows for self-testing the state $\left|\Psi^{\prime}\right\rangle$ and measurements $\left\{M_{a_{i}}^{\prime x_{i}}\right\}$; if any state and measurements $|\Psi\rangle$ and $\left\{M_{a_{i}}^{x_{i}}\right\}$ reproduce the correlation, there exists a local isometry $\Phi$ such that

$$
\begin{gather*}
\Phi(|\Psi\rangle)=|j u n k\rangle \otimes\left|\Psi^{\prime}\right\rangle \\
\Phi\left(M_{a_{1}}^{x_{1}} \otimes M_{a_{2}}^{x_{2}} \otimes \cdots \otimes M_{a_{N}}^{x_{N}}|\Psi\rangle\right)=|j u n k\rangle \otimes\left(M_{a_{1}}^{\prime x_{1}} \otimes M_{a_{2}}^{\prime x_{2}} \otimes \cdots \otimes M_{a_{N}}^{\prime x_{N}}\left|\Psi^{\prime}\right\rangle\right), \tag{2}
\end{gather*}
$$

where the state $|j u n k\rangle$ is an auxiliary state which will be traced out and thus not taken into consideration.

The currently known self-testing protocols are mainly tailored for bipartite states [22-26]. We first review two-qubit self-testing. As given in [23,24], all pure two-qubit
entangled states can be self-tested by observing the maximum violation of the tilted CHSH inequality [27]

$$
\begin{equation*}
\mathcal{B}\left(\alpha, A_{0}, A_{1}, B_{0}, B_{1}\right) \equiv \alpha A_{0}+A_{0}\left(B_{0}+B_{1}\right)+A_{1}\left(B_{0}-B_{1}\right) \leq 2+\alpha, \tag{3}
\end{equation*}
$$

where $0 \leq \alpha<2$ and $A_{i}$ and $B_{i}$ are observables with outcomes $\pm 1$. The maximal violation is given by $b(\alpha) \triangleq \max _{\phi}\langle\phi| \mathcal{B}\left(\alpha, A_{0}, A_{1}, B_{0}, B_{1}\right)|\phi\rangle=\sqrt{8+2 \alpha^{2}}$.

Lemma 1. Any pure two-qubit states in their Schmidt form $\left|\Psi_{\theta}\right\rangle=\cos \theta|00\rangle+\sin \theta|11\rangle$ can be self-tested by achieving the maximal quantum violation of the tilted CHSH inequality Equation (3). The corresponding measurements $A_{i}$ and $B_{i}$ for two distant parties, Alice and Bob, are set as

$$
\begin{align*}
& A_{1}=\sigma_{z}, B_{1}=\cos \mu \sigma_{z}+\sin \mu \sigma_{x} \\
& A_{2}=\sigma_{x}, B_{2}=\cos \mu \sigma_{z}-\sin \mu \sigma_{x} . \tag{4}
\end{align*}
$$

Here, $\sin 2 \theta=\sqrt{\frac{4-\alpha^{2}}{4+\alpha^{2}}}$ and $\mu=\arctan \sin 2 \theta$.
Especially for the maximally entangled two-qubit states in the form $\frac{|00\rangle+|11\rangle}{\sqrt{2}}$, there exist another two criteria [25].

Lemma 2 (Mayers-Yao criterion). Consider five unknown dichotomic measurements $\left\{X_{A}\right.$, $\left.Z_{A} ; X_{B}, Z_{B}, D_{B}\right\}$. If the following statistics are observed

$$
\begin{align*}
\langle\Psi| Z_{A} Z_{B}|\Psi\rangle & =\langle\Psi| X_{A} X_{B}|\Psi\rangle=1, \\
\langle\Psi| X_{A} Z_{B}|\Psi\rangle & =\langle\Psi| Z_{A} X_{B}|\Psi\rangle=0,  \tag{5}\\
\langle\Psi| Z_{A} D_{B}|\Psi\rangle & =\langle\Psi| X_{A} D_{B}|\Psi\rangle=\frac{1}{\sqrt{2}}
\end{align*}
$$

then up to a local isometry, the state $|\Psi\rangle$ is self-tested into the maximally entangled two-qubit state $\frac{|00\rangle+|11\rangle}{\sqrt{2}}$, and the measurements are the suitable complementary Pauli operators.

Lemma 3 (XOR game). Consider four unknown operators $\left\{A_{0}, A_{1}, B_{0}, B_{1}\right\}$ with binary outcomes $\pm 1$ and let $E_{x y} \equiv\langle\Psi| A_{x} B_{y}|\Psi\rangle=\cos \alpha_{x y}$. The state $|\Psi\rangle$ can be self-tested into the maximally entangled two-qubit state $\frac{|00\rangle+|11\rangle}{\sqrt{2}}$ by winning the binary nonlocal XOR game defined by the figure of merit $\sum_{(x, y) \in(0,1)^{2}} f_{x y} E_{x y}$ if it satisfies $\alpha_{00}+\alpha_{10}=\alpha_{01}-\alpha_{11}$. The coefficients $f_{x y}$ are constructed by

$$
\left(\begin{array}{l}
f_{00}  \tag{6}\\
f_{01} \\
f_{10} \\
f_{11}
\end{array}\right)=\left(\begin{array}{c}
\sin ^{-1} \alpha_{00} \\
-\sin ^{-1}\left(\alpha_{00}+\alpha_{10}+\alpha_{11}\right) \\
\sin ^{-1} \alpha_{10} \\
\sin ^{-1} \alpha_{11}
\end{array}\right)
$$

However, the self-testing of multipartite scenarios has not been fully explored. In this paper, we work on the four-qubit symmetric entangled states.

Definition 2 (Symmetric states). Symmetric quantum states preserve invariance under any permutation of their subsystems. We say that an n-partite state $|\Psi\rangle$ is symmetric if $P|\Psi\rangle=|\Psi\rangle$ for all $P \in S_{n}$, where $S_{n}$ is the symmetric group of $n$ elements. The $n$-qubit Dicke states $\left|S_{n, k}\right\rangle$ are typical examples of symmetric state, which are the equally weighted sums of all permutations of computational basis states with $n-k$ qubits being $|0\rangle$ and $k$ being $|1\rangle$ :

$$
\begin{equation*}
\left|S_{n, k}\right\rangle=\binom{n}{k}^{-1 / 2} \sum_{\text {Permutation }} \underbrace{|0\rangle|0\rangle \ldots|0\rangle}_{n-k} \underbrace{|1\rangle|1\rangle \ldots|1\rangle}_{k} . \tag{7}
\end{equation*}
$$

Let $|\Psi\rangle$ be a state vector in an $N$-fold tensor product space $S_{1} \otimes \cdots \otimes S_{N}$, where dimS $S_{1}=$ $\cdots=\operatorname{dimS}_{N}=d \geq 2$ and $N \geq 3$. As the generalization of the Schmidt decomposition given in [28], if $d=2$, any multipartite states can be written in the expansion as

$$
\begin{equation*}
|\Psi\rangle=\sum_{i_{1}, i_{2}, \cdots, i_{N} \in\{0,1\}} t^{i_{1} i_{2} \cdots i_{N}}\left|i_{1}\right\rangle\left|i_{2}\right\rangle\left|i_{3}\right\rangle \cdots\left|i_{N}\right\rangle, \tag{8}
\end{equation*}
$$

where some coefficients satisfy

$$
\begin{equation*}
t^{011 \cdots 11}=t^{101 \cdots 11}=\cdots=t^{111 \cdots 10}=0, \tag{9}
\end{equation*}
$$

and the rest $2^{N}-N$ orthogonal product states
$\{|\overbrace{000 \ldots 00}^{N}\rangle,|\overbrace{000 \ldots 0}^{N-1} 1\rangle, \ldots,|1 \overbrace{0 \ldots 00}^{N-1}\rangle, \ldots,|00 \overbrace{1 \ldots .11}^{N-2}\rangle, \ldots,|\overbrace{11 \ldots 10}^{N-2} 0\rangle,|\overbrace{111 \ldots 11}^{N}\rangle\}$
can be seen as a set of local bases. To characterize the symmetric multi-qubit states, we only need to make the rest coefficients have properties

$$
\begin{gather*}
t^{000 \cdots 01}=t^{00 \cdots 010}=\cdots=t^{100 \cdots 00} \\
\vdots  \tag{11}\\
t^{001 \cdots 11}=t^{0101 \cdots 1}=\cdots=t^{11 \cdots 100}
\end{gather*}
$$

## 3. Self-Testing of a Four-Qubit Symmetric State

In this section, we focus on a four-qubit symmetric state with a special structure by using the known results. In the case of $N=4$, as given in Equation (10), the set of local bases is

$$
\begin{array}{r}
\{|0000\rangle,|0001\rangle,|0010\rangle,|0100\rangle,|1000\rangle,|0011\rangle,  \tag{12}\\
|0101\rangle,|0110\rangle,|1001\rangle,|1010\rangle,|1100\rangle,|1111\rangle\}
\end{array}
$$

### 3.1. Self-Testing of a Specific Four-Qubit Symmetric State

The specific four-qubit symmetric state we consider is
$\left|\Psi_{1}^{\prime}\right\rangle=\frac{1}{2 \sqrt{2}}(|0000\rangle+|0011\rangle+|0101\rangle+|0110\rangle+|1001\rangle+|1010\rangle+|1100\rangle+|1111\rangle)_{A B C D}$,
which is shared by four distant observers, Alice, Bob, Charlie and David.
Rewrite the state as

$$
\begin{align*}
\left|\Psi_{1}^{\prime}\right\rangle= & \frac{1}{2 \sqrt{2}}\left[\sqrt{2}|00\rangle_{A B} \otimes \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)_{C D}+\sqrt{2}|01\rangle_{A B} \otimes \frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)_{C D}\right. \\
& \left.+\sqrt{2}|10\rangle_{A B} \otimes \frac{1}{\sqrt{2}}(|01\rangle+|10\rangle)_{C D}+\sqrt{2}|11\rangle_{A B} \otimes \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)_{C D}\right] . \tag{14}
\end{align*}
$$

The concept of partial measurements [29] is involved in our scheme, which appears very often in reality. A similar approach for quantum nonlocality chracterization is given in [30], where quantum imcompatibility is used to characterize nonlocality. According to the partial measurement postulate given in [29], if any two parties, without loss of generality, e.g., Alice and Bob, each measure in the $\sigma_{z}$ basis, the remaining two parties share a maximally entangled two-qubit state $\frac{|00\rangle+|11\rangle}{\sqrt{2}}$ conditioned on the outcome " 00 " and " 11 ", respectively, which can be self-tested combining Lemma 2.

We construct the local isometry $\Phi$ as Figure 1. Here, $H$ is the usual Hadamard gate. Obviously, if $Z_{i}=\sigma_{z}, X_{i}=\sigma_{x}$, we can extract the essential information on the unknown state into auxiliary systems. Inspired by this, $Z_{i}$ and $X_{i}$ should act analogously to the Pauli operators on $\left|\Psi_{1}\right\rangle$ to guarantee the feasibility of the protocol. However, in order to make
the protocol device-independent, we cannot directly consider $Z_{i}$ and $X_{i}$ of each party as Pauli operators, but should construct them with the measurements $\left\{M_{a_{i}}^{x_{i}}\right\}$ properly. We sum the result up as below.


Figure 1. Swap circuit of the isometry $\Phi$ to self-test the target state $\left|\Psi_{1}^{\prime}\right\rangle$.
Result 1. Consider four spatially separated parties, Alice, Bob, Charlie and David, each performing three measurements $\left\{X_{s}, Z_{s}, M_{s}\right\}(s \in\{A, B, C, D\})$ with binary outcomes on an unknown shared quantum state $\left|\Psi_{1}\right\rangle$. The target symmetric state $\left|\Psi_{1}^{\prime}\right\rangle$ is self-tested if the statistics are observed as the following:

$$
\begin{gather*}
\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle=\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle=\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle=\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{0}\right\rangle \\
=\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle=\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle=\frac{1}{8},  \tag{15}\\
\left\{\begin{array}{l}
\left\langle P_{i}^{0} P_{j}^{0} X_{k} X_{l}\right\rangle=\left\langle P_{i}^{0} P_{j}^{0} Z_{k} Z_{l}\right\rangle=\frac{1}{4} \\
\left\langle P_{i}^{0} P_{j}^{0} X_{k} M_{l}\right\rangle=\left\langle P_{i}^{0} P_{j}^{0} Z_{k} M_{l}\right\rangle=\frac{1}{4 \sqrt{2}}, \\
\left\langle P_{i}^{0} P_{j}^{0} X_{k} Z_{l}\right\rangle=0
\end{array}, \begin{array}{l}
\left\langle P_{A}^{1} P_{B}^{1} X_{C} X_{D}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} Z_{C} Z_{D}\right\rangle=\frac{1}{4} \\
\left\langle P_{A}^{1} P_{B}^{1} X_{C} M_{D}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} Z_{C} M_{D}\right\rangle=\frac{1}{4 \sqrt{2}}, \\
\left\langle P_{i}^{1} P_{j}^{1} X_{k} Z_{l}\right\rangle=0
\end{array}\right. \tag{16}
\end{gather*}
$$

where $(i, j, k, l)=\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, A, D),(B, D$,
$A, C),(C, D, A, B)\}$ and $P_{s}^{0} \triangleq P_{Z_{s}=+1}=\frac{1+Z_{s}}{2}, P_{s}^{1} \triangleq P_{Z_{s}=-1}=\frac{1-Z_{s}}{2}$, where $s \in\{A, B, C, D\}$ are projectors for the $Z_{s}$ measurement.

Proof. To begin with, the output after the isometry given in Figure 1 is

$$
\begin{align*}
\left|\tilde{\Psi}_{1}\right\rangle & =\Phi\left(\left|\Psi_{1}\right\rangle|0000\rangle_{A^{\prime} B^{\prime} C^{\prime} D^{\prime}}\right) \\
& =\sum_{a, b, c, d \in\{0,1\}} X_{A}^{a} X_{B}^{b} X_{C}^{c} X_{D}^{d} P_{A}^{a} P_{B}^{b} P_{C}^{c} P_{D}^{d}\left|\Psi_{1}\right\rangle|a b c d\rangle . \tag{17}
\end{align*}
$$

Observation Equation (15) implies that

$$
\begin{align*}
& \left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle+\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle \\
& +\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle+\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle+\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle=1, \tag{18}
\end{align*}
$$

and thus $P_{A}^{a} P_{B}^{b} P_{C}^{c} P_{D}^{d}\left|\Psi_{1}\right\rangle=0$ for other eight projectors. Based on the fact that $\langle\psi \mid \phi\rangle=1$ implies $|\psi\rangle=|\phi\rangle$, observation of Equation (16) implies

$$
\left\{\begin{array}{l}
P_{i}^{0} P_{j}^{0} X_{k}\left|\Psi_{1}\right\rangle=P_{i}^{0} P_{j}^{0} X_{l}\left|\Psi_{1}\right\rangle, P_{i}^{0} P_{j}^{0} Z_{k}\left|\Psi_{1}\right\rangle=P_{i}^{0} P_{j}^{0} Z_{l}\left|\Psi_{1}\right\rangle  \tag{19}\\
P_{i}^{0} P_{j}^{0} X_{k}\left|\Psi_{1}\right\rangle \perp P_{i}^{0} P_{j}^{0} Z_{k}\left|\Psi_{1}\right\rangle, P_{i}^{0} P_{j}^{0} X_{l}\left|\Psi_{1}\right\rangle \perp P_{i}^{0} P_{j}^{0} Z_{l}\left|\Psi_{1}\right\rangle \\
P_{i}^{0} P_{j}^{0} M_{l}\left|\Psi_{1}\right\rangle=\frac{P_{i}^{0} P_{j}^{0} X_{l}\left|\Psi_{1}\right\rangle+P_{i}^{0} P_{j}^{0} Z_{l}\left|\Psi_{1}\right\rangle}{\sqrt{2}}=\frac{P_{i}^{0} P_{j}^{0} X_{k}\left|\Psi_{1}\right\rangle+P_{i}^{0} P_{j}^{0} Z_{k}\left|\Psi_{1}\right\rangle}{\sqrt{2}}
\end{array},\right.
$$

and

$$
\left\{\begin{array}{l}
P_{A}^{1} P_{B}^{1} X_{C}\left|\Psi_{1}\right\rangle=P_{A}^{1} P_{B}^{1} X_{D}\left|\Psi_{1}\right\rangle, P_{A}^{1} P_{B}^{1} Z_{C}\left|\Psi_{1}\right\rangle=P_{A}^{1} P_{B}^{1} Z_{D}\left|\Psi_{1}\right\rangle  \tag{20}\\
P_{A}^{1} P_{B}^{1} X_{C}\left|\Psi_{1}\right\rangle \perp P_{A}^{1} P_{B}^{1} Z_{C}\left|\Psi_{1}\right\rangle, P_{A}^{1} P_{B}^{1} X_{D}\left|\Psi_{1}\right\rangle \perp P_{A}^{1} P_{B}^{1} Z_{D}\left|\Psi_{1}\right\rangle \\
P_{A}^{1} P_{B}^{1} M_{D}\left|\Psi_{1}\right\rangle=\frac{P_{A}^{1} P_{B}^{1} X_{D}\left|\Psi_{1}\right\rangle+P_{A}^{1} P_{B}^{1} Z_{D}\left|\Psi_{1}\right\rangle}{\sqrt{2}}=\frac{P_{A}^{1} P_{B}^{1} X_{C}\left|\Psi_{1}\right\rangle+P_{A}^{1} P_{B}^{1} Z_{C}\left|\Psi_{1}\right\rangle}{\sqrt{2}} .
\end{array}\right.
$$

Obviously, we have $\left(P_{i}^{0} P_{j}^{0} M_{l}\right)^{2}\left|\Psi_{1}\right\rangle=P_{i}^{0} P_{j}^{0} M_{l}^{2}\left|\Psi_{1}\right\rangle$. Since $X^{2}=Z^{2}=M^{2}=I$, we have $P_{i}^{0} P_{j}^{0}\left|\Psi_{1}\right\rangle=\frac{P_{i}^{0} P_{j}^{0}\left(X_{k}+Z_{k}\right)^{2}\left|\Psi_{1}\right\rangle}{2}=\frac{P_{i}^{0} P_{j}^{0}\left(X_{l}+Z_{l}\right)^{2}\left|\Psi_{1}\right\rangle}{2}$. Hence, we obtain the following anti-commutation relation

$$
\begin{align*}
& P_{i}^{0} P_{j}^{0} X_{k} Z_{k}\left|\Psi_{1}\right\rangle=-P_{i}^{0} P_{j}^{0} Z_{k} X_{k}\left|\Psi_{1}\right\rangle \\
& P_{i}^{0} P_{j}^{0} X_{l} Z_{l}\left|\Psi_{1}\right\rangle=-P_{i}^{0} P_{j}^{0} Z_{l} X_{l}\left|\Psi_{1}\right\rangle \tag{21}
\end{align*}
$$

for all $(i, j, k, l)=\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, A, D),(B, D, A, C),(C, D$, $A, B)\}$, and similarly,

$$
\begin{align*}
& P_{A}^{1} P_{B}^{1} X_{C} Z_{C}\left|\Psi_{1}\right\rangle=-P_{A}^{1} P_{B}^{1} Z_{C} X_{C}\left|\Psi_{1}\right\rangle \\
& P_{A}^{1} P_{B}^{1} X_{D} Z_{D}\left|\Psi_{1}\right\rangle=-P_{A}^{1} P_{B}^{1} Z_{D} X_{D}\left|\Psi_{1}\right\rangle . \tag{22}
\end{align*}
$$

All these properties of the operators will help to reduce the output Equation (17). By using Equation (21), $X_{C} X_{D} P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\left|\Psi_{1}\right\rangle$ is equal to $P_{A}^{0} P_{B}^{0} P_{C}^{0} X_{C} P_{D}^{0} X_{D}\left|\Psi_{1}\right\rangle$. As $P_{A}^{0} P_{B}^{0} X_{C}\left|\Psi_{1}\right\rangle=P_{A}^{0} P_{B}^{0} X_{D}\left|\Psi_{1}\right\rangle$ shown in Equation (19), this term becomes $P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle$. We can simplify the other five terms similarly. For the last term, we can obtain $P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle$ using Equations (20) and (22), which can also be simplified to $P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle$. As a reminder, there are eight terms equal to zero. Hence, the output Equation (17) is reduced to

$$
\begin{align*}
\left|\Psi_{1}^{*}\right\rangle= & P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle(|0000\rangle+|0011\rangle+|0101\rangle+|0110\rangle+|1001\rangle+|1010\rangle+|1100\rangle  \tag{23}\\
& +|1111\rangle)
\end{align*}
$$

and can be normalized into the form of $|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle$, here $|j u n k\rangle=2 \sqrt{2} P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle$.

### 3.2. Robustness Analysis Based on the $L_{2}$ Norm

In this section, we give the analysis of robustness based on the vector norm inequality. Result 1 relies on the observation of Equations (15) and (16) exactly; however, which may be impossible in actual experiments due to the inevitable deviation from the ideal case. Suppose each observation in Equations (15) and (16) admits a deviation at most $\epsilon$ around the ideal value. We say that the self-testing of $\left|\Psi_{1}^{\prime}\right\rangle$ is robust [31] if the isometry still extracts a state close to it and satisfies

$$
\begin{equation*}
\|\left|\tilde{\Psi}_{1}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| \leq f(\epsilon), \tag{24}
\end{equation*}
$$

where $f(\epsilon) \rightarrow 0$ when $\epsilon \rightarrow 0$.

We show that

$$
\begin{equation*}
\|\left|\tilde{\Psi}_{1}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| \leq f(\epsilon)=265.98 \epsilon+348.45 \epsilon^{\frac{3}{4}}+94.87 \epsilon^{\frac{1}{2}}+60.70 \epsilon^{\frac{1}{4}} \tag{25}
\end{equation*}
$$

in Appendix A, which proves the robustness of Result 1.

## 4. Self-Testing of a Family of Parameterized Four-Qubit Symmetric States

In this part, we consider a more general state

$$
\begin{align*}
\left|\Psi_{2}^{\prime}\right\rangle= & \frac{1}{\sqrt{8+4 t^{2}}}[|0000\rangle+t(|0001\rangle+|0010\rangle+|0100\rangle+|1000\rangle)+|0011\rangle  \tag{26}\\
& +|0101\rangle+|0110\rangle+|1001\rangle+|1010\rangle+|1100\rangle+|1111\rangle]_{A B C D}
\end{align*}
$$

where $t>0$ and $t \neq 1$. The parameterized state is a superposition of $W$ state, $G H Z$ state and $\left|S_{4,2}\right\rangle$ state, where the ratio of the coefficient of $G H Z$ state and $\left|S_{4,2}\right\rangle$ state is a constant value, which is equal to $\frac{1}{\sqrt{3}}$. Rewrite the states as

$$
\begin{align*}
\left|\Psi_{2}^{\prime}\right\rangle= & \frac{1}{\sqrt{8+4 t^{2}}}\left[\sqrt{2+2 t^{2}}|00\rangle_{A B} \otimes \frac{1}{\sqrt{2+2 t^{2}}}(|00\rangle+t|01\rangle+t|10\rangle+|11\rangle)_{C D}\right. \\
& +\sqrt{2+t^{2}}|01\rangle_{A B} \otimes \frac{1}{\sqrt{2+t^{2}}}(t|00\rangle+|01\rangle+|10\rangle)_{C D}  \tag{27}\\
& +\sqrt{2+t^{2}}|10\rangle_{A B} \otimes \frac{1}{\sqrt{2+t^{2}}}(t|00\rangle+|01\rangle+|10\rangle)_{C D} \\
& \left.+\sqrt{2}|11\rangle_{A B} \otimes \frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)_{C D}\right] .
\end{align*}
$$

Denote

$$
\begin{align*}
\left|\psi_{1}\right\rangle & =\frac{1}{\sqrt{2+2 t^{2}}}(|00\rangle+t|01\rangle+t|10\rangle+|11\rangle)_{C D}  \tag{28}\\
\left|\psi_{2}\right\rangle & =\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)_{C D}
\end{align*}
$$

The state $\left|\psi_{1}\right\rangle$ in its Schmidt form is

$$
\begin{equation*}
\left|\psi_{1}\right\rangle=\cos \beta\left|0^{\prime}\right\rangle_{C}\left|0^{\prime}\right\rangle_{D}+\sin \beta\left|1^{\prime}\right\rangle_{C}\left|1^{\prime}\right\rangle_{D} \tag{29}
\end{equation*}
$$

where $\cos \beta=\frac{1+t}{\sqrt{2+2 t^{2}}}, \sin \beta=\frac{|1-t|}{\sqrt{2+2 t^{2}}}$. Here, $\left\{\left|i^{\prime}\right\rangle_{C}\right\},\left\{\left|i^{\prime}\right\rangle_{D}\right\}, i \in\{0,1\}$ are the corresponding new bases for $C$ and $D$. (See detail in Appendix C).

If $t=1,\left|\psi_{1}\right\rangle$ is not an entangled state and the lack of nonlocality may result in the failure of the self-testing. Following the framework of [32], we intend to divide the four parties into two parts, and one of them performs local measurements on $\left|\Psi_{2}\right\rangle$. If we divide $A B C D$ randomly into groups that each have two parties, for example, $A B$ and $C D$, as a result, the projection measurements may collapse the state shared by the remaining parts into some unknown pure bipartite entangled states. Then the remaining two parts should check whether the projected state they share violates maximally Equation (3) for the appropriate $\alpha$. Without loss of generality, if A and B perform the measurement in the $\sigma_{z}$ bases, $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$ should be self-tested by C and D, respectively, and simultaneously conditioned on the outcomes " 00 " and " 11 ".

Following the result given in Lemma 1, $\left|\psi_{1}\right\rangle$ can be self-tested by reaching the maximal violation of the tilted CHSH Bell inequality

$$
\begin{equation*}
b(\alpha)=\sqrt{8+2 \alpha^{2}}=\frac{2 \sqrt{2}(t+1)}{\sqrt{1+t^{2}}} \tag{30}
\end{equation*}
$$

where $\alpha=2 \sqrt{\frac{1-\sin ^{2} 2 \beta}{1+\sin ^{2} 2 \beta}}$ and the optimal measurement are set as Lemma 1 with $\tan \mu=\frac{1-t^{2}}{1+t^{2}}$. Meanwhile, $\left|\psi_{2}\right\rangle$ is still a maximally entangled two-qubit state under the same transformation of bases

$$
\begin{equation*}
\left|\psi_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|0^{\prime} 0^{\prime}\right\rangle+\left|1^{\prime} 1^{\prime}\right\rangle\right)_{C D} \tag{31}
\end{equation*}
$$

and hence, we can use the same measurement settings as $\left|\psi_{1}\right\rangle$. As the definition given in Lemma 3, $\alpha_{00}=\mu, \alpha_{01}=-\mu, \alpha_{10}=\frac{\pi}{2}-\mu, \alpha_{11}=-\frac{\pi}{2}-\mu$, and thus it will satisfy the condition $\alpha_{00}+\alpha_{10}=\alpha_{01}-\alpha_{11}$.

Define

$$
f(t)= \begin{cases}0, & t<1  \tag{32}\\ 1, & t>1\end{cases}
$$

Then $\left|\psi_{1}\right\rangle$ can be self-tested by winning the XOR game and we give the criterion to self-test $\left|\Psi_{2}^{\prime}\right\rangle$ as the following Result 2.

Result 2 (See proof in Appendix B). Consider four spatially separated parties, Alice, Bob, Charlie and David, each performing five measurements with binary outcomes denoted as $A_{i}, B_{j}, C_{k}$,
$D_{l}(i, j, k, l \in\{0,1,2,3,4\})$ on an unknown shared quantum state $\left|\Psi_{2}\right\rangle$. The target state $\left|\Psi_{2}^{\prime}\right\rangle$ is self-tested if the statistics are observed as the following

$$
\begin{align*}
& \left\{\begin{array}{rl}
\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle & =\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle
\end{array}=\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle=\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle, \begin{array}{rl} 
& =\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle=\frac{1}{8+4 t^{2}}, \\
\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle & =\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle=\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle=\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle=\frac{t^{2}}{8+4 t^{2}},
\end{array}\right.  \tag{33}\\
& \left\{\begin{array}{l}
\left\langle P_{M}^{0} P_{N}^{0} \mathcal{B}\left(\alpha, Q_{0}, Q_{1}, R_{2}, R_{3}\right)\right\rangle=\frac{t^{2}+1}{2 t^{2}+4} \sqrt{8+2 \alpha^{2}} \\
\left\langle P_{M}^{0} P_{N}^{0} Q_{0}\left(R_{2}-R_{3}\right)\right\rangle=0 \\
\frac{\left\langle P_{M}^{0} P_{N}^{0} R_{2}\right\rangle}{2 \sin \mu}-\frac{\left\langle P_{M}^{0} P_{N}^{0} R_{3}\right\rangle}{2 \sin \mu}=(-1)^{f(t)}\left\langle P_{M}^{0} P_{N}^{0} R_{1}\right\rangle
\end{array},\right.  \tag{34}\\
& \left\{\begin{array}{l}
\sum_{i \in(0,1), j \in(2,3)} f_{i j}\left\langle P_{A}^{1} P_{B}^{1} C_{i} Q_{j}\right\rangle=\frac{2}{\left(2+t^{2}\right) \sin 2 \mu} \\
\left\langle P_{A}^{1} P_{B}^{1} C_{0}\left(D_{2}-D_{3}\right)\right\rangle=0 \\
\frac{\left\langle P_{A}^{1} P_{B}^{1} D_{2}\right\rangle}{2 \sin \mu}-\frac{\left\langle P_{A}^{1} P_{B}^{1} D_{3}\right\rangle}{2 \sin \mu}=(-1)^{f(t)}\left\langle P_{A}^{1} P_{B}^{1} D_{1}\right\rangle
\end{array},\right.  \tag{35}\\
& \left\langle P_{M}^{0} P_{N}^{0} P_{Q}^{0} P_{R}^{0} R_{0}\right\rangle=\frac{t}{4 t^{2}+8}, \tag{36}
\end{align*}
$$

where $(M, N, Q, R) \in\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, D, A),(B, D, A, C),(C$, $D, A, B)\}, P_{s}^{0} \triangleq P_{Z_{s}=+1}=\frac{1+Z_{s}}{2}, P_{s}^{1} \triangleq P_{Z_{s}=-1}=\frac{1-Z_{s}}{2}$, where $s \in\{A, B, C, D\}$ are projectors
for the $Z_{S}$ measurement and $\sin \mu=\frac{|1-t|}{\sqrt{2+2 t^{2}}}, \cos \mu=\frac{1+t}{\sqrt{2+2 t^{2}}}$. At the same time, we find a proper construction of the local isometry $\Phi$, where $Z_{s}$ and $X_{s}$ are based on the measurement settings

$$
\begin{array}{ll}
Z_{A}=A_{1}=(-1)^{f(t)} \frac{A_{2}-A_{3}}{2 \sin \mu}, & X_{A}=A_{0}=\frac{A_{2}+A_{3}}{2 \cos \mu} \\
Z_{B}=B_{1}=(-1)^{f(t)} \frac{B_{2}-B_{3}}{2 \sin \mu}, & X_{B}=B_{0}=\frac{B_{2}+B_{3}}{2 \cos \mu} \\
Z_{C}=C_{1}=(-1)^{f(t)} \frac{C_{2}-C_{3}}{2 \sin \mu}, & X_{C}=C_{0}=\frac{C_{2}+C_{3}}{2 \cos \mu}  \tag{37}\\
Z_{D}=D_{1}=(-1)^{f(t)} \frac{D_{2}-D_{3}}{2 \sin \mu}, & X_{D}=D_{0}=\frac{D_{2}+D_{3}}{2 \cos \mu}
\end{array}
$$

and thus makes the protocol device-independent. In addition, each party may need another fifth measurements $A_{4}=Z_{A} X_{A}, B_{4}=Z_{B} X_{B}, C_{4}=Z_{C} X_{C}, D_{4}=Z_{D} X_{D}$ to obtain the observation of Equation (36). Since $\sigma_{Z} \sigma_{X}=i \sigma_{Y}$, the fifth measurements are feasible in practical experiments.

## 5. Conclusions

In this paper, we propose schemes to self-test a large family of four-qubit symmetric states. The target states we focus on are the superposition of the four-qubit Dicke states.

We first present a procedure for self-testing of a particular four-qubit symmetric state with a special structure, and this procedure makes use of the self-testing of the maximally entangled two-qubit state $\frac{|00\rangle+|11\rangle}{\sqrt{2}}$. At the same time, we prove that this protocol is robust against inevitable experimental errors based on norm inequality. In addition, we propose an approach to self-test a one-parameter family of four-qubit pure states through projections onto two systems. Here in our work, only the simplest Pauli measurements are used, which is quite helpful in the experiments.

It would also be of interest to work on a more general state with two parameters by using the swap method and semidefinite programming (SDP) [26] in the form

$$
\begin{equation*}
|\Psi\rangle=\cos \theta \cos \rho|G H Z\rangle+\cos \theta \sin \rho\left|S_{4,2}\right\rangle+\sin \theta|W\rangle \tag{38}
\end{equation*}
$$

where $\theta \in\left[0, \frac{\pi}{2}\right], \rho \in\left[0, \frac{\pi}{2}\right]$, which may provide better robustness than the analytical bounds. What is more, our work could potentially be generalized to a higher dimension scenario. These are reserved for our future work.
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## Appendix A. Proof of the Robustness

In this section, we give the proof of Equation (25) based on the $L_{2}$ norm. Rewrite the norm Equation (24) as

$$
\begin{align*}
\|\left|\tilde{\Psi}_{1}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| & =\|\left|\tilde{\Psi}_{1}\right\rangle-\left|\Psi_{1}^{*}\right\rangle+\left|\Psi_{1}^{*}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| \\
& \leq \|\left|\tilde{\Psi}_{1}\right\rangle-\left|\Psi_{1}^{*}\right\rangle\|+\|\left|\Psi_{1}^{*}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| . \tag{A1}
\end{align*}
$$

Obviously, we need to find the upper bounds for $\|\left|\tilde{\Psi}_{1}\right\rangle-\left|\Psi_{1}^{*}\right\rangle \|$ and $\|\left|\Psi_{1}^{*}\right\rangle-|j u n k\rangle \otimes$ $\left|\Psi_{1}^{\prime}\right\rangle \|$ respectively. Suppose each observation in Equations (15) and (16) has a deviation at most $\epsilon$ around the ideal value. Then we can obtain some inequalities, for instance

$$
\begin{align*}
& \frac{1}{8}-\epsilon \leq\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle \leq \frac{1}{8}+\epsilon, \quad\left\langle P_{A}^{0} P_{B}^{0} X_{C} X_{D}\right\rangle \geq \frac{1}{4}-\epsilon, \quad\left\langle P_{A}^{0} P_{B}^{0} Z_{C} Z_{D}\right\rangle \geq \frac{1}{4}-\epsilon, \\
& \left\langle P_{A}^{0} P_{B}^{0} X_{C} Z_{D}\right\rangle \leq \epsilon, \quad\left\langle P_{A}^{0} P_{B}^{0} X_{C} M_{D}\right\rangle \geq \frac{1}{4 \sqrt{2}}-\epsilon, \quad\left\langle P_{A}^{0} P_{B}^{0} Z_{C} M_{D}\right\rangle \geq \frac{1}{4 \sqrt{2}}-\epsilon \tag{A2}
\end{align*}
$$

In addition, for convenience and rigorous of the derivation, we assume that

$$
\begin{align*}
& \left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle \leq \epsilon,\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle \leq \epsilon,\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle \leq \epsilon,\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle \leq \epsilon,  \tag{A3}\\
& \left\langle P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle \leq \epsilon,\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle \leq \epsilon,\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle \leq \epsilon,\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{0}\right\rangle \leq \epsilon,
\end{align*}
$$

which may not direct the observation statistics. We can now write

$$
\begin{align*}
& \|\left(P_{A}^{0} P_{B}^{0} X_{C}-P_{A}^{0} P_{B}^{0} X_{D}\right)\left|\Psi_{1}\right\rangle \| \\
= & \sqrt{\left.\left|\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} X_{C} P_{A}^{0} P_{B}^{0}+P_{A}^{0} P_{B}^{0} X_{D} X_{D} P_{A}^{0} P_{B}^{0}-2 P_{A}^{0} P_{B}^{0} X_{C} X_{D} P_{A}^{0} P_{B}^{0}\right| \Psi_{1}\right\rangle \mid} \\
= & \sqrt{\left.\left|\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} X_{C} P_{A}^{0} P_{B}^{0}\right| \Psi_{1}\right\rangle+\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{D} X_{D} P_{A}^{0} P_{B}^{0}\left|\Psi_{1}\right\rangle-2\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} X_{D} P_{A}^{0} P_{B}^{0}\left|\Psi_{1}\right\rangle \mid}  \tag{A4}\\
\leq & \sqrt{\frac{1}{4}+4 \epsilon+\frac{1}{4}+4 \epsilon-2\left(\frac{1}{4}-\epsilon\right)}=\sqrt{10 \epsilon}=\epsilon_{1},
\end{align*}
$$

and similarly,

$$
\|\left(P_{A}^{0} P_{B}^{0} Z_{C}-P_{A}^{0} P_{B}^{0} Z_{D}\right)\left|\Psi_{1}\right\rangle \| \leq \sqrt{10 \epsilon}
$$

In addition,

$$
\begin{align*}
& \| P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \| \\
= & \sqrt{\left.\frac{1}{2}\left|\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} X_{C} P_{A}^{0} P_{B}^{0}+P_{A}^{0} P_{B}^{0} X_{D} X_{D} P_{A}^{0} P_{B}^{0}+2 P_{A}^{0} P_{B}^{0} X_{C} Z_{C} P_{A}^{0} P_{B}^{0}\right| \Psi_{1}\right\rangle \mid}  \tag{A6}\\
\leq & \left.\sqrt{\frac{1}{2}\left[\frac{1}{4}+4 \epsilon+\frac{1}{4}+4 \epsilon+2\left(\epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}\right)\right.}\right]
\end{align*} \sqrt{\frac{1}{4}+5 \epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}}, ~ l
$$

where $\langle\Psi| P_{A}^{0} P_{B}^{0} X_{C} Z_{C} P_{A}^{0} P_{B}^{0}\left|\Psi_{1}\right\rangle \leq \epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}$ from

$$
\begin{equation*}
\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} Z_{C} P_{A}^{0} P_{B}^{0}|\Psi\rangle-\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} X_{C} Z_{D} P_{A}^{0} P_{B}^{0}\left|\Psi_{1}\right\rangle \leq \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)} \tag{A7}
\end{equation*}
$$

by using the Cauchy-Schwarz inequality [33] and Equation (A5). Hence, we obtain

$$
\begin{align*}
& \| P_{A}^{0} P_{B}^{0} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \| \\
= & \sqrt{\left.\left|\left\langle\Psi_{1}\right| P_{A}^{0} P_{B}^{0} M_{D} M_{D}-\sqrt{2} P_{A}^{0} P_{B}^{0}\left(M_{D} X_{C}+M_{D} Z_{C}\right)\right| \Psi_{1}\right\rangle \left.+\| \frac{P_{A}^{0} P_{B}^{0} X_{C}+P_{A}^{0} P_{B}^{0} Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \|^{2} \right\rvert\,} \\
\leq & \sqrt{\frac{1}{4}+4 \epsilon+\frac{1}{4}+5 \epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}-2 \sqrt{2} \times\left(\frac{1}{4 \sqrt{2}}-\epsilon\right)}  \tag{A8}\\
= & \sqrt{(9+2 \sqrt{2}) \epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}}=\epsilon^{\prime} .
\end{align*}
$$

Since the norm of the projectors is equal to 1 , we have

$$
\begin{align*}
& \| P_{A}^{0} P_{B}^{0}\left(M_{D}\right)^{2}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} M_{D} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \| \\
\leq & \left\|P_{A}^{0} P_{B}^{0} M_{D}\right\|_{\infty} \| P_{A}^{0} P_{B}^{0} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \| \\
\leq & \left\|P_{A}^{0}\right\|_{\infty}\left\|P_{B}^{0}\right\|_{\infty}\left\|M_{D}\right\|_{\infty} \| P_{A}^{0} P_{B}^{0} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \|  \tag{A9}\\
= & \left\|P_{A}^{0}\right\|_{\infty}\left\|P_{B}^{0}\right\|_{\infty}\left\|P_{M}^{0}-P_{M}^{1}\right\|_{\infty} \| P_{A}^{0} P_{B}^{0} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \| \\
\leq & \left\|P_{A}^{0}\right\|_{\infty}\left\|P_{B}^{0}\right\|_{\infty}\left(\left\|P_{M}^{0}\right\|_{\infty}+\left\|P_{M}^{1}\right\|_{\infty}\right) \| P_{A}^{0} P_{B}^{0} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}}\left|\Psi_{1}\right\rangle \|=2 \epsilon^{\prime} .
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\| P_{A}^{0} P_{B}^{0} \frac{X_{C}+Z_{C}}{\sqrt{2}} M_{D}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0}\left(\frac{X_{C}+Z_{C}}{\sqrt{2}}\right)^{2}\left|\Psi_{1}\right\rangle \| \leq 2 \sqrt{2} \epsilon^{\prime} \tag{A10}
\end{equation*}
$$

which implies

$$
\begin{align*}
& \| P_{A}^{0} P_{B}^{0}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0}\left(\frac{X_{C}+Z_{C}}{\sqrt{2}}\right)^{2}\left|\Psi_{1}\right\rangle \| \leq(2+2 \sqrt{2}) \epsilon^{\prime}  \tag{A11}\\
& \Longrightarrow \| P_{A}^{0} P_{B}^{0} X_{C} Z_{C}\left|\Psi_{1}\right\rangle+P_{A}^{0} P_{B}^{0} Z_{C} X_{C}\left|\Psi_{1}\right\rangle \| \leq 2(2+2 \sqrt{2}) \epsilon^{\prime} .
\end{align*}
$$

Finally, since

$$
\begin{gather*}
\left\{\begin{array}{l}
\| P_{A}^{0} P_{B}^{0} Z_{C} X_{C}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} Z_{C} X_{D}\left|\Psi_{1}\right\rangle \| \leq \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)} \\
\| P_{A}^{0} P_{B}^{0} X_{D} Z_{C}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} X_{D} Z_{D}\left|\Psi_{1}\right\rangle \| \leq \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}
\end{array}\right.  \tag{A12}\\
\Longrightarrow \| P_{A}^{0} P_{B}^{0} Z_{C} X_{C}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} X_{D} Z_{D}\left|\Psi_{1}\right\rangle \| \leq 2 \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)} . \tag{A13}
\end{gather*}
$$

Similarly,

$$
\begin{equation*}
\| P_{A}^{0} P_{B}^{0} X_{C} Z_{C}\left|\Psi_{1}\right\rangle-P_{A}^{0} P_{B}^{0} Z_{D} X_{D}\left|\Psi_{1}\right\rangle \| \leq 2 \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}, \tag{A14}
\end{equation*}
$$

therefore we can obtain

$$
\begin{align*}
& \| P_{A}^{0} P_{B}^{0} X_{D} Z_{D}\left|\Psi_{1}\right\rangle+P_{A}^{0} P_{B}^{0} Z_{D} X_{D}\left|\Psi_{1}\right\rangle \| \leq 2(2+2 \sqrt{2}) \epsilon^{\prime}+4 \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)} \\
= & 2(2+2 \sqrt{2}) \sqrt{(9+2 \sqrt{2}) \epsilon+\sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}}+4 \sqrt{10 \epsilon\left(\frac{1}{4}+4 \epsilon\right)}  \tag{A15}\\
\leq & 2(2+\sqrt{2})(10 \epsilon)^{\frac{1}{4}}\left(\frac{9+2 \sqrt{2}+2 \sqrt{10}}{\sqrt{10}}(\epsilon)^{\frac{1}{2}}+1\right)+4\left(\frac{\sqrt{10}}{2}(\epsilon)^{\frac{1}{2}}+2 \sqrt{10} \epsilon\right)=2 \epsilon_{2} .
\end{align*}
$$

Hence, we obtain

$$
\left\{\begin{array}{l}
\| P_{i}^{0} P_{j}^{0} X_{k}\left|\Psi_{1}\right\rangle-P_{i}^{0} P_{j}^{0} X_{l}\left|\Psi_{1}\right\rangle \| \leq \epsilon_{1}  \tag{A16}\\
\| P_{i}^{0} P_{j}^{0} Z_{k}\left|\Psi_{1}\right\rangle-P_{i}^{0} P_{j}^{0} Z_{l}\left|\Psi_{1}\right\rangle \| \leq \epsilon_{1} \\
\| P_{i}^{0} P_{j}^{0} X_{k} Z_{k}\left|\Psi_{1}\right\rangle+P_{i}^{0} P_{j}^{0} Z_{k} X_{k}\left|\Psi_{1}\right\rangle \| \leq 2 \epsilon_{2} \\
\| P_{i}^{0} P_{j}^{0} X_{l} Z_{l}\left|\Psi_{1}\right\rangle+P_{i}^{0} P_{j}^{0} Z_{l} X_{l}\left|\Psi_{1}\right\rangle \| \leq 2 \epsilon_{2}
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\| P_{A}^{1} P_{B}^{1} X_{C}\left|\Psi_{1}\right\rangle-P_{A}^{1} P_{B}^{1} X_{D}\left|\Psi_{1}\right\rangle \| \leq \epsilon_{1}  \tag{A17}\\
\| P_{A}^{1} P_{B}^{1} Z_{C}\left|\Psi_{1}\right\rangle-P_{A}^{1} P_{B}^{1} Z_{D}\left|\Psi_{1}\right\rangle \| \leq \epsilon_{1} \\
\| P_{A}^{1} P_{B}^{1} X_{C} Z_{C}\left|\Psi_{1}\right\rangle+P_{A}^{1} P_{B}^{1} Z_{C} X_{C}\left|\Psi_{1}\right\rangle \| \leq 2 \epsilon_{2} \\
\| P_{A}^{1} P_{B}^{1} X_{D} Z_{D}\left|\Psi_{1}\right\rangle+P_{A}^{1} P_{B}^{1} Z_{D} X_{D}\left|\Psi_{1}\right\rangle \| \leq 2 \epsilon_{2}
\end{array},\right.
$$

where $(i, j, k, l)=\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, A, D),(B, D, A, C),(C, D$, $A, B)\}$. In addition, we have

$$
\begin{align*}
& \| X_{D} P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\left|\Psi_{1}\right\rangle|0001\rangle+X_{C} P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\left|\Psi_{1}\right\rangle|0010\rangle \\
& +X_{B} P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle|0100\rangle+X_{A} P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle|1000\rangle \\
& +X_{B} X_{C} X_{D} P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{1}\left|\Psi_{1}\right\rangle|0111\rangle+X_{A} X_{C} X_{D} P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{1}\left|\Psi_{1}\right\rangle|1011\rangle \\
& +X_{A} X_{B} X_{D} P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{1}\left|\Psi_{1}\right\rangle|1101\rangle+X_{A} X_{B} X_{C} P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{0}\left|\Psi_{1}\right\rangle|1110\rangle \| \\
\leq & \| X_{D} P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\left|\Psi_{1}\right\rangle|0001\rangle\|+\| X_{C} P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\left|\Psi_{1}\right\rangle|0010\rangle \| \\
& +\| X_{B} P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle|0100\rangle\|+\| X_{A} P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{1}\right\rangle|1000\rangle \|  \tag{A18}\\
& +\| X_{B} X_{C} X_{D} P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{1}\left|\Psi_{1}\right\rangle|0111\rangle\|+\| X_{A} X_{C} X_{D} P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{1}\left|\Psi_{1}\right\rangle|1011\rangle \| \\
& +\| X_{A} X_{B} X_{D} P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{1}\left|\Psi_{1}\right\rangle|1101\rangle\|+\| X_{A} X_{B} X_{C} P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{0}\left|\Psi_{1}\right\rangle|1110\rangle \| \\
= & \left|\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle\right|+\left|\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle\right|+\left|\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle\right|+\left|\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle\right| \\
& +\left|\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle\right|+\left|\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle\right|+\left|\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle\right|+\left|\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{0}\right\rangle\right| \leq 8 \epsilon .
\end{align*}
$$

With a similar derivation in [34], we have $\left|\left\langle P_{A}^{0} P_{B}^{0} Z_{C}\right\rangle\right| \leq \epsilon_{1}+\epsilon_{2}$ and $\left|\left\langle P_{A}^{0} P_{B}^{0} Z_{D}\right\rangle\right| \leq$ $\epsilon_{1}+\epsilon_{2}$, which implies that

$$
\begin{align*}
& \left\|P_{A}^{0} P_{B}^{0}\left(1+Z_{C}\right)\left(1+Z_{D}\right)\right\| \\
= & 2 \sqrt{\left\langle P_{A}^{0} P_{B}^{0}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} Z_{C}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} Z_{D}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} Z_{C} Z_{D}\right\rangle}  \tag{A19}\\
\leq & 2 \sqrt{\frac{1}{4}+4 \epsilon+\epsilon_{1}+\epsilon_{2}+\epsilon_{1}+\epsilon_{2}+\frac{1}{4}+\epsilon}
\end{align*}
$$

and thus

$$
\begin{align*}
\left\|\frac{\left(1+Z_{A}\right)\left(1+Z_{B}\right)\left(1+Z_{C}\right)\left(1+Z_{D}\right)}{4 \sqrt{2}}\right\| & =\left\|\frac{P_{A}^{0} P_{B}^{0}\left(1+Z_{C}\right)\left(1+Z_{D}\right)}{\sqrt{2}}\right\|  \tag{A20}\\
& \leq \sqrt{1+10 \epsilon+4\left(\epsilon_{1}+\epsilon_{2}\right)} \leq 1+5 \epsilon+2\left(\epsilon_{1}+\epsilon_{2}\right)
\end{align*}
$$

We now can write

$$
\begin{align*}
& \|\left|\tilde{\Psi}_{1}\right\rangle-\left|\Psi_{1}^{*}\right\rangle \| \leq 8 \times\left(\epsilon_{1}+\epsilon_{2}\right)+8 \epsilon=8\left(\epsilon_{1}+\epsilon_{2}+\epsilon\right),  \tag{A21}\\
& \|\left|\Psi_{1}^{*}\right\rangle-|j u n k\rangle \otimes\left|\Psi_{1}^{\prime}\right\rangle \| \leq 5 \epsilon+2\left(\epsilon_{1}+\epsilon_{2}\right),
\end{align*}
$$

which implies

$$
\begin{equation*}
f(\epsilon)=13 \epsilon+10\left(\epsilon_{1}+\epsilon_{2}\right)=265.98 \epsilon+348.45 \epsilon^{\frac{3}{4}}+94.87 \epsilon^{\frac{1}{2}}+60.70 \epsilon^{\frac{1}{4}} . \tag{A22}
\end{equation*}
$$

## Appendix B. Proof of the Self-Testing of a Family of Parameterized Four-Qubit Symmetric States

Observation Equation (33) implies that

$$
\begin{align*}
& \left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle+\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle+\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{0}\right\rangle \\
& +\left\langle P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\right\rangle+\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{0} P_{B}^{1} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{0} P_{D}^{1}\right\rangle+\left\langle P_{A}^{1} P_{B}^{0} P_{C}^{1} P_{D}^{0}\right\rangle  \tag{A23}\\
& +\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\right\rangle+\left\langle P_{A}^{1} P_{B}^{1} P_{C}^{1} P_{D}^{1}\right\rangle=1,
\end{align*}
$$

and thus $P_{A}^{a} P_{B}^{b} P_{C}^{c} P_{D}^{d}\left|\Psi_{2}\right\rangle=0$ for other four projectors.
For convenience, we use $(M, N, Q, R)=(A, B, C, D)$ as an example to prove Result 2. Define the operators for party $C$ and $D$ as

$$
\begin{align*}
& X_{C}=C_{0}, Z_{C}=C_{1}, Z_{C}^{\prime}=C_{0}, X_{C}^{\prime}=C_{1} \\
& X_{D}=D_{0}, Z_{D}=D_{1}, Z_{D}^{\prime}=\frac{D_{2}+D_{3}}{2 \cos \mu}, X_{D}^{\prime}=\frac{D_{2}-D_{3}}{2 \sin \mu} . \tag{A24}
\end{align*}
$$

The maximal violation of the tilted CHSH inequality as Equation (34) implies

$$
\begin{align*}
& P_{A}^{0} P_{B}^{0} Z_{C}^{\prime}\left|\Psi_{2}\right\rangle=P_{A}^{0} P_{B}^{0} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle,  \tag{A25a}\\
& P_{A}^{0} P_{B}^{0} Z_{C}^{\prime} X_{C}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{0} P_{B}^{0} X_{C}^{\prime} Z_{C}^{\prime}\left|\Psi_{2}\right\rangle,  \tag{A25b}\\
& P_{A}^{0} P_{B}^{0} X_{C}^{\prime}\left(I+Z_{D}^{\prime}\right)\left|\Psi_{2}\right\rangle=\frac{1}{\tan \beta} P_{A}^{0} P_{B}^{0} X_{D}^{\prime}\left(I-Z_{C}^{\prime}\right)\left|\Psi_{2}\right\rangle . \tag{A25c}
\end{align*}
$$

Then we have

$$
\begin{align*}
& P_{A}^{0} P_{B}^{0} X_{C}\left|\Psi_{2}\right\rangle=P_{A}^{0} P_{B}^{0} X_{D}\left|\Psi_{2}\right\rangle, \\
& P_{A}^{0} P_{B}^{0} X_{C} Z_{C}\left|\Psi_{2}\right\rangle=-P_{A}^{0} P_{B}^{0} Z_{C} X_{C}\left|\Psi_{2}\right\rangle \tag{A26}
\end{align*}
$$

by Equations (A25a) and (A25b). The observation of Equation (34) implies

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} Z_{C}^{\prime}\left|\Psi_{2}\right\rangle \perp P_{A}^{0} P_{B}^{0} X_{D}^{\prime}\left|\Psi_{2}\right\rangle, \tag{A27}
\end{equation*}
$$

and combined with the relation Equation (A25a) from the tilted CHSH inequality, we have

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle \perp P_{A}^{0} P_{B}^{0} X_{D}^{\prime}\left|\Psi_{2}\right\rangle \tag{A28}
\end{equation*}
$$

We can write the $Z_{D}\left|\Psi_{2}\right\rangle$ in the subspace of $P_{A}^{0} P_{B}^{0}$ as

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} Z_{D}\left|\Psi_{2}\right\rangle=(-1)^{f(t)} P_{A}^{0} P_{B}^{0} X_{D}^{\prime}\left|\Psi_{2}\right\rangle \tag{A29}
\end{equation*}
$$

by Equation (34) and thus we can define the vector $X_{D}\left|\Psi_{2}\right\rangle$ orthogonal to $Z_{D}\left|\Psi_{2}\right\rangle$ as

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} X_{D}\left|\Psi_{2}\right\rangle=P_{A}^{0} P_{B}^{0} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle . \tag{A30}
\end{equation*}
$$

From Equations (A25a) and (A25c), we obtain

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} Z_{D}^{\prime} X_{D}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{0} P_{B}^{0} X_{D}^{\prime} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle \tag{A31}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
P_{A}^{0} P_{B}^{0} X_{D} Z_{D}\left|\Psi_{2}\right\rangle=P_{A}^{0} P_{B}^{0} Z_{D}^{\prime} X_{D}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{0} P_{B}^{0} X_{D}^{\prime} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{0} P_{B}^{0} Z_{D} X_{D}\left|\Psi_{2}\right\rangle \tag{A32}
\end{equation*}
$$

Similarly, we obtain the following relations

$$
\begin{align*}
& P_{M}^{0} P_{N}^{0} X_{Q}\left|\Psi_{2}\right\rangle=P_{M}^{0} P_{N}^{0} X_{R}\left|\Psi_{2}\right\rangle, \\
& P_{M}^{0} P_{N}^{0} X_{Q} Z_{Q}\left|\Psi_{2}\right\rangle=-P_{M}^{0} P_{N}^{0} Z_{Q} X_{Q}\left|\Psi_{2}\right\rangle,  \tag{A33}\\
& P_{M}^{0} P_{N}^{0} X_{R} Z_{R}\left|\Psi_{2}\right\rangle=-P_{M}^{0} P_{N}^{0} Z_{R} X_{R}\left|\Psi_{2}\right\rangle
\end{align*}
$$

for all $(M, N, Q, R)=\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, A, D),(B, D, A, C)$, $(C, D, A, B)\}$. The maximal violation of the XOR game Equation (35) implies

$$
\begin{align*}
& P_{A}^{1} P_{B}^{1} Z_{C}^{\prime}\left|\Psi_{2}\right\rangle=P_{A}^{1} P_{B}^{1} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle, \\
& P_{A}^{1} P_{B}^{1} X_{C}^{\prime}\left|\Psi_{2}\right\rangle=P_{A}^{1} P_{B}^{1} X_{D}^{\prime}\left|\Psi_{2}\right\rangle, \\
& P_{A}^{1} P_{B}^{1} Z_{C}^{\prime} X_{C}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{1} P_{B}^{1} X_{C}^{\prime} Z_{C}^{\prime}\left|\Psi_{2}\right\rangle,  \tag{A34}\\
& P_{A}^{1} P_{B}^{1} Z_{D}^{\prime} X_{D}^{\prime}\left|\Psi_{2}\right\rangle=-P_{A}^{1} P_{B}^{1} X_{D}^{\prime} Z_{D}^{\prime}\left|\Psi_{2}\right\rangle .
\end{align*}
$$

We can use a similar method as above and obtain

$$
\begin{align*}
& P_{A}^{1} P_{B}^{1} X_{C}\left|\Psi_{2}\right\rangle=P_{A}^{1} P_{B}^{1} X_{D}\left|\Psi_{2}\right\rangle \\
& P_{A}^{1} P_{B}^{1} X_{C} Z_{C}\left|\Psi_{2}\right\rangle=-P_{A}^{1} P_{B}^{1} Z_{C} X_{C}\left|\Psi_{2}\right\rangle  \tag{A35}\\
& P_{A}^{1} P_{B}^{1} X_{D} Z_{D}\left|\Psi_{2}\right\rangle=-P_{A}^{1} P_{B}^{1} Z_{D} X_{D}\left|\Psi_{2}\right\rangle
\end{align*}
$$

At last, the observation Equation (36) implies that

$$
\begin{equation*}
P_{M}^{0} P_{N}^{0} P_{Q}^{0} P_{R}^{0} X_{R}\left|\Psi_{2}\right\rangle=t P_{M}^{0} P_{N}^{0} P_{Q}^{0} P_{R}^{0}\left|\Psi_{2}\right\rangle \tag{A36}
\end{equation*}
$$

for all $(M, N, Q, R)=\{(A, B, C, D),(A, C, B, D),(A, D, B, C),(B, C, A, D),(B, D, A, C)$, (C, D, A, B) \}.

We construct the local isometry similar to Figure 1: just replace $\left|\Psi_{1}\right\rangle$ with $\left|\Psi_{2}\right\rangle$. The output after the isometry is

$$
\begin{align*}
\left|\tilde{\Psi}_{2}\right\rangle & =\Phi\left(\left|\Psi_{2}\right\rangle|0000\rangle_{A^{\prime} B^{\prime} C^{\prime} D^{\prime}}\right) \\
& =\sum_{a, b, c, d \in\{0,1\}} X_{A}^{a} X_{B}^{b} X_{C}^{c} X_{D}^{d} P_{A}^{a} P_{B}^{b} P_{C}^{c} P_{D}^{d}\left|\Psi_{2}\right\rangle|a b c d\rangle . \tag{A37}
\end{align*}
$$

By using Equation (A26), $X_{D} P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{1}\left|\Psi_{2}\right\rangle$ is equal to $P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0} X_{D}\left|\Psi_{2}\right\rangle$. Combining with Equation (A36), one can simplify this term to $t P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{2}\right\rangle$. The third to fifth terms share a similar simplification process.

In addition, $X_{C} X_{D} P_{A}^{0} P_{B}^{0} P_{C}^{1} P_{D}^{1}\left|\Psi_{2}\right\rangle$ is equal to $P_{A}^{0} P_{B}^{0} P_{C}^{0} X_{C} P_{D}^{0} X_{D}\left|\Psi_{2}\right\rangle$ and then can be replaced by $P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{2}\right\rangle$ using Equation (A33). Terms from the seventh to eleventh are similar. For the last term, we can obtain $P_{A}^{1} P_{B}^{1} P_{C}^{0} P_{D}^{0}\left|\Psi_{2}\right\rangle$ using Equation (A35), which is then the same as the eleventh term. We remind that there are four terms equal to zero Finally, the output is reduced to

$$
\begin{align*}
\left|\Psi_{2}^{*}\right\rangle= & P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{2}\right\rangle(|0000\rangle+t|0001\rangle+t|0010\rangle+t|0100\rangle+t|1000\rangle  \tag{A38}\\
& +|0011\rangle+|0101\rangle+|0110\rangle+|1001\rangle+|1010\rangle+|1100\rangle+|1111\rangle),
\end{align*}
$$

which can be normalized to the form $|j u n k\rangle \otimes\left|\Psi_{2}^{\prime}\right\rangle$, here $|j u n k\rangle=\sqrt{8+4 t^{2}} P_{A}^{0} P_{B}^{0} P_{C}^{0} P_{D}^{0}\left|\Psi_{2}\right\rangle$. Then the unknown state $\left|\Psi_{2}\right\rangle$ is self-tested as $\left|\Psi_{2}^{\prime}\right\rangle$, which proves that Result 2 holds with the required observations Equations (33)-(36). The protocol is also robust by a norm-inequality-based analysis similar to the Result 1 and the detailed derivation process is omitted here.

## Appendix C. Relations between Pauli Operators and the Unknown Measurements

In this section, we give details of the relations between Pauli operators and the unknown measurements in Result 2 by Schmidt decomposition.

$$
\begin{equation*}
\left|\psi_{1}\right\rangle_{A B}=\frac{1}{\sqrt{2+2 t^{2}}}(|00\rangle+t|01\rangle+t|10\rangle+|11\rangle) . \tag{A39}
\end{equation*}
$$

The coefficient matrix of $\left|\psi_{1}\right\rangle$ is

$$
A=\frac{1}{\sqrt{2+2 t^{2}}}\left(\begin{array}{ll}
1 & t  \tag{A40}\\
t & 1
\end{array}\right)
$$

which has the Schmidt decomposition $A=U S V$, where

$$
S=\left(\begin{array}{cc}
\frac{1+t}{\sqrt{2+2 t^{2}}} & 0  \tag{A41}\\
0 & \frac{|1-t|}{\sqrt{2+2 t^{2}}}
\end{array}\right)
$$

and

$$
\left\{\begin{array}{lll}
U=V=\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right) & \text { if } & \mathrm{t}<1  \tag{A42}\\
U=\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{array}\right), V=\left(\begin{array}{cc}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right) & \text { if } & \mathrm{t}>1
\end{array} .\right.
$$

Hence, if $\mathrm{t}<1$, we have

$$
\left\{\begin{array}{l}
\left|0^{\prime}\right\rangle_{A}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)_{A}  \tag{A43}\\
\left|1^{\prime}\right\rangle_{A}=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)_{A}
\end{array}, \quad\left\{\begin{array}{l}
\left|0^{\prime}\right\rangle_{B}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)_{B} \\
\left|1^{\prime}\right\rangle_{B}=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)_{B}
\end{array} .\right.\right.
$$

If $\mathrm{t}>1$,

$$
\left\{\begin{array}{l}
\left|0^{\prime}\right\rangle_{A}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)_{A}  \tag{A44}\\
\left|1^{\prime}\right\rangle_{A}=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)_{A}
\end{array}, \quad\left\{\begin{array}{l}
\left|0^{\prime}\right\rangle_{B}=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)_{B} \\
\left|1^{\prime}\right\rangle_{B}=\frac{1}{\sqrt{2}}(|1\rangle-|0\rangle)_{B}
\end{array} .\right.\right.
$$

Now we can consider the relation between operators $Z^{\prime}$ and $X^{\prime}$ with new bases and Pauli operators for part $A$,

$$
\begin{align*}
& \mathrm{Z}_{A}^{\prime}=\left|0^{\prime}\right\rangle_{A}\left\langle\left. 0^{\prime}\right|_{A}-\mid 1^{\prime}\right\rangle_{A}\left\langle\left. 1^{\prime}\right|_{A}=\mid 0\right\rangle_{A}\left\langle\left. 1\right|_{A}+\mid 1\right\rangle_{A}\left\langle\left. 0\right|_{A}=\sigma_{x},\right.  \tag{A45}\\
& X_{A}^{\prime}=\left|0^{\prime}\right\rangle_{A}\left\langle\left. 1^{\prime}\right|_{A}+\mid 1^{\prime}\right\rangle_{A}\left\langle\left. 0^{\prime}\right|_{A}=\mid 0\right\rangle_{A}\left\langle\left. 0\right|_{A}-\mid 1\right\rangle_{A}\left\langle\left. 1\right|_{A}=\sigma_{z} .\right.
\end{align*}
$$

For part $B$, if $t<1$,

$$
\begin{equation*}
Z_{B}^{\prime}=\sigma_{x}, X_{B}^{\prime}=\sigma_{z}, \tag{A46}
\end{equation*}
$$

and if $t>1$,

$$
\begin{equation*}
Z_{B}^{\prime}=\sigma_{x}, X_{B}^{\prime}=-\sigma_{z} \tag{A47}
\end{equation*}
$$

Hence, if the operators performed by each party are the same as Lemma 1 with new bases, they can be transformed into Pauli matrices

$$
\begin{align*}
& \sigma_{\mathrm{Z}}=A_{1}=(-1)^{f(t)} \frac{A_{2}-A_{3}}{2 \sin \mu}, \sigma_{X}=A_{0}=\frac{A_{2}+A_{3}}{2 \cos \mu} \\
& \sigma_{\mathrm{Z}}=B_{1}=(-1)^{f(t)} \frac{B_{2}-B_{3}}{2 \sin \mu}, \sigma_{X}=B_{0}=\frac{B_{2}+B_{3}}{2 \cos \mu}  \tag{A48}\\
& \sigma_{\mathrm{Z}}=C_{1}=(-1)^{f(t)} \frac{C_{2}-C_{3}}{2 \sin \mu}, \sigma_{X}=C_{0}=\frac{C_{2}+C_{3}}{2 \cos \mu} \\
& \sigma_{\mathrm{Z}}=D_{1}=(-1)^{f(t)} \frac{D_{2}-D_{3}}{2 \sin \mu}, \sigma_{X}=D_{0}=\frac{D_{2}+D_{3}}{2 \cos \mu}
\end{align*}
$$
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#### Abstract

Belavkin-Staszewski relative entropy can naturally characterize the effects of the possible noncommutativity of quantum states. In this paper, two new conditional entropy terms and four new mutual information terms are first defined by replacing quantum relative entropy with BelavkinStaszewski relative entropy. Next, their basic properties are investigated, especially in classicalquantum settings. In particular, we show the weak concavity of the Belavkin-Staszewski conditional entropy and obtain the chain rule for the Belavkin-Staszewski mutual information. Finally, the subadditivity of the Belavkin-Staszewski relative entropy is established, i.e., the Belavkin-Staszewski relative entropy of a joint system is less than the sum of that of its corresponding subsystems with the help of some multiplicative and additive factors. Meanwhile, we also provide a certain subadditivity of the geometric Rényi relative entropy.


Keywords: Belavkin-Staszewski relative entropy; geometric Rényi relative entropy; conditional entropy; mutual information; classical-quantum setting

## 1. Introduction

Rényi proposed an axiomatic approach to derive the Shannon entropy, and he found a family of entropies with parameter $\alpha(\alpha \in[0,1) \cup(1, \infty))$, called Rényi entropy. Meanwhile, the same axiomatic approach was extended to relative entropy and obtained Rényi relative entropy [1]. Relative entropy (or Kullback-Leibler divergence [2]) is a special case of Rényi relative entropy, which is an important ingredient for a mathematical framework of information theory. It has operational meaning in information theoretical tasks and can be used to describe the level of closeness between two random variables [3,4]. The axiomatic approach introduced by Rényi can be readily generalized to quantum settings [5,6]. Because of the non-commutativity of the quantum states, there are at least three different and special ways to generalize the classical Rényi relative entropy [6-10], such as Petz-Rényi relative entropy $[11,12]$, sandwiched Rényi relative entropy $[6,13]$ and geometric Rényi relative entropy $[14,15]$. These quantities are very meaningful in different information-theoretic tasks, including source coding, hypothesis testing, state merging, and channel coding.

The fact is that quantum relative entropy, by taking the limit as $\alpha \rightarrow 1$, is a special case of the Petz-Rényi and sandwiched Rényi relative entropies. However, the geometric Rényi relative entropy converges to the Belavkin-Staszewski (BS) relative entropy by taking the same limit. It is noteworthy that both the quantum and BS relative entropies are important variants of the classical relative entropy extension to quantum settings [16-18]. Quantum relative entropy, a direct generalization of the classical relative entropy, has been studied extensively in recent decades. BS relative entropy is also an enticing and crucial entropy used to process quantum information tasks, which can be used to describe the effects of possible noncommutativity of the quantum states (the quantum relative entropy can not work well for this). Additionally, BS relative entropy has recently attracted the attention of researchers. More precisely, Katariya and Wilde employed BS relative entropy to discuss quantum channel estimation and discrimination [19], Bluhm and Capel contributed a
strengthened data processing inequality for BS relative entropy [20]. This property was first established by Hiai and Petz [21]. Bluhm et al. produced some weak quasi-factorization results for BS relative entropy [22]. Fang and Fawzi studied quantum channel capacities with respect to geometric Rényi relative entropy [23].

It is commonly known that von Neumann entropy, quantum conditional entropy, and quantum mutual information play vital roles in quantum information theory. Apart from the above entropic measures derived from the quantum relative entropy, however, other useful entropy-like quantities have also been well studied recently, such as maxinformation [24], collision entropy [25], and min- and max-entropies [26-28]. All of these information measures were generated from quantum Rényi relative entropies by taking different limits.

BS relative entropy can be seen as a fresh and forceful tool to resolve some specific challenges of quantum information-processing tasks. Concurrently, the main use of the geometric Rényi and BS relative entropies is to establish upper bounds on the rates of feedback-assisted quantum communication protocols [29]. To our present knowledge, there is no systematic analysis and research for conditional entropy and mutual information defined from BS relative entropy. Therefore, this paper explores some basic but necessary results for BS relative entropy. More precisely, we first provide a class of new definitions of conditional entropy (called BS conditional entropy, see Definition 2) and new mutual information (called BS mutual information, see Definition 3) via BS relative entropy. Additionally, we showed that von Neumann entropy can be defined by BS relative entropy. Second, we built an order relation between the BS conditional entropy of the bipartite and tripartite quantum systems. Subsequently, since classical-quantum states play an essential role in quantum channel coding and classical data compression with quantum side information, we discussed some valuable properties of BS conditional entropy and BS mutual information in classical-quantum settings. We established the weak concavity of BS conditional entropy and obtained chain rules for BS mutual information. Last but not least, the subadditivity of the geometric Rényi and BS relative entropies is established with the help of some multiplicative and additive factors (the factors are different linear combinations of quantum max-relative entropy [30]), i.e., the geomertric Rényi/BS relative entropy of a joint system is less than the sum of that of its corresponding subsystems

This paper is organized as follows. In Section 2, we present the mathematical terminology and formal definitions necessary for the formulation of our results. Our results are shown in Section 3. The paper ends with a conclusion.

## 2. Basic Notations and Definitions

We denote a finite-dimensional Hilbert space by $\mathcal{H}$. Normalized quantum states are in the set $\mathcal{S}_{=}(\mathcal{H}):=\{\rho \in \mathcal{P}(\mathcal{H}): \operatorname{Tr} \rho=1\}$, and subnormalized states are in the set $\mathcal{S}_{\leq}(\mathcal{H}):=\{\rho \in \mathcal{P}(\mathcal{H}): 0<\operatorname{Tr} \rho \leq 1\}$. We use $\mathcal{P}_{+}(\mathcal{H})$ and $\mathcal{P}(\mathcal{H})$ to denote the set of positive definite operators and the set of positive semi-definite operators on $\mathcal{H}$, respectively. An identity operator is denoted by $I$. The Hilbert spaces corresponding to different physical systems are distinguished by different capital Latin letters as a subscript. A compound system is modeled using the Hilbert space $\mathcal{H}_{A B}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. For a bipartite classical-quantum system $\mathcal{H}_{X B}$, the corresponding state $\rho_{X B}$ is formalized as

$$
\begin{equation*}
\rho_{X B}=\sum_{x} p(x)|x\rangle\left\langle\left. x\right|_{X} \otimes \rho_{B^{\prime}}^{x}\right. \tag{1}
\end{equation*}
$$

where $\{|x\rangle\}$ corresponds to an orthonormal basis on the classical system $\mathcal{H}_{X}, \rho_{B}^{x}$ is any quantum state on the quantum system $\mathcal{H}_{B}, p(x)$ is the probability distribution, and $\sum_{x} p(x)=1[17,29]$. We also refer to a tripartite classical-quantum state,

$$
\begin{equation*}
\rho_{X A B}=\sum_{x} p(x)|x\rangle\left\langle\left. x\right|_{X} \otimes \rho_{A B}^{x}\right. \tag{2}
\end{equation*}
$$

where $\rho_{A B}^{x}$ is any quantum state on the quantum system $\mathcal{H}_{A B}$.

In quantum information theory, one can generalize Rényi relative entropy to the quantum case, these quantities depend on a parameter $\alpha \in(0,1) \cup(1, \infty)$, and one can evaluate their values at $\alpha \in\{0,1, \infty\}$ by taking different limits. For Petz-Rényi relative entropy $[11,12]$ and sandwiched Rényi relative entropy $[6,13]$, if one takes the limit as $\alpha \rightarrow 1$, we can obtain the well-known quantum relative entropy. For $\rho \in \mathcal{S}_{=}(\mathcal{H})$ and $\sigma \in \mathcal{S}_{\leq}(\mathcal{H})$, if $\operatorname{supp}(\rho) \subseteq \operatorname{supp}(\sigma)$, the quantum relative entropy of $\rho$ and $\sigma$ is defined as

$$
\begin{equation*}
D(\rho \| \sigma)=\operatorname{Tr}[\rho(\log \rho-\log \sigma)] \tag{3}
\end{equation*}
$$

otherwise, it is defined as $+\infty$. Throughout this paper, we take the logarithmic function to base 2. The quantum relative entropy is nonnegative and satisfies the data processing inequality, which has good applications in quantum hypothesis testing and quantum resource theory $[5,31,32]$. We now define the geometric Rényi relative entropy $[5,14,15,29]$.

Definition 1. For all $\alpha \in(0,1) \cup(1, \infty), \rho \in \mathcal{S}_{=}(\mathcal{H})$ and $\sigma \in \mathcal{S}_{\leq}(\mathcal{H})$, the geometric Rényi relative entropy is defined as

$$
\begin{equation*}
\hat{D}_{\alpha}(\rho \| \sigma)=\frac{1}{\alpha-1} \log \left[\operatorname{Tr}\left[\sigma\left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right)^{\alpha}\right]\right] . \tag{4}
\end{equation*}
$$

The term of $\sigma^{\frac{1}{2}}\left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right)^{\alpha} \sigma^{\frac{1}{2}}$ is called the weighted matrix geometric mean of two positive definite operators $\rho$ and $\sigma$, where $\alpha$ is the weight parameter $[5,23,33]$. The geometric Rényi relative entropy can be shown to be the maximal relative entropy among all quantum Rényi relative entropies satisfying the data processing inequality [ 5,15 ], so it is also called maximal quantum Rényi relative entropy [5]. The geometric Rényi relative entropy increases monotonically with respect to the parameter $\alpha$. Specially, for the limit as $\alpha \rightarrow 1$, the geometric Rényi relative entropy converges to the BS relative entropy [15,19,29], i.e.,

$$
\begin{equation*}
\hat{D}(\rho \| \sigma)=\lim _{\alpha \rightarrow 1} \hat{D}_{\alpha}(\rho \| \sigma)=\operatorname{Tr}\left[\rho \log \left(\rho^{\frac{1}{2}} \sigma^{-1} \rho^{\frac{1}{2}}\right)\right] \tag{5}
\end{equation*}
$$

where $\operatorname{supp}(\rho) \subseteq \operatorname{supp}(\sigma)$; otherwise, $\hat{D}(\rho \| \sigma)=+\infty$. Here, the inverse $\sigma^{-1}$ is taken on the support of $\sigma$.

Similar to the quantum relative entropy [17], the $B S$ relative entropy is non-negative and satisfies the data processing inequality $[15,19,29]$. For every quantum channel $\mathcal{E}$, we have

$$
\begin{equation*}
\hat{D}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma)) \leq \hat{D}(\rho \| \sigma) \tag{6}
\end{equation*}
$$

For more properties of the BS and geometric Rényi relative entropies, one can refer to $[19,29]$. In particular, the quantum relative entropy is never larger than the $B S$ relative entropy [19,21], i.e.,

$$
\begin{equation*}
D(\rho \| \sigma) \leq \hat{D}(\rho \| \sigma) \tag{7}
\end{equation*}
$$

Obviously, if $\rho$ and $\sigma$ can be commuted, the BS relative entropy will reduce to the quantum relative entropy. In this paper, we also need to employ the quantum max-relative entropy $[5,6,30,34]$, which comes from the sandwiched Rényi relative entropy by taking the limit as $\alpha \rightarrow \infty$, and

$$
\begin{equation*}
D_{\max }(\rho \| \sigma)=\log \inf \{\lambda: \rho \leq \lambda \sigma\} \tag{8}
\end{equation*}
$$

## 3. Main Results

Once again, the Petz-/sandwiched and geometric Rényi relative entropies are inconsistent when taking the limit as $\alpha \rightarrow 1$, which leads to many differences between the BS relative entropy $\hat{D}(\rho \| \sigma)$ (generated from the geometric Renyi relative entropy) and the quantum relative entropy $D(\rho \| \sigma)$ (generated from the Petz-/sandwiched Rényi relative entropy). However, we find that both the quantum relative entropy and the BS relative
entropy reduce to the von Neumann entropy for any quantum state $\rho$ when one takes $\sigma=I$, i.e.,

$$
\begin{aligned}
\hat{D}(\rho \| I) & =\operatorname{Tr}\left[\rho \log \left(\rho^{\frac{1}{2}} I^{-1} \rho^{\frac{1}{2}}\right)\right] \\
& =\operatorname{Tr}[\rho \log \rho] \\
& =-S(\rho)
\end{aligned}
$$

Thus, we have

$$
\begin{equation*}
\hat{D}(\rho \| I)=D(\rho \| I)=-S(\rho) \tag{9}
\end{equation*}
$$

### 3.1. Belavkin-Staszewski Conditional Entropy

One of the significant properties of the relative entropy is that it can derive the conditional entropy and mutual information in information theory. The quantum relative entropy is the quantum analogue of Kullback-Leibler divergence. We know that there is no similar concept for the joint probability distribution of two variables with different time in quantum mechanics; in other words, there is no real conditional quantum state to process quantum information tasks. Thus, we can consider a formal definition of the quantum conditional entropy [17,31], i.e.,

$$
\begin{equation*}
S(A \mid B)_{\rho}=S\left(\rho_{A B}\right)-S\left(\rho_{B}\right) \tag{10}
\end{equation*}
$$

where $\rho_{B}=\operatorname{Tr}_{A}\left(\rho_{A B}\right)$ is the reduced state for the bipartite quantum state $\rho_{A B}$. The quantum conditional entropy $S(A \mid B)_{\rho}$ can be denoted as the quantum relative entropy [5,29], i.e.,

$$
\begin{equation*}
S(A \mid B)_{\rho}=-D\left(\rho_{A B} \| I_{A} \otimes \rho_{B}\right) \tag{11}
\end{equation*}
$$

In fact, from the basic properties of the quantum relative entropy, the above equation has another equivalent expression $[5,29]$,

$$
\begin{equation*}
S(A \mid B)_{\rho}=\max _{\sigma_{B}}-D\left(\rho_{A B} \| I_{A} \otimes \sigma_{B}\right) \tag{12}
\end{equation*}
$$

where the maximum is taken over all sub-normalized states on $\mathcal{H}_{B}$.
Combining Equation (9) with Equation (10), we have

$$
\begin{equation*}
S(A \mid B)_{\rho}=-\hat{D}\left(\rho_{A B} \| I_{A B}\right)+\hat{D}\left(\rho_{B} \| I_{B}\right) \tag{13}
\end{equation*}
$$

However, from the property of Equation (7) and definition of Equation (11), intuitively, we find that conditional entropy defined by the BS relative entropy is different from the quantum conditional entropy of Equation (11) generally. Therefore, we define a new conditional entropy based on the BS relative entropy in the following: the so-called BS conditional entropy.

Definition 2. For any quantum state $\rho_{A B} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B}\right)$, the $B S$ conditional entropy is defined as

$$
\begin{equation*}
\hat{S}(A \mid B)_{\rho}=-\hat{D}\left(\rho_{A B} \| I_{A} \otimes \rho_{B}\right) \tag{14}
\end{equation*}
$$

Similar to Equation (12), we can also define the alternative BS conditional entropy, i.e.,

$$
\begin{equation*}
\hat{S}_{\mathrm{m}}(A \mid B)_{\rho}=\max _{\sigma_{B}}-\hat{D}\left(\rho_{A B} \| I_{A} \otimes \sigma_{B}\right) \tag{15}
\end{equation*}
$$

where $\sigma_{B} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{B}\right)$. In general, the optimal state is not necessarily the state $\rho_{B}$. We further have

$$
\begin{equation*}
\hat{S}_{\mathrm{m}}(A \mid B)_{\rho} \leq \hat{S}(A \mid B)_{\rho} \leq S(A \mid B)_{\rho} \tag{16}
\end{equation*}
$$

from the relation of Equation (7). Additionally, if one considers the above relations in the bipartite classical-quantum systems, they remain equal, as follows.

Lemma 1. For any bipartite classical-quantum states $\rho_{X B}$, we have

$$
\begin{equation*}
\hat{S}_{\mathrm{m}}(B \mid X)_{\rho}=\hat{S}(B \mid X)_{\rho}=S(B \mid X)_{\rho} \tag{17}
\end{equation*}
$$

Proof. Without a loss of generality, letting $\sigma_{X}=\sum_{x} q(x)|x\rangle\langle x|$ and $\rho_{X}=\sum_{x} p(x)|x\rangle\langle x|$, using the definition of Equation (1), we have

$$
\begin{align*}
& \operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} I_{B} \otimes \sigma_{X}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
= & \operatorname{Tr}\left[\sum_{x} p(x)|x\rangle\langle x| \otimes \rho_{B}^{x} \cdot \log \left(\sum_{x} p(x) q(x)^{-1}|x\rangle\langle x| \otimes \rho_{B}^{x}\right)\right]  \tag{18}\\
= & \operatorname{Tr}\left[\sum_{x} p(x) \log p(x) q(x)^{-1}|x\rangle\langle x| \otimes \rho_{B}^{x}\right]+\sum_{x} p(x) \operatorname{Tr}\left[\rho_{B}^{x} \log \rho_{B}^{x}\right] \\
= & D(p(x) \| q(x))-\sum_{x} p(x) S\left(\rho_{B}^{x}\right),
\end{align*}
$$

where the last equality follows from the fact that

$$
\operatorname{Tr}\left[\sum_{x} p(x) \log p(x) q(x)^{-1}|x\rangle\langle x| \otimes \rho_{B}^{x}\right]=\operatorname{Tr}\left[\sum_{x} p(x) \log p(x) q(x)^{-1}|x\rangle\langle x|\right] \cdot \operatorname{Tr}\left[\rho_{B}^{x}\right]
$$

and $\operatorname{Tr}\left[\rho_{B}^{x}\right]=1$.
Next, taking the minimization of $\sigma_{X}$ for both sides of Equation (18), we have

$$
\begin{align*}
& \min _{\sigma_{B}} \operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} I_{B} \otimes \sigma_{X}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
= & \min _{\sigma_{B}} D(p(x) \| q(x))-\sum_{x} p(x) S\left(\rho_{B}^{x}\right)  \tag{19}\\
= & -\sum_{x} p(x) S\left(\rho_{B}^{x}\right) .
\end{align*}
$$

The optimization of $\sigma_{X}$ for the first equality only depends on the first term. For all $x$, one takes the minimization if and only if $p(x)=q(x)$, which also implies that $D(p(x) \| q(x))=0$. Furthermore, combining the definitions of Equation (15) with Equation (5) to Equation (19), it holds that

$$
\hat{S}_{\mathrm{m}}(B \mid X)_{\rho}=\sum_{x} p(x) S\left(\rho_{B}^{x}\right)
$$

For $\hat{S}(B \mid X)_{\rho}$, we have

$$
\begin{aligned}
& \operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} I_{B} \otimes \rho_{X}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
= & \operatorname{Tr}\left[\sum_{x} p(x)|x\rangle\langle x| \otimes \rho_{B}^{x} \cdot \log \left(\sum_{x} p(x) p(x)^{-1}|x\rangle\langle x| \otimes \rho_{B}^{x}\right)\right] \\
= & -\sum_{x} p(x) S\left(\rho_{B}^{x}\right) .
\end{aligned}
$$

Similarly, we have

$$
\hat{S}(B \mid X)_{\rho}=\sum_{x} p(x) S\left(\rho_{B}^{x}\right)
$$

Finally, we can obtain the same result for $S(B \mid X)_{\rho}$. We thus complete this proof.

Since the BS relative entropy satisfies the data processing inequality (6), for any tripartite quantum systems $\mathcal{H}_{A B C}$, it is easy to obtain that conditioning reduces entropy, i.e.,

$$
\begin{equation*}
\hat{S}(A \mid B C)_{\rho} \leq \hat{S}(A \mid B)_{\rho} \tag{20}
\end{equation*}
$$

This property also holds for the quantum conditional entropy $S(A \mid B)_{\rho}$. However, there is not always true for $S(A \mid B)_{\rho} \leq S(A C \mid B)_{\rho}$ (Problem 11.3(2), in [17]). For the BS conditional entropy, this paper provides another result in the following.

Lemma 2. For any tripartite quantum states $\rho_{A B C} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B C}\right)$, we have

$$
\begin{equation*}
\hat{S}(A B \mid C)_{\rho}-\log d_{A} \leq \hat{S}(B \mid C)_{\rho} \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{S}_{\mathrm{m}}(A B \mid C)_{\rho}-\log d_{A} \leq \hat{S}_{\mathrm{m}}(B \mid C)_{\rho} \tag{22}
\end{equation*}
$$

where $d_{A}$ is the dimension of subsystem $\mathcal{H}_{A}$.
Proof. Since the BS relative entropy satisfies the data-processing inequality (Corollary 4.53 in [29]) and the fact that partial trace is a quantum channel [5], we have

$$
\hat{D}\left(\rho_{A B C} \| I_{A B} \otimes \rho_{C}\right) \geq \hat{D}\left(\operatorname{Tr}_{A}\left(\rho_{A B C}\right) \| \operatorname{Tr}_{A}\left(I_{A B} \otimes \rho_{C}\right)\right)
$$

Furthermore, we have

$$
\hat{D}\left(\operatorname{Tr}_{A}\left(\rho_{A B C}\right) \| \operatorname{Tr}_{A}\left(I_{A B} \otimes \rho_{C}\right)\right)=\hat{D}\left(\rho_{B C} \| d_{A} I_{B} \otimes \rho_{C}\right)
$$

where $d_{A}$ is the dimension of subsystem $\mathcal{H}_{A}$. Applying the additivity of the BS relative entropy (Proposition 4.54, [29]), we then have

$$
\hat{D}\left(\rho_{B C} \| d_{A} I_{B} \otimes \rho_{C}\right)=\hat{D}\left(\rho_{B C} \| I_{B} \otimes \rho_{C}\right)-\log d_{A}
$$

Recalling the definition of the BS conditional entropy $\hat{S}(A \mid B)_{\rho}$ to the above equality, we have

$$
\begin{equation*}
\hat{S}(A B \mid C)_{\rho}-\log d_{A} \leq \hat{S}(B \mid C)_{\rho} \tag{23}
\end{equation*}
$$

Similarly, for the alternative definition of the BS conditional entropy $\hat{S}_{\mathrm{m}}(A \mid B)_{\rho}$, taking the minimization of $\sigma_{X}$, we have

$$
\min _{\sigma_{B}} \hat{D}\left(\rho_{A B C} \| I_{A B} \otimes \sigma_{C}\right) \geq \min _{\sigma_{B}} \hat{D}\left(\rho_{B C} \| I_{B} \otimes \sigma_{C}\right)-\log d_{A}
$$

which implies that

$$
\hat{S}_{\mathrm{m}}(A B \mid C)_{\rho}-\log d_{A} \leq \hat{S}_{\mathrm{m}}(B \mid C)_{\rho}
$$

The quantum conditional entropy of Equation (10) also satisfies the concavity, which plays an important role in the quantum information processing [5,17,31]. Additionally, for the BS conditional entropy of the tripartite classical-quantum state, we obtain the following result.

Theorem 1. For any tripartite classical-quantum states $\rho_{X A B}$, we have

$$
\begin{equation*}
H(X)+\sum_{x} p(x) \hat{S}\left(A_{x} \mid B\right)_{\rho} \leq \hat{S}(A \mid B)_{\rho}+\log d_{X} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
H(X)+\sum_{x} p(x) \hat{S}_{\mathrm{m}}\left(A_{x} \mid B\right)_{\rho} \leq \hat{S}_{\mathrm{m}}(A \mid B)_{\rho}+\log d_{X} \tag{25}
\end{equation*}
$$

where $H(X)$ is the Shannon entropy, and $\hat{S}\left(A_{x} \mid B\right)_{\rho}$ is the $B S$ conditional entropy for the quantum state $\rho_{A B}^{x}$.

Proof. For any tripartite classical-quantum states $\rho_{X A B}$, we have

$$
\begin{align*}
& \operatorname{Tr}
\end{align*} \quad\left[\rho_{X A B} \log \left(\rho_{X A B}^{\frac{1}{2}} I_{X A} \otimes \rho_{B}^{-1} \rho_{X A B}^{\frac{1}{2}}\right)\right] .
$$

For the first term of the last equality, we have

$$
\begin{aligned}
& \operatorname{Tr}\left[\sum_{x} p(x)|x\rangle\langle x| \otimes \rho_{A B}^{x} \cdot \log \left(\sum_{x} p(x)|x\rangle\langle x|\right)\right] \\
= & \sum_{x}\left[p(x) \log p(x) \cdot \operatorname{Tr}\left[\rho_{A B}^{x}\right]\right] \\
= & -H(X),
\end{aligned}
$$

where the last equality follows from the fact that $\operatorname{Tr}\left[\rho_{A B}^{x}\right]=1$. Similarly, for the second term, we further have

$$
\begin{aligned}
& \operatorname{Tr}\left[\sum_{x} p(x)|x\rangle\langle x| \otimes \rho_{A B}^{x} \log \left(\left(\rho_{A B}^{x}\right)^{\frac{1}{2}} I_{A} \otimes \rho_{B}^{-1}\left(\rho_{A B}^{x}\right)^{\frac{1}{2}}\right)\right] \\
= & \sum_{x} p(x) \operatorname{Tr}\left[\rho_{A B}^{x} \log \left(\left(\rho_{A B}^{x}\right)^{\frac{1}{2}} I_{A} \otimes \rho_{B}^{-1}\left(\rho_{A B}^{x}\right)^{\frac{1}{2}}\right)\right] \\
= & \sum_{x} p(x) \hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}\right) \\
= & -\sum_{x} p(x) \hat{S}\left(A_{x} \mid B\right)_{\rho},
\end{aligned}
$$

where $\hat{S}\left(A_{x} \mid B\right)_{\rho}$ is the BS conditional entropy for the quantum state $\rho_{A B}^{x}$.
Therefore, we can obtain

$$
\operatorname{Tr}\left[\rho_{X A B} \log \left(\rho_{X A B}^{\frac{1}{2}} I_{X A} \otimes \rho_{B}^{-1} \rho_{X A B}^{\frac{1}{2}}\right)\right]=-H(X)-\sum_{x} p(x) \hat{S}\left(A_{x} \mid B\right)_{\rho}
$$

Using the definition of the BS conditional entropy $\hat{S}(X A \mid B)_{\rho}$ to the above equality, we have

$$
\begin{equation*}
\hat{S}(X A \mid B)_{\rho}=H(X)+\sum_{x} p(x) \hat{S}\left(A_{x} \mid B\right)_{\rho} . \tag{27}
\end{equation*}
$$

Applying Lemma 2, we further have

$$
\begin{equation*}
\hat{S}(X A \mid B)_{\rho} \leq \hat{S}(A \mid B)_{\rho}+\log d_{X} \tag{28}
\end{equation*}
$$

Substituting Equation (27) into the above inequality (28), we can obtain the first inequality of Theorem 1.

We will replace $\rho_{B}$ with $\sigma_{B}$ to analyze the case of the alternative BS relative entropy in the same way, i.e.,

$$
\operatorname{Tr}\left[\rho_{X A B} \log \left(\rho_{X A B}^{\frac{1}{2}} I_{X A} \otimes \sigma_{B}^{-1} \rho_{X A B}^{\frac{1}{2}}\right)\right]=-H(X)+\sum_{x} p(x) \hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \sigma_{B}\right)
$$

taking the optimization of $\sigma_{B}$ for the above equality and combining the definition of Equation (15). We then obtain the desired result.

From the above results, we know that there are two additional terms $H(X)$ and $\log d_{X}$ on each side of the inequality (24), which are different from the concavity of the quantum conditional entropy $S(A \mid B)_{\rho}$. To make a distinction, we call it the weak concavity of the BS conditional entropy given by Theorem 1.

Combining the above fact with Theorem 1, we can establish the relationship between $\hat{S}(A \mid X B)_{\rho}$ and $\hat{S}(X A \mid B)_{\rho}$. Using the direct sum property of the BS relative entropy (Proposition 4.54 in [29]), we have

$$
\begin{equation*}
\hat{S}(A \mid X B)_{\rho}=-\sum_{x} p(x) \hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}^{x}\right) \tag{29}
\end{equation*}
$$

We cannot determine the order relations between $\rho_{B}^{x}$ with $\rho_{B}$, but one can always compare $\hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}^{x}\right)$ with $\hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}\right)$. For the case that the former is less than the latter, we have

$$
\begin{equation*}
\hat{S}(A \mid X B)_{\rho} \geq-\sum_{x} p(x) \hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}\right) \tag{30}
\end{equation*}
$$

Applying Equation (26), we can obtain

$$
\begin{equation*}
\hat{S}(X A \mid B)_{\rho}-\log d_{X} \leq \hat{S}(A \mid X B)_{\rho} \tag{31}
\end{equation*}
$$

In addition, as a special case of the inequality (20), we can easily obtain that $\hat{S}(A \mid X B)_{\rho} \leq \hat{S}(A \mid B)_{\rho}$. Therefore, it holds that

$$
\begin{equation*}
\hat{S}(X A \mid B)_{\rho}-\log d_{X} \leq \hat{S}(A \mid X B)_{\rho} \leq \hat{S}(A \mid B)_{\rho} \tag{32}
\end{equation*}
$$

Otherwise, for the case of $\hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}^{x}\right) \geq \hat{D}\left(\rho_{A B}^{x} \| I_{A} \otimes \rho_{B}\right)$, we then obtain

$$
\begin{equation*}
H(X)+\hat{S}(A \mid X B)_{\rho} \leq \hat{S}(X A \mid B)_{\rho} \tag{33}
\end{equation*}
$$

For the quantum conditional entropy of Equation (10), we know that any bipartite pure states are entangled if and only if $S(A \mid B)<0$. Here, we are also interested in the BS conditional entropy. Without a loss of generality, let $|\psi\rangle_{A B}=\sum_{i} \lambda_{i}|i\rangle_{A}|i\rangle_{B}$ be any bipartite pure state, where $\lambda_{i}$ represents non-negative real numbers satisfying $\sum_{i} \lambda_{i}^{2}=1$, known as Schmidt coefficients, and $|i\rangle_{A}$ and $|i\rangle_{B}$ are orthonormal states for $A$ and $B$, respectively. The number of non-zero values $\lambda_{i}$ is called the Schmidt number for the pure state $|\psi\rangle_{A B}$ [17]. We have

$$
\begin{align*}
\hat{S}(A \mid B)_{\psi} & =-\operatorname{Tr}\left[\psi_{A B} \log \left(\psi_{A B}^{\frac{1}{2}} I_{A} \otimes \rho_{B}^{-1} \psi_{A B}^{\frac{1}{2}}\right)\right] \\
& =-\operatorname{Tr}\left[\psi_{A B} \log \left(I_{A} \otimes \rho_{B}^{-\frac{1}{2}} \psi_{A B} I_{A} \otimes \rho_{B}^{-\frac{1}{2}}\right)\right]  \tag{34}\\
& =-\log r
\end{align*}
$$

where $r$ is the Schmidt number of $|\psi\rangle$. We remark that the bipartite pure state is entangled if the Schmidt number is greater than 1.

### 3.2. Belavkin-Staszewski Mutual Information

The quantum mutual information is another important measure in quantum information theory, which can describe total correlations in the bipartite quantum subsystems, and there are important applications in quantum channel capacity, quantum cryptography, and quantum thermodynamics $[17,35]$. Based on the property of the quantum relative entropy, there are four equal definitions for the quantum mutual information, i.e.,

$$
\begin{align*}
I(A ; B)_{\rho} & =D\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right) \\
& =\min _{\sigma_{B}} D\left(\rho_{A B} \| \rho_{A} \otimes \sigma_{B}\right) \\
& =\min _{\sigma_{A}} D\left(\rho_{A B} \| \sigma_{A} \otimes \rho_{B}\right)  \tag{35}\\
& =\min _{\sigma_{A}, \sigma_{B}} D\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right)
\end{align*}
$$

where the minimums are taken over all density operators $\sigma_{A}$ and $\sigma_{B}$ on quantum systems $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$, respectively. However, for other general relative entropies, these equalities do not hold in general, such as max-information [24]. In this section, we will consider a new mutual information via the BS relative entropy, Similar to Equation (35), we define four different BS information terms as follows.

Definition 3. For any quantum state $\rho_{A B} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B}\right)$, the $B S$ mutual information terms are defined as

$$
\begin{align*}
\hat{I}^{1}(A ; B)_{\rho} & =\hat{D}\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right),  \tag{36}\\
\hat{I}^{2}(A ; B)_{\rho} & =\min _{\sigma_{B}} \hat{D}\left(\rho_{A B} \| \rho_{A} \otimes \sigma_{B}\right),  \tag{37}\\
\hat{I}^{2^{\prime}}(A ; B)_{\rho} & =\min _{\sigma_{A}} \hat{D}\left(\rho_{A B} \| \sigma_{A} \otimes \rho_{B}\right),  \tag{38}\\
\hat{I}^{3}(A ; B)_{\rho} & =\min _{\sigma_{A}, \sigma_{B}} \hat{D}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) . \tag{39}
\end{align*}
$$

Notice that, for $\hat{I}^{2}(A ; B)_{\rho}$ and $\hat{I}^{2}(A ; B)_{\rho}$, they can be thought of as swapping the positions of the optimization operators $\sigma_{A}$ and $\sigma_{B}$, so we will consider only one of them. Intuitively, the remaining three definitions of the BS mutual information $\hat{I}^{i}(A ; B)_{\rho}$ decreases with $i$, i.e.,

$$
\begin{equation*}
\hat{I}^{3}(A ; B)_{\rho} \leq \hat{I}^{2}(A ; B)_{\rho} \leq \hat{I}^{1}(A ; B)_{\rho} . \tag{40}
\end{equation*}
$$

Additionally, recalling the inequality (7), we can obtain that there is not less BS mutual information than there is quantum mutual information, i.e.,

$$
\begin{equation*}
I(A ; B)_{\rho} \leq \hat{I}^{i}(A ; B)_{\rho} \tag{41}
\end{equation*}
$$

From the monotonicity of the BS relative entropy, it follows that discarding quantum systems does not increase the BS mutual information, i.e.,

$$
\begin{equation*}
\hat{I}^{i}(A ; B)_{\rho} \leq \hat{I}^{i}(A ; B C)_{\rho} . \tag{42}
\end{equation*}
$$

Subsequently, for the quantum mutual information (35), it holds that

$$
\begin{align*}
I(A ; B)_{\rho} & =S\left(\rho_{A}\right)-S(A \mid B)_{\rho} \\
& =S\left(\rho_{B}\right)-S(B \mid A)_{\rho} . \tag{43}
\end{align*}
$$

The above two relations are called chain rules for the quantum mutual information. Chain rule can be regarded as a 'bridge' between conditional entropy with mutual information in information theory. We are also interested in exploring chain rules for the BS mutual information for bipartite classical-quantum system $\mathcal{H}_{X B}$ (for all quantum scenarios, further discussion is needed as a remaining issue). It is well-known that the classical-quantum
state only possesses classical correlation, and there is no quantum correlation, which leads us to find some significative and interesting results. We first give the following result before discussing the chain rules for the BS mutual information.

Lemma 3. For any bipartite classical-quantum states $\rho_{X B}$, we have

$$
\begin{equation*}
\hat{I}^{i}(X ; B)_{\rho}=\min _{\sigma_{B}} \sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right), \tag{44}
\end{equation*}
$$

where $i=2,3$.
Proof. The proof is similar to the proof of Lemma 1, thus we omit some calculation steps. We first consider the case $\hat{I}^{3}(X ; B)_{\rho}$. Let $\sigma_{X}=\sum_{x} q(x)|x\rangle\langle x|$, for any quantum state $\sigma_{B}$, we have

$$
\begin{align*}
& \operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} \sigma_{X}^{-1} \otimes \sigma_{B}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
= & \operatorname{Tr}\left[\sum_{x} p(x)|x\rangle\langle x| \otimes \rho_{B}^{x} \cdot \log \left(\sum_{x} p(x) q(x)^{-1}|x\rangle\langle x| \otimes\left(\rho_{B}^{x}\right)^{\frac{1}{2}} \sigma_{B}^{-1}\left(\rho_{B}^{x}\right)^{\frac{1}{2}}\right)\right]  \tag{45}\\
= & \operatorname{Tr}\left[\sum_{x} p(x) \log p(x) q(x)^{-1}|x\rangle\langle x| \otimes \rho_{B}^{x}\right]+\sum_{x} p(x) \operatorname{Tr}\left[\rho_{B}^{x} \log \left(\rho_{B}^{x}\right)^{\frac{1}{2}} \sigma_{B}^{-1}\left(\rho_{B}^{x}\right)^{\frac{1}{2}}\right] \\
= & D(p(x) \| q(x))+\sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right) .
\end{align*}
$$

Taking the minimum optimization for both sides of Equation (45) about $\sigma_{X}$ and $\sigma_{B}$, respectively, we then have,

$$
\begin{aligned}
\hat{I}^{3}(X ; B)_{\rho} & =\min _{\sigma_{X}, \sigma_{B}}\left[D(p(x) \| q(x))+\sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right)\right] \\
& =\min _{\sigma_{X}} D(p(x) \| q(x))+\min _{\sigma_{B}} \sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right) \\
& =\min _{\sigma_{B}} \sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right) .
\end{aligned}
$$

The last equality follows from the fact that the relative entropy $D(p(x) \| q(x))$ is nonnegative; i.e., it holds that

$$
\min _{\sigma_{X}} D(p(x) \| q(x))=0
$$

for all $x$, if and only if $p(x)=q(x)$.
For $\hat{I}^{2}(X ; B)_{\rho}$, only optimization is required for $\sigma_{B}$ from its definition, so we directly have

$$
\begin{aligned}
\hat{I}^{2}(X ; B)_{\rho} & =\min _{\sigma_{B}} \operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} \rho_{X}^{-1} \otimes \sigma_{B}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
& =\min _{\sigma_{B}} \sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right) .
\end{aligned}
$$

Notice that the BS mutual information $\hat{I}^{1}(X ; B)_{\rho}$ does not involve any optimizations, so we have

$$
\begin{equation*}
\hat{I}^{1}(X ; B)_{\rho}=\sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \rho_{B}\right) \tag{46}
\end{equation*}
$$

This result shows that the BS mutual information $\hat{I}^{1}(X ; B)_{\rho}$ is identical in form with the quantum mutual information $I(X ; B)_{\rho}$, while the latter is the well-known Holevo
information. In addition, if we consider the tripartite classical-quantum state, we can also obtain a sum form of the BS mutual information for $i=1$, i.e.,

$$
\begin{equation*}
\hat{I}^{1}(X A ; B)_{\rho}=\sum_{x} p(x) \hat{I}^{1}\left(A_{x} ; \rho_{B}\right), \tag{47}
\end{equation*}
$$

where $\hat{I}^{1}\left(A_{x} ; \rho_{B}\right)$ is the BS mutual information between quantum states $\rho_{A B}^{x}$ and $\rho_{A}^{x} \otimes \rho_{B}$. Other cases of the BS mutual information are similar, so we will not go into detail. Based on the above results, we obtain the chain rules for the BS mutual information for bipartite classical-quantum states as follows.

Theorem 2. For any bipartite classical-quantum state $\rho_{X B}$, we have

$$
\begin{equation*}
\hat{I}^{i}(X ; B)_{\rho}+\hat{S}_{\mathrm{m}}(X \mid B)_{\rho}=H(X) \tag{48}
\end{equation*}
$$

where $i=2,3$.

Proof. The proof of this theorem is similar to the proof of Theorem 1, so we omit some of the repetition. For any bipartite classical-quantum state $\rho_{X B}$, we have

$$
\begin{equation*}
\hat{D}\left(\rho_{X B} \| I_{X} \otimes \sigma_{B}\right)=\sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right)-H(X) . \tag{49}
\end{equation*}
$$

Employing the definition of Equation (15), we further have

$$
\begin{equation*}
\hat{S}_{\mathrm{m}}(X \mid B)_{\rho}=H(X)-\min _{\sigma_{B}} \sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \sigma_{B}\right) . \tag{50}
\end{equation*}
$$

Applying Lemma 3 to Equation (50), we can then complete the proof.
Similarly, for $\hat{I}^{1}(X ; B)_{\rho}$, we give a chain rule with respect to the definition of the BS conditional entropy $\hat{S}(X \mid B)_{\rho}$ as follows.

Corollary 1. For any bipartite classical-quantum state $\rho_{X B} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{X B}\right)$, we have

$$
\begin{equation*}
\hat{I}^{1}(X ; B)_{\rho}+\hat{S}(X \mid B)_{\rho}=H(X) . \tag{51}
\end{equation*}
$$

Proof. From Definition 2, we can directly obtain that

$$
\begin{align*}
\hat{S}(X \mid B)_{\rho} & =-\operatorname{Tr}\left[\rho_{X B} \log \left(\rho_{X B}^{\frac{1}{2}} I_{X} \otimes \rho_{B}^{-1} \rho_{X B}^{\frac{1}{2}}\right)\right] \\
& =H(X)-\sum_{x} p(x) \hat{D}\left(\rho_{B}^{x} \| \rho_{B}\right) . \tag{52}
\end{align*}
$$

Combining Equation (46) with Equation (52), we then obtain the desired result.
Recalling Holevo information and applying the result of Lemma 1, we further have

$$
\begin{align*}
I(X ; B)_{\rho} & =S\left(\rho_{B}\right)-\hat{S}(B \mid X)_{\rho} \\
& =S\left(\rho_{B}\right)-\hat{S}_{\mathrm{m}}(B \mid X)_{\rho}  \tag{53}\\
& =S\left(\rho_{B}\right)-S(B \mid X)_{\rho}
\end{align*}
$$

This result shows that the BS conditional entropy with classical side information can be used to describe the Holevo information as well. In addition, employing the inequality (41), we have

$$
\begin{equation*}
S\left(\rho_{B}\right)-\hat{S}_{\mathrm{m}}(B \mid X)_{\rho} \leq \hat{I}^{3}(X ; B)_{\rho} . \tag{54}
\end{equation*}
$$

Comparing this to Theorem 2, we find that, when the side information is classical, the equal sign of the chain rule for $\hat{I}^{3}(X ; B)_{\rho}$ does not hold in general.

### 3.3. Subadditivity for the BS Relative Entropy

It is necessary to study the relationship of entropic measures between a joint system and its corresponding subsystems, which plays a vital role in estimating channel capacity bounds and analyzing error exponents. The quantum relative entropy satisfies subadditivity and superadditivity, both of which are fundamental properties of the quantum relative entropy [31]. More precisely, for any bipartite quantum states $\rho_{A B}$ and a product state $\sigma_{A} \otimes \sigma_{B}$, the superadditivity of the quantum relative entropy is

$$
\begin{equation*}
D\left(\rho_{A} \| \sigma_{A}\right)+D\left(\rho_{B} \| \sigma_{B}\right) \leq D\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \tag{55}
\end{equation*}
$$

This was extended to a more general setting [36]. This paper does not determine whether the BS relative entropy holds the same property. However, the following result shows an opposite relationship for the BS entropy, i.e., the subadditivity. We first give an equivalent definition of the $B S$ relative entropy for obtaining the desired result.

Lemma 4. For any quantum state $\rho \in \mathcal{S}_{=}(\mathcal{H})$ and $\sigma \in \mathcal{S}_{\leq}(\mathcal{H})$, we have

$$
\begin{equation*}
\hat{D}(\rho \| \sigma)=\operatorname{Tr}\left[\sigma\left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right)\right] \tag{56}
\end{equation*}
$$

Proof. Let $\Pi_{\sigma}$ be the projection onto the support of $\sigma$. One can obtain that $\rho=\rho \Pi_{\sigma}=\Pi_{\sigma} \rho$ from $\operatorname{supp}(\rho) \subseteq \operatorname{supp}(\sigma)$. From Equation (5), we thus have

$$
\begin{align*}
\hat{D}(\rho \| \sigma) & =\operatorname{Tr}\left[\rho \log \left(\rho^{\frac{1}{2}} \sigma^{-1} \rho^{\frac{1}{2}}\right)\right] \\
& =\operatorname{Tr}\left[\rho^{\frac{1}{2}} \Pi_{\sigma} \rho^{\frac{1}{2}} \log \left(\rho^{\frac{1}{2}} \sigma^{-\frac{1}{2}} \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right)\right]  \tag{57}\\
& =\operatorname{Tr}\left[\rho^{\frac{1}{2}} \sigma^{\frac{1}{2}} \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}} \log \left(\rho^{\frac{1}{2}} \sigma^{-\frac{1}{2}} \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right)\right]
\end{align*}
$$

where the equalities holds from the fact that $\Pi_{\sigma}=\sigma^{\frac{1}{2}} \sigma^{-\frac{1}{2}}$. Employing Lemma 2.6 in [29], we have

$$
\sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}} \log \left(\rho^{\frac{1}{2}} \sigma^{-\frac{1}{2}} \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right)=\log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}
$$

where $\rho^{\frac{1}{2}} \sigma^{-\frac{1}{2}}=\left(\sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right)^{\dagger}$. We then have

$$
\begin{align*}
\hat{D}(\rho \| \sigma) & =\operatorname{Tr}\left[\rho^{\frac{1}{2}} \sigma^{\frac{1}{2}} \log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma^{-\frac{1}{2}} \rho^{\frac{1}{2}}\right] \\
& =\operatorname{Tr}\left[\log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma^{-\frac{1}{2}} \rho \sigma^{\frac{1}{2}}\right] \tag{58}
\end{align*}
$$

The equality holds from the cyclic property of the trace. Since

$$
\log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}=\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}} \log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right)
$$

we have

$$
\begin{align*}
\hat{D}(\rho \| \sigma) & =\operatorname{Tr}\left[\log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}} \sigma\right] \\
& =\operatorname{Tr}\left[\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}} \log \left(\sigma^{-\frac{1}{2}} \rho \sigma^{-\frac{1}{2}}\right) \sigma\right] \tag{59}
\end{align*}
$$

Finally, we obtain the desired result by applying the cyclic property of the trace again.

Theorem 3. For any quantum state $\rho_{A B} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B}\right), \sigma_{A} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{A}\right)$, or $\sigma_{B} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{B}\right)$, we have

$$
\begin{equation*}
\hat{D}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \leq \lambda\left[\log \lambda+\hat{D}\left(\rho_{A} \| \sigma_{A}\right)+\hat{D}\left(\rho_{B} \| \sigma_{B}\right)\right] \tag{60}
\end{equation*}
$$

where $\lambda=2^{D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)}$.
Proof. Let $D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)=\log \lambda$ for $\operatorname{supp} \rho_{A B} \subseteq \operatorname{supp}\left(\rho_{A} \otimes \rho_{B}\right)$, which implies that $\rho_{A B} \leq \lambda \rho_{A} \otimes \rho_{B}$. For any quantum state $\sigma_{A}$ or $\sigma_{B}$ that satisfies supp $\rho_{A} \subseteq \operatorname{supp} \sigma_{B}$ and $\operatorname{supp} \rho_{A} \subseteq \operatorname{supp} \sigma_{B}$, respectively, applying Lemma 4, we have

$$
\begin{align*}
& \hat{D}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \\
= & \operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{A B} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}}\right) \cdot \log \left(\sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{A B} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}}\right)\right] . \tag{61}
\end{align*}
$$

Employing the basic operator inequalities of Lemma 2.13 in [29], we have

$$
\sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{A B} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \leq \lambda \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{A} \otimes \rho_{B} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}}
$$

Substituting the above inequality into Equation (61), we then have

$$
\begin{aligned}
& \hat{D}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \\
\leq & \operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\lambda \sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right) \cdot \log \left(\lambda \sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right)\right] \\
= & \lambda \cdot \operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right)\right. \\
& \left.\cdot\left(\log \lambda+\log \left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}}\right)+\log \left(\sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right)\right)\right] \\
\leq & \lambda \log \lambda+\lambda \hat{D}\left(\rho_{A} \| \sigma_{A}\right)+\lambda \hat{D}\left(\rho_{B} \| \sigma_{B}\right) .
\end{aligned}
$$

The equality follows from the linearity of the trace. The last inequality holds based on

$$
\operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right)\right] \leq 1
$$

and

$$
\begin{aligned}
& \operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right) \log \left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}}\right)\right] \\
= & \operatorname{Tr}\left[\sigma_{A}\left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}}\right) \log \left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}}\right)\right] \\
= & \hat{D}\left(\rho_{A} \| \sigma_{A}\right) .
\end{aligned}
$$

Similarly,

$$
\operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \rho_{A} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right) \log \left(\sigma_{B}^{-\frac{1}{2}} \rho_{B} \sigma_{B}^{-\frac{1}{2}}\right)\right]=\hat{D}\left(\rho_{B} \| \sigma_{B}\right) .
$$

As mentioned above, the geometric Rényi relative entropy converges to the BS relative entropy when the limit is $\alpha \rightarrow 1$. More generally, we also provide an upper bound for the geometric Rényi relative entropy.

Theorem 4. For any quantum state $\rho_{A B} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B}\right), \sigma_{A} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{A}\right)$, or $\sigma_{B} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{B}\right)$, we have

$$
\hat{D}_{\alpha}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \leq \frac{\alpha}{\alpha-1} D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)+\hat{D}_{\alpha}\left(\rho_{A} \| \sigma_{A}\right)+\hat{D}_{\alpha}\left(\rho_{B} \| \sigma_{B}\right)
$$

Proof. Let $D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)=\log \lambda$ for $\operatorname{supp} \rho_{A B} \subseteq \operatorname{supp}\left(\rho_{A} \otimes \rho_{B}\right)$. This implies that $\rho_{A B} \leq \lambda \rho_{A} \otimes \rho_{B}$. For $\sigma_{A}$ and $\sigma_{B}$ with $\operatorname{supp} \rho_{A} \subseteq \operatorname{supp} \sigma_{B}$ and $\operatorname{supp} \rho_{A} \subseteq \operatorname{supp} \sigma_{B}$, respectively, employing the relation of Eq. (4.6.21) in [29], we have

$$
\operatorname{Tr}\left[\left(\sigma_{A} \otimes \sigma_{B}\right)\left(\sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}} \rho_{A B} \sigma_{A}^{-\frac{1}{2}} \otimes \sigma_{B}^{-\frac{1}{2}}\right)^{\alpha}\right]=\operatorname{Tr}\left[\rho_{A B}\left(\rho_{A B}^{\frac{1}{2}} \sigma_{A}^{-1} \otimes \sigma_{B}^{-1} \rho_{A B}^{\frac{1}{2}}\right)^{\alpha-1}\right]
$$

It then holds that

$$
\begin{aligned}
& \operatorname{Tr}\left[\rho_{A B}\left(\rho_{A B}^{\frac{1}{2}} \sigma_{A}^{-1} \otimes \sigma_{B}^{-1} \rho_{A B}^{\frac{1}{2}}\right)^{\alpha-1}\right] \\
\leq & \operatorname{Tr}\left[\lambda\left(\rho_{A} \otimes \rho_{B}\right)\left(\lambda \rho_{A}^{\frac{1}{2}} \otimes \rho_{B}^{\frac{1}{2}} \sigma_{A}^{-1} \otimes \sigma_{B}^{-1} \rho_{A}^{\frac{1}{2}} \otimes \rho_{B}^{\frac{1}{2}}\right)^{\alpha-1}\right] \\
= & \lambda^{\alpha} \operatorname{Tr}\left[\left(\rho_{A} \otimes \rho_{B}\right)\left(\rho_{A}^{\frac{1}{2}} \otimes \rho_{B}^{\frac{1}{2}} \sigma_{A}^{-1} \otimes \sigma_{B}^{-1} \rho_{A}^{\frac{1}{2}} \otimes \rho_{B}^{\frac{1}{2}}\right)^{\alpha-1}\right] \\
= & \lambda^{\alpha} \operatorname{Tr}\left[\rho_{A}\left(\rho_{A}^{\frac{1}{2}} \sigma_{A}^{-1} \rho_{A}^{\frac{1}{2}}\right)^{\alpha-1}\right] \operatorname{Tr}\left[\rho_{B}\left(\rho_{B}^{\frac{1}{2}} \sigma_{B}^{-1} \otimes \rho_{B}^{\frac{1}{2}}\right)^{\alpha-1}\right] .
\end{aligned}
$$

Combining the above result with Definition 1, we have

$$
\begin{aligned}
\hat{D}_{\alpha}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) & \leq \frac{1}{\alpha-1} \log \left[\lambda^{\alpha} \operatorname{Tr}\left[\rho_{A}\left(\rho_{A}^{\frac{1}{2}} \sigma_{A}^{-1} \rho_{A}^{\frac{1}{2}}\right)^{\alpha-1}\right] \operatorname{Tr}\left[\rho_{B}\left(\rho_{B}^{\frac{1}{2}} \sigma_{B}^{-1} \otimes \rho_{B}^{\frac{1}{2}}\right)^{\alpha-1}\right]\right] \\
& =\frac{\alpha}{\alpha-1} D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)+\hat{D}_{\alpha}\left(\rho_{A} \| \sigma_{A}\right)+\hat{D}_{\alpha}\left(\rho_{B} \| \sigma_{B}\right)
\end{aligned}
$$

Similarly, one can define a new mutual information term via the geometric Rényi relative entropy as

$$
\begin{equation*}
\hat{I}_{\alpha}(A ; B)_{\rho}=\min _{\sigma_{A}, \sigma_{B}} \hat{D}_{\alpha}\left(\rho_{A B} \| \sigma_{A} \otimes \sigma_{B}\right) \tag{62}
\end{equation*}
$$

It is then easy to draw the following conclusion.
Corollary 2. For any quantum state $\rho_{A B} \in \mathcal{S}_{=}\left(\mathcal{H}_{A B}\right), \sigma_{A} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{A}\right)$, or $\sigma_{B} \in \mathcal{S}_{\leq}\left(\mathcal{H}_{B}\right)$, we have

$$
\begin{equation*}
\hat{I}_{\alpha}(A ; B)_{\rho} \leq \frac{\alpha}{\alpha-1} D_{\max }\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right)+\hat{D}_{\alpha}\left(\rho_{A} \| \sigma_{A}\right)+\hat{D}_{\alpha}\left(\rho_{B} \| \sigma_{B}\right) \tag{63}
\end{equation*}
$$

Notably, if one considers the classical-quantum state, there is no result as shown in Lemma 3 for the mutual information defined by the geometric Rényi relative entropy. Specifically, for $\alpha \in(0,1)$, we have

$$
\begin{align*}
\hat{D}_{\alpha}\left(\rho_{X B} \| \rho_{X} \otimes \rho_{B}\right) & =\frac{1}{\alpha-1} \log \left[\sum_{x} p(x) \operatorname{Tr}\left[\rho_{B}\left(\rho_{B}^{-\frac{1}{2}} \rho_{B}^{x} \rho_{B}^{-\frac{1}{2}}\right)^{\alpha}\right]\right] \\
& \leq \frac{1}{\alpha-1} \sum_{x} p(x) \log \left[\operatorname{Tr}\left[\rho_{B}\left(\sigma_{B}^{-\frac{1}{2}} \rho_{B}^{x} \rho_{B}^{-\frac{1}{2}}\right)^{\alpha}\right]\right]  \tag{64}\\
& =\sum_{x} p(x) \hat{D}_{\alpha}\left(\rho_{B}^{x} \| \rho_{B}\right)
\end{align*}
$$

where the inequality comes from the Jensen inequality of $-\log t$. For $\alpha \in(1, \infty)$, we obtain the opposite result, i.e.,

$$
\begin{equation*}
\hat{D}_{\alpha}\left(\rho_{X B} \| \rho_{X} \otimes \rho_{B}\right) \geq \sum_{x} p(x) \hat{D}_{\alpha}\left(\rho_{B}^{x} \| \rho_{B}\right) \tag{65}
\end{equation*}
$$

Furthermore, if one considers the conditional entropy defined by the geometric Rényi relative entropy, for $\alpha \in(0,1)$, we have

$$
\begin{equation*}
\hat{D}_{\alpha}\left(\rho_{X B} \| I_{X} \otimes \rho_{B}\right) \leq \sum_{x} p(x) \hat{D}_{\alpha}\left(\rho_{B}^{x} \| \rho_{B}\right)-H(X) . \tag{66}
\end{equation*}
$$

For $\alpha \in(1, \infty)$, we then have

$$
\begin{equation*}
\hat{D}_{\alpha}\left(\rho_{X B} \| I_{X} \otimes \rho_{B}\right) \geq \sum_{x} p(x) \hat{D}_{\alpha}\left(\rho_{B}^{x} \| \rho_{B}\right)-H(X) . \tag{67}
\end{equation*}
$$

## 4. Conclusions

This paper investigates the subadditivity of the geometric Rényi and BS relative entropies and explores the indispensable properties of the BS conditional entropy and mutual information, especially in classical-quantum settings. The subadditivity of the geometric Rényi and BS relative entropies can provide new valuable bounds to estimate channel capacity and analyze the error exponent. As mentioned above, the BS relative entropy represents a different quantum generalization of classical relative entropy. The main use of BS relative entropy is in establishing upper bounds for the rates of feedbackassisted quantum communication protocols. The primary goal of further research on BS relative entropy is to explore the intrinsic properties of its relevant conditional entropy and mutual information and to gain a better understanding of their operational relevance. We hope that the formal tools provided in this paper will be useful for this purpose.

One question worth answering is whether there is a chain rule for the mutual information in terms of the geometric Rényi relative entropy, i.e.,

$$
\hat{D}_{\alpha}\left(\rho_{A B} \| \rho_{A} \otimes \rho_{B}\right) \geq \hat{S}_{\alpha}\left(\rho_{A}\right)+\hat{D}_{\alpha}\left(\rho_{A B} \| I_{A} \otimes \rho_{B}\right)
$$

or the other forms, where $\hat{S}_{\alpha}\left(\rho_{A}\right)$ is the quantum Rényi entropy. Subsequently, the duality of conditional entropy is an important property for a tripartite pure state system, which can be effectively applied in random number extraction and channel coding [26]. Further research will focus on the duality of the BS conditional entropy.
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#### Abstract

We introduce a new incompatibility criterion for quantum channels based on the notion of (quantum) Fisher information. Our construction is based on a similar criterion for quantum measurements put forward by H . Zhu. We then study the power of the incompatibility criterion in different scenarios. First, we prove the first analytical conditions for the incompatibility of two Schur channels. Then, we study the incompatibility structure of a tuple of depolarizing channels, comparing the newly introduced criterion with the known results from asymmetric quantum cloning.
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## 1. Introduction

The impossibility of simultaneous realizations of two quantum operations is one of the fundamental features of quantum theory [1,2]. Two of the most famous incarnations of this principle are the Heisenberg uncertainty principle (the position and momentum of a quantum particle can not be measured simultaneously [1]) and the no-cloning theorem (there is no physical operation producing two identical copies of an unknown, arbitrary, quantum state $[3,4]$ ). In general, two (or more) quantum operations, such as measurements, channels, or instruments, are called compatible if they can be seen as marginals of a common operation; if there is no physical operation having the original ones as marginals, they are called incompatible. As quantum theory is built on Hilbert space, general quantum measurements are considered the positive operator-valued measures (POVMs). In quantum information theory, there are many applications of the notion of incompatibility, such as the robustness of entanglement [5,6], the robustness of measurement incompatibility [7-9], quantum nonlocality $[10,11]$, quantum steering $[7,12]$, quantum state discrimination [13-15], quantum resource theory [16], and quantum cryptography [17].

In the modern formalism of quantum theory, the most general description of physical transformations of quantum states is in terms of quantum channels $[18,19]$. The concept of incompatibility of quantum channels has been proposed in terms of the input-output devices [20,21]. In [21], the authors show that the definition of the incompatibility of quantum channels is a natural generalization of joint measurability of quantum observables. There exists a large body of work dealing with this notion from various points of view [15,22-24]. Generally speaking, deciding whether a given family of quantum operations is compatible can be formulated as a semidefinite program [25]. However, the size of the program grows exponentially with the number of operations considered. Hence, this method can be computationally prohibitive even for small system sizes (such as qubits) when the number of systems is moderately large. To cope with this dimensionality problem, (in-)compatibility criteria have been introduced; these are conditions that are only necessary, or sufficient, for the compatibility of the given tuple of channels. As is the case with quantum measurements [20], there exist much more compatibility criteria [26] than incompatibility criteria.

In this work, we introduce a new incompatibility criterion for quantum channels based on the notion of (quantum) Fisher information. Our criterion is based on a similar condition put forward by H. Zhu $[27,28]$ in the case of quantum measurements.

After introducing the necessary background on Fisher information and quantum channel compatibility (Sections 2 and 3), we put forward the new incompatibility criterion in Section 4. The statement of the main result of the paper can be found in Theorem 1. We then apply this result to study, for the first time, the incompatibility of Schur channels, an important class of quantum operations with wide-ranging applications; see Section 5. In the final two sections of the paper, we introduce different compatibility structures for assemblages of quantum channels (Section 6), and we study them in the case of generalized depolarizing channels (Section 7).

## 2. Classical and Quantum Fisher Information

Consider a family of probability distributions $\{p(x \mid \theta), x \in R\}$ parametrized by $\theta$. A central research direction in statistics is to estimate the accuracy of the value of parameter $\theta$ by observing $x$ outcomes sampled from the distributions. Recall that the (classical) Fisher information of the model is defined as

$$
I(\theta):=\sum_{x} p(x \mid \theta)\left(\frac{\partial \log p(x \mid \theta)}{\partial \theta}\right)^{2} .
$$

when an estimator $\hat{\theta}(x)$ of the parameter $\theta$ is unbiased, the inverse of the classical Fisher information gives a lower bound on the mean square error (MSE) of the estimator, which is the well-known Cramér-Rao bound [29,30]. The notion of the classical Fisher information plays a significant role in the geometrical approach to statistics [31,32] and the information theory approach to physics [33].

In the multiple-parameter scenario, when $\theta$ is a vector, the classical Fisher information is considered as a matrix form, which is a real symmetric matrix with matrix elements [34-36]:

$$
I_{i j}(\theta):=\sum_{x} p(x \mid \theta) \frac{\partial \log p(x \mid \theta)}{\partial \theta_{i}} \frac{\partial \log p(x \mid \theta)}{\partial \theta_{j}} .
$$

In a quantum parameter estimation scenario, we may perform the quantum positive operator-valued measurement (POVM) on a quantum state that depends on a parameter to extract the parameter information. Consider a quantum measurement $\mathbf{M}=\left\{M_{x} \geq\right.$ $\left.0, \sum_{x} M_{x}=I_{d}\right\}$ acting on the states $\rho(\theta) \in \mathcal{L}\left(H_{d}\right)$. The parameterized probability of outcomes $x$ of the measurement is $p(x \mid \theta)=\operatorname{Tr}\left[\rho(\theta) M_{x}\right]$. The corresponding measurementinduced Fisher information $I_{\mathbf{M}}(\theta)$ is then given by

$$
I_{\mathbf{M}}(\theta)=\sum_{x} p(x \mid \theta) \operatorname{Tr}\left(\frac{\partial \log \rho(\theta)}{\partial \theta} M_{x}\right)^{2} .
$$

The quantum Fisher information of the model $\rho(\theta)$ is defined as [37]

$$
J(\theta):=\operatorname{Tr}\left[\rho(\theta) L(\theta)^{2}\right],
$$

where the symmetric logarithmic derivative (SLD) operators $L(\theta)$ for the parameter $\theta$ are determined implicitly by

$$
\frac{\mathrm{d} \rho(\theta)}{\theta}=\frac{1}{2}[\rho(\theta) L(\theta)+L(\theta) \rho(\theta)] .
$$

In contrast with the classical Cramér-Rao bound, the inverse of quantum Fisher information is also a lower bound for the MSE of an unbiased estimator, which is called the quantum Cramér-Rao bound [37].

In quantum multiple-parameter estimation scenarios, both the measure-induced Fisher information and quantum Fisher information are matrices

$$
\begin{align*}
I_{\mathbf{M}, i j}(\theta) & =\sum_{x} p(x \mid \theta) \operatorname{Tr}\left(\frac{\partial \log \rho(\theta)}{\partial \theta_{i}} M_{x}\right) \operatorname{Tr}\left(\frac{\partial \log \rho(\theta)}{\partial \theta_{j}} M_{x}\right)  \tag{1}\\
J_{i j}(\theta) & =\frac{1}{2} \operatorname{Tr}\left\{\rho(\theta)\left[L_{i}(\theta) L_{j}(\theta)+L_{j}(\theta) L_{i}(\theta)\right]\right\} \tag{2}
\end{align*}
$$

where $L_{k}$ is the SLD operator corresponding with $\theta_{k}$. The measurement-induced Fisher information resembles the classical correlations, while the quantum Fisher information resembles the quantum mutual information. From the Braunstein-Caves theorem [36], the quantum Fisher information, independent of measurement, is an upper bound of the measurement-induced Fisher information in the positive semidefinite order for matrices:

$$
I_{\mathbf{M}}(\theta) \leq J(\theta)
$$

In this work, we shall consider another relationship proposed by Gill and Massar [38] for any $d$-dimensional quantum system:

$$
\begin{equation*}
\operatorname{Tr}\left[J^{-1}(\theta) I_{\mathbf{M}}(\theta)\right] \leq d-1 \tag{3}
\end{equation*}
$$

This inequality was the main ingredient in the incompatibility criterion invented by Zhu [27], which lies at the foundation of our incompatibility criterion for quantum channels.

## 3. Compatibility of Quantum Channels

In this section, we review the basic definitions of quantum channel compatibility.
Let $H_{d}$ and $H_{D}$ be Hilbert spaces, and $\mathcal{L}\left(H_{d}\right)$ denote the family of linear operators on $H_{d}$. In the Schrödinger picture, a quantum channel is defined as a linear map $\Phi: \mathcal{L}\left(H_{d}\right) \rightarrow$ $\mathcal{L}\left(H_{D}\right)$ having the following two properties:

- complete positivity: for any dimension $k \geq 1$, the linear map $\operatorname{id}_{k} \otimes \Phi: \mathcal{L}\left(\mathbb{C}^{k} \otimes H_{d}\right) \rightarrow$ $\mathcal{L}\left(\mathbb{C}^{k} \otimes H_{D}\right)$ is a positive operator;
- trace-preservation: for all operators $X \in \mathcal{L}\left(H_{d}\right), \operatorname{Tr} \Phi(X)=\operatorname{Tr} X$.

We say that quantum channels are trace-preserving, completely positive (TPCP) maps. In this paper, we shall also consider the Heisenberg picture of quantum mechanics, where channels are seen as acting on observables instead of states. This amounts to considering the adjoint map $\Phi^{*}: \mathcal{L}\left(H_{D}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$, where the adjoint is taken with respect to the Hilbert-Schmidt scalar product on the corresponding matrix spaces [21]:

$$
\langle A, \Phi(\rho)\rangle=\left\langle\Phi^{*}(A), \rho\right\rangle
$$

where $\rho \in \mathcal{L}\left(H_{d}\right), A \in \mathcal{L}\left(H_{D}\right)$, and $\langle X, Y\rangle:=\operatorname{Tr}\left(X^{*} Y\right)$.
We now recall the definition of the compatibility of quantum channels and refer the reader to the review [20] for further properties.

Definition 1. Consider two quantum channels $\Phi_{1}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d_{1}}\right)$ and $\Phi_{2}: \mathcal{L}\left(H_{d}\right) \rightarrow$ $\mathcal{L}\left(H_{d_{2}}\right)$ having the same input space. The pair $\left(\Phi_{1}, \Phi_{2}\right)$ is said to be compatible, if there exists a joint channel $\Lambda: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d_{1}} \otimes H_{d_{2}}\right)$ such that $\Phi_{1,2}$ are the marginals of $\Lambda$ :

$$
\forall X \in \mathcal{L}\left(H_{d}\right), \quad \Phi_{1}(X)=\operatorname{Tr}_{2} \Lambda(X) \quad \text { and } \quad \Phi_{2}(X)=\operatorname{Tr}_{1} \Lambda(X)
$$

where $\operatorname{Tr}_{1,2}$ denote the partial trace operations in $\mathcal{L}\left(H_{d_{1}} \otimes H_{d_{2}}\right) \cong \mathcal{L}\left(H_{d_{1}}\right) \otimes \mathcal{L}\left(H_{d_{2}}\right)$.
In the Heisenberg (dual) picture, the condition above reads

$$
\forall A \in \mathcal{L}\left(H_{d_{1}}\right), \quad \Phi_{1}^{*}(A)=\Lambda^{*}\left(A \otimes I_{d_{2}}\right), \quad \text { and } \quad \forall B \in \mathcal{L}\left(H_{d_{2}}\right), \quad \Phi_{2}^{*}(B)=\Lambda^{*}\left(I_{d_{1}} \otimes B\right) .
$$

The (in-)compatibility of more than two channels is defined in a similar manner.
As an example, let us consider the partially depolarizing channel, which is defined as:

$$
\begin{equation*}
\Phi_{t}=t \cdot \mathrm{id}+(1-t) \Delta, \quad 0 \leq t \leq 1 \tag{4}
\end{equation*}
$$

with $\operatorname{id}(A)=A$ and $\Delta(A)=\operatorname{Tr}(A) I_{d} / d$ for any operator $A$; these quantum channels will be discussed at length in Section 7. From the no-cloning theorem [3,4], it follows that two copies of the identity channel (id, id), are incompatible. On the other hand, the completely depolarizing channel $\Delta$ is compatible with any other channel. A question is the self-incompatibility of $\Phi_{t}$. It is well known that the channel $\Phi_{t}$ is self-compatible if $0 \leq t \leq \frac{d+2}{2(d+1)}[26,39]$. The necessary and sufficient condition for the compatibility of two different depolarizing channels $\Phi_{s}$ and $\Phi_{t}$ were shown in [40-42]:

$$
\begin{equation*}
t+s-\frac{2}{d} \sqrt{(1-t)(1-s)} \leq 1 \tag{5}
\end{equation*}
$$

As previously discussed, quantum channel incompatibility is a key phenomenon in quantum theory, being at the heart of fundamental results in quantum information, such as the no-cloning theorem. In order to measure the degree of incompatibility of a given set of quantum channels, several definitions of the robustness of incompatibility have been considered in the literature $[8,26,43]$. In this section, we introduce a new such measure for a tuple of channels, which has the merit of taking into consideration the asymmetry between the channels considered. A similar definition was considered in the case of POVMs in [44,45]. We shall consider only channels acting on $\mathcal{L}\left(H_{d}\right)$, and we recall that $\Delta$ denotes the fully depolarizing channel $\Delta(X)=(\operatorname{Tr} X) I_{d} / d$.

Definition 2. Given an $N$-tuple of quantum channels $\boldsymbol{\Phi}:=\left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right)$, define the compatibility region of $\boldsymbol{\Phi}$ as

$$
\Gamma_{\boldsymbol{\Phi}}:=\left\{s \in[0,1]^{N}: \text { the channels }\left[s_{i} \Phi_{i}+\left(1-s_{i}\right) \Delta\right]_{i=1}^{N} \text { are compatible }\right\} .
$$

Note that the definition is a relevant event in the case where the channels $\Phi_{i}$ are identical: $\Phi_{i}=\Phi$ for all $i \in[N]$, in which case we call $\Gamma_{\Phi}:=\Gamma_{\Phi}$ the self-compatibility region (note that the dependence in $N$ is still present since we are consider $N$ copies of the channel $\Phi$ ).

The following result is a simple exercise.
Proposition 1. For any $N$-tuple of quantum channels $\boldsymbol{\Phi}:=\left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right)$, the set $\Gamma_{\boldsymbol{\Phi}}$ is convex and closed (i.e., a convex body). We have $0 \in \Gamma_{\boldsymbol{\Phi}}$, and, for all $i \in[N]$,

$$
e_{i}:=(0, \ldots, 0, \underbrace{1}_{i \text {-th position }}, 0, \ldots, 0) \in \Gamma_{\boldsymbol{\Phi}} .
$$

## 4. Channel Incompatibility via POVM Incompatibility

This is the main section of our paper, where we put forward a new incompatibility criterion for quantum channels in Theorem 1. Our criterion is based on an incompatibility criterion for quantum measurements (POVMs) introduced by H . Zhu and his collaborators [27,28].

Let us start by recalling the definition of compatibility (or joint measurability) of quantum measurements. First, recall that a quantum measurement (or POVM) is a $k$-tuple of operators $\mathbf{A}=\left(A_{1}, A_{2}, \ldots, A_{k}\right)$, having the following two properties:

- positivity: the operators $A_{1}, \ldots, A_{k} \in \mathcal{L}\left(H_{d}\right)$ are positive semidefinite;
- normalization: $\sum_{i=1}^{k} A_{i}=I_{d}$.

A POVM gives the most general form of a physical process that produces the probabilities given by the Born rule: when measuring a quantum system described by a density matrix $\rho$, one obtains the result $i \in[k]$ with probability

$$
\mathbb{P}[\text { outcome } i]=\operatorname{Tr}\left(\rho A_{i}\right)
$$

Naturally, one can see a POVM A as a quantum-to-classical channel

$$
\Phi_{\mathbf{A}}(X)=\sum_{i=1}^{k} \operatorname{Tr}\left(X A_{i}\right)|i\rangle\langle i|,
$$

where $\{|i\rangle\}_{i=1}^{k}$ denotes the canonical basis of $\mathbb{C}^{k}$ corresponding to the pointer states of the measurement apparatus.

Whether two (or more) quantum measurements can be performed simultaneously is one of the crucial questions lying at the foundations of quantum theory [1,2]. Mathematically, we have the following important definition (compare with Definition 1).

Definition 3. Two POVMs $\mathbf{A}=\left\{A_{i}\right\}_{i \in[k]}$ and $\mathbf{B}=\left\{B_{j}\right\}_{k \in[l]}$ are said to be compatible (or jointly measurable) if there exists a third POVM $\mathbf{C}=\left\{C_{i j}\right\}_{(i, j) \in[k] \times[l]}$, called joint measurement, such that

$$
\begin{array}{ll}
\forall i \in[k], & A_{i}=\sum_{j=1}^{l} C_{i j}, \\
\forall j \in[l], & B_{j}=\sum_{i=1}^{k} C_{i j} .
\end{array}
$$

Otherwise, the measurements A and B are called incompatible [46]. The compatibility of more than two measurements is defined similarly.

Quantum measurement (in-)compatibility has received a lot of attention in the literature, see, e.g., the excellent reviews [20,47], or the recent perspective on the problem focusing on the post-processing partial order [48]. Importantly for us, in [27], H. Zhu proposed a family of universal POVM incompatibility criteria based on the classical Fisher information matrix. Assume a measurement $\mathbf{C}$ is the joint measurement of $\mathbf{A}_{i}$. According to the Fisher information data-processing inequality, the measurement-induced Fisher information matrix of $\mathbf{A}_{i}$ should not exceed that of $\mathbf{C}$, that is to say

$$
I_{\mathbf{A}_{i}} \leq I_{\mathbf{C}}
$$

for all quantum states $\theta$ ( $\theta$ is omitted in the formula above for convenience); the Fisher information matrix $I$ was defined in Equation (1). Define $\widetilde{I}_{\mathbf{A}_{i}}:=J^{-1 / 2} I_{\mathbf{A}_{i}} J^{-1 / 2}$ as the metricadjusted Fisher information. The following inequality holds for compatible measurements based on the Gill-Massar inequality (3):

$$
\begin{equation*}
\min \left\{\operatorname{Tr} H: H \geq \widetilde{I}_{\mathbf{A}_{i}} \quad \forall i \in[N]\right\} \leq d-1 \tag{6}
\end{equation*}
$$

Otherwise, the $N$-tuple of measurements $\left(\mathbf{A}_{i}\right)_{i \in[N]}$ is incompatible. When the parameter $\theta$ (the state around which we compute the Fisher information) corresponds to the maximally mixed state $\theta=I_{d} / d$, inequality (6) can be rephrased as the following proposition [27,28].

Proposition 2. For a set of $N$ measurements $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{N}\right)$ on $\mathcal{L}\left(H_{d}\right)$, define the operators

$$
\forall i \in[N] \quad G_{\mathbf{A}_{i}}:=\sum_{s=1}^{k_{i}}\left|A_{i}(s)\right\rangle\left\langle A_{i}(s)\right| /\left[\operatorname{Tr}\left(A_{i}(s)\right] \in \mathcal{L}\left(H_{d}^{\otimes 2}\right),\right.
$$

where $A_{i}(1), A_{i}(2), \ldots, A_{i}\left(k_{i}\right)$ are the (non-zero) effects of the POVM $\mathbf{A}_{i}$, having $k_{i}$ outcomes. Consider now the quantity

$$
\begin{align*}
\tau(\mathbf{A}):=\min & \operatorname{Tr} H \\
\text { s.t. } & H \geq G_{\mathbf{A}_{i}} \quad \forall i \in[N] . \tag{7}
\end{align*}
$$

If $\tau(\mathbf{A})>d$, then the $N$-tuple of POVMs $\mathbf{A}=\left(\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{N}\right)$ is incompatible.
Remark 1. Note that the function $\tau(\mathbf{A})$ satisfies two basic requirements for a good measure of (in-)compatibility: monotonicity under coarse-graining and global unitary invariance.

Remark 2. For any POVM A, the associated matrix $G_{\mathbf{A}}$ is larger, in the positive semidefinite order, than the maximally entangled state

$$
\omega:=\frac{1}{d} \sum_{i, j=1}^{d}|i i\rangle\langle j j| .
$$

This fact is a consequence of the important observation that the $\mathbf{A} \mapsto G_{\mathbf{A}}$ is an order morphism for the post-processing order of quantum measurements [48], and $G_{\{I\}}=\omega$.

A natural question is how to capture the incompatibility of quantum channels using measurements. Let $\left\{\left|e_{j}\right\rangle\right\}$ and $\left\{\left|f_{k}\right\rangle\right\}$ be any sets of the basis of Hilbert spaces $H_{d_{1}}$ and $H_{d_{2}}$, respectively. Motivated by the definition of incompatibility of quantum channels, we dedicate to research properties of the induced sets $\left\{\Phi_{1}^{*}\left(\left|e_{j}\right\rangle\left\langle e_{j}\right|\right)\right\}$ and $\left\{\Phi_{2}^{*}\left(\left|f_{k}\right\rangle\left\langle f_{k}\right|\right)\right\}$. As we consider the quantum channel is trace-preserving, thus $\left\{\Phi_{1}^{*}\left(\left|e_{j}\right\rangle\left\langle e_{j}\right|\right)\right\}$ and $\left\{\Phi_{2}^{*}\left(\left|f_{k}\right\rangle\left\langle f_{k}\right|\right)\right\}$ can be regarded as POVMs [23], that is to say,

$$
\begin{equation*}
\sum_{j} \Phi_{1}^{*}\left(\left|e_{j}\right\rangle\left\langle e_{j}\right|\right)=\sum_{k} \Phi_{2}^{*}\left(\left|f_{k}\right\rangle\left\langle f_{k}\right|\right)=I_{d} . \tag{8}
\end{equation*}
$$

Lemma 1. [21] If $N$ quantum channels $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}$ are compatible, then, for all orthonormal bases $\mathbf{e}^{(1)}, \mathbf{e}^{(2)}, \ldots, \mathbf{e}^{(N)}$ of $\mathbb{C}^{d}$, the corresponding POVMs

$$
\mathbf{A}_{s}:=\left[\Phi_{s}^{*}\left(\left|\mathbf{e}_{i}^{(s)}\right\rangle\left\langle\mathbf{e}_{i}^{(s)}\right|\right)\right]_{i=1^{\prime}}^{d}, \quad \forall s \in[N]
$$

are compatible.
Proof. Let $\Lambda$ be a joint channel for the compatible $N$-tuple $\left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right)$. Clearly, $\Lambda$ : $\mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}^{\otimes N}\right)$ thus its adjoint is an unital, completely positive map

$$
\Lambda^{*}: \mathcal{L}\left(H_{d}^{\otimes N}\right) \rightarrow \mathcal{L}\left(H_{d}\right)
$$

Define operators

$$
\mathbf{B}:=\left[\Lambda^{*}\left(\bigotimes_{s=1}^{N}\left|\mathbf{e}_{i_{s}}^{(s)}\right\rangle\left\langle\mathbf{e}_{i_{s}}^{(s)}\right|\right)\right]_{i_{1}, \ldots, i_{N} \in[d]} .
$$

From the fact that $\Lambda^{*}$ is a completely positive, unital map, we infer that $\mathbf{B}$ is a POVM (with $d^{N}$ outcomes). Let us now compute the marginals of this POVM. For some fixed $s \in[N]$ and $i_{s} \in[d]$, we have

$$
\begin{equation*}
\sum_{i_{1}, \ldots, i_{s-1}, i_{s+1}, \ldots, i_{N} \in[d]} B_{i_{1} \cdots i_{N}}=\Lambda^{*}\left(I_{d} \otimes \cdots \otimes\left|\mathbf{e}_{i_{s}}^{(s)}\right\rangle\left\langle\mathbf{e}_{i_{s}}^{(s)}\right| \otimes \cdots \otimes I_{d}\right)=\Phi_{s}^{*}\left(\left|\mathbf{e}_{i_{s}}^{(s)}\right\rangle\left\langle\mathbf{e}_{i_{s}}^{(s)}\right|\right)=\mathbf{A}_{s}\left(i_{s}\right), \tag{9}
\end{equation*}
$$

showing that the $s$-th marginal of $\mathbf{B}$ is $\mathbf{A}_{s}$. Thus $\mathbf{B}$ is a joint measurement of $\mathbf{A}_{1}, \mathbf{A}_{2}, \ldots, \mathbf{A}_{N}$, proving the claim.

We leave open the reciprocal question, which we formulate as a conjecture (below for two channels, although the general version, for a $N$-tuple, can be easily stated).

Conjecture 1. Consider two quantum channels $\Phi, \Psi: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$ such that, for all orthonormal bases $\mathbf{e}=\left(e_{1}, \ldots, e_{d}\right), \mathbf{f}=\left(f_{1}, \ldots, f_{d}\right)$ of $\mathbb{C}^{d}$, the POVMs

$$
\left[\Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)\right]_{i=1}^{d} \quad \text { and } \quad\left[\Psi^{*}\left(\left|f_{j}\right\rangle\left\langle f_{j}\right|\right)\right]_{j=1}^{d}
$$

are compatible. Then, $\Phi$ and $\Psi$ are compatible channels.
We now turn to the main theoretical result of our paper: a criterion for quantum channel incompatibility. Informally, one can formulate it as follows: given an N -tuple of quantum channels, if one can find an $N$-tuple of orthonormal bases such that the corresponding quantum measurements are incompatible, then the original $N$-tuple of channels must also be incompatible. Our criterion is important since there are very few useful incompatibility criteria for channel incompatibility. On the other hand, there exist quite numerous incompatibility criteria for quantum measurements, so one can turn those into criteria for channels using Lemma 1 . We introduce the following important notation: to a quantum channel $\Phi: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$ and an orthonormal basis $\mathbf{e}=\left(e_{i}\right)_{i=1}^{d}$ of $\mathbb{C}^{d}$, we associate the $G$ matrix

$$
\begin{equation*}
G_{\Phi, \mathrm{e}}:=\sum_{i=1}^{d} \frac{\left|\Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)\right\rangle\left\langle\Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)\right|}{\operatorname{Tr} \Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)}, \tag{10}
\end{equation*}
$$

which corresponds to the $G$ matrix associated to the POVM

$$
\left[\Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)\right]_{i=1}^{d} .
$$

Theorem 1. Let $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$ be $N$ quantum channels. If there exists orthonormal bases $\mathbf{e}^{(1)}, \mathbf{e}^{(2)}, \ldots, \mathbf{e}^{(N)}$ of $\mathbb{C}^{d}$ such that the value of the semidefinite program

$$
\begin{array}{cl}
\min & \operatorname{Tr} H \\
\text { s.t. } & H \geq G_{\Phi_{i}, \mathbf{e}^{(i)}} \quad \forall i \in[N] \tag{11}
\end{array}
$$

is strictly larger than $d$, then the $n$-tuple of channels $\boldsymbol{\Phi}=\left(\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}\right)$ is incompatible.
Proof. The theorem follows directly from Proposition 2 and Lemma 1.
Remark 3. If the quantum channel $\Phi$ is unital, that is to say, $\Phi\left(I_{d}\right)=I_{d}$, the formula (10) simplifies, in the sense that the denominator is trivial:

$$
\begin{equation*}
\operatorname{Tr} \Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)=\left\langle I_{d}, \Phi^{*}\left(\left|e_{i}\right\rangle\left\langle e_{i}\right|\right)\right\rangle=\left\langle\Phi\left(I_{d}\right), \mid e_{i}\right\rangle\left\langle e_{i} \mid\right\rangle=\left\langle I_{d}, \mid e_{i}\right\rangle\left\langle e_{i} \mid\right\rangle=\operatorname{Tr}\left|e_{i}\right\rangle\left\langle e_{i}\right|=1 \tag{12}
\end{equation*}
$$

This will be the case for most of the examples we shall discuss in what follows.
It is important at this point to note that the incompatibility criterion we put forward in the result above is formulated as an SDP (semidefinite program). The usual way of formulating the compatibility of a tuple of quantum channels is also an SDP: one looks for a joint channel, a problem that can be formulated as an SDP thanks to the Choi formalism. However, let us compare the size of the SDPs:

- channel compatibility: the joint channel has a Choi matrix of size $d^{N+1}$
- incompatibility criterion from Theorem 1: the variable $H$ has size $d^{2}$.

Note also that one has, in both cases, $N$ constraints of size $d^{2}$. Therefore, we obtain a dramatic reduction in the size of the SDP at the price of having only a necessary compatibility condition (i.e., an incompatibility criterion).

There is, however, a situation when SDP (11) simplifies and can be analytically solved. This is when the matrices $G$ corresponding to the channel are orthogonal (up to the maximally entangled state $\omega$ ). We formalize this observation below.

Proposition 3. Consider $N$ quantum channels $\Phi_{1}, \Phi_{2}, \ldots, \Phi_{N}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$ and orthonormal bases $\mathbf{e}^{(1)}, \mathbf{e}^{(2)}, \ldots, \mathbf{e}^{(N)}$ such that, for all $i, j \in[N], i \neq j$,

$$
G_{\Phi_{i}, \mathbf{e}^{(i)}}-\omega \perp G_{\Phi_{j}, \mathbf{e}^{(j)}}-\omega .
$$

Then, the value of SDP (11) is

$$
1-N+\sum_{i=1}^{N} \operatorname{Tr} G_{\Phi_{i}, \mathbf{e}^{(i)}}
$$

Proof. Taking into consideration Remark 2, one can rewrite SDP (11) by subtracting $\omega$ everywhere:

$$
\begin{align*}
1+\min & \operatorname{Tr} \tilde{H} \\
\text { s.t. } & \tilde{H} \geq G_{\Phi_{i}, \mathbf{e}^{(i)}}-\omega \quad \forall i \in[N] \tag{13}
\end{align*}
$$

where $\tilde{H}=H-\omega$. Using the hypothesis and noting that the matrices $G_{\Phi_{i}, \mathbf{e}^{(i)}}-\omega$ are all positive semidefinite, any feasible $\tilde{H}$ must satisfy

$$
\tilde{H} \geq \sum_{i=1}^{N} G_{\Phi_{i}, \mathbf{e}^{(i)}}-\omega .
$$

Hence, the optimal $\tilde{H}$ achieves equality above, and the conclusion follows.
This idea will be used in Sections 5 and 7 to obtain (analytical) incompatibility criteria for important classes of quantum channels.

As an example, let us work out the $G$ matrix for the identity channel $\operatorname{id}(X)=X$.

$$
\begin{equation*}
\left.\left.G_{\mathrm{id}, \mathbf{e}}=\sum_{i=1}^{d}| | e_{i}\right\rangle\left\langle e_{i} \mid\right\rangle\left\langle\mid e_{i}\right\rangle\left\langle e_{i}\right|\left|=\sum_{i=1}^{d}\right| e_{i} \otimes \bar{e}_{i}\right\rangle\left\langle e_{i} \otimes \bar{e}_{i}\right|=: \mathrm{Z}_{\mathbf{e}} . \tag{14}
\end{equation*}
$$

The matrix $Z_{\mathrm{e}}$ will play an important role in what follows. We gather some useful facts about it below. Recall that two orthonormal bases $\mathbf{e}, \mathbf{f}$ of $\mathbb{C}^{d}$ are called unbiased if

$$
\forall i, j \in[d], \quad\left|\left\langle e_{i}, f_{j}\right\rangle\right|=\frac{1}{\sqrt{d}} .
$$

Lemma 2. For any orthonormal basis $\mathbf{e}$, we have

$$
\left\langle Z_{\mathbf{e}}, \omega\right\rangle=1
$$

Moreover, if $\mathbf{e}$ and $\mathbf{f}$ are unbiased orthonormal bases, then

$$
\left\langle Z_{\mathbf{e}}, Z_{\mathbf{f}}\right\rangle=1 .
$$

Let us close this section by mentioning how the matrices $G$ behave when mixing noise into a quantum channel $\Phi$. This property will be very useful in what follows when investigating the compatibility robustness of some classes of quantum channels.

Lemma 3. Given a quantum channel $\Phi: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$, consider its noisy version

$$
\Phi_{t}:=t \Phi+(1-t) \Delta,
$$

where $\Delta(X)=(\operatorname{Tr} X) I / d$ is the completely depolarizing channel, and $t \in[0,1]$ is some parameter. Then, for any orthonormal basis $\mathbf{e}$,

$$
G_{\Phi_{t, \mathrm{e}}}=t^{2} G_{\Phi, \mathbf{e}}+\left(1-t^{2}\right) \omega
$$

where $\omega$ is the maximally entangled state (note that $\omega=G_{\Delta, \mathbf{e}}$ ).
Proof. This can either be proven directly using formula (10) or by using the corresponding result for POVMs, see, e.g., ([48] Proposition 5.3).

## 5. Incompatibility of Two Schur Channels

As the first application of our newly introduced incompatibility criterion for quantum channels, we consider Schur channels. A Schur map is a linear map of the form

$$
\Sigma_{B}(X)=B \circ X,
$$

where $B$ is a $d \times d$ complex matrix and $\circ$ denotes the Hadamard product. The map $\Sigma_{B}$ is completely positive if and only if matrix $B$ is positive semidefinite, and it is trace-preserving if the diagonal of $B$ is the identity: $B_{i i}=1$ for all $i$. If both conditions are satisfied, we call $\operatorname{map} \Sigma_{B}$ a Schur channel (sometimes also called a Schur multiplier), see [49-52]. Schur channels have received a lot of attention in operator algebra and quantum information theory, and they contain the identity channel id $=\Sigma_{J}$, where $J$ is the all 1 s matrix, and the dephasing channel (the conditional expectation on the diagonal sub-algebra) diag $=\Sigma_{I}$ as examples.

For Schur channel $\Sigma_{B}$, we have

$$
G_{\Sigma_{B}, \mathbf{e}}=|\bar{B}\rangle\langle\bar{B}| \circ Z_{\mathbf{e}}
$$

for any orthonormal basis $\mathbf{e}$ (recall the form of the matrix $Z$ from (14)). If $e$ is the canonical basis, we have

$$
G_{\Sigma_{B}, \text { can }}=Z_{\text {can }}
$$

Consider now a basis $\mathbf{f}$ that is unbiased with respect to the canonical basis; in other works, the elements of $\mathbf{f}$ form the columns of a Hadamard matrix $U$ : $\left|f_{j}\right\rangle=U|j\rangle$ for all $j$. An important example of such a basis is the Fourier basis:

$$
f_{j}(s)=\exp (2 \pi \mathrm{i} / d)^{j s}, \quad \forall j, s \in[d]
$$

Lemma 4. If $B$ and $C$ are two positive semidefinite matrices with unit diagonal, and can and $\mathbf{f}$ are unbiased, then

$$
G_{\Sigma_{B}, \text { can }}-\omega \perp G_{\Sigma_{C}, f}-\omega .
$$

Proof. Expanding the scalar product and using Lemma 2, we need to show that

$$
\left\langle Z_{\text {can }}, \mid \bar{C}\right\rangle\left\langle\bar{C} \mid \circ Z_{f}\right\rangle=\langle\omega, \mid \bar{C}\rangle\left\langle\bar{C} \mid \circ Z_{\mathbf{f}}\right\rangle .
$$

Let us work out the left-hand-side:

$$
\left\langle Z_{\text {can }}, \mid \bar{C}\right\rangle\left\langle\bar{C} \mid \circ Z_{f}\right\rangle=\langle\mid C\rangle\left\langle C \mid \circ Z_{\text {can }}, Z_{f}\right\rangle=\left\langle Z_{\text {can }}, Z_{f}\right\rangle=1,
$$

where we have used Lemma 2 and the fact that $|C\rangle\langle C| \circ Z_{\text {can }}=Z_{\text {can }}$, which follows from the fact that $C$ has unit diagonal. The right-hand-side can be dealt with in the same manner.

For a $d \times d$ matrix $B$ with unit diagonal, define the real parameter $\beta(B)$ as follows:

$$
\begin{equation*}
\beta(B):=\frac{1}{d-1}\left(\frac{1}{d} \sum_{i, j=1}^{d}\left|B_{i j}\right|^{2}-1\right)=\frac{1}{d-1} \sum_{i \neq j \in[d]}\left|B_{i j}\right|^{2} . \tag{15}
\end{equation*}
$$

Recall that the torus $\mathbb{T}^{d}$ is the set of vectors $b \in \mathbb{C}^{d}$ with $\left|b_{i}\right|=1$ for all $i=1, \ldots, d$.
Lemma 5. If $B$ is $a d \times d$ positive semidefinite matrix with unit diagonal, then

$$
0 \leq \beta(B) \leq 1,
$$

with $\beta(B)=0$ iff $B=I$ and $\beta(B)=1$ iff $B=|b\rangle\langle b|$ for a vector $b \in \mathbb{T}^{d}$.
Proof. The non-negativity of $\beta$, as well as the equality case, follows directly from definition (15). For the upper bound, use the ordering of the 1,2 -Schatten norms of $B$ to write

$$
\sum_{i, j=1}^{d}\left|B_{i j}\right|^{2}=\|B\|_{2}^{2} \leq\|B\|_{1}^{2}=(\operatorname{Tr} B)^{2}=d^{2}
$$

proving the inequality. Equality holds if $B$ is rank one, which, together with the condition on the diagonal, proves that $B=|b\rangle\langle b|$ for some vector $b \in \mathbb{T}^{d}$.

We can now, using Theorem 1, provide a new incompatibility criterion for Schur channels.
Theorem 2. Consider two positive semidefinite matrices $B$ and $C$ with unit diagonal, and the corresponding depolarized Schur channels

$$
\begin{aligned}
& \Phi_{s}(X)=s \Sigma_{B}(X)+(1-s) \Delta(X)=s B \circ X+(1-s)(\operatorname{Tr} X) \frac{I}{d} \\
& \Psi_{t}(X)=t \Sigma_{C}(X)+(1-t) \Delta(X)=t C \circ X+(1-t)(\operatorname{Tr} X) \frac{I}{d} .
\end{aligned}
$$

If $s^{2}+\beta(C) t^{2}>1$, then the channels $\Phi_{s}$ and $\Psi_{t}$ are incompatible. We have, thus, an upper bound for the compatibility region from Definition 2:

$$
\begin{equation*}
\Gamma_{\Phi, \Psi} \subseteq\left\{(s, t) \in[0,1]^{2}: s^{2}+\beta(C) t^{2} \leq 1 \text { and } \beta(B) s^{2}+t^{2} \leq 1\right\} \tag{16}
\end{equation*}
$$

where $\Phi:=\Phi_{1}$ and $\Psi:=\Psi_{1}$.
Proof. The proof is an application of Theorem 1. To start, let us compute the $G$ matrices associated with these channels, taking, respectively, the canonical basis can, and any unbiased base $\mathbf{f}$ (e.g., the Fourier basis); this choice is inspired by Lemma 4 and Proposition 3. Applying these results, as well as the scaling Lemma 3, we have

$$
\begin{aligned}
G_{\Phi_{s}, \text { can }} & =s^{2} G_{\Sigma_{B}, \text { can }}+\left(1-s^{2}\right) \omega=\omega+s^{2}\left(Z_{\text {can }}-\omega\right) \\
G_{\Psi_{t}, f} & =t^{2} G_{\Sigma_{C}, f}+\left(1-t^{2}\right) \omega=\omega+t^{2}\left(|\bar{C}\rangle\langle\bar{C}| \circ Z_{f}-\omega\right) .
\end{aligned}
$$

Hence, the value of SDP (11) is given by (see Proposition 3)

$$
1-2+\operatorname{Tr} G_{\Phi_{s}, \text { can }}+\operatorname{Tr} G_{\Psi_{t}, \mathbf{f}}=s^{2}(d-1)+1-t^{2}+t^{2} \operatorname{Tr}\left[|\bar{C}\rangle\langle\bar{C}| \circ Z_{\mathbf{f}}\right] .
$$

We can evaluate

$$
\operatorname{Tr}\left[|\bar{C}\rangle\langle\bar{C}| \circ \mathrm{Z}_{\mathbf{f}}\right]=\frac{1}{d} \sum_{i, j=1}^{d}\left|C_{i j}\right|^{2}
$$

and, using parameter $\beta(C)$ from (15), the incompatibility criterion reads

$$
s^{2}+\beta(C) t^{2}>1
$$

which is the first claim. The second claim follows by swapping the roles of the unbiased bases can and $\mathbf{f}$.

Remark 4. One can not easily generalize the result above to more than two Schur channels. This is due to the fact that one has to fix one of the bases in Theorem 1 to be the canonical basis. This is due to the fact that the Hadamard product used to define Schur channels is adapted to the canonical basis. We leave the generalization of the result (and method) above for three or more Schur channels open.

We compare, in Figure 1, the criterion from the theorem above with the actual incompatibility thresholds for some particular Schur channels, concluding that the incompatibility criterion is close to being exact.


Figure 1. The Fisher information-based incompatibility criterion for Schur channels. In the left panel, we consider two noisy copies of the Schur channel corresponding to $B=\left[\begin{array}{cc}1 & 1 / 2 \\ 1 / 2 & 1\end{array}\right]$. In the right panel, we consider noisy versions of $\Sigma_{B}$ and $\Sigma_{C}$, where $C=\left[\begin{array}{cc}1 & \sqrt{3 / 4} \\ \sqrt{3 / 4} & 1\end{array}\right]$. Shaded regions correspond to the conditions from (16), while the red dots correspond to the maximally compatible channels in the respective directions.

## 6. Channel Assemblages

The way in which several quantum measurement and quantum channels can be incompatible has been studied extensively in the literature [53-56]. The kind of (in-)compatibility structures that can be found in nature, and their relation to other important manifestations of non-locality (such as Bell inequality violations), is clearly a crucial question at the foundation of quantum theory.

Let $\left\{\Phi_{i}\right\}_{i=1}^{N}$ be a channel assemblage that is an $N$-tuple of quantum channels. If $\left\{\Phi_{i}\right\}_{i=1}^{N}$ are incompatible, there does not exist a joint quantum channel for all the $N$ channels. However, a joint channel may exist when we consider a certain subset of $\left\{\Phi_{i}\right\}_{i=1}^{N}$. In other words, some subsets of $\left\{\Phi_{i}\right\}_{i=1}^{N}$ may be compatible, even though the whole set is incompatible. Obviously, if the whole set of $N$ channels is compatible, then so is any subset: if $\Lambda$ is a joint channel for the $N$-tuple. Then, for any subset $S \subseteq[N]$ of the channels, $\Lambda_{S}$, the marginal of $\Lambda$ corresponding to the output indices in $S$

$$
\Lambda_{S}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(\bigotimes_{i \in S} H_{d}^{(i)}\right)
$$

is a joint channel for $\left\{\Phi_{i}\right\}_{i \in S}$; above, we identify the different copies of the output space $\mathcal{L}\left(H_{d}\right)$ by a superscript. Therefore, it is significant to classify the incompatibility of subsets for a given quantum channel assemblage. A $K$-subset of $[N]$ is simply a subset $S \subseteq[N]$ of cardinality $|S|=K$.

Definition 4. Consider a quantum channel assemblage $\boldsymbol{\Phi}=\left\{\Phi_{i}\right\}_{i=1}^{N}$ and $1 \leq K \leq N$ an integer. The $N$-tuple $\boldsymbol{\Phi}$ is called:

- $(N, K)$-compatible if all $K$-subsets of $\boldsymbol{\Phi}$ are compatible.
- $(N, K)$-incompatible if at least one $K$-subset of $\boldsymbol{\Phi}$ is incompatible.
- $(N, K)$-strong incompatible if all $K$-subsets of $\boldsymbol{\Phi}$ are incompatible.
- $(N, K+1)$-genuinely incompatible if it is $(N, K)$-compatible and $(N, K+1)$-incompatible.
- ( $N, K+1$ )-genuinely strong incompatible if it is $(N, K)$-compatible and $(N, K+1)$-strong incompatible.

Note that the assemblage $\left\{\Phi_{i}\right\}_{i=1}^{N}$ is compatible if and only if it is ( $N, N$ )-compatible. The previous definition is strongly inspired by the one from ([56] Section 2) in the case of POVMs. The incompatibility criterion from Theorem 1 can be readily adapted to the previous definition by considering subsets of the PSD constraints in (11). We restate it here for the convenience of the reader. We shall apply it in the next section for assemblages of depolarizing channels.

Theorem 3. Consider an assemblage $\boldsymbol{\Phi}=\left\{\Phi_{i}\right\}_{i=1}^{N}$ of quantum channels acting on $\mathcal{L}\left(H_{d}\right)$. For a $K$-subset $S$ of $[N]$, and $K$ orthonormal bases $\mathbf{e}=\left(\mathbf{e}^{(1)}, \mathbf{e}^{(2)}, \ldots, \mathbf{e}^{(K)}\right)$ of $\mathbb{C}^{d}$, define the value of the following semidefinite program

$$
\begin{align*}
\operatorname{val}(\boldsymbol{\Phi}, S, \mathbf{e}):=\min & \operatorname{Tr} H \\
\text { s.t. } & H \geq G_{\Phi_{i}, \mathbf{e}^{(i)}} \quad \forall i \in S . \tag{17}
\end{align*}
$$

If there exists at least one $S \in[N]$ and a K-tuple of orthonormal bases esuch that $\operatorname{val}(\boldsymbol{\Phi}, S, \mathbf{e})>$ d, then the assemblage $\Phi$ is $(N, K)$-incompatible. Moreover, if for all $K$-subsets $S \subseteq[N]$, there exists a K-tuple of bases $\mathbf{e}_{S}$ such that $\operatorname{val}\left(\boldsymbol{\Phi}, S, \mathbf{e}_{S}\right)>d$, the assemblage $\Phi$ is $(N, K)$-strong incompatible.

## 7. Assemblages of Depolarizing Channels

In this section, we address the (in-)compatibility properties of an $N$-tuple of partially depolarizing channels, using the Fisher information-based criterion from Theorem 1. Recall that the partially depolarizing channel is the linear map $\Phi_{t}: \mathcal{L}\left(H_{d}\right) \rightarrow \mathcal{L}\left(H_{d}\right)$ given by

$$
\begin{equation*}
\Phi_{t}=t \cdot \mathrm{id}+(1-t) \Delta \tag{18}
\end{equation*}
$$

where id is the identity channel $\operatorname{id}(X)=X$ and $\Delta$ is the fully depolarizing channel $\Delta(X)=$ $(\operatorname{Tr} X) I / d$. The parameter $t \in[0,1]$ interpolates between the identity channel and the fully depolarizing channel.

In this section, we shall study the incompatibility of $N$ partially depolarizing channels $\left\{\Phi_{t_{i}}^{i}\right\}_{i=1}^{N}$, for some fixed parameters $t_{1}, t_{2}, \ldots, t_{N} \in[0,1]$, with the help of the criterion from Theorem 1. To do so, let us first compute the $G$ matrices of depolarizing channels, which are just noisy versions of the identity channel. Recall from Equation (14) that, for the identity channel, we have, for an arbitrary basis $\mathbf{e}$,

$$
\mathrm{Z}_{\mathbf{e}}=G_{\mathrm{id}, \mathbf{e}}=\sum_{i=1}^{d}\left|e_{i} \otimes \bar{e}_{i}\right\rangle\left\langle e_{i} \otimes \bar{e}_{i}\right|,
$$

where $\bar{e}_{i}$ denotes the (entrywise) complex conjugate of the vector $e_{i}$. Hence, by Lemma 3, we have

$$
G_{\Phi_{t}, \mathbf{e}}=t^{2} Z_{\mathbf{e}}+\left(1-t^{2}\right) \omega .
$$

As in Section 5, we are going to use the orthogonality of the $G$ matrices in order to put forward analytical incompatibility criteria for depolarizing channels (see Proposition 3). To do so, recall that the $Z_{\mathrm{e}}$ matrices have tractable scalar products for unbiased bases. As it turns out, mutually unbiased bases [57] will play an important role in what follows. Let $D_{d}$ be the maximal cardinality of a set of mutually unbiased bases of $\mathbb{C}^{d}$. It is known that $3 \leq D_{d} \leq d+1$ [58-60]. The upper bounds are attained for all dimensions $d$, which are prime powers; whether it is always attained is an important open problem in quantum information theory, even the case $d=6$ being undecided.

We now state the main result of this section, an incompatibility criterion for depolarizing channels.

Proposition 4. Let $N$ be an integer such that $N \leq D_{d}$, the maximal number of mutually unbiased bases of $\mathbb{C}^{d}$. Consider $N$ depolarizing channels $\Phi_{t_{1}}, \ldots, \Phi_{t_{N}}$, where $t_{1}, \ldots, t_{N} \in[0,1]$ are noise parameters. If

$$
\begin{equation*}
t_{1}^{2}+t_{2}^{2}+\cdots+t_{N}^{2}>1 \tag{19}
\end{equation*}
$$

then the $N$ depolarizing channels $\Phi_{t_{i}}$ are incompatible.
Proof. Since the number of channels we consider is smaller than $D_{d}$, we can choose $N$ mutually unbiased bases $\mathbf{e}^{(1)}, \ldots, \mathbf{e}^{(N)}$. SDP (11) reads

$$
\begin{aligned}
\min & \operatorname{Tr} H \\
\text { s.t. } & H \geq t_{i}^{2} Z_{\mathbf{e}^{(i)}}+\left(1-t_{i}^{2}\right) \omega \quad \forall i \in[N] .
\end{aligned}
$$

Proposition 3 applies, so the value of the SDP above is

$$
\min \operatorname{Tr} H=1+(d-1) \sum_{i=1}^{N} t_{i}^{2}
$$

Hence, if condition (19) holds, by Theorem 1, the $N$ quantum depolarizing channels $\Phi_{t_{1}}, \ldots, \Phi_{t_{N}}$ are incompatible.

As mentioned in the introduction, the compatibility of depolarizing channels is equivalent to approximate quantum cloning: how much noise one needs to add to $N$ copies of the identity channel to render them compatible. In Figure 2, we present the relative performance of the criterion from Proposition 4, with the true values of the noise parameters for $1 \rightarrow 2$ asymmetric approximate quantum clonings from Equation (5).

We can specialize the result above to assemblages of depolarizing channels in the spirit of Definition 4.

Corollary 1. Consider $N$ partially depolarizing channels $\left\{\Phi_{t_{i}}\right\}_{i=1}^{N}$ acting on $\mathcal{L}\left(H_{d}\right)$ and let $K \leq$ $\min \left(N, D_{d}\right)$ be an integer. If there exists a subset $S \subseteq[N]$ of cardinality $K$ such that

$$
\sum_{i \in S} t_{i}^{2}>1
$$

then the channels are ( $N, K$ )-incompatible. Moreover, if for every subset $S \subseteq[N]$ of cardinality $K$ the condition above holds, the channels are ( $N, K$ )-strongly incompatible.

Note that in the statement above, we do not require that the number $N$ of channels must be smaller than the number of mutually unbiased bases in the corresponding Hilbert space; this is required only of the parameter $K$. This criterion might thus be useful in situations where one has a large number of channels.


Figure 2. Comparing the incompatibility criterion from Proposition 4 (filled region) with the incompatibility thresholds from Equation (5) (dashed curves) for different values of $d: d=2$ (red curve), $d=5$ (brown curve), $d=20$ (black curve)

We end this section by a similar corollary, in the setting where the channels are identical.
Corollary 2. If $N, K$ are integers such that $K \leq \min \left(N, D_{d}\right)$, then the partially depolarizing channel $\Phi_{t}$ from Equation (18) is ( $N, K$ )-self-(strong) incompatible as soon as $t>1 / \sqrt{K}$.
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#### Abstract

Quantum coherence is known as an important resource in many quantum information tasks, which is a basis-dependent property of quantum states. In this paper, we discuss quantum incoherence based simultaneously on $k$ bases using Matrix Theory Method. First, by defining a correlation function $m(e, f)$ of two orthonormal bases $e$ and $f$, we investigate the relationships between sets $\mathcal{I}(e)$ and $\mathcal{I}(f)$ of incoherent states with respect to $e$ and $f$. We prove that $\mathcal{I}(e)=\mathcal{I}(f)$ if and only if the rank-one projective measurements generated by $e$ and $f$ are identical. We give a necessary and sufficient condition for the intersection $\mathcal{I}(e) \cap \mathcal{I}(f)$ to include a state except the maximally mixed state. Especially, if two bases $e$ and $f$ are mutually unbiased, then the intersection has only the maximally mixed state. Secondly, we introduce the concepts of strong incoherence and weak coherence of a quantum state with respect to a set $\mathcal{B}$ of $k$ bases and propose a measure for the weak coherence. In the two-qubit system, we prove that there exists a maximally coherent state with respect to $\mathcal{B}$ when $k=2$ and it is not the case for $k=3$.


Keywords: strong incoherence; weak coherence; orthonormal basis; mutually unbiased basis

## 1. Introduction

Quantum coherence is not only a feature of quantum systems which arise due to superposition principle, but also is a kind of fundamental resources in quantum information and computation $[1-8]$. The resource theory of coherence is formulated with respect to a distinguished basis of a Hilbert space, which defines free states as the states that are diagonal in this basis [3]. Several important quantifiers of quantum coherence have been introduced and assessed [9-19]. Recently, it is shown that quantum coherence can be useful resource in quantum computation [20-24], quantum metrology [25], quantum thermodynamics [26-31] and quantum biology [32-34].

Since the coherence of quantum states depends on the choice of the reference basis, it is natural to study the relationship among the coherence with respect to different bases. Cheng et al. [35] first studied the situation of two specific coherence measures under mutual unbiased basis (MUB): $\ell_{1}$ norm of coherence and relative entropy of coherence. They proposed the complementary relationship of the two coherence measures under any complete MUB set. Rastegin in [36] discussed the uncertainty relation for the geometric measure of coherence under MUBs. Sheng et al. [37] further studied the realization of quantum coherence through skewed information and the geometric measure under mutual unbiased bases. Recently, considered the standard coherence (SC), the partial coherence (PC) [38-40] and the block coherence (BC) [41,42] as variance of quantum states under some quantum channel $\Phi$, Zhang et al. [43] proposed the concept of channel-based coherence of quantum states, called $\Phi$-coherence, which contains the SC, PC and BC, but not contain the POVM-based coherence [44,45], and obtained some interesting results.

Usually, the coherence of an individual quantum state is discussed only when referring to a preferred basis. Considered sets of quantum states, Designolle et al. [46] introduced the concept of set coherence for characterizing the coherence of a set of quantum states in a basis-independent way. Followed a resource-theoretic approach, the authors of [46] defined the free sets of states as sets $\mathcal{F}_{n}$ of groups of states $\vec{\rho}=\left\{\rho_{j}\right\}_{j=1}^{n}$ such that there
exists a choice of basis (equivalently, a unitary $U$ ) for which all states $U \rho_{j} U^{\dagger}$ in the set $U \vec{\rho} U^{\dagger}$ become diagonal. Clearly, $\vec{\rho} \in \mathcal{F}_{n}$ if and only if $\left\{\rho_{j}\right\}_{j=1}^{n}$ is a commutative family of states, i.e., $\rho_{i} \rho_{j}=\rho_{j} \rho_{i}$ for all $i, j=1,2, \ldots, n$.

Different from the discussions above, in this paper, we focus on the quantum incoherence based simultaneously on $k$ bases; equivalently, the coherence of a quantum state with respect to a basis contained in a given set $\mathcal{B}$ of $k$ orthonormal bases. In Section 2, by defining the correlation function of two orthonormal bases $e$ and $f$, we study the relationships between two sets of incoherent states with respect to $e$ and $f$, and investigate the maximally coherent states with respect to $e$ and $f$. In Section 3, we discuss the strong incoherence and the weak coherence of a state with respect to a set of $k$ orthonormal bases and introduce a measure for the weak coherence. In Section 4, we give a summary of this paper.

## 2. Correlation Function of Two Bases and Quantum Coherence

Let us consider a quantum system $X$, which is described by a $d$-dimensional Hilbert space $H$ and let $I$ denote the identity operator on $H$. We use $\mathcal{B}(H)$ and $\mathcal{D}(H)$ to denote the sets of all linear operators and all density operators (mixed states) on $H$, respectively. In quantum information theory, a positive operator valued measure (POVM) is a set $M=\left\{M_{i}\right\}_{i=1}^{m}$ of operators on $H$ with $0 \leq M_{i} \leq I$ for all $i=1,2, \ldots, m$ and $\sum_{i=1}^{m} M_{i}=I$. In particular, if $M_{i}^{2}=M_{i}$ for all $i$, then the POVM becomes a projective measurement (PM). For a rank-one PM $P$, there exists an orthonormal basis $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ such that $P=\left\{\left|e_{i}\right\rangle\left\langle e_{i}\right|\right\}_{i=1}^{d}$. In this case, we denote $P=P_{e}=\left\{\left|e_{i}\right\rangle\left\langle e_{i}\right|\right\}_{i=1}^{d}$. We use the notation $\bar{z}$ or $z^{*}$ to denote the conjugate of a complex number $z$.

For the fixed orthonormal basis $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ for $H, \mathcal{I}(e)$ denotes the set of incoherent states on $H$ w.r.t. $e$, i.e., ones that have diagonal matrix representation under the basis $e$. A quantum operation $\Phi$ on $\mathcal{B}(H)$ is said to be an incoherent operation [3] w.r.t $e$ if it admits an incoherent Kraus decomposition, i.e.,

$$
\Phi(\rho)=\sum_{i=1}^{n} K_{i} \rho K_{i}^{\dagger}, \quad \forall \rho \in \mathcal{B}(H)
$$

with

$$
K_{i} \rho K_{i}^{\dagger} \in \operatorname{tr}\left(K_{i} \rho K_{i}^{\dagger}\right) \mathcal{I}(e), \quad \forall \rho \in \mathcal{I}(e), i=1,2, \ldots, n
$$

We use $\mathcal{I O}(e)$ to denote the set of incoherent operations w.r.t $e$ on $\mathcal{B}(H)$.
According to Ref. [3], a coherence measure with respect to $e$, called an $e$-coherence measure, is a function $C: \mathcal{D}(H) \mapsto \mathbb{R}$ satisfying the following four conditions.
(1) Faithfulness: $C(\rho) \geq 0$ for all $\rho \in \mathcal{D}(H) ; C(\rho)=0$ if and only if $\rho \in \mathcal{I}(e)$.
(2) Monotonicity: $C(\Phi(\rho)) \leq C(\rho)$ for any $\Phi \in \mathcal{I} \mathcal{O}(e)$.
(3) Strong monotonicity: $\forall \rho \in \mathcal{D}(H), \sum_{i=1}^{n} p_{i} C\left(\rho_{i}\right) \leq C(\rho)$ for all operators $K_{i}$ in $\mathcal{H}$ such that $\sum_{i=1}^{n} K_{i}^{\dagger} K_{i}=I$ with $K_{i} \mathcal{I}(e) K_{i}^{\dagger} \subset \mathbb{R}^{+} \mathcal{I}(e), p_{i}=\operatorname{tr}\left(K_{i} \rho K_{i}^{\dagger}\right)$ and $\rho_{i}=K_{i} \rho K_{i}^{\dagger} / p_{i}$ if $p_{i}>0 ; \rho_{i}=\frac{1}{d} I$ if $p_{i}=0$.
(4) Convexity: $\left.C\left(\sum_{i=1}^{n} p_{i} \rho_{i}\right)\right) \leq \sum_{i=1}^{n} p_{i} C\left(\rho_{i}\right)$ for any states $\rho_{i} \in \mathcal{D}(H)(i=1,2, \ldots, n)$ and any probability distribution $\left\{p_{i}\right\}_{i=1}^{n}$.

A usual $\ell_{1}$-norm coherence measure [3] of a state $\rho \in \mathcal{D}(H)$ with respect to a basis $e$ is defined by

$$
\left.\mathcal{C}_{e, \ell_{1}}(\rho)=2 \sum_{1 \leq i<j \leq n}\left|\left\langle e_{i}\right| \rho\right| e_{j}\right\rangle \mid .
$$

Clearly,

$$
\begin{equation*}
\left.\mathcal{C}_{e, \ell_{1}}(\rho)=\sum_{i, j=1}^{n}\left|\left\langle e_{i}\right| \rho\right| e_{j}\right\rangle \mid-1 \leq d-1 . \tag{1}
\end{equation*}
$$

Especially, $\mathcal{C}_{e, \ell_{1}}(\rho)=d-1$ if and only if $\left.\left|\left\langle e_{i}\right| \rho\right| e_{j}\right\rangle \left\lvert\,=\frac{1}{d}\right.$ for all $i, j=1,2, \ldots, d$; in that case, $\rho$ is called a maximally coherent state with respect to $e$.

From the review above, we find that quantum coherence relies on the choice of orthonormal bases. In what follows, we discuss the relationship between quantum coherence based on different reference bases. To do this, we let $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and $f=\left\{\left|f_{j}\right\rangle\right\}_{i=1}^{d}$ be two orthonormal bases for $H$ and define

$$
\begin{equation*}
m(e, f)=\sum_{i, j=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|-d \tag{2}
\end{equation*}
$$

called the correlation function between two bases $e$ and $f$.
Recall that [35] two orthonormal bases $e$ and $f$ for $H$ are said to be mutually unbiased if $\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|=\frac{1}{\sqrt{d}}$ for all $i, j=1,2, \ldots, d$. Thus, when $e$ and $f$ for $H$ are mutually unbiased, it holds that $m(e, f)=d^{\frac{3}{2}}-d$. More properties of the correlation function are given in the following theorem.

Theorem 1. Let e and $f$ be two orthonormal bases for $H$. Then
(1) $0 \leq m(e, f) \leq d^{\frac{3}{2}}-d$.
(2) $m(e, f)=0$ if and only if $P_{e}=P_{f}$ if and only if $\mathcal{I}(e)=\mathcal{I}(f)$.
(3) $m(e, f)=d^{\frac{3}{2}}-d$ if and only if $e$ and $f$ are mutually unbiased bases.

Proof. (1) Since $0 \leq\left|\left\langle e_{i} \mid f_{j}\right\rangle\right| \leq 1$, we get $\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2} \leq\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|$ for all $i, j=1,2, \ldots, d$. So,

$$
\begin{aligned}
\sum_{i, j=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right| & \geq \sum_{i, j=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2} \\
& =\sum_{j=1}^{d}\left(\sum_{i=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2}\right) \\
& =\sum_{j=1}^{d} \|\left|f_{j}\right\rangle \|^{2} \\
& =d
\end{aligned}
$$

This shows that $m(e, f) \geq 0$. Since $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and $f=\left\{\left|f_{j}\right\rangle\right\}_{i=1}^{d}$ are two orthonormal bases for $H$, there exists a $d \times d$ unitary matrix $U=\left[\lambda_{i j}\right]$ such that $\left(\left|e_{1}\right\rangle,\left|e_{2}\right\rangle, \ldots,\left|e_{d}\right\rangle\right)=$ $U\left(\left|f_{1}\right\rangle,\left|f_{2}\right\rangle, \ldots,\left|f_{d}\right\rangle\right)$; equivalently,

$$
\begin{equation*}
\left|e_{i}\right\rangle=\sum_{j=1}^{d} \lambda_{i j}\left|f_{j}\right\rangle, \forall i=1,2, \ldots, d \tag{3}
\end{equation*}
$$

Hence, $\lambda_{i j}=\left\langle f_{j} \mid e_{i}\right\rangle$, and using the Cauchy inequality yields that

$$
\begin{aligned}
\sum_{i, j=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right| & =\sum_{i, j=1}^{d}\left|\lambda_{i j}\right| \\
& =\sum_{i=1}^{d}\left(\sum_{j=1}^{d} 1 \cdot\left|\lambda_{i j}\right|\right) \\
& \leq \sum_{i=1}^{d} \sqrt{d} \sqrt{\sum_{j=1}^{d}\left|\lambda_{i j}\right|^{2}} \\
& =d^{\frac{3}{2}}
\end{aligned}
$$

Consequently, $m(e, f) \leq d^{\frac{3}{2}}-d$.
(2) We see from Equation (2) that $m(e, f)=0$ if and only if for any $i$, there exists a unique $i^{\prime}$ such that $\left|\left\langle e_{i} \mid f_{i^{\prime}}\right\rangle\right|=1$ and $\left|\left\langle e_{i} \mid f_{k}\right\rangle\right|=0$ for all $k \neq i^{\prime}$ if and only if for any $i$, there exists a unique $i^{\prime}$ such that $\left|e_{i}\right\rangle=\mathrm{e}^{\mathrm{i} \theta_{i i^{\prime}}}\left|f_{i^{\prime}}\right\rangle$, which is equivalent to $P_{e}=P_{f}$, i.e., $\mathcal{I}(e)=\mathcal{I}(f)$.
(3) From the proof of (1), we see that $m(e, f)=d^{\frac{3}{2}}-d$ if and only if $\left|\lambda_{i j}\right|=\frac{1}{\sqrt{d}}(\forall i, j)$, that is, $e$ and $f$ are mutually unbiased bases.

Suppose that $e$ and $f$ are mutually unbiased bases, then the coefficients $\lambda_{i j}$ in (3) satisfy $\left|\lambda_{i j}\right|=\left|\left\langle f_{j} \mid e_{i}\right\rangle\right|=\frac{1}{\sqrt{d}}$ for all $i, j=1,2, \ldots, d$. Let $\rho \in \mathcal{I}(e) \cap \mathcal{I}(f)$. Then it can be written as $\rho=\sum_{n=1}^{d} \mu_{n}\left|e_{n}\right\rangle\left\langle e_{n}\right|$ with $\mu_{n} \geq 0$ for all $n=1,2, \ldots, d, \sum_{n=1}^{d} \mu_{n}=1$. Using Equation (3) implies that

$$
\rho=\sum_{j, k=1}^{d} \sum_{n=1}^{d} \mu_{n} \overline{\lambda_{n j}} \lambda_{n k}\left|f_{j}\right\rangle\left\langle f_{k}\right| .
$$

Since $\rho \in \mathcal{I}(f)$ and $\sum_{n=1}^{d} \mu_{n}=1$, we see that

$$
\sum_{n=1}^{d} \mu_{n} \overline{\lambda_{n j}} \lambda_{n k}=\frac{1}{d} \delta_{k, j}, \quad \forall k, j=1,2, \ldots, d
$$

that is,

$$
\left(\begin{array}{cccc}
\overline{\frac{\lambda_{11}}{\lambda_{12}}} & \overline{\lambda_{21}} & \cdots & \overline{\lambda_{d 1}} \\
\vdots & \vdots & \ddots & \vdots \\
\overline{\lambda_{d 2}} \\
\overline{\lambda_{1 d}} & \overline{\lambda_{2 d}} & \cdots & \overline{\lambda_{d d}}
\end{array}\right)\left(\begin{array}{cccc}
\mu_{1} & 0 & 0 & 0 \\
0 & \mu_{2} & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \mu_{d}
\end{array}\right)\left(\begin{array}{cccc}
\lambda_{11} & \lambda_{12} & \cdots & \lambda_{1 d} \\
\lambda_{21} & \lambda_{22} & \cdots & \lambda_{2 d} \\
\vdots & \vdots & \ddots & \vdots \\
\lambda_{d 1} & \lambda_{d 2} & \cdots & \lambda_{d d}
\end{array}\right)=\left(\begin{array}{cccc}
\frac{1}{d} & 0 & 0 & 0 \\
0 & \frac{1}{d} & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \frac{1}{d}
\end{array}\right) .
$$

Since $U=\left[\lambda_{i j}\right]$ is a $d \times d$ unitary matrix, we get $\mu_{k}=\frac{1}{d}$ for all $k=1,2, \ldots, d$, i.e., $\rho=\frac{1}{d} \sum_{j=1}^{d}\left|f_{j}\right\rangle\left\langle f_{j}\right|=\frac{1}{d} I$. Hence, $\mathcal{I}(e) \cap \mathcal{I}(f)=\left\{\frac{1}{d} I\right\}$.

Remark 1. Suppose that $P_{e} \neq P_{f}$, then there exists an $i$ and $j_{1}, j_{2}, \ldots, j_{k}(2 \leq k \leq d)$ such that $\left\langle e_{i} \mid f_{j_{s}}\right\rangle \neq 0(s=1,2, \ldots, k)$ and

$$
\left|e_{i}\right\rangle=\sum_{s=1}^{k}\left\langle f_{j_{s}} \mid e_{i}\right\rangle\left|f_{j_{s}}\right\rangle .
$$

Then $\left|e_{i}\right\rangle\left\langle e_{i}\right| \in \mathcal{I}(e)$ and

$$
\left|e_{i}\right\rangle\left\langle e_{i}\right|=\sum_{s=1, t=1}^{k}\left\langle f_{j_{s}} \mid e_{i}\right\rangle \overline{\left\langle f_{j_{t}} \mid e_{i}\right\rangle}\left|f_{j_{s}}\right\rangle\left\langle f_{j_{t}}\right| .
$$

Since $\left\langle f_{j_{s}} \mid e_{i}\right\rangle \overline{\left\langle f_{j_{t}} \mid e_{i}\right\rangle} \neq 0$ for anys $\neq t$, we get that $\left|e_{i}\right\rangle\left\langle e_{i}\right| \notin \mathcal{I}(f)$. This shows that there exists a state $\rho \in \mathcal{I}(e)$ but $\rho \notin \mathcal{I}(f)$. Similarly, there also exists a state $\rho^{\prime} \in \mathcal{I}(f)$ but $\rho^{\prime} \notin \mathcal{I}(e)$.

From Theorem 1 and Remark 1, we get relationships between $m(e, f)$ and $\mathcal{I}(e) \cap \mathcal{I}(f)$ as shown by the following Figure 1.

It is clear that $\frac{1}{d} I \in \mathcal{I}(e) \bigcap \mathcal{I}(f)$ for any bases $e$ and $f$. Especially, $\mathcal{I}(e) \cap \mathcal{I}(f)=\left\{\frac{1}{d} I\right\}$ if they are mutually unbiased. However, even though $e$ and $f$ are not a pair of mutually unbiased bases, it is possible that $\mathcal{I}(e) \cap \mathcal{I}(f)=\left\{\frac{1}{d} I\right\}$, see the following example.
(a)

(b)

(c)


Figure 1. Relationships between $m(e, f)$ and $\mathcal{I}(e) \cap \mathcal{I}(f)$, where subfigures (a-c) correspond to the cases that $m(e, f)=0, m(e, f)>0$ and $m(e, f)=d^{\frac{3}{2}}-d$, respectively.

Example 1. Let $e=\{|0\rangle,|1\rangle\}$ and $f=\left\{\left|f_{0}\right\rangle,\left|f_{1}\right\rangle\right\}$ be two orthonormal bases for $H=\mathbb{C}^{2}$ with

$$
\left|f_{0}\right\rangle=\frac{1}{\sqrt{3}}|0\rangle+\frac{\sqrt{2}}{\sqrt{3}}|1\rangle,\left|f_{1}\right\rangle=-\frac{\sqrt{2}}{\sqrt{3}}|0\rangle+\frac{1}{\sqrt{3}}|1\rangle .
$$

Clearly, $e$ and $f$ are not a pair of mutually unbiased bases while $\mathcal{I}(e) \cap \mathcal{I}(f)=\left\{\frac{1}{2} I\right\}$.
This example leads us to study the relationship between two bases $e$ and $f$ for $H$ such that

$$
\mathcal{I}(e) \bigcap \mathcal{I}(f)=\left\{\frac{1}{d} I\right\}
$$

To do this, we let $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and $f=\left\{\left|f_{i}\right\rangle\right\}_{i=1}^{d}$ be two bases for $H$ and $\rho=\sum_{i=1}^{d} x_{i}\left|e_{i}\right\rangle\left\langle e_{i}\right| \in$ $\mathcal{I}(e) \backslash\{I / d\}$. Since $x_{1}, \ldots, x_{d}$ are the eigenvalues of $\rho$, they can be rearranged as $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}$ in decreasing order, say, $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{d}$. Thus, there exists a permutation matrix $P_{1}$ such that

$$
P_{1}\left(\begin{array}{c}
x_{1}  \tag{4}\\
x_{2} \\
\vdots \\
x_{d}
\end{array}\right)=\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{d}
\end{array}\right)
$$

Suppose that $\rho \in \mathcal{I}(f)$. Then

$$
\begin{equation*}
\rho=\sum_{j=1}^{d} y_{j}\left|f_{j}\right\rangle\left\langle f_{j}\right| \tag{5}
\end{equation*}
$$

where $y_{j}=\left\langle f_{j}\right| \rho\left|f_{j}\right\rangle$. Using Equation (5) implies that

$$
x_{i}=\left\langle e_{i}\right| \rho\left|e_{i}\right\rangle=\sum_{j=1}^{d}\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2} y_{j}(i=1,2, \ldots, d)
$$

i.e.,

$$
\left(\begin{array}{c}
x_{1}  \tag{6}\\
x_{2} \\
\vdots \\
x_{d}
\end{array}\right)=C\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{d}
\end{array}\right)
$$

where

$$
C=\left(\begin{array}{cccc}
\left|\left\langle e_{1} \mid f_{1}\right\rangle\right|^{2} & \left|\left\langle e_{1} \mid f_{2}\right\rangle\right|^{2} & \cdots & \left|\left\langle e_{1} \mid f_{d}\right\rangle\right\rangle^{2}  \tag{7}\\
\left|\left\langle e_{2} \mid f_{1}\right\rangle\right|^{2} & \left|\left\langle e_{2} \mid f_{2}\right\rangle\right|^{2} & \cdots & \left|\left\langle e_{2} \mid f_{d}\right\rangle\right|^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\left|\left\langle e_{d} \mid f_{1}\right\rangle\right|^{2} & \left|\left\langle e_{d} \mid f_{2}\right\rangle\right|^{2} & \cdots & \left|\left\langle e_{d} \mid f_{d}\right\rangle\right|^{2}
\end{array}\right) .
$$

Since $y_{1}, \ldots, y_{d}$ are also the eigenvalues of $\rho$, they can be also rearranged as $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{d}$ in decreasing order. So, there exists a permutation matrix $P_{2}$ such that

$$
P_{2}\left(\begin{array}{c}
y_{1}  \tag{8}\\
y_{2} \\
\vdots \\
y_{d}
\end{array}\right)=\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{d}
\end{array}\right)
$$

Thus,

$$
\left(\begin{array}{c}
\lambda_{1}  \tag{9}\\
\lambda_{2} \\
\vdots \\
\lambda_{d}
\end{array}\right)=P_{1}\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{d}
\end{array}\right)=P_{1} C\left(\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{d}
\end{array}\right)=P_{1} C P_{2}\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\vdots \\
\lambda_{d}
\end{array}\right) .
$$

Putting $P_{1} C P_{2}=\left[w_{i j}\right]$ yields that

$$
\begin{equation*}
\lambda_{i}=\sum_{j=1}^{d} w_{i j} \lambda_{j}(i=1,2, \ldots, d) \tag{10}
\end{equation*}
$$

Thus, when $\lambda_{1}=\lambda_{2}=\ldots=\lambda_{r}>\lambda_{r+1} \geq \ldots \geq \lambda_{d}$, we see from Equation (10) that for $1 \leq i \leq r$,

$$
\lambda_{i}=\left(\sum_{j=1}^{r} w_{i j}\right) \lambda_{i}+\sum_{j=r+1}^{d} w_{i j} \lambda_{j}
$$

and so $\sum_{j=1}^{r} w_{i j}=1, w_{i j}=0(1 \leq i \leq r, r<j \leq d)$. Using Equation (10) again yields that for $1+r \leq i \leq d$,

$$
\lambda_{i}=\left(\sum_{j=1}^{r} w_{i j}\right) \lambda_{1}+\sum_{j=r+1}^{d} w_{i j} \lambda_{j}
$$

and so $\sum_{j=1}^{r} w_{i j}=0$, implying that $w_{i j}=0(r<i \leq d, 1 \leq j \leq r)$. Thus,

$$
P_{1} C P_{2}=\left(\begin{array}{c|c|c|c}
D_{1} & 0 & \ldots & 0  \tag{11}\\
\hline 0 & D_{2} & \ldots & 0 \\
\hline \vdots & \vdots & \ddots & \vdots \\
\hline 0 & 0 & \ldots & D_{k}
\end{array}\right)
$$

where $k$ means the number of different eigenvalues $\mu_{1}>\mu_{2}>\ldots>\mu_{k}$ of $\rho$ and $D_{i}$ is an $r_{i} \times r_{i}$-doubly stochastic matrix, and $r_{i}$ denotes the multiplicity of the $i$ th eigenvalue $\mu_{i}$.

Conversely, suppose that there exist $d \times d$ permutation matrices $P_{1}$ and $P_{2}$ such that $P_{1} C P_{2}$ is of the form (11) where $k>1$. Since the matrix $P_{1} C P_{2}$ can be written as

$$
P_{1} C P_{2}=\left(\begin{array}{cccc}
\left|\left\langle e_{s_{1}} \mid f_{t_{1}}\right\rangle\right|^{2} & \left|\left\langle e_{s_{1}} \mid f_{t_{2}}\right\rangle\right|^{2} & \ldots & \left|\left\langle e_{s_{1}} \mid f_{t_{d}}\right\rangle\right|^{2} \\
\left|\left\langle e_{s_{2}} \mid f_{t_{1}}\right\rangle\right|^{2} & \left|\left\langle e_{s_{2}} \mid f_{t_{2}}\right\rangle\right|^{2} & \ldots & \left|\left\langle e_{s_{2}} \mid f_{t_{d}}\right\rangle\right|^{2} \\
\vdots & \vdots & \ddots & \vdots \\
\left|\left\langle e_{s_{d}} \mid f_{t_{1}}\right\rangle\right|^{2} & \left|\left\langle e_{s_{d}} \mid f_{t_{2}}\right\rangle\right|^{2} & \cdots & \left|\left\langle e_{s_{d}} \mid f_{t_{d}}\right\rangle\right|^{2}
\end{array}\right),
$$

where

$$
\left(\begin{array}{c}
s_{1} \\
s_{2} \\
\vdots \\
s_{d}
\end{array}\right)=P_{1}\left(\begin{array}{c}
1 \\
2 \\
\vdots \\
d
\end{array}\right),\left(\begin{array}{c}
t_{1} \\
t_{2} \\
\vdots \\
t_{d}
\end{array}\right)=P_{2}\left(\begin{array}{c}
1 \\
2 \\
\vdots \\
d
\end{array}\right),
$$

we see from condition (11) that

$$
\begin{equation*}
\left\langle e_{s_{i}} \mid f_{t_{j}}\right\rangle=0\left(\forall r_{1}<j \leq d, 1 \leq i \leq r_{1}\right),\left\langle e_{s_{i}} \mid f_{t_{j}}\right\rangle=0\left(\forall r_{1}<i \leq d, 1 \leq j \leq r_{1}\right) . \tag{12}
\end{equation*}
$$

This implies that the subspaces generated by $\left\{\left|e_{s_{i}}\right\rangle\right\}_{i=1}^{r_{1}}$ and $\left\{\left|f_{t_{j}}\right\rangle\right\}_{j=1}^{r_{1}}$ are equal and so

$$
\rho:=\frac{1}{r_{1}} \sum_{i=1}^{r_{1}}\left|e_{s_{i}}\right\rangle\left\langle e_{s_{i}}\right|=\frac{1}{r_{1}} \sum_{j=1}^{r_{1}}\left|f_{t_{j}}\right\rangle\left\langle f_{t_{j}}\right|,
$$

Clearly, $\rho \in \mathcal{I}(e) \cap \mathcal{I}(f) \backslash\left\{\frac{1}{d} I\right\}$.
As a conclusion, we arrive at the following.
Theorem 2. Let $d \geq 2, e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and $f=\left\{\left|f_{j}\right\rangle\right\}_{j=1}^{d}$ be two orthonormal bases for $H$ and set $C=\left[\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2}\right]$. Then there exists a state $\rho \neq \frac{1}{d} I$ in $\mathcal{I}(e) \cap \mathcal{I}(f)$ if and only if there exist two $d \times d$ permutation matrices $P_{1}$ and $P_{2}$ such that the matrix $P_{1} C P_{2}$ is $k \times k$ block-diagonal for some $k>1$.

Example 2. Let $d>3, e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and $f=\left\{\left|f_{j}\right\rangle\right\}_{j=1}^{d}$ be two orthonormal bases for $H$ such that

$$
\left|\left\langle f_{i} \mid e_{j}\right\rangle\right|=\frac{1}{\sqrt{2}}(i, j=1,2),\left|e_{i}\right\rangle=\left|f_{i}\right\rangle(i=3,4, \ldots, d)
$$

Then

$$
C=\left[\left|\left\langle e_{i} \mid f_{j}\right\rangle\right|^{2}\right]=\left(\begin{array}{ccccc}
0.5 & 0.5 & 0 & \cdots & 0 \\
0.5 & 0.5 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 1
\end{array}\right)
$$

It follows from Theorem 2 that there exists a state $\rho \in \mathcal{I}(e) \cap \mathcal{I}(f) \backslash\{I / d\}$; for example,

$$
\rho=\frac{1}{d-2} \sum_{i=3}^{d}\left|e_{i}\right\rangle\left\langle e_{i}\right| .
$$

Remark 2. From Theorem 2, we know that whether $\mathcal{I}(e) \cap \mathcal{I}(f) \backslash\{I / d\} \neq \varnothing$ depends on the structure of the matrix C given by Equation (7). Since this, we call $C$ the correlation matrix of the bases $e$ and $f$ and denote it by $C_{e, f}$. Clearly, it can be written as the Hardamard product of the transition matrix $T_{e, f}$ from e to $f$ and its conjugate matrix $T_{e, f}^{*}$ :

$$
C_{e, f}=T_{e, f} \odot T_{e, f}^{*},
$$

where

$$
T_{e, f}=\left(\begin{array}{cccc}
\left\langle e_{1} \mid f_{1}\right\rangle & \left\langle e_{1} \mid f_{2}\right\rangle & \cdots & \left\langle e_{1} \mid f_{d}\right\rangle  \tag{13}\\
\left\langle e_{2} \mid f_{1}\right\rangle & \left\langle e_{2} \mid f_{2}\right\rangle & \cdots & \left\langle e_{2} \mid f_{d}\right\rangle \\
\vdots & \vdots & \ddots & \vdots \\
\left\langle e_{d} \mid f_{1}\right\rangle & \left\langle e_{d} \mid f_{2}\right\rangle & \cdots & \left\langle e_{d} \mid f_{d}\right\rangle
\end{array}\right) .
$$

Theorem 2 also tells us that when $\left\langle e_{i} \mid f_{j}\right\rangle \neq 0$ for all $i, j$, there do not exist permutation matrices $P_{1}$ and $P_{2}$ such that $P_{1} C P_{2}$ is $r \times r(2 \leq r \leq d)$ block diagonal, so $\mathcal{I}(e) \cap \mathcal{I}(f)=\{I / d\}$. Especially, for a pair of mutually unbiased bases $e$ and $f$, when $\rho \in \mathcal{I}(e)$ and $\rho \neq \frac{1}{d} I$, we have $\rho \notin \mathcal{I}(f)$. Conversely, when $\rho$ is a maximally coherent state w.r.t. $e$, a question is: whether $\rho$ is also maximally coherent w.r.t. $f$. The follow example shows that the answer is negative.

Example 3. Let $e=\{|0\rangle,|1\rangle\}$ and $f=\left\{\left|f_{0}\right\rangle,\left|f_{1}\right\rangle\right\}$ be a pair of mutually unbiased bases for $H=\mathbb{C}^{2}$ where

$$
\left|f_{0}\right\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle),\left|f_{1}\right\rangle=\frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)
$$

choose

$$
\rho_{1}=\frac{1}{2}\left(\left|f_{0}\right\rangle\left\langle f_{0}\right|+\left|f_{0}\right\rangle\left\langle f_{1}\right|+\left|f_{1}\right\rangle\left\langle f_{0}\right|+\left|f_{1}\right\rangle\left\langle f_{1}\right|\right)=|0\rangle\langle 0| .
$$

Then $\rho_{1}$ is maximally coherent with respect to $f$ but is incoherent w.r.t. e, while for the state

$$
\rho_{2}=\frac{1}{2}\left(\left|f_{0}\right\rangle\left\langle f_{0}\right|+\mathrm{i}\left|f_{0}\right\rangle\left\langle f_{1}\right|-\mathrm{i}\left|f_{1}\right\rangle\left\langle f_{0}\right|+\left|f_{1}\right\rangle\left\langle f_{1}\right|\right),
$$

we have

$$
\mathcal{C}_{e, \ell_{1}}\left(\rho_{2}\right)=\mathcal{C}_{P_{f}, \ell_{1}}\left(\rho_{2}\right)=1
$$

Therefore, $\rho_{2}$ is both maximally coherent w.r.t. e and $f$.
The following theorem shows that there must exist a maximally coherent state w.r.t. any two bases for $\mathbb{C}^{2}$.

Theorem 3. Let $e=\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{2}$ and $f=\left\{\left|f_{j}\right\rangle\right\}_{j=1}^{2}$ be two orthonormal bases for $\mathbb{C}^{2}$. Then there exists a state $\rho \in \mathcal{D}\left(\mathbb{C}^{2}\right)$ such that

$$
\mathcal{C}_{e, \ell_{1}}(\rho)+\mathcal{C}_{f, \ell_{1}}(\rho)=2
$$

Proof. First, we observe that $\mathcal{C}_{e, \ell_{1}}(\rho)=1$ if and only if

$$
\begin{equation*}
\rho=\frac{1}{2}\left(\left|e_{1}\right\rangle\left\langle e_{1}\right|+\mathrm{e}^{\mathrm{i} \alpha}\left|e_{1}\right\rangle\left\langle e_{2}\right|+\mathrm{e}^{-\mathrm{i} \alpha}\left|e_{1}\right\rangle\left\langle e_{2}\right|+\left|e_{2}\right\rangle\left\langle e_{2}\right|\right) \tag{14}
\end{equation*}
$$

and $\mathcal{C}_{P_{f}, \ell_{1}}(\rho)=1$ if and only if

$$
\begin{equation*}
\rho=\frac{1}{2}\left(\left|f_{1}\right\rangle\left\langle f_{1}\right|+\mathrm{e}^{\mathrm{i} \beta}\left|f_{1}\right\rangle\left\langle f_{2}\right|+\mathrm{e}^{-\mathrm{i} \beta}\left|f_{2}\right\rangle\left\langle f_{1}\right|+\left|f_{2}\right\rangle\left\langle f_{2}\right|\right) . \tag{15}
\end{equation*}
$$

Suppose that

$$
\left|f_{1}\right\rangle=u_{11}\left|e_{1}\right\rangle+u_{12}\left|e_{2}\right\rangle,\left|f_{2}\right\rangle=u_{21}\left|e_{1}\right\rangle+u_{22}\left|e_{2}\right\rangle,
$$

then $U:=\left[u_{i j}\right]$ is a unitary matrix, which is given.
For a state $\rho$ of the form given by (14), then $\mathcal{C}_{e, \ell_{1}}(\rho)=1$. We compute that

$$
\begin{aligned}
\left\langle f_{1}\right| \rho\left|f_{1}\right\rangle & =\left(u_{11}^{*}\left\langle e_{1}\right|+u_{12}^{*}\left\langle e_{2}\right|\right)|\rho|\left(u_{11}\left|e_{1}\right\rangle+u_{12}\left|e_{2}\right\rangle\right) \\
& =\frac{1}{2}\left(\left|u_{11}\right|^{2}+u_{11}^{*} u_{12} \mathrm{e}^{\mathrm{i} \alpha}+u_{11} u_{12}^{*} \mathrm{e}^{-\mathrm{i} \alpha}+\left|u_{12}\right|^{2}\right) \\
& =\frac{1}{2}+\operatorname{Re}\left(u_{11}^{*} u_{12} \mathrm{e}^{\mathrm{i} \alpha}\right), \\
\left\langle f_{1}\right| \rho\left|f_{2}\right\rangle & =\left(u_{11}^{*}\left\langle e_{1}\right|+u_{12}^{*}\left\langle e_{2}\right|\right)|\rho|\left(u_{21}\left|e_{1}\right\rangle+u_{22}\left|e_{2}\right\rangle\right) \\
& =\frac{1}{2}\left(u_{11}^{*} u_{21}+u_{11}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}+u_{12}^{*} u_{21} \mathrm{e}^{-\mathrm{i} \alpha}+u_{12}^{*} u_{22}\right) \\
& =\frac{1}{2}\left(u_{11}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}+u_{12}^{*} u_{21} \mathrm{e}^{-\mathrm{i} \alpha}\right),
\end{aligned}
$$

$$
\begin{aligned}
\left\langle f_{2}\right| \rho\left|f_{2}\right\rangle & =\left(u_{21}^{*}\left\langle e_{1}\right|+u_{22}^{*}\left\langle e_{2}\right|\right)|\rho|\left(u_{21}\left|e_{1}\right\rangle+u_{22}\left|e_{2}\right\rangle\right) \\
& =\frac{1}{2}\left(\left|u_{21}\right|^{2}+u_{21}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}+u_{21} u_{22}^{*} \mathrm{e}^{-\mathrm{i} \alpha}+\left|u_{22}\right|^{2}\right) \\
& =\frac{1}{2}+\operatorname{Re}\left(u_{21}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}\right) .
\end{aligned}
$$

Thus, $\mathcal{C}_{f, \ell_{1}}(\rho)=1$ if and only if

$$
\left\{\begin{array}{l}
\operatorname{Re}\left(u_{11}^{*} u_{12} e^{i \alpha}\right)=0  \tag{16}\\
u_{11}^{*} u_{22} \mathrm{i}^{\mathrm{i} \alpha}+u_{12}^{*} u_{21} \mathrm{e}^{-\mathrm{i} \alpha}=\mathrm{e}^{\mathrm{i} \beta} \\
\operatorname{Re}\left(u_{21}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}\right)=0
\end{array}\right.
$$

if and only if

$$
\left\{\begin{array}{l}
\operatorname{Re}\left(u_{11}^{*} u_{12} e^{i \alpha}\right)=0 ;  \tag{17}\\
u_{11}^{*} u_{22} \mathrm{e}^{\mathrm{i} \alpha}+u_{12}^{*} u_{21} \mathrm{e}^{-\mathrm{i} \alpha}=\mathrm{e}^{\mathrm{i} \beta}
\end{array}\right.
$$

since $u_{11}^{*} u_{12}=-u_{21}^{*} u_{22}$.
Since $U$ is a unitary matrix, it can be represented as

$$
U=\left(\begin{array}{ll}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{array}\right)=\left(\begin{array}{cc}
r \mathrm{e}^{\mathrm{i} \theta_{1}} & \sqrt{1-r^{2}} \mathrm{e}^{\mathrm{i} \theta_{2}} \\
\sqrt{1-r^{2}} \mathrm{e}^{\mathrm{i} \theta_{3}} & r \mathrm{e}^{\mathrm{i} \theta_{4}}
\end{array}\right)
$$

where $0 \leq r \leq 1$, and $\theta_{k} \in \mathbb{R}$ s.t. $\mathrm{e}^{\mathrm{i}\left(\theta_{1}-\theta_{3}\right)}+\mathrm{e}^{\mathrm{i}\left(\theta_{2}-\theta_{4}\right)}=0$. The last condition implies that $-\theta_{1}+\theta_{2}+\theta_{3}-\theta_{4}=(2 n+1) \pi$ for some integer $n$. Taking $\alpha=\left(\theta_{1}-\theta_{2}+\theta_{3}-\theta_{4}\right) / 2$ implies that $\left|u_{11}^{*} u_{22} e^{i \alpha}+u_{12}^{*} u_{21} e^{-i \alpha}\right|=1$ and so there exists a real number $\beta$ such that second equation in (17) holds. Since $-\theta_{1}+\theta_{2}+\alpha=n \pi+\pi / 2$, the first equation in (17) holds too. Hence, $\mathcal{C}_{f, \ell_{1}}(\rho)=1$.

This shows that the state $\rho$ defined by Equation (14) with $\alpha=\left(\theta_{1}-\theta_{2}+\theta_{3}-\theta_{4}\right) / 2$ satisfies

$$
\mathcal{C}_{e, \ell_{1}}(\rho)=\mathcal{C}_{f, \ell_{1}}(\rho)=1
$$

that is, $\mathcal{C}_{e, \ell_{1}}(\rho)+\mathcal{C}_{f, \ell_{1}}(\rho)=2$.

## 3. Weak Coherence

In this section, we turn to discuss the weak coherence of quantum states. To this, we use $\mathcal{B}$ to denote a set of $k$ orthonormal bases $e^{1}, e^{2}, \ldots, e^{k}$ for $H$, i.e., $\mathcal{B}=\left\{e^{1}, e^{2}, \ldots, e^{k}\right\}$.

Definition 1. We say that $\rho \in \mathcal{D}(H)$ is strongly incoherent (S-incoherent) w.r.t. $\mathcal{B}$ if $\rho$ is incoherent w.r.t. any basis in $\mathcal{B}$. Otherwise, we say that $\rho$ is weakly coherent (W-coherent) w.r.t. $\mathcal{B}$.

Denoted by $\mathcal{S I}(\mathcal{B})$ the set of all S-incoherent states of $H$ w.r.t. $\mathcal{B}$. Clearly,

$$
\frac{1}{d} I \in \mathcal{S I}(\mathcal{B})=\bigcap_{i=1}^{k} \mathcal{I}\left(e^{i}\right)
$$

Definition 2. Let $\Phi$ be a quantum operation on $\mathcal{B}(H)$. Then $\Phi$ is said to be an $S$-incoherent operation (SIO) w.r.t. $\mathcal{B}$ (or $\mathcal{B}$-incoherent operation ( $\mathcal{B I O}$ )) if $\Phi \in \mathcal{I O}\left(e^{i}\right)$ for all $i=1,2, \ldots, k$, that is, for each $i=1,2, \ldots, k$, $\Phi$ has a family of Kraus operators $\left\{E_{i n}\right\}_{n=1}^{m_{i}}$ such that

$$
E_{i n}\left(\mathcal{I}\left(e^{i}\right)\right) E_{i n}^{\dagger} \subset \mathbb{R}^{+} \mathcal{I}\left(e^{i}\right), \quad \forall n=1,2, \ldots, m_{i}
$$

Denoted by $\mathcal{I O}(\mathcal{B})$ the set of all SIOs w.r.t. $\mathcal{B}$, then

$$
\mathcal{I} \mathcal{O}(\mathcal{B})=\bigcap_{i=1}^{k} \mathcal{O} \mathcal{I}\left(e^{i}\right)
$$

Similar to the definition of the standard coherence measure, let us introduce the concept of a $\mathcal{B}$-coherence measure.

Definition 3. A function $\mathcal{C}_{\mathcal{B}}: \mathcal{D}(H) \rightarrow \mathbb{R}$ is said to be a $\mathcal{B}$-coherence measure if the following four conditions are satisfied:
(1) Faithfulness: $\forall \rho \in \mathcal{D}(H), \mathcal{C}_{\mathcal{B}}(\rho) \geq 0 ; \mathcal{C}_{\mathcal{B}}(\rho)=0$ if and only if $\rho \in \mathcal{S I}(\mathcal{B})$.
(2) Monotonicity: $\mathcal{C}_{\mathcal{B}}(\Phi(\rho)) \leq \mathcal{C}_{\mathcal{B}}(\rho)$ for every $\Phi \in \mathcal{I} \mathcal{O}(\mathcal{B})$ and for every $\rho \in \mathcal{D}(H)$.
(3) Strong monotonicity: for each $i=1,2, \ldots, k, \sum_{n=1}^{m_{i}} p_{i n} \mathcal{C}_{\mathcal{B}}\left(\rho_{\text {in }}\right) \leq \mathcal{C}_{\mathcal{B}}(\rho)$ for every $\rho \in \mathcal{D}(H)$ and every $\Phi \in \mathcal{I} \mathcal{O}(\mathcal{B})$ with a family Kraus operators $\left\{E_{i n}\right\}_{n=1}^{m_{i}}$, where $p_{i n}=$ $\operatorname{tr}\left(E_{i n} \rho E_{\text {in }}^{+}\right)$and $\rho_{i n}=\frac{1}{p_{i n}} E_{i n} \rho E_{\text {in }}^{+}$for $p_{\text {in }}>0$, and $\rho_{\text {in }}=\frac{1}{d} I$ for $p_{i n}=0$.
(4) Convexity: $\mathcal{C}_{\mathcal{B}}\left(\sum_{n=1}^{m} p_{n} \rho_{n}\right) \leq \sum_{n=1}^{m} p_{n} \mathcal{C}_{\mathcal{B}}\left(\rho_{n}\right)$, where $\rho_{n} \in \mathcal{D}(H)(n=1,2, \ldots, m)$ and $\left\{p_{n}\right\}_{n=1}^{m}$ is a probability distribution.

The following theorem gives a method for constructing a $\mathcal{B}$-coherence measure from $k$ $e^{i}$-coherence measures $(i=1,2, \ldots, k)$.

Theorem 4. Let $\mathcal{C}_{e^{i}}(i=1,2, \ldots, k)$ be e $e^{i}$-coherence measures. Then the function $\mathcal{C}_{\mathcal{B}}: \mathcal{D}(H) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{C}_{\mathcal{B}}(\rho)=\sum_{i=1}^{k} \mathcal{C}_{e^{i}}(\rho)(\forall \rho \in \mathcal{D}(H)) \tag{18}
\end{equation*}
$$

is a $\mathcal{B}$-coherence measure.
Proof. (1) Let $\rho \in \mathcal{D}(H)$. Since $\mathcal{C}_{e^{i}}(\rho) \geq 0$ for all $e^{i}(i=1,2, \ldots, k)$, we have $\mathcal{C}_{\mathcal{B}}(\rho)=$ $\sum_{i=1}^{k} \mathcal{C}_{e^{i}}(\rho) \geq 0$. Furthermore,

$$
\sum_{i=1}^{k} \mathcal{C}_{e^{i}}(\rho)=0 \Leftrightarrow \mathcal{C}_{e^{i}}(\rho)=0(i=1,2, \ldots, k) \Leftrightarrow \rho \in \mathcal{S I}(\mathcal{B})
$$

(2) Let $\Phi \in \mathcal{I} \mathcal{O}(\mathcal{B})$. For each $i=1,2 \ldots, k$, since $\mathcal{C}_{e^{i}}$ is an $e^{i}$-coherence measure and $\Phi \in \mathcal{I O}\left(e^{i}\right)$, we get

$$
\mathcal{C}_{e^{i}}(\Phi(\rho)) \leq \mathcal{C}_{e^{i}}(\rho)
$$

for all $\rho \in \mathcal{D}(H)$, and so

$$
C_{\mathcal{B}}(\Phi(\rho))=\sum_{i=1}^{k} \mathcal{C}_{e^{i}}(\Phi(\rho)) \leq \sum_{i=1}^{k} \mathcal{C}_{e^{i}}(\rho)=C_{\mathcal{B}}(\rho) .
$$

(3) Let $\rho \in \mathcal{D}(H), \Phi \in \mathcal{I} \mathcal{O}(\mathcal{B})$ with families of Kraus operators $\left\{E_{i n}\right\}_{n=1}^{m_{i}}(i=$ $1,2, \ldots, k)$. Put $p_{i n}=\operatorname{tr}\left(E_{i n} \rho E_{i n}^{\dagger}\right)$ and $\rho_{\text {in }}=\frac{1}{p_{i n}} E_{i n} \rho E_{i n}^{\dagger}$ for $p_{\text {in }}>0$, and $\rho_{\text {in }}=\frac{1}{d} I$ for $p_{\text {in }}=0$. For each $j=1,2, \ldots, k$, since $\mathcal{C}_{e^{j}}$ is an $e^{j}$-coherence measure and $\Phi \in \mathcal{I O}\left(e^{j}\right)$, we get

$$
\sum_{n=1}^{m_{i}} p_{i n} \mathcal{C}_{e^{j}}\left(\rho_{i n}\right) \leq \mathcal{C}_{e^{j}}(\rho)(i, j=1,2, \ldots, k)
$$

This implies that for each $i=1,2, \ldots, k$,

$$
\sum_{n=1}^{m_{i}} p_{i n} C_{\mathcal{B}}\left(\rho_{i n}\right)=\sum_{n=1}^{m_{i}} p_{i n}\left(\sum_{j=1}^{k} \mathcal{C}_{e^{i}}\left(\rho_{i n}\right)\right)=\sum_{j=1}^{k}\left(\sum_{n=1}^{m_{i}} p_{i n} \mathcal{C}_{e^{i}}\left(\rho_{i n}\right)\right) \leq \sum_{j=1}^{k} \mathcal{C}_{e^{i}}(\rho)=\mathcal{C}_{\mathcal{B}}(\rho) .
$$

(4) Let $\rho_{n} \in \mathcal{D}(H)(n=1,2, \ldots, m)$ and let $\left\{p_{n}\right\}_{n=1}^{m}$ be a probability distribution. Since $\mathcal{C}_{e^{i}}$ is an $e^{i}$-coherence measure, we have

$$
\sum_{n=1}^{m} p_{n} \mathcal{C}_{e^{i}}\left(\rho_{n}\right) \geq \mathcal{C}_{e^{i}}\left(\sum_{n=1}^{m} p_{n} \rho_{n}\right)
$$

for all $i=1,2, \ldots, k$, and therefore,

$$
\sum_{n=1}^{m} p_{n} C_{\mathcal{B}}\left(\rho_{n}\right)=\sum_{i=1}^{k}\left(\sum_{n=1}^{m} p_{n} \mathcal{C}_{e^{i}}\left(\rho_{n}\right)\right) \geq \sum_{i=1}^{k} \mathcal{C}_{e^{i}}\left(\sum_{n=1}^{m} p_{n} \rho_{n}\right)=\mathcal{C}_{\mathcal{B}}\left(\sum_{n=1}^{m} p_{n} \rho_{n}\right)
$$

Using Definition 3 yields that the function $\mathcal{C}_{\mathcal{B}}$ defined by Equation (18) becomes a $\mathcal{B}$ coherence measure.

Using Theorem 4 yields that the function $\mathcal{C}_{\mathcal{B}}: \mathcal{D}(H) \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho)=\sum_{i=1}^{k} \mathcal{C}_{e^{i}, \ell_{1}}(\rho)(\forall \rho \in \mathcal{D}(H)) \tag{19}
\end{equation*}
$$

is a $\mathcal{B}$-coherence measure. We see from property (1) that $\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho) \leq k(d-1)$ for all states $\rho$ of the system. A state $\rho$ is said to be maximally coherent w.r.t. $\mathcal{C}_{\mathcal{B}, \ell_{1}}$ if $\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho)=k(d-1)$ Clearly, a state $\rho$ is maximally coherent $\mathcal{C}_{\mathcal{B}, \ell_{1}}$ if and only if it is maximally coherent w.r.t. each $\mathcal{C}_{e^{i}, \ell_{1}}$.

Remark 3. (1) $\frac{I}{d} \in \mathcal{S I}(\mathcal{B})$; Especially, if there exist two mutually unbiased bases in $\mathcal{B}$, then $\mathcal{S I}(\mathcal{B})=\left\{\frac{I}{d}\right\}$, that is, $\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho)=0$ if and only if $\rho=\frac{I}{d}$.
(2) Theorem 3 implies when $d=2$ and $\mathcal{B}=\{e, f\}(e \neq f)$, there exists a maximally coherent state $\rho$ w.r.t. $\mathcal{C}_{\mathcal{B}, \ell_{1}}$, that is, $\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho)=2$.
(3) The following theorem means that when $d=2$ and $\mathcal{B}=\{e, f, g\}$ is a complete set of mutually unbiased bases, there does not exist necessarily a maximally coherent state w.r.t. $\mathcal{C}_{\mathcal{B}, \ell_{1}}$.

It was proved in [47] that the maximal number $\operatorname{MUB}(H)$ of mutually unbiased bases for $H$ is $d+1$ if the dimension $d$ of $H$ is a prime-power. Thus, $\operatorname{MUB}\left(\mathbb{C}^{2}\right)=3$, i.e., there exists a complete set of three mutually unbiased bases for $\mathbb{C}^{2}$.

Theorem 5. Let $\mathcal{B}=\{e, f, g\}$ where $e=\left\{\left|e_{1}\right\rangle,\left|e_{2}\right\rangle\right\}$ be any orthonormal basis for $\mathbb{C}^{2}, f=$ $\left\{\left|f_{1}\right\rangle,\left|f_{2}\right\rangle\right\}$ and $g=\left\{\left|g_{1}\right\rangle,\left|g_{2}\right\rangle\right\}$ with

$$
\begin{aligned}
& \left|f_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|e_{1}\right\rangle+\left|e_{2}\right\rangle\right),\left|f_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|e_{1}\right\rangle-\left|e_{2}\right\rangle\right) \\
& \left|g_{1}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|e_{1}\right\rangle+\mathrm{i}\left|e_{2}\right\rangle\right),\left|f_{2}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|e_{1}\right\rangle-\mathrm{i}\left|e_{2}\right\rangle\right)
\end{aligned}
$$

Then $e, f$ and $g$ are mutually unbiased bases pairwise for $\mathbb{C}^{2}$ and $\mathcal{C}_{\mathcal{B}, \ell_{1}}(\rho)<3$ for all states $\rho$ of $\mathbb{C}^{2}$, that is, there does not exist a state $\rho$ such that

$$
\begin{equation*}
\mathcal{C}_{e, \ell_{1}}(\rho)=\mathcal{C}_{f, \ell_{1}}(\rho)=\mathcal{C}_{g, \ell_{1}}(\rho)=1 . \tag{20}
\end{equation*}
$$

Proof. Obviously, $e, f$ and $g$ are mutually unbiased bases pairwise for $\mathbb{C}^{2}$. Suppose that there exists a state $\rho$ such that Equation (20) holds, i.e.,

$$
\begin{equation*}
\left.\left|\left\langle e_{1}\right| \rho\right| e_{2}\right\rangle\left|=\left|\left\langle f_{1}\right| \rho\right| f_{2}\right\rangle\left|=\left|\left\langle g_{1}\right| \rho\right| g_{2}\right\rangle \left\lvert\,=\frac{1}{2}\right. \tag{21}
\end{equation*}
$$

Then under the three bases, we have

$$
\begin{align*}
& \rho=a\left|e_{1}\right\rangle\left\langle e_{1}\right|+\frac{1}{2} \mathrm{e}^{\mathrm{i} \theta_{1}}\left|e_{1}\right\rangle\left\langle e_{2}\right|+\frac{1}{2} \mathrm{e}^{-\mathrm{i} \theta_{1}}\left|e_{2}\right\rangle\left\langle e_{1}\right|+(1-a)\left|e_{2}\right\rangle\left\langle e_{2}\right|,  \tag{22}\\
& \rho=b\left|f_{1}\right\rangle\left\langle f_{1}\right|+\frac{1}{2} \mathrm{e}^{\mathrm{i} \theta_{2}}\left|f_{1}\right\rangle\left\langle f_{2}\right|+\frac{1}{2} \mathrm{e}^{-\mathrm{i} \theta_{2}}\left|f_{2}\right\rangle\left\langle f_{1}\right|+(1-b)\left|f_{2}\right\rangle\left\langle f_{2}\right|,  \tag{23}\\
& \rho=c\left|g_{1}\right\rangle\left\langle g_{1}\right|+\frac{1}{2} \mathrm{e}^{\mathrm{i} \theta_{3}}\left|g_{1}\right\rangle\left\langle g_{2}\right|+\frac{1}{2} \mathrm{e}^{-\mathrm{i} \theta_{3}}\left|g_{2}\right\rangle\left\langle g_{1}\right|+(1-c)\left|g_{2}\right\rangle\left\langle g_{2}\right|, \tag{24}
\end{align*}
$$

where $a, b, c \in[0,1], 0 \leq \theta_{k}<2 \pi(k=1,2,3)$. Since $\rho \geq 0$, we conclude from Equation (21) that $a=b=c=\frac{1}{2}$. Substituting $2\left|f_{i}\right\rangle\left\langle f_{j}\right|$ in Equation (23) with

$$
\begin{aligned}
& 2\left|f_{1}\right\rangle\left\langle f_{1}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|+\left|e_{1}\right\rangle\left\langle e_{2}\right|+\left|e_{2}\right\rangle\left\langle e_{1}\right|+\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|f_{1}\right\rangle\left\langle f_{2}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|-\left|e_{1}\right\rangle\left\langle e_{2}\right|+\left|e_{2}\right\rangle\left\langle e_{1}\right|-\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|f_{2}\right\rangle\left\langle f_{1}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|+\left|e_{1}\right\rangle\left\langle e_{2}\right|-\left|e_{2}\right\rangle\left\langle e_{1}\right|-\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|f_{2}\right\rangle\left\langle f_{2}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|-\left|e_{1}\right\rangle\left\langle e_{2}\right|-\left|e_{2}\right\rangle\left\langle e_{1}\right|+\left|e_{2}\right\rangle\left\langle e_{2}\right|,
\end{aligned}
$$

and comparing the coefficient of $\left|e_{1}\right\rangle\left\langle e_{2}\right|$ in Equations (22) and (23), we find that

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} \theta_{1}}=-\mathrm{i} \sin \theta_{2} \text { and so } \cos \theta_{1}=0 . \tag{25}
\end{equation*}
$$

Similarly, substituting $2\left|g_{i}\right\rangle\left\langle g_{j}\right|$ in Equation (24) with

$$
\begin{aligned}
& 2\left|g_{1}\right\rangle\left\langle g_{1}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|-\mathrm{i}\left|e_{1}\right\rangle\left\langle e_{2}\right|+\left|e_{2}\right\rangle\left\langle e_{1}\right|+\mathrm{i}\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|g_{1}\right\rangle\left\langle g_{2}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|+\mathrm{i}\left|e_{1}\right\rangle\left\langle e_{2}\right|+\mathrm{i}\left|e_{2}\right\rangle\left\langle e_{1}\right|-\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|g_{2}\right\rangle\left\langle g_{1}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|-\mathrm{i}\left|e_{1}\right\rangle\left\langle e_{2}\right|-\mathrm{i}\left|e_{2}\right\rangle\left\langle e_{1}\right|-\left|e_{2}\right\rangle\left\langle e_{2}\right|, \\
& 2\left|g_{2}\right\rangle\left\langle g_{2}\right|=\left|e_{1}\right\rangle\left\langle e_{1}\right|+\mathrm{i}\left|e_{1}\right\rangle\left\langle e_{2}\right|-\mathrm{i}\left|e_{2}\right\rangle\left\langle e_{1}\right|+\left|e_{2}\right\rangle\left\langle e_{2}\right|,
\end{aligned}
$$

and comparing the coefficient of $\left|e_{1}\right\rangle\left\langle e_{2}\right|$ in Equations (22) and (24), we find that

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} \theta_{1}}=-\sin \theta_{3} \text { and so } \sin \theta_{1}=0 \tag{26}
\end{equation*}
$$

Combining Equations (25) and (26) yields that $\cos \theta_{1}=\sin \theta_{1}=0$, a contradiction.

## 4. Conclusions

In this paper, we have introduced a correlation function $m(e, f)$ of two orthonormal bases $e$ and $f$ with the property that $0 \leq m(e, f) \leq d^{\frac{3}{2}}-d$, and proved that $m(e, f)=0$ if and only if the rank-one projective measurements generated by $e$ and $f$ are identical if and only if $\mathcal{I}(e)=\mathcal{I}(f)$, where $\mathcal{I}(e)$ and $\mathcal{I}(f)$ denote the sets of incoherent states with respect to $e$ and $f$, respectively. We have also shown that $m(e, f)$ reaches the maximum $d^{\frac{3}{2}}-d$ if and only if the bases $e$ and $f$ are mutually unbiased; in that case, the intersection $\mathcal{I}(e) \cap \mathcal{I}(f)$ includes only the maximally mixed state. We have observed that even though two bases $e$ and $f$ are not mutually unbiased, $\mathcal{I}(e) \bigcap \mathcal{I}(f)$ may include only the maximally mixed state. We have obtained a necessary and sufficient condition for $\mathcal{I}(e) \cap \mathcal{I}(f)=\frac{I}{d}$. We have introduced the concepts of strong incoherence and weak coherence of a quantum state w.r.t. a set $\mathcal{B}$ of $k$ orthonormal bases and proposed a measure $\mathcal{C}_{\mathcal{B}}$ for the weak coherence. In the two-qubit system, we have proved that there exists a maximally coherent state w.r.t. the measure $\mathcal{C}_{\mathcal{B}, \ell_{1}}$ when $\mathcal{B}$ consists of any two bases and observed that there exist does not a maximally coherent state w.r.t. the measure $\mathcal{C}_{\mathcal{B}, \ell_{1}}$ when $\mathcal{B}$ consists of some three mutually unbiased bases.

Author Contributions: The work of this paper was accomplished by P.W., Z.G. and H.C. Moreover, all authors have read the paper carefully and approved the research contents that were written in the final manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by the National Natural Science Foundation of China (Nos. 11871318, 11771009, 12001480), the Fundamental Research Fund for the Central Universities (GK20200 7002, GK202103003) and the Special Plan for Young Top-notch Talent of Shaanxi Province (1503070117).

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Data are contained within the article.
Acknowledgments: The authors would like to thank the anonymous reviewers for their invaluable and constructive comments.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Nielsen, M.A.; Chuang, I.L. Quantum Computation and Quantum Information. Contemrary Phys. 2011, 52, 604-605.
2. Åberg, J. Quantifying superposition. arXiv 2006, arXiv:quant-ph/0612146.
3. Baumgratz, T.; Cramer, M.; Plenio, M.B. Quantum coherence. Phys. Rev. Lett. 2014, 113 140401. [CrossRef] [PubMed]
4. Streltsov, A.; Adesso, G.; Plenio, M.B. Colloquium: Quantum coherence as a resource. Rev. Mod. Phys. 2017, 89, 041003. [CrossRef]
5. Winter, A.; Yang, D. Operational resource theory of coherence. Phys. Rev. Lett. 2016, 116, 120404. [CrossRef]
6. Hu, M.L.; Hu, X.Y.; Wang, J.C.; Peng, Y.; Zhang, Y.R.; Fan, H. Quantum coherence and geometric quantum discord. Phys. Rep. 2018, 762-764, 1-100. [CrossRef]
7. Yang, C.; Guo, Z.H.; Zhang, C.Y.; Cao, H.X. Broadcasting coherence via incoherent operations. Linear Mult. Alg. 2021. [CrossRef]
8. Guo, Z.H.; Cao, H.X. Creating quantum correlation from coherence via incoherent quantum operations. J. Phys. A Math. Theor. 2019, 52, 265301. [CrossRef]
9. Girolami, D. Observable measure of quantum coherence in finite dimensional systems. Phys. Rev. Lett. 2014, 113, 170401. [CrossRef]
10. Streltsov, A.; Singh, U.; Dhar, H.S.; Bera, M.N.; Adesso, G. Measuring quantum coherence with entanglement. Phys. Rev. Lett. 2015, 115, 020403. [CrossRef]
11. Lostaglio, M.; Korzekwa, K.; Jennings, D.; Rudolph, T. Quantum coherence, time-translation symmetry, and thermodynamics. Phys. Rev. X 2015, 5, 021001. [CrossRef]
12. Shao, L.H.; Xi, Z.J.; Fan, H.; Li, Y.M. Fidelity and trace-norm distances for quantifying coherence. Phys. Rev. A 2015, 91, 042120. [CrossRef]
13. Pires, D.P.; Céleri, L.C.; Soares-Pinto, D.O. Geometric lower bound for a quantum coherence measure. Phys. Rev. A 2015, 91, 042330. [CrossRef]
14. Yao, Y.; Xiao, X.; Ge, L.; Sun, C.P. Quantum coherence in multipartite systems. Phys. Rev. A 2015, 92, 022112. [CrossRef]
15. Napoli, C.; Bromley, T.R.; Cianciaruso, M.; Piani, M.; Johnston N.; Adesso G. Robustness of coherence: An operational and observable measure of quantum coherence. Phys. Rev. Lett. 2016, 116, 150502. [CrossRef]
16. Rana, S.; Parashar, P.; Lewenstein, M. Trace-distance measure of coherence. Phys. Rev. A 2016, 93, 012110. [CrossRef]
17. Rastegin, A.E. Quantum-coherence quantifiers based on the Tsallis relative $\alpha$ entropies. Phys. Rev. A 2016, 93, 032136. [CrossRef]
18. Luo, S.; Sun, Y. Quantum coherence versus quantum uncertainty. Phys. Rev. A 2017, 96, 022130. [CrossRef]
19. Xi, Z.J.; Hu, M.L.; Li, Y.M.; Fan, H. Entropic cohering power in quantum operations. Quantum Inf. Proc. 2018, 17, 34. [CrossRef]
20. Shi, H.L.; Liu, S.Y.; Wang, X.H.; Yang, W.L.; Yang, Z.Y.; Fan H. Coherence depletion in the Grover quantum search algorithm. Phys. Rev. A 2017, 95, 032307. [CrossRef]
21. Anand, N.; Pati, A.K. Coherence and entanglement monogamy in the discrete analogue of analog grover search. arXiv 2016, arXiv:1611.04542.
22. Rastegin, A.E. On the role of dealing with quantum coherence in amplitude amplification. Quantum Inf. Proc. 2018, 17, 179. [CrossRef]
23. Hillery, M. Coherence as a resource in decision problems: The Deutsch-Jozsa algorithm and a variation. Phys. Rev. A 2016, 93, 012111. [CrossRef]
24. Matera, J.M.; Egloff, D.; Killoran, N.; Plenio, M.B. Coherent control of quantum systems as a resource theory. Quantum Sci. Technol. 2016, 1, 01LT01. [CrossRef]
25. Giovannetti, V.; Lloyd, S.; Maccone, L. Advances in quantum metrology. Nat. Photonics 2011, 5, 222-229. [CrossRef]
26. Rodríguez-Rosario, C.A.; Frauenheim, T.; Aspuru-Guzik, A. Thermodynamics of quantum coherence. arXiv 2013, arXiv:1308.1245.
27. Lostaglio, M.; Jennings, D.; Rudolph, T. Description of quantum coherence in thermodynamic processes requires constraints beyond free energy. Nat. Commun. 2015, 6, 6383. [CrossRef]
28. Brandão, F.; Horodecki, M.; Ng, N.; Oppenheim J.; Wehner, S. The second laws of quantum thermodynamics. Proc. Natl. Acad. Sci. USA 2015, 112, 3275. [CrossRef]
29. Narasimhachar, V.; Gour, G. Low-temperature thermodynamics with quantum coherence. Nat. Commun. 2015, 6, 7689. [CrossRef]
30. Ćwikliński, P.; Studziński, M.; Horodecki, M.; Oppenheim J. Limitations on the evolution of quantum coherences: Towards fully quantum second laws of thermodynamics. Phys. Rev. Lett. 2015, 115, 210403. [CrossRef]
31. Misra, A.; Singh, U.; Bhattacharya, S.; Pati, A.K. Energy cost of creating quantum coherence. Phys. Rev. A 2016, 93, 052335. [CrossRef]
32. Plenio, M.B.; Huelga, S.F. Dephasing-assisted transport: Quantum networks and biomolecules. New J. Phys. 2008, 10, 113019. [CrossRef]
33. Lloyd, S. Quantum coherence in biological systems. J. Phys. Conf. Ser. 2011, 302, 012037. [CrossRef]
34. Levi, F.; Mintert, F.A. quantitative theory of coherent delocalization. New J. Phys. 2014, 16, 033007. [CrossRef]
35. Cheng, S.M.; Hall, M.J.W. Complementarity relations for quantum coherence. Phys. Rev. A 2015, 92, 042101. [CrossRef]
36. Rastegin, A.E. Uncertainty relations for quantum coherence with respect to mutually unbiased bases. Front. Phys. 2017, 13, 130304. [CrossRef]
37. Sheng, Y.H.; Zhang, J.; Tao, Y.H.; Fei, S.M. Applications of quantum coherence via skew information under mutually unbiased bases. Quantum Inf. Proc. 2021, 20, 82. [CrossRef]
38. Luo, S.; Sun, Y. Partial coherence with application to the monotonicity problem of coherence involving skew information. Phys. Rev. A 2017, 96, 022136. [CrossRef]
39. Kim, S.; Li, L.; Kumar, A.; Wu, J. Interrelation between partial coherence and quantum correlations. Phys. Rev. A 2018, 98, 022306. [CrossRef]
40. Xiong, C.; Kumar, A.; Huang, M.; Das, S.; Sen, U.; Wu, J. Partial coherence and quantum correlation with fifidelity and affifinity distances. Phys. Rev. A 2019, 99, 032305. [CrossRef]
41. Bischof, F.; Kampermann, H.; Bruß, D. Resource theory of coherence based on positive-operator-valued measures. Phys. Rev. Lett. 2019, 123, 110402. [CrossRef] [PubMed]
42. Bischof, F.; Kampermann, H.; Bruß, D. Quantifying coherence with respect to general quantum measurements. Phys. Rev. A 2021, 103, 032429. [CrossRef]
43. Zhang, C.Y.; Wang, P.; Bai, L.H.; Guo, Z.H.; Cao, H.X. Channel-based coherence of quantum states. Int. J. Quantum Inf. 2022. [CrossRef]
44. Xu, J.W. Coherence of quantum channels. Phys. Rev. A 2019, 100, 052311. [CrossRef]
45. Xu, J.W.; Shao, L.H.; Fei, S.M. Coherence measures with respect to general quantum measurements. Phys. Rev. A 2020, 102, 012411. [CrossRef]
46. Designolle, S.; Uola, R.; Luoma, K.; Brunner N. Set coherence: Basis-independent quantification of quantum coherence. Phys. Rev. Lett. 2021, 126, 220404. [CrossRef]
47. Wootters, W.K.; Fields, B.D. Optimal state-determination by mutually unbiased measurements. Ann. Phys. 1989, 191, 363. [CrossRef]

# When Is a Genuine Multipartite Entanglement Measure Monogamous? 

Yu Guo

Institute of Quantum Information Science, School of Mathematics and Statistics, Shanxi Datong University, Datong 037009, China; guoyu@sxdtdx.edu.cn

Citation: Guo, Y. When Is a Genuine Multipartite Entanglement Measure Monogamous? . Entropy 2022, 24, 355 https://doi.org/10.3390/e24030355

Academic Editors: Rosario Lo Franco, Shunlong Luo, Ming Li and Shao-Ming Fei

Received: 5 February 2022
Accepted: 25 February 2022
Published: 28 February 2022
Publisher's Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Copyright: © 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ 4.0/).


#### Abstract

A crucial issue in quantum communication tasks is characterizing how quantum resources can be quantified and distributed over many parties. Consequently, entanglement has been explored extensively. However, there are few genuine multipartite entanglement measures and whether it is monogamous is so far unknown. In this work, we explore the complete monogamy of genuine multipartite entanglement measure (GMEM) for which, at first, we investigate a framework for unified/complete GMEM according to the unified/complete multipartite entanglement measure we proposed in 2020. We find a way of inducing unified/complete GMEM from any given unified/complete multipartite entanglement measure. It is shown that any unified GMEM is completely monogamous, and any complete GMEM that is induced by given complete multipartite entanglement measure is completely monogamous. In addition, the previous GMEMs are checked under this framework. It turns out that the genuinely multipartite concurrence is not as good of a candidate as GMEM.


Keywords: genuine entanglement; entanglement measure; complete monogamy

## 1. Introduction

Entanglement is a quintessential manifestation of quantum mechanics and is often considered to be a useful resource for tasks like quantum teleportation or quantum cryptography [1-4], etc. There has been a tremendous amount of research in the literature aimed at characterizing entanglement in the last three decades [1-9]. In an effort to contribute to this line of research, however, the genuine multiparty entanglement, which represents the strongest form of entanglement in many body systems, still remains unexplored or less studied in many facets.

A fundamental issue in this field is to quantify the genuine multipartite entanglement and then analyze the distribution among the different parties. In 2000 [10], Coffman et al. presented a measure of genuine three-qubit entanglement, called "residual tangle", and discussed the distribution relation for the first time. In 2011, Ma et al. [11] established postulates for a quantity to be a GMEM and gave a genuine measure, called genuinely multipartite concurrence (GMC), by the origin bipartite concurrence. The GMC is further explored in Ref. [12], the generalized geometric measure is introduced in Refs. [13,14], and the average of "residual tangle" and GMC, i.e., $\left(\tau+C_{g m e}\right) / 2$ [15], is shown to be genuine multipartite entanglement measures. Another one is the divergence-based genuine multipartite entanglement measure presented in [16,17]. Recently, Ref. [18] introduced a new genuine three-qubit entanglement measure, called concurrence triangle, which is quantified as the square root of the area of a triangle deduced by concurrence. Consequently, we improved and supplemented the method in [18] and proposed a general way of defining GMEM in Ref. [19].

The distribution of entanglement is believed to be monogamous, i.e., a quantum system entangled with another system limits its entanglement with the remaining others [20]. There are two methods used in this research. The first one is analyzing monogamy relation
based on bipartite entanglement measure, and the second one is based on multipartite entanglement measure. For the former one, considerable efforts have been made in the last two decades [10,21-40]. It is shown that almost all bipartite entanglement measures we know by now are monogamous. In 2020, we established a framework for multipartite entanglement measure and discussed its monogamy relation, which is called complete monogamy relation and tight complete monogamy relation [22]. Under this framework, the distribution of entanglement becomes more clear since it displays a complete hierarchy relation of different subsystems. We also proposed several multipartite entanglement measures and showed that they are completely monogamous.

The situation becomes much more complex when we deal with genuine entanglement, since it associates with not only multiparty system but also the most complex entanglement structure. The main purpose of this work is to establish the framework of unified/complete GMEM, by which we then present the definition of complete monogamy and tight complete monogamy of unified and complete GMEM, respectively. Another aim is to find an approach of deriving GMEM from the multipartite entanglement measure introduced in Ref. [22]. In the next section we list some necessary concepts and the associated notations In Section 3 we discuss the framework of unified/complete GMEM and give several illustrated examples. Then, in Section 4, we investigate the complete monogamy relation and tight complete monogamy relation for GMEM accordingly. A summary is concluded in the last section.

## 2. Preliminary

For convenience, in this section, we recall the concepts of genuine entanglement, complete multipartite entanglement measure, monogamy relation, complete monogamy relation, and genuine multipartite entanglement measure. In the first subsection, we introduce the coarser relation of multipartite partition by which the following concepts can be easily processed. For simplicity, throughout this paper, we denote by $\mathcal{H}^{A_{1} A_{2} \cdots A_{m}}$ := $\mathcal{H}^{A_{1}} \otimes \mathcal{H}^{A_{2}} \otimes \cdots \otimes \mathcal{H}^{A_{m}}$ an $m$-partite Hilbert space with finite dimension and by $\mathcal{S}^{X}$ we denote the set of density operators acting on $\mathcal{H}^{X}$.

### 2.1. Coarser Relation of Multipartite Partition

Let $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ be a partition (or called $k$-partition) of $A_{1} A_{2} \cdots A_{m}$, i.e., $X_{s}=$ $A_{s(1)} A_{s(2)} \cdots A_{s(f(s))}, s(i)<s(j)$ whenever $i<j$, and $s(p)<t(q)$ whenever $s<t$ for any possible $p$ and $q, 1 \leq s, t \leq k$. For instance, partition $A B|C| D E$ is a 3-partition of ABCDE. Let $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ and $Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$ be two partitions of $A_{1} A_{2} \cdots A_{n}$ or subsystem of $A_{1} A_{2} \cdots A_{n} . Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$ is said to be coarser than $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$, denoted by

$$
\begin{equation*}
X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ Y_{1}\right| Y_{2}|\cdots| Y_{l} \tag{1}
\end{equation*}
$$

if $Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$ can be obtained from $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ by one or some of the following ways (the coarser relation was also introduced in Ref. [41], but the the third case in Ref. [41] is a little different from the third item below):

- (C1) Discarding some subsystem(s) of $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$;
- (C2) Combining some subsystems of $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$;
- (C3) Discarding some subsystem(s) of some subsystem(s) $X_{k}$ provided that $X_{k}=$ $A_{k(1)} A_{k(2)} \cdots A_{k(f(k))}$ with $f(k) \geq 2$.
For example, $A|B| C|D| E \succ A|B| C|D E \succ A| B|C| D \succ A B|C| D \succ A B|C D, A| B|C| D E \succ$ $A|B| D E$. Clearly, $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ Y_{1}\right| Y_{2}|\cdots| Y_{l}$ and $Y_{1}\left|Y_{2}\right| \cdots\left|Y_{l} \succ Z_{1}\right| Z_{2}|\cdots| Z_{s}$ imply $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ Z_{1}\right| Z_{2}|\cdots| Z_{s}$.

Furthermore, if $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ Y_{1}\right| Y_{2}|\cdots| Y_{l}$, we denote by $\Xi\left(X_{1}\left|X_{2}\right| \cdots\left|X_{k}-Y_{1}\right| Y_{2} \mid\right.$ $\cdots \mid Y_{l}$ ) the set of all the partitions that are coarser than $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ and either exclude any subsystem of $Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$ or include some but not all subsystems of $Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$. We take the five-partite system $A B C D E$ for example, $\Xi(A|B| C D|E-A| B)=\{C D|E, A| C D|E, B| C D|E, A| C D, A|E, B| E, A|C, A| D, B|C, B| D\}$.

For more clarity, we fix the following notations. Let $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ and $Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}$ be partitions of $A_{1} A_{2} \cdots A_{n}$ or subsystem of $A_{1} A_{2} \cdots A_{n}$. We denote by

$$
\begin{equation*}
X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{a} Y_{1}\right| Y_{2}|\cdots| Y_{l} \tag{2}
\end{equation*}
$$

for the case of (C1), by

$$
\begin{equation*}
X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l} \tag{3}
\end{equation*}
$$

for the case of of (C2), and in addition by

$$
\begin{equation*}
X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{c} Y_{1}\right| Y_{2}|\cdots| Y_{l} \tag{4}
\end{equation*}
$$

for the case of of (C2). For example, $A|B| C\left|D \succ^{a} A\right| B\left|D \succ^{a} B\right| D, A|B| C\left|D \succ^{b} A C\right| B \mid D \succ^{b}$ $A C|B D, A| B C \succ^{c} A|B, A| B C \succ^{c} A \mid C$.

### 2.2. Multipartite Entanglement

An $m$-partite pure state $|\psi\rangle \in \mathcal{H}^{A_{1} A_{2} \cdots A_{m}}$ is called biseparable if it can be written as $|\psi\rangle=|\psi\rangle^{X} \otimes|\psi\rangle^{Y}$ for some bipartition of $A_{1} A_{2} \cdots A_{m} \cdot|\psi\rangle$ is said to be $k$-separable if $|\psi\rangle=|\psi\rangle^{X_{1}}|\psi\rangle^{X_{2}} \cdots|\psi\rangle^{X_{k}}$ for some $k$-partition of $A_{1} A_{2} \cdots A_{m} \cdot|\psi\rangle$ is called fully separable if it is $m$-separable. It is clear that whenever a state is $k$-separable, it is automatically also $l$-separable for all $1<l<k \leq m$. An $m$-partite mixed state $\rho$ is biseparable if it can be written as a convex combination of biseparable pure states $\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, wherein the contained $\left\{\left|\psi_{i}\right\rangle\right\}$ can be biseparable with respect to different bipartitions (i.e., a mixed biseparable state does not need to be separable with respect to any particular bipartition) Otherwise it is called genuinely m-partite entangled (or called genuinely entangled briefly). We denote by $\mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ the set of all genuinely entangled states in $\mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$. Throughout this paper, for any $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$ and any given $k$-partition $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$ of $A_{1} A_{2} \cdots A_{m}$, we denote by $\rho^{X_{1}\left|X_{2}\right| \cdots \mid X_{k}}$ the state for which we consider it as a $k$-partite state with respect to the partition $X_{1}\left|X_{2}\right| \cdots \mid X_{k}$.

### 2.3. Complete Multipartite Entanglement Measure

A function $E^{(m)}: \mathcal{S}^{A_{1} A_{2} \cdots A_{m}} \rightarrow \mathbb{R}_{+}$is called an $m$-partite entanglement measure in literatures $[3,42,43]$ if it satisfies:

- (E1) $E^{(m)}(\rho)=0$ if $\rho$ is fully separable;
- (E2) $E^{(m)}$ cannot increase under $m$-partite LOCC.

An $m$-partite entanglement measure $E^{(m)}$ is said to be an $m$-partite entanglement monotone if it is convex and does not increase on average under $m$-partite stochastic LOCC. For simplicity, throughout this paper, if $E$ is an entanglement measure (bipartite, or multipartite) for pure states, we define

$$
\begin{equation*}
E_{F}(\rho):=\min \sum_{i} p_{i} E^{(m)}\left(\left|\psi_{i}\right\rangle\right) \tag{5}
\end{equation*}
$$

and call it the convex-roof extension of $E$, where the minimum is taken over all pure-state decomposition $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ of $\rho$ (Sometimes, we use $E^{F}$ to denote $E_{F}$ hereafter). When we take into consideration an $m$-partite entanglement measure, we need discuss whether it is defined uniformly for any $k$-partite system at first, $k<m$. Let $E^{(m)}$ be a multipartite entanglement measure (MEM). If $E^{(k)}$ is uniquely determined by $E^{(m)}$ for any $2 \leq k<m$, then we call $E^{(m)}$ a uniform MEM. For example, GMC, denoted by $C_{g m e}$ [11], is uniquely defined for any $k$, thus it is a uniform GMEM. Recall that,

$$
C_{g m e}(|\psi\rangle):=\min _{\gamma_{i} \in \gamma} \sqrt{2\left[1-\operatorname{Tr}\left(\rho^{A_{\gamma_{i}}}\right)^{2}\right]}
$$

for pure state $|\psi\rangle \in \mathcal{H}^{A_{1} A_{2} \cdots A_{m}}$, where $\gamma=\left\{\gamma_{i}\right\}$ represents the set of all possible bipartitions of $A_{1} A_{2} \cdots A_{m}$, and via the convex-roof extension for mixed states [11]. All the unified MEMs presented in Ref. [22] are uniform MEM. That is, a uniform MEM is series of MEMs that have uniform expressions definitely. A uniform MEM $E^{(m)}$ is called a unified multipartite entanglement measure if it also satisfies the following condition [22]:

- (E3) the unification condition, i.e., $E^{(m)}$ is consistent with $E^{(k)}$ for any $2 \leqslant k<m$.

The unification condition should be comprehended in the following sense [22]. Let $|\psi\rangle^{A_{1} A_{2} \cdots A_{m}}=|\psi\rangle^{A_{1} A_{2} \cdots A_{k}}|\psi\rangle^{A_{k+1} \cdots A_{m}}$, then

$$
E^{(m)}\left(|\psi\rangle^{A_{1} A_{2} \cdots A_{m}}\right)=E^{(k)}\left(|\psi\rangle^{A_{1} A_{2} \cdots A_{k}}\right)+E^{(m-k)}|\psi\rangle^{A_{k+1} \cdots A_{m}} .
$$

And

$$
E^{(m)}\left(\rho^{A_{1} A_{2} \cdots A_{m}}\right)=E^{(m)}\left(\rho^{\pi\left(A_{1} A_{2} \cdots A_{m}\right)}\right)
$$

for any $\rho^{A_{1} A_{2} \cdots A_{m}} \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$, where $\pi$ is a permutation of the subsystems. In addition,

$$
E^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \geqslant E^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)
$$

for any $\rho^{A_{1} A_{2} \cdots A_{m}} \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{a} Y_{1}\right| Y_{2}|\cdots| Y_{l}$, where the vertical bar indicates the split across which the entanglement is measured. A uniform MEM $E^{(m)}$ is called a complete multipartite entanglement measure if it satisfies both (E3) above and the following [22]:

- (E4) $E^{(m)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \geqslant E^{(k)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$ holds for all $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l}$.
We need to remark here that, although the partial trace is in fact a special trace-preserving completely positive map, we cannot derive $\rho^{Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}}$ from $\rho^{X_{1}\left|X_{2}\right| \cdots \mid X_{k}}$ by any $k$-partite LOCC for any given $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ Y_{1}\right| Y_{2}|\cdots| Y_{l}$. Namely, different from that of bipartite case, the unification condition cannot be induced by the $m$-partite LOCC. For any bipartite measure $E, E(A \mid B C) \geq E(A B)$ for any $\rho^{A B C}$ since $\rho^{A B}=\operatorname{Tr}_{C} \rho^{A B C}$ can be obtained by partial trace on part $C$ and such a partial trace is in fact a bipartite LOCC acting on $A \mid B C$. However, $\rho^{A B}$ cannot be derived from any tripartite LOCC acting on $\rho^{A B C}$. Thus, whether $E^{(3)}(A \mid B C) \geq E^{(2)}(A B)$ is unknown.

Several unified tripartite entanglement measures were proposed in Ref. [22]:

$$
\begin{aligned}
E_{f}^{(3)}(|\psi\rangle) & =\frac{1}{2}\left[S\left(\rho^{A}\right)+S\left(\rho^{B}\right)+S\left(\rho^{C}\right)\right], \\
\tau^{(3)}(|\psi\rangle) & =3-\operatorname{Tr}\left(\rho^{A}\right)^{2}-\operatorname{Tr}\left(\rho^{B}\right)^{2}-\operatorname{Tr}\left(\rho^{C}\right)^{2}, \\
C^{(3)}(|\psi\rangle) & =\sqrt{\tau^{(3)}(|\psi\rangle)}, \\
N^{(3)}(|\psi\rangle) & =\operatorname{Tr}^{2} \sqrt{\rho^{A}}+\operatorname{Tr}^{2} \sqrt{\rho^{B}}+\operatorname{Tr}^{2} \sqrt{\rho^{C}}-3, \\
T_{q}^{(3)}(|\psi\rangle) & =\frac{1}{2}\left[T_{q}\left(\rho^{A}\right)+T_{q}\left(\rho^{B}\right)+T_{q}\left(\rho^{C}\right)\right], q>1, \\
R_{\alpha}^{(3)}(|\psi\rangle) & =\frac{1}{2} R_{\alpha}\left(\rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right), 0<\alpha<1
\end{aligned}
$$

for pure state $|\psi\rangle \in \mathcal{H}^{A B C}$, and then by the convex-roof extension for mixed state $\rho^{A B C} \in$ $\mathcal{S}^{A B C}$ (for mixed state, $N^{(3)}$ is replaced with $N_{F}^{(3)}$ ), where $T_{q}(\rho):=(1-q)^{-1}\left[\operatorname{Tr}\left(\rho^{q}\right)-1\right]$ is the Tsallis $q$-entropy, $R_{\alpha}(\rho):=(1-\alpha)^{-1} \ln \left(\operatorname{Tr} \rho^{\alpha}\right)$ is the Rényi $\alpha$-entropy. In addition [22],

$$
\begin{equation*}
N^{(3)}(\rho)=\left\|\rho^{T_{a}}\right\|_{\operatorname{Tr}}+\left\|\rho^{T_{b}}\right\|_{\operatorname{Tr}}+\left\|\rho^{T_{c}}\right\|_{\operatorname{Tr}}-3 \tag{6}
\end{equation*}
$$

for any $\rho \in \mathcal{S}^{A B C} . E_{f}^{(3)}, C^{(3)}, \tau^{(3)}$ and $T_{q}^{(3)}$ are shown to be complete tripartite entanglement measures while $R_{\alpha}^{(3)}, N^{(3)}$ and $N_{F}^{(3)}$ are proved to be unified but not complete tripartite entanglement measures [22].

In Ref. [44], we introduce three unified tripartite entanglement measures (but not complete tripartite entanglement measures) in terms of fidelity:

$$
\begin{align*}
E_{\mathcal{F}}^{(3)}(|\psi\rangle) & :=1-\mathcal{F}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right),  \tag{7}\\
E_{\mathcal{F}^{\prime}}^{(3)}(|\psi\rangle) & :=1-\sqrt{\mathcal{F}}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right),  \tag{8}\\
E_{A \mathcal{F}}^{(3)}(|\psi\rangle) & :=1-\mathcal{F}_{A}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right), \tag{9}
\end{align*}
$$

for any pure state $|\psi\rangle$ in $\mathcal{H}^{A B C}$, where $\mathcal{F}$ is the Uhlmann-Jozsa fidelity $\mathcal{F}$ [45,46], which is defined as

$$
\begin{equation*}
\mathcal{F}(\rho, \sigma):=(\operatorname{Tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}})^{2} \tag{10}
\end{equation*}
$$

$\sqrt{\mathcal{F}}$ is defined by [47-49]

$$
\begin{equation*}
\sqrt{\mathcal{F}}(\rho, \sigma):=\sqrt{\mathcal{F}(\rho, \sigma)} \tag{11}
\end{equation*}
$$

and the $A$-fidelity, $\mathcal{F}_{A}$, is the square of the quantum affinity $A(\rho, \sigma)$ [50,51], i.e.,

$$
\begin{equation*}
\mathcal{F}_{A}(\rho, \sigma):=[\operatorname{Tr}(\sqrt{\rho} \sqrt{\sigma})]^{2} . \tag{12}
\end{equation*}
$$

For mixed states, $E_{\mathcal{F}, F}^{(3)}, E_{\mathcal{F}^{\prime}, F}^{(3)}$, and $E_{A \mathcal{F}, F}^{(3)}$ are defined by the convex-roof extension as in Equation (5).

### 2.4. Monogamy Relation

For a given bipartite measure $Q$ (such as entanglement measure and other quantum correlation measure), $Q$ is said to be monogamous (we take the tripartite case for example) if $[10,26]$

$$
\begin{equation*}
Q(A \mid B C) \geqslant Q(A B)+Q(A C) \tag{13}
\end{equation*}
$$

However, Equation (13) is not valid for many entanglement measures [10,24,52,53] but some power function of $Q$ admits the monogamy relation (i.e., $Q^{\alpha}(A \mid B C) \geqslant Q^{\alpha}(A B)+Q^{\alpha}(A C)$ for some $\alpha>0$ ). In Ref. [23], we address this issue by proposing an improved definition of monogamy (without inequalities) for entanglement measure: A bipartite measure of entanglement $E$ is monogamous if for any $\rho \in \mathcal{S}^{A B C}$ that satisfies the disentangling condition, i.e.,

$$
\begin{equation*}
E\left(\rho^{A \mid B C}\right)=E\left(\rho^{A B}\right), \tag{14}
\end{equation*}
$$

we have that $E\left(\rho^{A C}\right)=0$, where $\rho^{A B}=\operatorname{Tr}_{C} \rho^{A B C}$. With respect to this definition, a continuous measure $E$ is monogamous according to this definition if and only if there exists $0<\alpha<\infty$ such that

$$
\begin{equation*}
E^{\alpha}\left(\rho^{A \mid B C}\right) \geqslant E^{\alpha}\left(\rho^{A B}\right)+E^{\alpha}\left(\rho^{A C}\right) \tag{15}
\end{equation*}
$$

for all $\rho$ acting on the state space $\mathcal{H}^{A B C}$ with fixed $\operatorname{dim} \mathcal{H}^{A B C}=d<\infty$ (see Theorem 1 in Ref. [23]). Notice that, for these bipartite measures, only the relation between $A \mid B C, A B$ and $A C$ are revealed, and the global correlation in $A B C$ and the correlation contained in part $B C$ are missed [22]. That is, the monogamy relation in such a sense is not "complete".

For a unified tripartite entanglement measure $E^{(3)}$, it is said to be completely monogamous if for any $\rho \in \mathcal{S}^{A B C}$ that satisfies [22]

$$
\begin{equation*}
E^{(3)}\left(\rho^{A B C}\right)=E^{(2)}\left(\rho^{A B}\right) \tag{16}
\end{equation*}
$$

we have that $E^{(2)}\left(\rho^{A C}\right)=E^{(2)}\left(\rho^{B C}\right)=0$. If $E^{(3)}$ is a continuous unified tripartite entanglement measure. Then, $E^{(3)}$ is completely monogamous if and only if there exists $0<\alpha<\infty$ such that [22]

$$
\begin{equation*}
E^{\alpha}\left(\rho^{A B C}\right) \geqslant E^{\alpha}\left(\rho^{A B}\right)+E^{\alpha}\left(\rho^{A C}\right)+E^{\alpha}\left(\rho^{B C}\right) \tag{17}
\end{equation*}
$$

for all $\rho^{A B C} \in \mathcal{S}^{A B C}$ with fixed $\operatorname{dim} \mathcal{H}^{A B C}=d<\infty$, here we omitted the superscript ${ }^{(2,3)}$ of $E^{(2,3)}$ for brevity. Let $E^{(3)}$ be a complete MEM. $E^{(3)}$ is defined to be tightly complete monogamous if for any state $\rho^{A B C} \in \mathcal{S}^{A B C}$ that satisfies [22]

$$
\begin{equation*}
E^{(3)}\left(\rho^{A B C}\right)=E^{(2)}\left(\rho^{A \mid B C}\right) \tag{18}
\end{equation*}
$$

we have $E^{(2)}\left(\rho^{B C}\right)=0$, which is equivalent to

$$
E^{\alpha}\left(\rho^{A B C}\right) \geqslant E^{\alpha}\left(\rho^{A \mid B C}\right)+E^{\alpha}\left(\rho^{B C}\right)
$$

for some $\alpha>0$. Here we omitted the superscript ${ }^{(2,3)}$ of $E^{(2,3)}$ for brevity. For the general case of $E^{(m)}$, one can similarly follow with the same spirit.

### 2.5. Genuine Entanglement Measure

A function $E_{g}^{(m)}: \mathcal{S}^{A_{1} A_{2} \cdots A_{m}} \rightarrow \mathbb{R}_{+}$is defined to be a measure of genuine multipartite entanglement if it admits the following conditions [11]:

- (GE1) $E_{g}^{(m)}(\rho)=0$ for any biseparable $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$;
- (GE2) $E_{g}^{(m)}(\rho)>0$ for any genuinely entangled state $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$. This item can be weakened as: $E_{g}^{(m)}(\rho) \geqslant 0$ for any genuinely entangled state $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$. That is, maybe there exists some state that is genuinely entangled such that $E_{g}^{(m)}(\rho)=0$. In such a case, the measure is called not faithful. Otherwise, it is called faithful. For example, the "residual tangle" is not faithful since it is vanished for the $W$ state;
- (GE3) $E_{g}^{(m)}\left(\sum_{i} p_{i} \rho_{i}\right) \leqslant \sum_{i} p_{i} E_{g}^{(m)}\left(\rho_{i}\right)$ for any $\left\{p_{i}, \rho_{i}\right\}, \rho_{i} \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}, p_{i}>0, \sum_{i} p_{i}=1$;
- (GE4) $E_{g}^{(m)}(\rho) \geqslant E_{g}^{(m)}\left(\rho^{\prime}\right)$ for any $m$-partite LOCC $\varepsilon, \varepsilon(\rho)=\rho^{\prime}$.

Note that (GE4) implies that $E_{g}^{(m)}$ is invariant under local unitary transformations. $E_{g}^{(m)}$ is said to be a genuine multipartite entanglement monotone if it does not increase on average under m-partite stochastic LOCC. For example, $C_{g m e}$ is a GMEM.

## 3. Complete Genuine Multipartite Entanglement Measure

Analogous to that of unified/complete multipartite entanglement measure established in Ref. [22], we discuss the unification condition and the hierarchy condition for genuine multipartite entanglement measure in this section. We start out with an observation of the examples. Let $|\psi\rangle$ be an $m$-partite pure state in $\mathcal{H}^{A_{1} A_{2} \cdots A_{m}}$. Recall that, the multipartite entanglement of formation $E_{f}^{(m)}$ is defined as [22]

$$
E_{f}^{(m)}(|\psi\rangle):=\frac{1}{2} \sum_{i=1}^{m} S\left(\rho_{A_{i}}\right),
$$

where $\rho_{X}:=\operatorname{Tr}_{\bar{X}}(|\psi\rangle\langle\psi|)$. We define

$$
\begin{equation*}
E_{g-f}^{(m)}(|\psi\rangle):=\frac{1}{2} \delta(|\psi\rangle) \sum_{i=1}^{m} S\left(\rho_{A_{i}}\right), \tag{19}
\end{equation*}
$$

where $\delta(\rho)=0$ if $\rho$ is biseparable up to some bi-partition and $\delta(\rho)=1$ if $\rho$ is not biseparable up to any bi-partition. For mixed state, it is defined by the convex-roof extension. Obviously, $E_{g-f}^{(m)}$ is a uniform GMEM since $I\left(A_{1}: A_{2}: \cdots: A_{n}\right) \geqslant 0$ for any $n$ [54], where $I\left(A_{1}: A_{2}\right.$ : $\left.\cdots: A_{n}\right):=\sum_{k=1}^{n} S\left(\rho_{A_{k}}\right)-S\left(A_{1} A_{2} \cdots A_{n}\right)=S\left(\rho^{A_{1} A_{2} \cdots A_{n}} \| \rho^{A_{1}} \otimes \rho^{A_{2}} \otimes \cdots \rho^{A_{n}}\right) \geqslant 0$. The following properties are straightforward: For any $\rho^{A_{1} A_{2} \cdots A_{m}} \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$,

$$
E_{g-f}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)>E_{g-f}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)
$$

for any $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} \quad Y_{1}\right| Y_{2}|\cdots| Y_{l}$. It is worth noting that, for any uniform GMEM $E_{g}^{(m)}$, we cannot require $E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)=E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$ for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ and any $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{a} Y_{1}\right| Y_{2}|\cdots| Y_{l}$. For example, if $E_{g}^{(4)}\left(\rho^{A B C D}\right)=E_{g}^{(3)}\left(\rho^{A B C}\right)$ for some $\rho^{A B C D} \in \mathcal{S}_{g}^{A B C D}$, then the entanglement between part $A B C$ and part $D$ is zero, which means that $\rho^{A B C D}$ is biseparable with respect to the partition $A B C \mid D$-a contradiction. In addition, let $|\psi\rangle^{A B C}$ be a tripartite genuine entangled state in $\mathcal{H}^{A B C}$, then $|\psi\rangle^{A B C}|\psi\rangle^{D}$ is not a four-partite genuine entangled state, i.e.,

$$
E_{g}^{(4)}\left(|\psi\rangle^{A B C}|\psi\rangle^{D}\right)=0,
$$

but $\left.E_{g}^{(3)}(\psi\rangle^{A B C}\right)>0$ provided that $E_{g}^{(3)}$ is faithful. That is, the genuine multipartite entanglement measure is not necessarily decreasing under the discarding of the subsystem. However, for the genuine entangled state, it is decreasing definitely. From these observations, we give the following definition.

Definition 1. Let $E_{g}^{(m)}$ be a uniform genuine entanglement measure. If it satisfies the unification condition, i.e.,

$$
\begin{equation*}
E_{g}^{(m)}\left(A_{1} A_{2} \cdots A_{m}\right)=E_{g}^{(m)}\left(\pi\left(A_{1} A_{2} \cdots A_{m}\right)\right) \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)>E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right) \tag{21}
\end{equation*}
$$

for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{a} Y_{1}\right| Y_{2}|\cdots| Y_{l}$, we call $E_{g}^{(m)}$ a unified genuine multipartite entanglement measure, where $\pi(\cdot)$ denotes the permutation of the subsystems.

For any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$, if $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} \quad Y_{1}\right| Y_{2}|\cdots| Y_{l}$, We expect any unified GMEM satisfies $E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \geqslant E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$ since 'some amount of entanglement' may be hided in the combined subsystem. For example, the quantity $E_{g}^{(3)}(A B|C| D)$ cannot report the entanglement contained between subsystems $A$ and $B$. We thus present the following definition.

Definition 2. Let $E_{g}^{(m)}$ be a unified GMEM. If $E_{g}^{(m)}$ admits the hierarchy condition, i.e.,

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \geqslant E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right) \tag{22}
\end{equation*}
$$

for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l}$, then it is said to be a complete genuine multipartite entanglement measure.

We remark here that, for any given uniform GMEM $E_{g}^{(m)}$,

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \geqslant E_{g}^{(k)}\left(X_{1}^{\prime}\left|X_{2}^{\prime}\right| \cdots \mid X_{k}^{\prime}\right) \tag{23}
\end{equation*}
$$

holds for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{c} X_{1}^{\prime}\right| X_{2}^{\prime}|\cdots| X_{k}^{\prime}$ since $\rho^{X_{1}^{\prime}\left|X_{2}^{\prime}\right| \cdots \mid X_{k}^{\prime}}$ is obtained from $\rho^{X_{1}\left|X_{2}\right| \cdots \mid X_{k}}$ by partial trace and such a partial trace is indeed a $k$-partite LOCC, $2 \leq k \leq m$. That is, a complete GMEM is a series of GMEMs that are compatible in the following sense: Not only the genuine entanglement contained in the global system and that of any subsystem or new partition of the global system are comparable but also the genuine entanglement in any subsystems with the coarser relation can be compared with each other. Of course, the genuine entanglement should be decreasing whenever the system is coarsening, as one may expect. By definition, $E_{g-f}^{(m)}$ is a complete GMEM. We just take $E_{g-f}^{(m)}$ for example. For the three-qubit GHZ state $|G H Z\rangle=\frac{1}{\sqrt{2}}(|000\rangle+|111\rangle)$,

$$
E_{g-f}^{(3)}(|G H Z\rangle)=\frac{3}{2}>E_{g-f}^{(2)}\left(|G H Z\rangle^{A \mid B C}\right)=1>E_{g-f}^{(2)}\left(\rho^{A B}\right)=0
$$

and for the $W$ state $|W\rangle=\frac{1}{\sqrt{3}}(|100\rangle+|010\rangle+|001\rangle)$, it is straightforward that

$$
E_{g-f}^{(3)}(|W\rangle)=\frac{3}{2} \log _{2} 3-1>E_{g-f}^{(2)}\left(|W\rangle^{A \mid B C}\right)=\log _{2} 3-\frac{2}{3}>E_{g-f}^{(2)}\left(\rho^{A B}\right)=\frac{2}{3} .
$$

In general, the equality in Equation (23) does not hold, i.e., the genuine entanglement decreases strictly under coarser relation (C3). For example, if $E\left(|\psi\rangle^{A \mid B C}\right)=E\left(\rho^{A B}\right)$, then $|\psi\rangle^{A B C}$ is biseparable for almost all bipartite entanglement measures $E$ so far [36].

It is clear that $C_{g m e}$ is not a complete GMEM since it does not satisfy the hierarchy condition (22). We take a four-partite state for example. Let

$$
|\psi\rangle=\frac{\sqrt{5}}{4}|0000\rangle+\frac{1}{4}|1111\rangle+\frac{\sqrt{5}}{4}|0100\rangle+\frac{\sqrt{5}}{4}|1010\rangle,
$$

then $C_{g m e}(|\psi\rangle)=C\left(|\psi\rangle^{A B C \mid D}\right)=\frac{\sqrt{15}}{8}<C\left(|\psi\rangle^{A B \mid C D}\right)=\frac{\sqrt{65}}{8}$. In general, $C_{g m e}$ is not even a unified GMEM since we can not guarantee that unification condition (21) holds true.

We now turn to find unified/complete GMEM. $E_{g-f}^{(m)}$ is derived from unified/complete multipartite entanglement measures $E_{f}^{(m)}$. This motivates us to obtain unified/complete GMEMs from the unified/complete MEMs.

Proposition 1. Let $E^{(m)}$ be a unified/complete multipartite entanglement measure (resp. monotone), and define

$$
\begin{equation*}
E_{g-F}^{(m)}(\rho):=\min _{\left\{p_{i},\left|\psi_{i}\right\rangle\right\}} \sum p_{i} \delta\left(\left|\psi_{i}\right\rangle\right) E^{(m)}\left(\left|\psi_{i}\right\rangle\right) \tag{24}
\end{equation*}
$$

whenever $E_{F}^{(m)}=\min _{\left\{p_{i},\left|\psi_{i}\right\rangle\right\}} \sum p_{i} E^{(m)}\left(\left|\psi_{i}\right\rangle\right)$ and

$$
\begin{equation*}
E_{g}^{(m)}(\rho):=\delta(\rho) E^{(m)}(\rho) \tag{25}
\end{equation*}
$$

whenever $E^{(m)}$ is not defined by the convex-roof extension for mixed state, where the minimum is taken over all pure-state decomposition $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ of $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}, \delta(\rho)=1$ whenever $\rho$ is genuinely entangled and $\delta(\rho)=0$ otherwise. Then, $E_{g}^{(m)}$ is a unified/complete genuine multipartite entanglement measure (resp. monotone).

Proof. It is clear that $E_{g-F}^{(m)}$ and $E_{g}^{(m)}$ satisfy the unification condition (resp. hierarchy condition) on $\mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ whenever $E^{(m)}$ satisfies the unification condition (resp. hierarchy condition) on $\mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$.

Consequently, according to Proposition 1, we get

$$
\begin{aligned}
\tau_{g}^{(3)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[3-\operatorname{Tr}\left(\rho^{A}\right)^{2}-\operatorname{Tr}\left(\rho^{B}\right)^{2}-\operatorname{Tr}\left(\rho^{C}\right)^{2}\right], \\
C_{g}^{(3)}(|\psi\rangle) & =\sqrt{\tau_{g}^{(3)}(|\psi\rangle),} \\
N_{g}^{(3)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[\operatorname{Tr}^{2} \sqrt{\rho^{A}}+\operatorname{Tr}^{2} \sqrt{\rho^{B}}+\operatorname{Tr}^{2} \sqrt{\rho^{C}}-3\right], \\
T_{g-q}^{(3)}(|\psi\rangle) & \left.=\frac{1}{2} \delta(|\psi\rangle)\left[T_{q}\left(\rho^{A}\right)+T_{q}\left(\rho^{B}\right)+T_{q}\left(\rho^{C}\right)\right], q\right\rangle 1, \\
R_{g-\alpha}^{(3)}(|\psi\rangle) & =\frac{1}{2} \delta(|\psi\rangle) R_{\alpha}\left(\rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right), 0<\alpha<1, \\
E_{g-\mathcal{F}}^{(3)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\mathcal{F}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right)\right], \\
E_{g-\mathcal{F}^{\prime}}^{(3)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\sqrt{\mathcal{F}}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right)\right], \\
E_{g-A \mathcal{F}}^{(3)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\mathcal{F}_{A}\left(|\psi\rangle\langle\psi|, \rho^{A} \otimes \rho^{B} \otimes \rho^{C}\right)\right],
\end{aligned}
$$

for pure states, and define by the convex-roof extension for the mixed states (for mixed state, where $N_{g}^{(3)}$ is replaced with the convex-roof extension of $N_{g}^{(3)}, N_{g-F}^{(3)}$ ), and

$$
N_{g}^{(3)}(\rho)=\delta(\rho)\left(\left\|\rho^{T_{a}}\right\|_{\operatorname{Tr}}+\left\|\rho^{T_{b}}\right\|_{\operatorname{Tr}}+\left\|\rho^{T_{c}}\right\|_{\operatorname{Tr}}-3\right)
$$

for any $\rho \in \mathcal{S}^{A B C}$. These tripartite measures, except for $N_{g}^{(3)}$ are in fact special cases of $\mathcal{E}_{g-123}^{F}$ in Ref. [19]. Generally, we can define

$$
\begin{aligned}
\tau_{g}^{(m)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[m-\sum_{i} \operatorname{Tr}\left(\rho^{A_{i}}\right)^{2}\right], \\
C_{g}^{(m)}(|\psi\rangle) & =\sqrt{\tau_{g}^{(m)}(|\psi\rangle)}, \\
N_{g}^{(m)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[\sum_{i} \operatorname{Tr}^{2} \sqrt{\rho^{A_{i}}}-m\right], \\
T_{g-q}^{(m)}(|\psi\rangle) & \left.=\frac{1}{2} \delta(|\psi\rangle) \sum_{i} T_{q}\left(\rho^{A_{i}}\right), q\right\rangle 1, \\
R_{g-\alpha}^{(m)}(|\psi\rangle) & =\frac{1}{2} \delta(|\psi\rangle) R_{\alpha}\left(\bigotimes_{i} \rho^{A_{i}}\right), 0<\alpha<1, \\
E_{g-\mathcal{F}}^{(m)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\mathcal{F}\left(|\psi\rangle\langle\psi|, \bigotimes_{i} \rho^{A_{i}}\right)\right], \\
E_{g-\mathcal{F}^{\prime}}^{(m)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\sqrt{\mathcal{F}}\left(|\psi\rangle\langle\psi|, \bigotimes_{i} \rho^{A_{i}}\right)\right], \\
E_{g-A \mathcal{F}}^{(m)}(|\psi\rangle) & =\delta(|\psi\rangle)\left[1-\mathcal{F}_{A}\left(|\psi\rangle\langle\psi|, \bigotimes_{i} \rho^{A_{i}}\right)\right],
\end{aligned}
$$

for pure states and define by the convex-roof extension for the mixed states (for mixed state, $N_{g}^{(m)}$ is replaced with $\left.N_{g-F}^{(m)}\right)$, and

$$
N_{g}^{(m)}(\rho)=\delta(\rho)\left(\left\|\sum_{i} \rho^{T_{i}}\right\|_{\operatorname{Tr}}-m\right)
$$

for any $\rho \in \mathcal{S}^{A_{1} A_{2} \cdots A_{m}}$. According to Proposition 1, together with Theorem 5 in Ref. [22], the statement below is straightforward.

Proposition 2. $E_{g-f}^{(m)}, \tau_{g}^{(m)}, C_{g}^{(m)}$, and $T_{g-q}^{(m)}$ are complete genuine multipartite entanglement monotones while $R_{g-\alpha^{\prime}}^{(m)} N_{g-F^{\prime}}^{(m)}, N_{g}^{(m)}, E_{g-\mathcal{F}}^{(m)}, E_{g-\mathcal{F}^{\prime}}^{(m)}$ and $E_{g-A \mathcal{F}}^{(m)}$ are unified genuine multipartite entanglement monotones, but not complete genuine multipartite entanglement monotones.

Very recently, we proposed the following genuine four-partite entanglement measures [19]. Let $E$ be a bipartite entanglement measure and let

$$
\begin{equation*}
\mathcal{E}_{g-1234(2)}(|\psi\rangle):=\delta(|\psi\rangle) \sum_{i} x_{i}^{(2)} \tag{26}
\end{equation*}
$$

for any given $|\psi\rangle \in \mathcal{H}^{A B C D}$, where $E\left(|\psi\rangle^{A B \mid C D}\right)=x_{1}^{(2)}, E\left(|\psi\rangle^{A \mid B C D}\right)=x_{2}^{(2)}, E\left(|\psi\rangle^{A C \mid B D}\right)=$ $x_{3}^{(2)}, E\left(|\psi\rangle^{A B C \mid D}\right)=x_{4}^{(2)}, E\left(|\psi\rangle^{A D \mid B C}\right)=x_{5}^{(2)}, E\left(|\psi\rangle^{B \mid A C D}\right)=x_{6}^{(2)}, E\left(|\psi\rangle^{C \mid A B D}\right)=x_{7}^{(2)}$. Then $\mathcal{E}_{g-1234(2)}^{F}$ is a genuine four-partite entanglement measure. Let $E^{(3)}$ be a tripartite entanglement measure,

$$
\begin{equation*}
\mathcal{E}_{g-1234(3)}(|\psi\rangle)=\delta(|\psi\rangle) \sum_{i} x_{i}^{(3)} \tag{27}
\end{equation*}
$$

for any given $|\psi\rangle \in \mathcal{S}^{A B C D}$, where $E^{(3)}\left(\rho^{A|B| C D}\right)=x_{1}^{(3)}, E^{(3)}\left(\rho^{A|B C| D}\right)=x_{2}^{(3)}$, $E^{(3)}\left(\rho^{A C|B| D}\right)=x_{3}^{(3)}, E^{(3)}\left(\rho^{A B|C| D}\right)=x_{4}^{(3)}, E^{(3)}\left(\rho^{A D|B| C}\right)=x_{5}^{(3)}, E^{(3)}\left(\rho^{A|B D| C}\right)=x_{6}^{(3)}$. It is clear that $\mathcal{E}_{g-1234(3)}^{F}$ is a genuine four-partite entanglement measure but not uniform GMEM.

Generally, we can define $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$ by the same way, and it is a uniform GMEM. We check below that $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$ is a complete GMEM whenever $E$ is an entanglement monotone. We only need to discuss the case of $m=4$, and the general cases can be argued similarly. For any genuine entangled pure state $|\psi\rangle \in \mathcal{H}^{A B C D}$, and any bipartite entanglement monotone $E$, it is clear that $\mathcal{E}_{g-1234(2)}(|\psi\rangle)>E^{F}\left(\rho^{X Y}\right)$ for any $\{X, Y\} \in$ $\{A, B, C, D\}$. For any pure state decomposition of $\rho^{A B C}, \rho^{A B C}=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, we have $E\left(|\psi\rangle^{A \mid B C D}\right) \geqslant \sum_{i} p_{i} E\left(\left|\psi_{i}\right\rangle^{A \mid B C}\right), E\left(|\psi\rangle^{A B \mid C D}\right) \geqslant \sum_{i} p_{i} E\left(\left|\psi_{i}\right\rangle^{A B \mid C}\right)$, and $E\left(|\psi\rangle^{B \mid A C D}\right) \geqslant$ $\sum_{i} p_{i} E\left(\left|\psi_{i}\right\rangle^{B \mid A C}\right)$ since any ensemble $\left\{p_{i},\left|\psi_{i}\right\rangle\right\}$ can be derived by LOCC from $|\psi\rangle$. It follows that $\mathcal{E}_{g-1234(2)}(|\psi\rangle)>\mathcal{E}_{g-123(2)}^{F}\left(\rho^{A B C}\right)$. By symmetry of the subsystems, we get that the unification condition is valid for pure state. For mixed state $\rho \in \mathcal{S}_{g}^{A B C D}$, we let

$$
\mathcal{E}_{g-1234(2)}^{F}(\rho)=\sum_{j} p_{j} \mathcal{E}_{g-1234(2)}\left(\left|\phi_{j}\right\rangle\right)
$$

for some decomposition $\rho=\sum_{j} p_{j}\left|\phi_{j}\right\rangle\left\langle\phi_{j}\right|$. Then

$$
\mathcal{E}_{g-1234(2)}\left(\left|\phi_{j}\right\rangle\right) \geqslant \mathcal{E}_{g-123(2)}^{F}\left(\rho_{j}^{A B C}\right)
$$

for any $j$, where $\rho_{j}^{A B C}=\operatorname{Tr}_{D}\left(\left|\phi_{j}\right\rangle\left\langle\phi_{j}\right|\right)$. Therefore

$$
\mathcal{E}_{g-1234(2)}^{F}(\rho)=\sum_{j} p_{j} \mathcal{E}_{g-1234(2)}\left(\left|\phi_{j}\right\rangle\right) \geqslant \sum_{j} p_{j} \mathcal{E}_{g-123(2)}^{F}\left(\rho_{j}^{A B C}\right) \geqslant \mathcal{E}_{g-123(2)}^{F}\left(\rho^{A B C}\right)
$$

as desired. In addition, it is clear that

$$
\begin{equation*}
\mathcal{E}_{g-123(2)}^{F}\left(\rho^{A B C}\right)>E^{F}\left(\rho^{A B}\right) \tag{28}
\end{equation*}
$$

for any $\rho \in \mathcal{S}_{g}^{A B C D}$. That is, $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$ is a unified GMEM. The hierarchy condition is obvious. Thus, $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$ is a complete GMEM whenever $E$ is an entanglement monotone.

Remark 1. It is clear that, for $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$, the inequality in Equation (22) is a strict inequality, i.e.,

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)>E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right) \tag{29}
\end{equation*}
$$

for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ whenever $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l}$. In addition, according to the proof of Proposition 4 in Ref. [22], Equation (22) holds for $E_{g-f}^{(m)}, \tau_{g}^{(m)}, C_{g}^{(m)}$, and $T_{g-q}^{(m)}$. Namely, in general, there does not exist $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ such that $E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)=E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$ holds, $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l}$.

## 4. Complete Monogamy of Genuine Multipartite Entanglement Measure

We are now ready to discuss the complete monogamy relation of GMEM. By the previous arguments, the genuine multipartite entanglement does not necessarily decrease when discarding the subsystem. However, for the genuine entangled state, it does decrease. We thus conclude the following definition of complete monogamy for genuine entanglement measure.

Definition 3. Let $E_{g}^{(m)}$ be a uniform GMEM. We call $E_{g}^{(m)}$ completely monogamous if for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ we have

$$
\begin{equation*}
E_{g}^{(k)}\left(\rho^{X_{1}\left|X_{2}\right| \cdots \mid X_{k}}\right)>E_{g}^{(l)}\left(\rho^{Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}}\right) \tag{30}
\end{equation*}
$$

holds for all $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{a} Y_{1}\right| Y_{2}|\cdots| Y_{l}$.
That is, any unified GMEM is completely monogamous. Moreover, according to the proof of Theorem 1 in Ref. [23], we can get the equivalent statement of complete monogamy for continuous genuine tripartite entanglement measure (the general $m$-partite case can be followed in the same way).

Proposition 3. Let $E_{g}^{(3)}$ be a continuous uniform genuine tripartite entanglement measure. Then, $E_{g}^{(3)}$ is completely monogamous if and only if there exists $0<\alpha<\infty$ such that

$$
\begin{equation*}
E_{g}^{\alpha}\left(\rho^{A B C}\right)>E^{\alpha}\left(\rho^{A B}\right)+E^{\alpha}\left(\rho^{A C}\right)+E^{\alpha}\left(\rho^{B C}\right) \tag{31}
\end{equation*}
$$

for all $\rho^{A B C} \in \mathcal{S}_{g}^{A B C}$ with fixed $\operatorname{dim} \mathcal{H}^{A B C}=d<\infty$, here we omitted the superscript ${ }^{(3)}$ of $E^{(3)}$ for brevity.

Analogously, for the four-partite case, if $E_{g}^{(4)}$ is a continuous uniform GMEM, then $E_{g}^{(4)}$ is completely monogamous if and only if there exist $0<\alpha, \beta<\infty$ such that

$$
\begin{align*}
& E_{g}^{\alpha}\left(\rho^{A B C D}\right)>E_{g}^{\alpha}\left(\rho^{A B C}\right)+E_{g}^{\alpha}\left(\rho^{A B D}\right)+E_{g}^{\alpha}\left(\rho^{A C D}\right)+E_{g}^{\alpha}\left(\rho^{B C D}\right)  \tag{32}\\
& E_{g}^{\beta}\left(\rho^{A B C D}\right)>E^{\beta}\left(\rho^{A B}\right)+E^{\beta}\left(\rho^{B C}\right)+E^{\beta}\left(\rho^{A C}\right)+E^{\beta}\left(\rho^{B D}\right)+E^{\beta}\left(\rho^{A D}\right)+E^{\beta}\left(\rho^{C D}\right) \tag{33}
\end{align*}
$$

for all $\rho^{A B C D} \in \mathcal{S}_{g}^{A B C D}$ with fixed $\operatorname{dim} \mathcal{H}^{A B C}=d<\infty$, here we omitted the superscript ${ }^{(3,4)}$ of $E^{(3,4)}$ for brevity. Since $C_{g m e}$ may not be a unified GMEM, we conjecture that $C_{g m e}$ is not completely monogamous.

As a counterpart to the tightly complete monogamous relation of the complete multipartite entanglement measure in Ref. [22], we give the following definition.

Definition 4. Let $E_{g}^{(m)}$ be a complete GMEM. We call $E_{g}^{(m)}$ tightly complete monogamous if it satisfies the genuine disentangling condition, i.e., either for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$ that satisfies

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)=E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right) \tag{34}
\end{equation*}
$$

we have that

$$
\begin{equation*}
E_{g}^{(*)}(\Gamma)=0 \tag{35}
\end{equation*}
$$

holds for all $\Gamma \in \Xi\left(X_{1}\left|X_{2}\right| \cdots\left|X_{k}-Y_{1}\right| Y_{2}|\cdots| Y_{l}\right)$, or

$$
\begin{equation*}
E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right)>E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right) \tag{36}
\end{equation*}
$$

holds for any $\rho \in \mathcal{S}_{g}^{A_{1} A_{2} \cdots A_{m}}$, where $X_{1}\left|X_{2}\right| \cdots\left|X_{k} \succ^{b} Y_{1}\right| Y_{2}|\cdots| Y_{l}$, and the superscript (*) is associated with the partition $\Gamma$, e.g., if $\Gamma$ is a $n$-partite partition, then $(*)=(n)$.

Definitions 3 and 4 mean that, if $E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \approx E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$, then $E_{g}^{(*)}(\Gamma) \approx 0$ for any $\Gamma \in \Xi\left(X_{1}\left|X_{2}\right| \cdots\left|X_{k}-Y_{1}\right| Y_{2}|\cdots| Y_{l}\right)$. This fact can make ensure the security of quantum communication tasks, which rely on genuine entanglement as the resource: Whenever $E_{g}^{(k)}\left(X_{1}\left|X_{2}\right| \cdots \mid X_{k}\right) \approx E_{g}^{(l)}\left(Y_{1}\left|Y_{2}\right| \cdots \mid Y_{l}\right)$, the joint information in subsystems $\Gamma \in \Xi\left(X_{1}\left|X_{2}\right| \cdots\left|X_{k}-Y_{1}\right| Y_{2}|\cdots| Y_{l}\right)$ is nearly zero, i.e., we could choose such an entangled state when we would like to prevent subsystem $\Gamma$ in sharing the information based on the genuine entanglement or from any evegetting information from subsystem $\Gamma$.

Remark 2. According to Remark 1, for $E_{g-f^{\prime}}^{(m)} \tau_{g}^{(m)}, C_{g}^{(m)}, T_{g-q^{\prime}}^{(m)}$, and $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$, the case of Equation (34) cannot occur, so they are tightly complete monogamous. We conjecture that the case of Equation (34) cannot occur for any complete GMEM. In such a sense, any complete GMEM is tightly complete monogamous.

For example, if $E_{g}^{(3)}$ is a complete GMEM, then $E_{g}^{(3)}$ is tightly complete monogamous if for any $\rho^{A B C} \in \mathcal{S}_{g}^{A B C}$ that satisfies

$$
\begin{equation*}
E_{g}^{(3)}\left(\rho^{A B C}\right)=E^{(2)}\left(\rho^{A \mid B C}\right) \tag{37}
\end{equation*}
$$

we have $E^{(2)}\left(\rho^{B C}\right)=0$, and $E_{g}^{(3)}$ is completely monogamous

$$
\begin{equation*}
E_{g}^{(3)}\left(\rho^{A B C}\right)>E^{(2)}\left(\rho^{A B}\right) \tag{38}
\end{equation*}
$$

is always correct for any $\rho^{A B C} \in \mathcal{S}_{g}^{A B C}$. That is, the complete monogamy of $E_{g}^{(m)}$ refers to it being completely monogamous in the genuine entangled state, and $E_{g}^{(m)}$ is strictly decreasing under discarding of the subsystem, which is different from that of the complete entanglement measure. Equivalently, if $E_{g}^{(3)}$ is a continuous complete GMEM, then $E_{g}^{(3)}$ is tightly complete monogamous if and only if there exists $0<\alpha<\infty$ such that

$$
\begin{equation*}
E_{g}^{\alpha}\left(\rho^{A B C}\right) \geqslant E^{\alpha}\left(\rho^{A B}\right)+E^{\alpha}\left(\rho^{A B \mid C}\right) \tag{39}
\end{equation*}
$$

holds for all $\rho^{A B C} \in \mathcal{S}_{g}^{A B C}$ with fixed $\operatorname{dim} \mathcal{H}^{A B C}=d<\infty$, here we omitted the superscript ${ }^{(3)}$ of $E^{(3)}$ for brevity.

By Definition $4, \mathcal{E}_{g-1234 \cdots m(2)}^{F}$ is tightly complete monogamous since for $\mathcal{E}_{g-1234 \cdots m(2)}^{F}$ the genuine disentangling condition (36) always holds. $C_{g m e}$ is not tightly complete monogamous since it violates the genuine disentangling condition. In addition, the tightly complete monogamy of $E_{g}^{(m)}$ is closely related to that of $E^{(m)}$ whenever $E_{g}^{(m)}$ is derived from $E^{(m)}$ as in Equations (24) or (25).

Proposition 4. Let $E^{(m)}$ be a complete multipartite entanglement measure. If $E^{(m)}$ is tightly complete monogamous, then the genuine multipartite entanglement measure $E_{g}^{(m)}$, induced by $E^{(m)}$ as in Equations (24) or (25), is tightly complete monogamous.

Together with Proposition 4 in Ref. [22], $R_{g-\alpha}^{(m)}, N_{g-F}^{(m)}$ and $N_{g}^{(m)}$ are completely monogamous but not tightly complete monogamous.

## 5. Conclusions and Discussion

We have proposed a framework of unified/complete genuine multipartite entanglement measure, from which we established the scenario of complete monogamy and tightly complete monogamy of genuine multipartite entanglement measure. The spirit here is consistent with that of a unified/complete multipartite entanglement measure in Ref. [22]. We also find a simple way of deriving a unified/complete genuine multipartite entanglement measure from the unified/complete multipartite entanglement measure. Under such a framework, the multipartite entanglement becomes more clear, and, in addition, we can judge whether a given genuine entanglement measure is good or not. Compared with other multipartite entanglement measure, the unified genuine entanglement measure is automatically completely monogamous. That is, genuine entanglement displays the monogamy of entanglement more evidently than other measures. These results support that entanglement is monogamous, as we expected. We thus suggest that monogamy should be a necessary requirement for a genuine entanglement measure.
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#### Abstract

As already known by Rana's result, all eigenvalues of any partial-transposed bipartite state fall within the closed interval $\left[-\frac{1}{2}, 1\right]$. In this note, we study a family of bipartite quantum states where the minimal eigenvalues of partial-transposed states are $-\frac{1}{2}$. For a two-qubit system, we find that the minimal eigenvalue of its partial-transposed state is $-\frac{1}{2}$ if and only if such a two-qubit state is maximally entangled. However this result does not hold in general for a two-qudit system when the dimensions of the underlying space are larger than two.


Keywords: maximally entangled state; positive partial transpose; moment

## 1. Introduction

Let $\rho_{A B}$ be a quantum state in a bipartite quantum system $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ such that the positive partial transpose (PPT) criterion indicates that, for any separable state $\rho_{A B}$, it must hold $\rho_{A B}^{\top_{A}} \geqslant 0$, where ${ }^{\top_{A}}$ denotes the partial transpose on subsystem $A$. This PPT condition was first proposed by Peres [1]. Such a condition is not only a necessary one but also a sufficient one for separability in a qubit-qubit, qubit-qutrit or a qutrit-qubit system [2]. The PPT condition can also be verified from the moments of the randomized measurements [3-5].

Recently, Yu et al. [6] found that the PPT condition can be studied by considering the so-called partial transpose moments (PT-moments)

$$
p_{k}:=\operatorname{Tr}\left(\left[\rho_{A B}^{\mathrm{T}_{A}}\right]^{k}\right)
$$

In fact, these quantities can be efficiently measured in experiments [4,5]. To see the basic idea behind the PT-moments-based entanglement detection, suppose that we know all the PT-moments $\boldsymbol{p}^{(d)}=\left(p_{1}, \ldots, p_{d}\right)$, where $d=d_{A} d_{B}$ is the dimension of the global system $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$, where $d_{A / B}=\operatorname{dim}\left(\mathcal{H}_{A / B}\right)$. We call $\boldsymbol{p}^{(d)}$ the PT-moment vector of the state $\rho_{A B}$. All the eigenvalues of $\rho_{A B}^{\top} A$ are denoted by $\left(x_{1}, \ldots, x_{d}\right)$. As is already known, $\left(x_{1}, \ldots, x_{d}\right)$ completely determines the elementary symmetric polynomials $\left(e_{1}, \ldots, e_{d}\right)$, where $e_{1}=\sum_{k=1}^{d} x_{k}, e_{2}=\sum_{1 \leqslant i<j \leqslant d} x_{i} x_{j}, \ldots$, and $e_{d}=\prod_{k=1}^{d} x_{k} ;$ and conversely $\left(e_{1}, \ldots, e_{d}\right)$ can determine $\left(x_{1}, \ldots, x_{d}\right)$ when ignoring their order. In fact, $\left(e_{1}, \ldots, e_{d}\right)$ and $\left(p_{1}, \ldots, p_{d}\right)$, where $p_{k}$ 's are the power sum of $x_{i}{ }^{\prime}$ s, necessarily identify each other via the following relationship between $e_{k}$ and $p_{k}$ [7]:

$$
p_{k}=\left|\begin{array}{ccccc}
e_{1} & 1 & 0 & \cdots & 0 \\
2 e_{2} & e_{1} & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
(k-1) e_{k-1} & e_{k-2} & e_{k-3} & \cdots & 1 \\
k e_{k} & e_{k-1} & e_{k-2} & \cdots & e_{1}
\end{array}\right| \quad(k \geqslant 1)
$$

and

$$
e_{k}=\frac{1}{k!}\left|\begin{array}{ccccc}
p_{1} & 1 & 0 & \cdots & 0 \\
p_{2} & p_{1} & 2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p_{k-1} & p_{k-2} & p_{k-3} & \cdots & k-1 \\
p_{k} & p_{k-1} & p_{k-2} & \cdots & p_{1}
\end{array}\right| \quad(k \geqslant 1)
$$

Therefore $\left(p_{1}, \ldots, p_{d}\right)$ determines $\left(x_{1}, \ldots, x_{d}\right)$ up to their order. Then, all eigenvalues of the partial-transposed state $\rho_{A B}^{\top}$ can be directly obtained. Based on the above observation, the PPT criterion can be verified immediately. For convenience, we always assume that $p_{1}=1$. In addition, $p_{2}$ is just the purity due to the fact that $\operatorname{Tr}\left(\left[\rho_{A B}^{\top}\right]^{2}\right)=\operatorname{Tr}\left(\rho_{A B}^{2}\right)$. In [6], the authors studied the following problem.

PT-Moment problem: Given the PT-moments of order $n$, is there a separable state compatible with the data? In more technical language, given the PT-moment vector

$$
\boldsymbol{p}^{(n)}=\left(p_{1}, \ldots, p_{n}\right)
$$

is there a separable quantum state $\rho_{A B}$ such that

$$
p_{k}=\operatorname{Tr}\left(\left[\rho_{A B}^{\top_{A}}\right]^{k}\right), \quad k=1, \ldots, n ?
$$

It is natural to consider the detection of entanglement in $\rho_{A B}$ from a few of the PTmoments due to the difficulty in measuring all the PT-moments, such as in [6]. Note that the partial-transposed state $\rho_{A B}^{\top}$, for $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$, which is the set of all bipartite quantum states acting on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, cannot have more than $(m-1)(n-1)$ negative eigenvalues and all eigenvalues of $\rho_{A B}^{\top} A$ fall within $\left[-\frac{1}{2}, 1\right]$ [8]. Using the second PT-moment to bound the third one is an interesting question. Moreover, we find that this method can be used to get a characterization of maximally entangled two-qubit states, that is, a two-qubit state is maximally entangled if and only if the minimal eigenvalue of its partial-transposed state is $-\frac{1}{2}$. This is also equivalent to the condition that $\boldsymbol{p}^{(4)}=\left(1,1, \frac{1}{4}, \frac{1}{4}\right)$, the PT-moment vector of the two-qubit state $\rho_{A B}$. This amounts to giving the criterion of maximal entanglement to the states using the PT-moment vector, the components of which are measurable quantities.

## 2. Main Result

In this section, we essentially ask: Is $\rho_{A B}$ maximally entangled if $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{2} \otimes \mathbb{C}^{2}\right)$ and the minimal eigenvalue of its partial-transposed state $\rho_{A B}^{\top} A$ is $\lambda_{\text {min }}\left(\rho_{A B}^{\top} A\right)=-\frac{1}{2}$ ? We give a positive answer to this question in our main result, i.e., Theorem 1. To that end, we obtained the proof through a series of propositions.

Proposition 1. Let $\rho_{A B}, \sigma_{A B}, \tau_{A B} \in \mathrm{D}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$, where $\rho_{A B}=t \sigma_{A B}+(1-t) \tau_{A B}$ for some $t \in(0,1)$. If $\lambda_{\min }\left(\rho_{A B}^{\top_{A}}\right)=-\frac{1}{2}$, i.e., the minimal eigenvalue of $\rho_{A B}^{\top_{A}}$, then $\lambda_{\min }\left(\sigma_{A B}^{\top}\right)=$ $\lambda_{\min }\left(\tau_{A B}^{\top}\right)=-\frac{1}{2}$.

Proof. Using the main result in [8], we see that, for any bipartite state $\varrho_{A B} \in \mathrm{D}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$, we have

$$
\lambda_{\min }\left(\varrho_{A B}^{\top}\right) \in\left[-\frac{1}{2}, 1\right]
$$

Thus,

$$
\lambda_{\min }\left(\sigma_{A B}^{\top} A\right) \geqslant-\frac{1}{2}, \quad \lambda_{\min }\left(\tau_{A B}^{\top} A\right) \geqslant-\frac{1}{2} .
$$

As is already known, there exists a pure state $\left|\psi_{0}\right\rangle \in \mathbb{C}^{m} \otimes \mathbb{C}^{n}$, corresponding to the minimal eigenvalue $\lambda_{\min }\left(\rho_{A B}^{\top}\right)$, such that

$$
\begin{aligned}
-\frac{1}{2} & =\lambda_{\min }\left(\rho_{A B}^{\tau_{A}}\right)=\left\langle\psi_{0}\right| \rho_{A B}^{\tau_{A}}\left|\psi_{0}\right\rangle=t\left\langle\psi_{0}\right| \sigma_{A B}^{\top_{A}}\left|\psi_{0}\right\rangle+(1-t)\left\langle\psi_{0}\right| \tau_{A B}^{\tau_{A}}\left|\psi_{0}\right\rangle \\
& \geqslant t \lambda_{\min }\left(\sigma_{A B}^{\top_{A}}\right)+(1-t) \lambda_{\min }\left(\tau_{A B}^{\tau_{A}}\right) \geqslant-\frac{1}{2} .
\end{aligned}
$$

We must have that $\lambda_{\text {min }}\left(\sigma_{A B}^{\top} A\right)=\left\langle\psi_{0}\right| \sigma_{A B}^{\top}\left|\psi_{0}\right\rangle=\lambda_{\min }\left(\tau_{A B}^{\top}\right)=\left\langle\psi_{0}\right| \tau_{A B}^{\top}\left|\psi_{0}\right\rangle=$ $-\frac{1}{2}$.

Corollary 1. Suppose $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$ has the pure state decomposition: $\rho_{A B}=\sum_{k} \lambda_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$, where $\lambda_{k}>0$ for all indices $k$. If $\lambda_{\min }\left(\rho_{A B}^{\top}\right)=-\frac{1}{2}$, then

$$
\lambda_{\min }\left(\psi_{k}^{\top} A\right)=-\frac{1}{2} .
$$

Here $\psi_{k}:=\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$.
Recall that there is a correspondence between the set $\mathrm{L}(\mathcal{Y}, \mathcal{X})$ of all linear operators from a finite-dimensional Hilbert space $\mathcal{Y}$ to another finite-dimensional Hilbert space $\mathcal{X}$. It can be explained immediately. Denote by $\mathcal{X} \otimes \mathcal{Y}$ the tensor space of $\mathcal{X}$ and $\mathcal{Y}$. Let the orthonormal bases of $\mathcal{X}$ and $\mathcal{Y}$ be $\{|i\rangle: i=1, \ldots, \operatorname{dim}(\mathcal{X})\}$ and $\{|j\rangle: j=1, \ldots, \operatorname{dim}(\mathcal{Y})\}$, respectively. The mentioned correspondence between $\mathrm{L}(\mathcal{Y}, \mathcal{X})$ and $\mathcal{X} \otimes \mathcal{Y}$ is defined by the linear mapping vec : $\mathrm{L}(\mathcal{Y}, \mathcal{X}) \rightarrow \mathcal{X} \otimes \mathcal{Y}$ via vec $(|i\rangle\langle j|)=|i j\rangle$ for all $i, j[9]$.

Let $|\psi\rangle \in \mathbb{C}^{d} \otimes \mathbb{C}^{d}$ be a bipartite pure state. Then there is an $d \times d$ complex matrix $\boldsymbol{X}$ such that $|\psi\rangle=\operatorname{vec}(\boldsymbol{X})$. By singular value decomposition (SVD), there are two unitary matrices $\boldsymbol{U}, \boldsymbol{V} \in \mathrm{U}(d)$ such that $\boldsymbol{X}=\boldsymbol{U} \Sigma \boldsymbol{V}^{\dagger}$, where $\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}, \ldots, \sigma_{d}\right)$ for $\sigma_{1} \geqslant$ $\cdots \geqslant \sigma_{d} \geqslant 0$ and $r=\operatorname{rank}(X) \leqslant d$. Note that $\sum_{j=1}^{d} \sigma_{j}^{2}=1$. Then

$$
|\psi\rangle\langle\psi|=\boldsymbol{U} \otimes \overline{\boldsymbol{V}} \operatorname{vec}(\Sigma) \operatorname{vec}(\Sigma)^{\dagger}(\boldsymbol{U} \otimes \overline{\boldsymbol{V}})^{\dagger}
$$

implying that

$$
|\psi\rangle\left\langle\left.\psi\right|^{\top_{A}}=\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}}\left(\operatorname{vec}(\Sigma) \operatorname{vec}(\Sigma)^{\dagger}\right)^{\top_{A}}(\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}})^{\dagger}\right.
$$

Due to the fact that $\Sigma=\sum_{i=1}^{d} \sigma_{i}|i\rangle\langle i|$, we see that

$$
\operatorname{vec}(\Sigma) \operatorname{vec}(\Sigma)^{+}=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j}|i j\rangle\langle i j|, \quad\left(\operatorname{vec}(\Sigma) \operatorname{vec}(\Sigma)^{+}\right)^{\top_{A}}=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j}|j i\rangle\langle i j|
$$

Proposition 2. All eigenvalues of $|\psi\rangle\left\langle\left.\psi\right|^{\top_{A}}\right.$ is given by $\left\{\sigma_{1}^{2}, \ldots, \sigma_{d}^{2} ; \pm \sigma_{i} \sigma_{j}(1 \leqslant i<j \leqslant d)\right\}$.

Proof. Let $\boldsymbol{F}=\left(\operatorname{vec}(\Sigma) \operatorname{vec}(\Sigma)^{\dagger}\right)^{\top} A=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j}|j i\rangle\langle i j|$. Then

$$
\begin{aligned}
\boldsymbol{F} \boldsymbol{F}^{\dagger} & =\left(\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j}|j i\rangle\langle i j|\right)\left(\sum_{k, l=1}^{d} \sigma_{k} \sigma_{l}|l k\rangle\langle k l|\right)^{+}=\sum_{i, j, k, l=1}^{d} \sigma_{i} \sigma_{j} \sigma_{k} \sigma_{l}|j i\rangle\langle i j| \cdot|k l\rangle\langle l k| \\
& =\sum_{i, j, k, l=1}^{d} \delta_{i k} \delta_{j l} \sigma_{i} \sigma_{j} \sigma_{k} \sigma_{l}|j i\rangle\langle l k|=\sum_{i, j=1}^{d}\left(\sigma_{i} \sigma_{j}\right)^{2}|j i\rangle\langle j i| ;
\end{aligned}
$$

that is, $|\boldsymbol{F}|=\sqrt{\boldsymbol{F} \boldsymbol{F}^{\dagger}}=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j}|j i\rangle\langle j i|$. Note that

$$
\operatorname{Tr}(\boldsymbol{F})=\sum_{i=1}^{d} \sigma_{i}^{2}, \quad \operatorname{Tr}(|\boldsymbol{F}|)=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j} .
$$

By using the Jordan decomposition $\boldsymbol{F}=\boldsymbol{F}_{+}-\boldsymbol{F}_{-}$, where $\boldsymbol{F}_{ \pm}^{\dagger}=\boldsymbol{F}_{ \pm} \geqslant 0$ and $\boldsymbol{F}_{+} \boldsymbol{F}_{-}=$ $0=\boldsymbol{F}_{-} \boldsymbol{F}_{+}$. Then

$$
\operatorname{Tr}\left(\boldsymbol{F}_{+}\right)-\operatorname{Tr}\left(\boldsymbol{F}_{-}\right)=\sum_{i=1}^{d} \sigma_{i}^{2}, \quad \operatorname{Tr}\left(\boldsymbol{F}_{+}\right)+\operatorname{Tr}\left(\boldsymbol{F}_{-}\right)=\sum_{i, j=1}^{d} \sigma_{i} \sigma_{j},
$$

and

$$
\operatorname{Tr}\left(\boldsymbol{F}_{+}\right)=\sum_{i=1}^{d} \sigma_{i}^{2}+\sum_{i<j} \sigma_{i} \sigma_{j}, \quad \operatorname{Tr}\left(\boldsymbol{F}_{-}\right)=\sum_{i<j} \sigma_{i} \sigma_{j} .
$$

Therefore, all eigenvalues of $\boldsymbol{F}$ are given by $\left\{\sigma_{1}^{2}, \ldots, \sigma_{d}^{2} ; \pm \sigma_{i} \sigma_{j}(1 \leqslant i<j \leqslant d)\right\}$.
Thus, we need to characterize those bipartite pure states that have the minimal eigenvalue of its partial-transposed state, $-\frac{1}{2}$.

Proposition 3. If $|\psi\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$ is a pure state, then $\lambda_{\min }\left(\psi^{\top_{A}}\right)=-\frac{1}{2}$, where $\psi \equiv|\psi\rangle\langle\psi|$, if and only if $|\psi\rangle$ is a maximally entangled state, i.e., $|\psi\rangle$ is proportional to the locally unitarily rotation of the vector $\operatorname{vec}\left(\mathbb{I}_{2}\right)$. Here $\mathbb{I}$ is the identity operator.

Proof. Let $|\psi\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$. Suppose $x=\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in \mathbb{R}^{4}$ is the eigenvalues of $\psi^{\top_{A}}$ with $1 \geqslant x_{1} \geqslant x_{2} \geqslant x_{3} \geqslant x_{4} \geqslant-\frac{1}{2}$ [8]. Clearly $x_{4}=\lambda_{\min }\left(\psi^{\top} A\right)$.

Now let $x_{4}=-\frac{1}{2}$. Again, we see that $x_{3} \geqslant 0$ by Rana's result. Let $p_{k}=\operatorname{Tr}\left(\left[\psi^{\top} A\right]^{k}\right)$, where $k=1,2, \ldots$. It is easy to see that $p_{1}=1, p_{2}=1$. Then

$$
\left\{\begin{array}{l}
1=x_{1}+x_{2}+x_{3}+\left(-\frac{1}{2}\right) \\
1=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+\left(-\frac{1}{2}\right)^{2}
\end{array}\right.
$$

Due to the constraint $1 \geqslant x_{1} \geqslant x_{2} \geqslant x_{3} \geqslant 0$, the above system of equations has a unique solution: $x_{1}=x_{2}=x_{3}=\frac{1}{2}$.

We have now proved that if $\lambda_{\min }\left(\psi^{\top} A\right)=-\frac{1}{2}$ for some pure state $|\psi\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$, then all eigenvalues of $\psi^{\top}{ }^{\top}$ are $\left\{\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right\}$. In fact, if $\lambda_{\min }\left(\rho_{A B}^{\top_{A}}\right)=-\frac{1}{2}$ for some state $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{2} \otimes \mathbb{C}^{2}\right)$, then all eigenvalues of $\rho_{A B}^{\top}$ is $\left\{\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right\}$.

For a pure state $|\psi\rangle \in \mathbb{C}^{2} \otimes \mathbb{C}^{2}$, there exists a $2 \times 2$ complex matrix $A$ such that $|\psi\rangle=\operatorname{vec}(A)$. By SVD of $A$, we get that $A=U D V^{+}$where $D=\operatorname{diag}\left(s_{0}, s_{1}\right)$ with $s_{0} \geqslant s_{1} \geqslant 0$ and $\boldsymbol{U}, \boldsymbol{V} \in \boldsymbol{U}(2)$. Then

$$
\begin{aligned}
|\psi\rangle\langle\psi| & =\boldsymbol{U} \otimes \overline{\boldsymbol{V}} \operatorname{vec}(\boldsymbol{D}) \operatorname{vec}(\boldsymbol{D})^{\dagger}(\boldsymbol{U} \otimes \overline{\boldsymbol{V}})^{\dagger} \\
& =\boldsymbol{U} \otimes \overline{\boldsymbol{V}} \operatorname{vec}(\boldsymbol{D}) \operatorname{vec}(\boldsymbol{D})^{\dagger} \boldsymbol{U}^{\dagger} \otimes \boldsymbol{V}^{\top}
\end{aligned}
$$

where

$$
\operatorname{vec}(\boldsymbol{D}) \operatorname{vec}(\boldsymbol{D})^{\dagger}=\operatorname{vec}\left(\sum_{i} s_{i}|i\rangle\langle i|\right) \operatorname{vec}\left(\sum_{j} s_{j}|j\rangle\langle j|\right)^{\dagger}=\sum_{i, j=0}^{1} s_{i} s_{j}|i i\rangle\langle j j| .
$$

Next, we established the equations concerning $\left(s_{0}, s_{1}\right)$. The first one is $s_{0}^{2}+s_{1}^{2}=1$ due to the fact that $\operatorname{Tr}\left(\boldsymbol{D}^{2}\right)=\langle\psi, \psi\rangle=1$. The second one is

$$
\begin{aligned}
|\psi\rangle\left\langle\left.\psi\right|^{\top} A\right. & =\sum_{i, j=0}^{1} s_{i} s_{j}\left(\boldsymbol{U}|i\rangle\langle j| \boldsymbol{U}^{\dagger}\right)^{\top} \otimes \overline{\boldsymbol{V}}|i\rangle\langle j| \boldsymbol{V}^{\top} \\
& =\sum_{i, j=0}^{1} s_{i} s_{j} \overline{\boldsymbol{U}}|j\rangle\langle i| \boldsymbol{U}^{\top} \otimes \overline{\boldsymbol{V}}|i\rangle\langle j| \boldsymbol{V}^{\top} \\
& =(\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}}) \sum_{i, j=0}^{1} s_{i} s_{j}|j\rangle\langle i| \otimes|i\rangle\langle j|(\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}})^{\dagger} \\
& =(\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}}) \sum_{i, j=0}^{1} s_{i} s_{j}|j i\rangle\langle i j|(\overline{\boldsymbol{U}} \otimes \overline{\boldsymbol{V}})^{\dagger} .
\end{aligned}
$$

Now both $|\psi\rangle\left\langle\left.\psi\right|^{\top} A\right.$ and $\left.\sum_{i, j=0}^{1} s_{i} s_{j} \mid j i\right\rangle\langle i j|$ have the same eigenvalues. That is, all eigenvalues of

$$
\sum_{i, j=0}^{1} s_{i} s_{j}|j i\rangle\langle i j|=\left(\begin{array}{cccc}
s_{1}^{2} & 0 & 0 & 0 \\
0 & 0 & s_{1} s_{2} & 0 \\
0 & s_{1} s_{2} & 0 & 0 \\
0 & 0 & 0 & s_{2}^{2}
\end{array}\right)
$$

are $\left\{s_{0}^{2}, s_{1}^{2}, s_{0} s_{1},-s_{0} s_{1}\right\}=\left\{\frac{1}{2}, \frac{1}{2}, \frac{1}{2},-\frac{1}{2}\right\}$. This implies that

$$
s_{0}^{2}=s_{1}^{2}=s_{0} s_{1}=\frac{1}{2} .
$$

This unique solution is given by $\left(s_{0}, s_{1}\right)=\left(\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right)$. Therefore, $\boldsymbol{A}=\frac{1}{\sqrt{2}} \boldsymbol{U} \boldsymbol{V}^{\dagger}$. Then

$$
|\psi\rangle=\operatorname{vec}(A)=\frac{1}{\sqrt{2}} \operatorname{vec}\left(\boldsymbol{U} \boldsymbol{V}^{\dagger}\right)=\frac{1}{\sqrt{2}} \boldsymbol{U} \otimes \overline{\boldsymbol{V}} \operatorname{vec}\left(\mathbb{I}_{2}\right)
$$

We have proven that $|\psi\rangle$ is a maximally entangled state. Conversely, if $|\psi\rangle$ is a maximally entangled state, then the minimal eigenvalue of its partial-transposed state is apparently $-\frac{1}{2}[10,11]$.

For the partial-transposed maximally entangled states in $\mathbb{C}^{n} \otimes \mathbb{C}^{n}$, the eigenvalues must be $\pm \frac{1}{n}$ where the multiplicities of $\frac{1}{n}$ and $-\frac{1}{n}$ are $\frac{n(n+1)}{2}$ and $\frac{n(n-1)}{2}$, respectively. Thus its PT-moment vector is given by

$$
p^{\left(n^{2}\right)}=\left(p_{1}, \ldots, p_{n^{2}}\right), \quad p_{k}=\frac{(n+1)+(n-1)(-1)^{k}}{2 n^{k-1}}
$$

In particular, for the case where $n=2$, the PT-moment vector $\boldsymbol{p}^{(4)}=\left(1,1, \frac{1}{4}, \frac{1}{4}\right)$.
Theorem 1. Let $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{2} \otimes \mathbb{C}^{2}\right)$ be a quantum state, then the following statements are equivalent:

- the PT-moment vector of $\rho_{A B}$ is $\boldsymbol{p}^{(4)}=\left(1,1, \frac{1}{4}, \frac{1}{4}\right)$.
- $\quad \rho_{A B}$ must be maximally entangled.

Proof. For the implication (ii) $\Longrightarrow$ (i), the proof is trivial. Next, we show that (i) implies (ii). Given (i), let $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$, where $x_{1} \geqslant x_{2} \geqslant x_{3} \geqslant x_{4}$, be eigenvalues of the partialtransposed state $\rho_{A B}^{\top}$, then Rana's result [8] means that $1 \geqslant x_{1} \geqslant x_{2} \geqslant x_{3} \geqslant\left\{\begin{array}{l}0 \\ x_{4} \geqslant-\frac{1}{2}\end{array}\right.$. By the given PT-moment vector, we see that

$$
\left\{\begin{array}{l}
p_{1}=x_{1}+x_{2}+x_{3}+x_{4}=1 \\
p_{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}=1 \\
p_{3}=x_{1}^{3}+x_{2}^{3}+x_{3}^{3}+x_{4}^{3}=\frac{1}{4} \\
p_{4}=x_{1}^{4}+x_{2}^{4}+x_{3}^{4}+x_{4}^{4}=\frac{1}{4}
\end{array}\right.
$$

In fact, note that

$$
e_{k}=\frac{1}{k!}\left|\begin{array}{ccccc}
p_{1} & 1 & 0 & \cdots & 0 \\
p_{2} & p_{1} & 2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
p_{k-1} & p_{k-2} & p_{k-3} & \cdots & k-1 \\
p_{k} & p_{k-1} & p_{k-2} & \cdots & p_{1}
\end{array}\right| \quad(k \geqslant 1),
$$

and we see that $e_{1}=1, e_{2}=0, e_{3}=-\frac{1}{4}, e_{4}=-\frac{1}{16}$. The characteristic polynomial of $\rho_{A B}^{\top} A$ is given by

$$
\begin{aligned}
f(x) & =x^{4}-e_{1} x^{3}+e_{2} x^{2}-e_{3} x+e_{4}=x^{4}-x^{3}+\frac{1}{4} x-\frac{1}{16} \\
& =\frac{1}{16}(2 x-1)^{3}(2 x+1)
\end{aligned}
$$

Solving this system of equations via $f(x)=0$, we get that $x_{1}=x_{2}=x_{3}=\frac{1}{2}$ and $x_{4}=$ $\lambda_{\text {min }}\left(\rho_{A B}^{\top} A\right)=-\frac{1}{2}$. Next, if $\boldsymbol{F}=\sum_{i, j=0}^{1}|j i\rangle\langle i j|$, then $\boldsymbol{F}|i j\rangle=|j i\rangle$ and $\boldsymbol{F}^{\top} A=\operatorname{vec}(\mathbb{I}) \operatorname{vec}(\mathbb{I})^{\dagger}$. Note that $F \frac{|01\rangle-|10\rangle}{\sqrt{2}}=-\frac{|01\rangle-|10\rangle}{\sqrt{2}}$. Let $|x\rangle=\frac{|01\rangle-|10\rangle}{\sqrt{2}}$, and we get $\langle\boldsymbol{x}| \boldsymbol{F}|x\rangle=-1=\lambda_{\text {min }}(\boldsymbol{F})$.

From the previous discussion, we see that in the pure state decomposition of $\rho_{A B}$ : $\rho_{A B}=\sum_{k=0}^{N-1} \lambda_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$, where $\lambda_{0} \geqslant \lambda_{1} \geqslant \cdots \geqslant \lambda_{N-1} \geqslant 0$, all pure state $\left|\psi_{k}\right\rangle$ must be maximally entangled state. Then there exist a pure state $|\boldsymbol{u}\rangle$ such that

$$
\langle u| \psi_{k}^{\top}|u\rangle=-\frac{1}{2} \quad(k=0,1, \ldots, N-1)
$$

There exist $\boldsymbol{U}_{k}, \boldsymbol{V}_{k} \in \mathrm{U}(2)$ such that

$$
\left|\psi_{k}\right\rangle=\frac{1}{\sqrt{2}} \operatorname{vec}\left(\boldsymbol{U}_{k} \boldsymbol{V}_{k}^{\dagger}\right)=\frac{1}{\sqrt{2}} \boldsymbol{U}_{k} \boldsymbol{V}_{k}^{\dagger} \otimes \mathbb{I} \operatorname{vec}(\mathbb{I})=\frac{1}{\sqrt{2}} \boldsymbol{W}_{k} \otimes \mathbb{I} \operatorname{vec}(\mathbb{I})
$$

where $\boldsymbol{W}_{k}=\boldsymbol{U}_{k} \boldsymbol{V}_{k}^{\dagger}$, implying that $\psi_{k}^{\top} A=\frac{1}{2}\left(\overline{\boldsymbol{W}}_{k} \otimes \mathbb{I}\right) \boldsymbol{F}\left(\overline{\boldsymbol{W}}_{k} \otimes \mathbb{I}\right)^{\dagger}$. Now let $\left|\boldsymbol{u}_{k}\right\rangle=\boldsymbol{W}_{k}^{\top} \otimes$ $\mathbb{I}|\boldsymbol{u}\rangle$. Then

$$
-\frac{1}{2}=\langle\boldsymbol{u}| \psi_{k}^{\top_{A}}|\boldsymbol{u}\rangle=\frac{1}{2}\left\langle\boldsymbol{u}_{k}\right| \boldsymbol{F}\left|\boldsymbol{u}_{k}\right\rangle \quad(k=0,1, \ldots, N-1) .
$$

That is,

$$
\lambda_{\min }(\boldsymbol{F})=-1=\left\langle\boldsymbol{u}_{k}\right| \boldsymbol{F}\left|\boldsymbol{u}_{k}\right\rangle \quad(k=0,1, \ldots, N-1)
$$

Because -1 is the simple eigenvalue of $F$, the eigenspace corresponding to -1 is just $\mathbb{C}|\boldsymbol{x}\rangle$. This indicates that all $\left|\boldsymbol{u}_{k}\right\rangle=e^{\mathrm{i} \theta_{k}}|\boldsymbol{x}\rangle$ due to the normalization of $\left|\boldsymbol{u}_{k}\right\rangle$. Furthermore

$$
|\boldsymbol{u}\rangle=e^{\mathrm{i} \theta_{k}}\left(\overline{\boldsymbol{W}}_{k} \otimes \mathbb{I}\right)|\boldsymbol{x}\rangle \quad(k=0,1, \ldots, N-1) .
$$

In fact, the phase factor $e^{\mathrm{i} \theta_{k}}$ can be absorbed into the unitary matrix $\boldsymbol{W}_{k}$. Without loss of generality, we assume that

$$
|\boldsymbol{u}\rangle=\left(\overline{\boldsymbol{W}}_{k} \otimes \mathbb{I}\right)|x\rangle \quad(k=0,1, \ldots, N-1) .
$$

Because there is a matrix $X$ such that $|x\rangle=\operatorname{vec}(X)$, then

$$
\boldsymbol{X}=\frac{1}{\sqrt{2}}(|0\rangle\langle 1|-|1\rangle\langle 0|)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

It is easily seen that $\boldsymbol{X}$ is invertible. We see that

$$
|\boldsymbol{u}\rangle=\operatorname{vec}\left(\overline{\boldsymbol{W}}_{k} \boldsymbol{X}\right) \quad(k=0,1, \ldots, N-1) .
$$

implying that $\bar{W}_{0} \boldsymbol{X}=\bar{W}_{1} \boldsymbol{X}=\cdots=\overline{\boldsymbol{W}}_{N-1} \boldsymbol{X}$, i.e., due to the fact that $\boldsymbol{X}$ is invertible, then $\boldsymbol{W}_{0}=\boldsymbol{W}_{1}=\cdots=\boldsymbol{W}_{N-1}$, or

$$
\boldsymbol{U}_{0} \boldsymbol{V}_{0}^{\dagger}=\boldsymbol{U}_{1} \boldsymbol{V}_{1}^{\dagger}=\cdots=\boldsymbol{U}_{N-1} V_{N-1}^{\dagger},
$$

implying that $\operatorname{vec}\left(\boldsymbol{U}_{0} \boldsymbol{V}_{0}^{\dagger}\right)=\operatorname{vec}\left(\boldsymbol{U}_{1} \boldsymbol{V}_{1}^{\dagger}\right)=\cdots=\operatorname{vec}\left(\boldsymbol{U}_{N-1} \boldsymbol{V}_{N-1}^{\dagger}\right)$; that is, $\left|\psi_{0}\right\rangle=\left|\psi_{1}\right\rangle=$ $\cdots=\left|\psi_{N-1}\right\rangle$. Therefore $\rho_{A B}=\sum_{k} \lambda_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$ is a maximally entangled state.

In fact, our main result, Theorem 1, tells us that the PT-moment vector of a twoqubit state $\rho_{A B}$ is $\left(1,1, \frac{1}{4}, \frac{1}{4}\right)$ iff the minimal eigenvalue of its partial-transposed state $\rho_{A B}^{\top} A$ is $-\frac{1}{2}$ iff $\rho_{A B}$ is maximally entangled. Naturally, we would expect a similar relation between the magnitude of the lowest negative eigenvalue of the partial-transposed state and the maximally entangled states in higher-dimensional underlying spaces. However, the following result, Proposition 4, indicates that the minimal eigenvalue of the partialtransposed maximally entangled state would approach zero when the dimension of the underlying space becomes larger and larger. Indeed, after tedious computations and induction, we can draw the following conclusion:

Proposition 4. Let $\rho_{A B} \in \mathrm{D}\left(\mathbb{C}^{n} \otimes \mathbb{C}^{n}\right)$ be a quantum state. If the PT-moment vector of $\rho_{A B}$ is $\boldsymbol{p}^{\left(n^{2}\right)}=\left(p_{1}, \ldots, p_{n^{2}}\right)$, where $p_{k}=\frac{(n+1)+(n-1)(-1)^{k}}{2 n^{k-1}}$. Then $\lambda_{\min }\left(\rho_{A B}^{\top}\right)=-\frac{1}{n}$.

Proof. As an illustration, for a two-qutrit system $\mathbb{C}^{3} \otimes \mathbb{C}^{3}$ as an example, we get $\left(e_{1}, \ldots, e_{9}\right)$ from $\boldsymbol{p}^{(9)}=\left(p_{1}, \ldots, p_{9}\right)$, where $p_{1}=p_{2}=1, p_{3}=p_{4}=\frac{1}{9}, p_{5}=p_{6}=\frac{1}{81}, p_{7}=p_{8}=\frac{1}{729}$ and $p_{9}=\frac{1}{6561}$. That is,

$$
\begin{gathered}
e_{1}=1, e_{2}=0, e_{3}=-\frac{8}{27}, e_{4}=-\frac{2}{27}, e_{5}=\frac{2}{81}, \\
e_{6}=\frac{8}{729}, e_{7}=0, e_{8}=-\frac{1}{2187}, e_{9}=-\frac{1}{19683} .
\end{gathered}
$$

Furthermore, the characteristic polynomial of $\rho_{A B}^{\top}$ is given by

$$
\begin{aligned}
f(x) & =x^{9}-x^{8}+\frac{8 x^{6}}{27}-\frac{2 x^{5}}{27}-\frac{2 x^{4}}{81}+\frac{8 x^{3}}{729}-\frac{x}{2187}+\frac{1}{19683} \\
& =\frac{(3 x-1)^{6}(3 x+1)^{3}}{19683} .
\end{aligned}
$$

Thus, we get that

$$
x_{1}=\cdots=x_{6}=\frac{1}{3}, x_{7}=x_{8}=x_{9}=-\frac{1}{3}
$$

Therefore $\lambda_{\text {min }}\left(\rho_{A B}^{\top}\right)=-\frac{1}{3}$.
From the above result, when $n \rightarrow \infty, \lambda_{\min }\left(\rho_{A B}^{\top_{A}}\right) \rightarrow 0$ for a maximally entangled state in $\mathbb{C}^{n} \otimes \mathbb{C}^{n}$. Based on the observation, we can conclude that the family of bipartite states with the minimal eigenvalue of their partial-transposed states $\left(-\frac{1}{2}\right)$ is different from the set of maximally entangled states when the dimensions of the underlying spaces are larger than two. This also indicates that the magnitude of the only lowest negative eigenvalue of the partial-transposed state in higher-dimensional space would not be enough to identify the maximally entangled state when there is more than one negative eigenvalue. In fact, it is known that for higher dimensions the characterization of entanglement can be given by the so-called "negativity" [12], which is defined as the absolute value of the sum of all the negative eigenvalues of the partial-transposed state. That is, the negativity of $\rho_{A B}$ is given by $\mathcal{N}\left(\rho_{A B}\right)=\left|\sum_{i} \min \left\{\lambda_{i}\left(\rho_{A B}^{\top}\right), 0\right\}\right|$. With this notion, our Theorem 1 can be rewritten: For the two-qubit state $\rho_{A B}, \mathcal{N}\left(\rho_{A B}\right)=\frac{1}{2}$ iff $\rho_{A B}$ is maximally entangled. The success of such characterization lies in the possible number of negative eigenvalues being at most one. The reason for the failure of this result in high-dimensional space is that only one negative eigenvalue (the lowest one) would not be enough to characterize entanglement when there could be more than one negative eigenvalue.

## 3. Concluding Remarks

In this short note, we make an attempt to study the structure of a family of bipartite states with the extreme eigenvalue being $-\frac{1}{2}$ of its partial-transposed states. To characterize the maximally entangled two-qubit states, we employed the approach recently used by Yu et al. to study PT-moments, i.e., PT-moment vectors. In higher dimensional system, we were curious whether the PT-moment vector ( $\boldsymbol{p}^{\left(n^{2}\right)}=\left(p_{1}, \ldots, p_{n^{2}}\right.$ ) where $\left.p_{k}=\frac{(n+1)+(n-1)(-1)^{k}}{2 n^{k-1}}\right)$ generated by the maximally entangled states, only corresponded to the maximally entangled states. Clearly, a bipartite state in $\mathrm{D}\left(\mathbb{C}^{n} \otimes \mathbb{C}^{n}\right)$ with $\lambda_{\min }\left(\rho_{A B}^{\top} A\right)=-\frac{1}{2}$ was, in general, not maximally entangled unless $n=2$. In future research, we will continue to figure out the structure of this family of states, especially to find out the connection between it and maximally entangled states in a higher dimension. Furthermore, we will study the connection between the entanglement in bipartite states and the number of negative eigenvalues of the corresponding partial-transposed states.
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#### Abstract

In the last decade, much attention has been focused on examining the nonlocality of various quantum networks, which are fundamental for long-distance quantum communications. In this paper, we consider the nonlocality of any forked tree-shaped network, where each node, respectively, shares arbitrary number of bipartite sources with other nodes in the next "layer". The Bell-type inequalities for such quantum networks are obtained, which are, respectively, satisfied by all $\left(t_{n}-1\right)$ local correlations and all local correlations, where $t_{n}$ denotes the total number of nodes in the network. The maximal quantum violations of these inequalities and the robustness to noise in these networks are also discussed. Our network can be seen as a generalization of some known quantum networks.


Keywords: quantum correlation; nonlocality; Bell inequality; quantum network

## 1. Introduction

Quantum correlation is one of the main characteristics that distinguishes quantum mechanics from classical mechanics. In the last few decades, quantum nonlocality has been studied extensively both in theory [1-3] and experiment [4-6]. It is found that quantum nonlocality is a powerful resource in quantum information science, such as secure cryptography [7,8], quantum key distribution [9], randomness certification [10], and distributed computing [11]. Bell inequalities are often used to detect quantum nonlocality [12-14]. Violations of Bell inequalities imply the existence of nonlocal correlations.

Different from the usual Bell nonlocality, where entanglement is distributed from one common source, the multi-locality in quantum networks features several independent sources. By performing joint measurements, this leads to stronger correlations throughout the whole network [15], which is fundamental for long-distance quantum communications. Nonlocality of correlations generated in such networks was first observed in a bilocal network [16-18]. Later, the authors in [18] obtained the bilocal inequalities for bilocal networks, and the scholars in [19] explicitly examined quantum violations of the bilocal inequalities for pure states and mixed states, respectively. Since then, the nonlocality of various quantum networks were explored, including chain-shaped networks [20], star-shaped networks [21-23], triangle networks [24], and other networks in [25-32]. Furthermore, stronger forms of network nonlocality were examined in [33-35].

The tree-tensor networks are also important quantum networks. They have wide applications, such as in quantum simulations [36-39], entanglement transitions [40], and quantum-assisted machine learning [41]. Recently, nonlocal correlations of a special class of tree-tensor networks, so-called "two-forked" tree-shaped networks were studied in [42]. In this network, there are $\left(2^{n}-1\right)$ parties (nodes) distributed in $n$ "layers" $(n \geq 2)$, where each layer $k(1 \leq k \leq n)$ has $2^{k-1}$ parties, and each party in the layer $k$ shares a source with another party in the layer $k-1$ and with other two parties in the layer $k+1$. Thus, this network is a $\left(2^{n}-1\right)$-partite system with $\left(2^{n}-2\right)$ independent sources.

The purpose of the present paper is to consider the nonlocality of any forked treeshaped network. In this tree-shaped network, $t_{n}$ parties are arranged in an $n$ "layer"
scenario ( $n \geq 2$ ), and the $(k, j)$ party in the layer $k$, respectively, shares a source with another party in the layer $k-1$ and with other $l_{k j}-l_{k(j-1)}$ parties in the layer $k+1(2 \leq k \leq n-1$, $j \geq 1$ ), where $l_{k 0}=0$ and $l_{k j}-l_{k(j-1)}$ is an arbitrary positive integer. Denote the total number of parties in layer $k$ by $p_{k}(k=1,2, \cdots, n)$, satisfying $p_{1}=1$. Write $t_{n}=p_{1}+$ $\cdots+p_{n}$. Thus, the whole network is a $t_{n}$-partite system with $\left(t_{n}-1\right)$ independent sources In particular, if $l_{k j}-l_{k(j-1)}=2$ for all $(k, j)$, this tree-shaped network reduces to the network in [42].

The rest of this paper is organized as follows. In Section 2, we discuss any forked treeshaped network with $t_{n}$ parties and $\left(t_{n}-1\right)$ independent sources. We explicitly examine the nonlocality of the network for the case of $n=3$ and generalize the results to arbitrary $n \geq 3$. Moreover, the $\left(t_{n}-1\right)$-local inequalities of the networks and quantum violations of the corresponding inequalities for pure states and mixed states are obtained. Besides, we also compare this network with some known quantum network scenarios. Some conclusions are presented in Section 3. The detailed proofs of the main results are provided in Appendix A.

## 2. Nonlocality in Any Forked Tree-Shaped Network Scenario

In this section, we consider the nonlocality of a general tree-shaped network; see Figure 1.


Figure 1. The general any forked tree-shaped network consists of $t_{n}$ parties ( $\mathrm{A}^{11}, \mathrm{~A}^{21}, \ldots, \mathrm{~A}^{2 p_{2}}, \mathrm{~A}^{31}$, $\left.\cdots, \mathrm{A}^{3 p_{3}}, \cdots, \mathrm{~A}^{n 1}, \cdots, \mathrm{~A}^{n p_{n}}\right)$, and $t_{n}-1$ independent sources $S_{1}, \cdots, S_{t_{n}-1}$. Denote by $x_{i}$ and $a_{i}$ the input and output of each party $\mathrm{A}^{i}\left(i=11,21, \cdots, n p_{n}\right)$, respectively.

This general tree-shaped network has $n$ "layers" ( $n \geq 2$ ), where each layer $k$ has $p_{k}$ parties (nodes) with $p_{1}=1$, say Alice $k 1\left(\mathrm{~A}^{k 1}\right), \cdots$, Alice $k p_{k}\left(\mathrm{~A}^{k p_{k}}\right), 1 \leq k \leq n$; each party $\mathrm{A}^{k j}$ in the layer $k$ shares one source with another party in the layer $k-1$ and with $l_{k j}-l_{k(j-1)}$ parties in the layer $k+1$, where $l_{k j}-l_{k(j-1)}$ is an arbitrary positive integer, except that $l_{11}=p_{2}>1,1 \leq j \leq p_{k}, 2 \leq k \leq n-1$, and $l_{k 0}=0$. It is clear that $l_{k p_{k}}=p_{k+1}, k=1,2, \cdots, n-1$. Write $t_{n}=p_{1}+p_{2}+\cdots+p_{n}$. Thus, this general treeshaped quantum network concerns a $t_{n}$-partite system with $t_{n}-1$ independent sources. In addition, the $t_{n}-1$ independent sources $S_{1}, \cdots, S_{t_{n}-1}$ are characterized by independent hidden variables $\lambda_{1}, \cdots, \lambda_{t_{n}-1}$, respectively. Denote by $x_{i}$ and $a_{i}$ the input and output of party $\mathrm{A}^{i}\left(i=11,21, \cdots, n p_{n}\right)$, respectively.

We say that the correlations in the tree-shaped network of Figure 1 are local if the joint probability distribution satisfies

$$
\begin{align*}
& P\left(a_{11}, a_{21}, \cdots, a_{(n-1) p_{n-1}}, a_{n 1}, \cdots, a_{n p_{n}} \mid x_{11}, x_{21}, \cdots, x_{(n-1) p_{n-1}}, x_{n 1}, \cdots, x_{n p_{n}}\right) \\
= & \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left[P\left(a_{11} \mid x_{11}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right) P\left(a_{21} \mid x_{21}, \lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}\right)\right.  \tag{1}\\
& \cdots P\left(a_{(n-1) p_{n-1}} \mid x_{(n-1) p_{n-1}}, \lambda_{t_{n-1}-1}, \lambda_{\left.t_{n-1}+l_{(n-1)\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n}-1}\right)}\right. \\
& \left.\cdot P\left(a_{n 1} \mid x_{n 1}, \lambda_{t_{n-1}}\right) \cdots P\left(a_{n p_{n}} \mid x_{n p_{n}}, \lambda_{t_{n}-1}\right)\right] \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} ;
\end{align*}
$$

and moreover, if $P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)$ in Equation (1) can be decomposed into

$$
\begin{equation*}
P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)=P_{1}\left(\lambda_{1}\right) \cdots P_{t_{n}-1}\left(\lambda_{t_{n}-1}\right) \text { with } \int P_{i}\left(\lambda_{i}\right) \mathrm{d} \lambda_{i}=1, \quad i=1,2, \cdots, t_{n}-1, \tag{2}
\end{equation*}
$$

then we say that the correlations in the tree-shaped network of Figure 1 are $\left(t_{n}-1\right)$ local. Under the source independence restriction Equation (2), correlations that cannot be decomposed into Equation (1) are said to be non- $\left(t_{n}-1\right)$-local.

## 2.1. $\left(t_{3}-1\right)$-Local Network Scenario

If $n=3$ in Figure 1, then it reduces to the network of Figure 2.


Figure 2. For the case of $n=3$, the any forked tree-shaped network consists of $t_{3}$ parties $\left(\mathrm{A}^{11}, \mathrm{~A}^{21}, \cdots, \mathrm{~A}^{2 p_{2}}, \mathrm{~A}^{31}, \cdots, \mathrm{~A}^{3 p_{3}}\right)$ and $\left(t_{3}-1\right)$ independent sources $S_{1}, \cdots, S_{t_{3}-1}$. Let $x_{11}, x_{21}, \cdots, x_{2 p_{2}}, x_{31}, \cdots, x_{3 p_{3}}$ and $a_{11}, a_{21}, \cdots, a_{2 p_{2}}, a_{31}, \cdots, a_{3 p_{3}}$ be the corresponding input and output of each party, respectively.

The network of Figure 2 is a $t_{3}$-partite system with $t_{3}-1$ independent sources, where party $\mathrm{A}^{11}$ shares $p_{2}$ sources with parties $\mathrm{A}^{21}, \mathrm{~A}^{22}, \cdots, \mathrm{~A}^{2 p_{2}}$; party $\mathrm{A}^{2 j}$ shares $l_{2 j}-l_{2(j-1)}+1$ sources with parties $\mathrm{A}^{11}, \mathrm{~A}^{3\left(l_{2(j-1)}+1\right)}, \cdots, \mathrm{A}^{3 l_{2 j}}$, where $j=1,2, \cdots, p_{2}$ and $l_{20}=0$. Let $l_{2 p_{2}}=p_{3}$, and then, $t_{3}=1+p_{2}+p_{3}$.

To illustrate Figure 2, we give a concrete example. Let $p_{2}=2, p_{3}=l_{22}=7$, and $l_{21}=3$. Then, we obtain the network of Figure 3, which is a 10-partite system with nine independent sources.

For the case $n=3$, the correlations obtained in the network of Figure 2 are called local if the probability distribution can be decomposed as

$$
\begin{align*}
& P\left(a_{11}, a_{21}, \cdots, a_{2 p_{2}}, a_{31}, \cdots, a_{3 p_{3}} \mid x_{11}, x_{21}, \cdots, x_{2 p_{2}}, x_{31}, \cdots, x_{3 p_{3}}\right) \\
= & \int \cdots \int \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} P\left(\lambda_{1}, \cdots, \lambda_{t_{3}-1}\right)\left[P\left(a_{11} \mid x_{11}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right)\right.  \tag{3}\\
& \cdot P\left(a_{21} \mid x_{21}, \lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}\right) \cdots P\left(a_{2 p_{2}} \mid x_{2 p_{2}}, \lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1}, \cdots, \lambda_{t_{3}-1}\right) \\
& \left.\cdot P\left(a_{31} \mid x_{31}, \lambda_{p_{2}+1}\right) \cdots P\left(a_{3 p_{3}} \mid x_{3 p_{3}}, \lambda_{t_{3}-1}\right)\right],
\end{align*}
$$

and are called $\left(t_{3}-1\right)$-local if they have a decomposition form of Equation (3) with the additional restriction

$$
\begin{equation*}
P\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{t_{3}-1}\right)=P_{1}\left(\lambda_{1}\right) P_{2}\left(\lambda_{2}\right) \cdots P_{t_{3}-1}\left(\lambda_{t_{3}-1}\right) \tag{4}
\end{equation*}
$$

Here, the output of every party depends on the corresponding input and all connected sources. Correlations that do not meet Equations (3) and (4) are said to be non- $\left(t_{3}-1\right)$-local.


Figure 3. A tree-shaped network involves 10 parties, $\mathrm{A}^{11}, \mathrm{~A}^{21}, \mathrm{~A}^{22}, \mathrm{~A}^{31}, \cdots, \mathrm{~A}^{37}$, and 9 sources, $S_{1}$, $\cdots, S 9$. Denote by $x_{11}, x_{21}, x_{22}, x_{31}, \cdots, x_{37}$ and $a_{11}, a_{21}, a_{22}, a_{31}, \cdots, a_{37}$ the input and output of each party, respectively. Here, $l_{11}=2, l_{21}=3, l_{22}=7$ and $p_{2}=2, p_{3}=7, t_{1}=1, t_{2}=3, t_{3}=10$.

### 2.1.1. $\left(t_{3}-1\right)$-Locality Inequality

In what follows, we consider the case that each party $\mathrm{A}^{i}\left(i=11,21, \cdots, 3 p_{3}\right)$ has binary input $x_{i}(\in\{0,1\})$ with binary output $a_{i}(\in\{0,1\})$, respectively. We develop inequalities that are fulfilled by all probability distributions satisfying Equations (3) and (4), but which may be violated by measuring quantum states distributed in the tree-shaped network of Figure 2.

Theorem 1. Any $\left(t_{3}-1\right)$-local correlation in the tree-shaped network of Figure 2 must satisfy the following inequalities:

$$
\begin{equation*}
\left|I_{i_{1}}, \cdots, i_{t_{2}}, 0\right|^{\frac{1}{p_{3}}}+\left|I_{j_{1}, \cdots, j_{t_{2}}, 1}\right|^{\frac{1}{p_{3}}} \leq 1, \forall i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}} \in\{0,1\} \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{i_{1}\left(j_{1}\right), \cdots, i_{t_{2}}\left(j_{t_{2}}\right), k}=\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}(-1)^{k l}\left\langle A_{i_{1}\left(j_{1}\right)}^{11} A_{i_{2}\left(j_{2}\right)}^{21} \cdots A_{i_{t_{2}}\left(j_{t_{2}}\right)}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle, \\
& \left\langle A_{x_{11}}^{11} A_{x_{21}}^{21} \cdots A_{x_{2 p_{2}}}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle \\
& =\sum_{\substack{a_{11}, a_{21}, \cdots, a_{2 p_{2}}, a_{31}, \cdots, a_{3 p_{3}}}}(-1)^{m} P\left(a_{11}, a_{21}, \cdots, a_{2 p_{2}}, a_{31}, \cdots, a_{3 p_{3}} \mid x_{11}, x_{21}, \cdots, x_{2 p_{2}}, x_{31}, \cdots, x_{3 p_{3}}\right) \text {, }
\end{aligned}
$$

$k \in\{0,1\}, l=x_{31}+\cdots+x_{3 p_{3}}, m=a_{11}+a_{21}+\cdots+a_{2 p_{2}}+a_{31}+\cdots+a_{3 p_{3}}, A_{x_{11}}^{11}$ denotes the observable for binary inputs $x_{11}$ of party $\mathrm{A}^{11}$, and $A_{x_{21}}^{21}, \cdots, A_{x_{2 p_{2}}}^{2 p_{2}}, A_{x_{31}}^{31}, \cdots, A_{x_{3 p_{3}}}^{3 p_{3}}$ are similarly defined.

Note that the subscript $t_{2}$ in Ineqs. (5) indicates the total number of parties $A^{11}$, $A^{21}, \cdots, A^{2 p_{2}}$. By Theorem 1, we see that violation of Ineqs. (5) for at least one possible $\left(i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}}\right)$ guaranteeing the non- $\left(t_{3}-1\right)$-local nature of the correlations generated by the network of Figure 2. Besides, each of the above $2^{2 t_{2}}$ inequalities is tight.

To see this, we give an explicit $\left(t_{3}-1\right)$-local decomposition, which is able to saturate the bound. Consider the following strategy:

$$
P\left(a_{11} \mid x_{11}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right)=\left\{\begin{array}{l}
1, \text { if } a_{11}=\lambda_{1} \oplus \cdots \oplus \lambda_{p_{2}} \\
0, \text { else }
\end{array}\right.
$$

$$
\left.\begin{array}{c}
P\left(a_{21} \mid x_{21}, \lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}\right)=\left\{\begin{array}{l}
1, \text { if } a_{21}=\left(\lambda_{1} \oplus \lambda_{p_{2}+1} \oplus \cdots \oplus \lambda_{p_{2}+l_{21}-1}\right) \lambda_{p_{2}+l_{21}} \\
0, \text { else, }
\end{array}\right. \\
\cdots \cdots
\end{array}\right\} \begin{aligned}
& P\left(a_{2 p_{2}} \mid x_{2 p_{2}}, \lambda_{p_{2}}, \lambda_{\left.p_{2}+l_{2\left(p_{2}-1\right)}+1, \cdots, \lambda_{t_{3}-1}\right)}\right. \\
& =\left\{\begin{array}{l}
1, \text { if } a_{2 p_{2}}=\left(\lambda_{p_{2}} \oplus \lambda_{\left.p_{2}+l_{2\left(p_{2}-1\right)}+1 \oplus \cdots \oplus \lambda_{t_{3}-2}\right) \lambda_{t_{3}-1}}^{0, \text { else, }}\right.
\end{array}\right. \\
& P\left(a_{3 j} \mid x_{3 j}, \lambda_{p_{2}+j}, \tau_{3 j}\right)=\left\{\begin{array}{l}
1, \text { if } a_{3 j}=\lambda_{p_{2}+j} \oplus \tau_{3 j} x_{3 j}, \quad \forall j=1,2, \cdots, p_{3} \\
0, \text { else, }
\end{array}\right.
\end{aligned}
$$

Here, $\lambda_{m}$ are hidden variables of shared sources $S_{m}$ with $P_{m}\left(\lambda_{m}=0\right)=1(m=$ $\left.1,2, \cdots, t_{3}-1\right)$, and $\tau_{3 j}$ are sources of local randomness for party $\mathrm{A}^{3 j}$ with $P_{j}\left(\tau_{3 j}=0\right)=r$ and $P_{j}\left(\tau_{3 j}=1\right)=1-r, r \in[0,1]\left(j=1,2, \cdots, p_{3}\right)$. A simple calculation gives $I_{i_{1}, \cdots, i_{2}, 0}=$ $r^{p_{3}}$ and $I_{j_{1}, \cdots, j j_{2}, 1}=(1-r)^{p_{3}}$ for any $i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}} \in\{0,1\}$. Hence, $\left|I_{i_{1}, \cdots, i_{t_{2}},}\right|^{\frac{1}{p_{3}}}+$ $\left|I_{j_{1}, \cdots, j_{2}, 1}\right|^{\frac{1}{p_{3}}}=1$, reaching the bound for all $i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}} \in\{0,1\}$.

As for the nonlocality correlations in the network of Figure 2, we give a set of Belltype inequalities.

Theorem 2. Every local correlation in the tree-shaped network of Figure 2 satisfies the following inequalities:

$$
\begin{equation*}
\left|I_{i_{1}, \cdots, i_{t_{2}}, 0}\right|+\left|I_{j_{1}, \cdots, j j_{2}, 1}\right| \leq 1, \forall i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}} \in\{0,1\} \tag{6}
\end{equation*}
$$

where $I_{i_{1}, \cdots, i_{2}, 0}$ and $I_{j_{1}, \cdots, j_{2}, 1}$ are defined as in Theorem 1.
By Theorem 2, the violation of at least one of the $2^{2 t_{2}}$ Ineqs.(6) guarantees that the corresponding correlations generated by the network are nonlocal. Apparently, the set of $\left(t_{3}-1\right)$-local correlations is a subset of the set of local correlations in the network of Figure 2.

For the proofs of Theorems 1 and 2, see Appendix A.

### 2.1.2. Quantum Violations of $\left(t_{3}-1\right)$-Local Inequalities

Now, we consider the network of Figure 2 involving $\left(t_{3}-1\right)$ independent quantum sources, each generating a bipartite quantum state. Then, the overall quantum state of this network has the form

$$
\rho=\rho_{A_{1}^{11} A_{1}^{21}} \otimes \cdots \otimes \rho_{A_{p_{2}}^{11} A_{1}^{2 p_{2}}} \otimes \rho_{A_{2}^{21} A^{31}} \otimes \cdots \otimes \rho_{A_{l_{21}+1}^{21} A^{3 l_{21}}} \otimes \cdots \otimes \rho_{A_{l_{2 p_{2}}-l_{2\left(p_{2}-1\right)}+1}^{2 p_{2}} A^{3 p_{3}}}
$$

with state space $H=H_{A^{11}} \otimes H_{A^{21}} \otimes \cdots \otimes H_{A^{2 p_{2}}} \otimes H_{A^{31}} \otimes \cdots \otimes H_{A^{3 p_{3}}}$, where $H_{A^{11}}=$ $H_{A_{1}^{11}} \otimes \cdots \otimes H_{A_{p_{2}}^{11}}$ and $H_{A^{2 i}}=H_{A_{1}^{2 i}} \otimes \cdots \otimes H_{A_{l_{2 i}-l_{2(i-1)}+1}^{2 i}}, i=1, \cdots, p_{2}$. For simplicity, we write

$$
\rho=\rho_{A^{11} A^{21}} \otimes \cdots \otimes \rho_{A^{11} A^{2 p_{2}}} \otimes \rho_{A^{21} A^{31}} \otimes \cdots \otimes \rho_{A^{21} A^{3 l_{21}}} \otimes \cdots \otimes \rho_{A^{2 p_{2}} A^{3 p_{3}}} .
$$

Once each party receives particles from its all-connecting sources, it performs suitable measurement. The resulting joint probability distribution has the form

$$
\begin{aligned}
& P\left(a_{11}, a_{21}, \cdots, a_{2 p_{2}}, a_{31}, \cdots, a_{3 p_{3}} \mid x_{11}, x_{21}, \cdots, x_{2 p_{2}}, x_{31}, \cdots, x_{3 p_{3}}\right) \\
= & \operatorname{tr}\left[\left(M_{a_{11} \mid x_{11}} \otimes M_{a_{21} \mid x_{21}} \otimes \cdots \otimes M_{a_{3 p_{3}} \mid x_{3 p_{3}}}\right)\left(\rho_{A^{11} A^{21}} \otimes \rho_{A^{11} A^{22}} \otimes \cdots \otimes \rho_{A^{2 p_{2}} A^{3 p_{3}}}\right)\right],
\end{aligned}
$$

where $M_{a_{11} \mid x_{11}}$ denotes the specific measurement operator of party $\mathrm{A}^{11}$ corresponding to the measurement choice $x_{11}$ with the outcome $a_{11}$, and other measurement operators have similar meanings.

In what follows, we examine quantum violations of the $\left(t_{3}-1\right)$-local inequalities (5) from pure states and mixed states, respectively.

Non- $\left(t_{3}-1\right)$-local correlations from pure states: Firstly, let all $\left(t_{3}-1\right)$ sources produce any pure entangled states. Then, $\rho_{A^{11} A^{21}}$ can be written in the Schmidt basis as $\rho_{A^{11} A^{21}}=\left|\psi_{A^{11} A^{21}}\right\rangle\left\langle\psi_{A^{11} A^{21}}\right|$ with $\left|\psi_{A^{11} A^{21}}\right\rangle=b_{10}|00\rangle+b_{11}|11\rangle$ and $b_{10}, b_{11}>0$, the normalized two-qubit pure state shared by the parties $\mathrm{A}^{11}$ and $\mathrm{A}^{21}$. Likewise, write $\rho_{A^{11} A^{2 i}}=$ $\left|\psi_{A^{11} A^{2 i}}\right\rangle\left\langle\psi_{A^{11} A^{2 i}}\right|, \forall i \in\left\{2, \cdots, p_{2}\right\}, \rho_{A^{2 j} A^{3 k_{j}}}=\left|\psi_{A^{2 j} A^{3 k_{j}}}\right\rangle\left\langle\psi_{A^{2 j} A^{3 k_{j}}}\right|, \forall j \in\left\{1,2, \cdots, p_{2}\right\}, k_{j} \in$ $\left\{l_{2(j-1)}+1, \cdots, l_{2 j}\right\}$, where $\left|\psi_{A^{11} A^{2 i}}\right\rangle=b_{i 0}|00\rangle+b_{i 1}|11\rangle$ and $\left|\psi_{A^{2 j} A^{3 k_{j}}}\right\rangle=c_{k_{j} 0}|00\rangle+c_{k_{j} 1}|11\rangle$ are also written in the Schmidt basis with the corresponding positive coefficients.

For party $\mathrm{A}^{11}$, take the measurement $A_{0}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}$ and $A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}$; for parties $\mathrm{A}^{2 i}\left(i=1, \cdots, p_{2}\right)$, the corresponding measurement choices are $A_{0}^{2 i}=\otimes_{k=1}^{l_{2 i}-l_{2(i-1)}+1} \sigma_{z}^{k}$ and $A_{1}^{2 i}=\otimes_{k=1}^{l_{2 i}-l_{2(i-1)}+1} \sigma_{x}^{k}$. Here, $\sigma_{z}^{k}=\sigma_{z}$ and $\sigma_{x}^{k}=\sigma_{x}$ for all $k$ are Pauli matrices. Let the settings of all parties $\mathrm{A}^{3 q}\left(q=1, \cdots, p_{3}\right)$ correspond to any projective measurements in the Z-X plane of the Bloch sphere. Thus, each measurement can be characterized by an angle. Write the observables of $\mathrm{A}^{3 q}$ by $A_{0}^{3 q}=\left(\sin \alpha_{q}, 0, \cos \alpha_{q}\right) \cdot \vec{\sigma}, A_{1}^{3 q}=\left(\sin \alpha_{q}^{\prime}, 0, \cos \alpha_{q}^{\prime}\right) \cdot \vec{\sigma}$, where $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)$ is the vector of Pauli matrices and $\alpha_{q}, \alpha_{q}^{\prime} \in[0,2 \pi]$ for all $q \in\left\{1, \cdots, p_{3}\right\}$ Note that, if the above Schmidt bases differ from the computational basis, then it would be sufficient to add local unitary rotations to recover the case we discuss here. Then, we have

$$
\begin{aligned}
& \left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{0}^{31} \cdots A_{0}^{3 p_{3}}\right\rangle \\
= & \operatorname{tr}\left\{\left[\otimes_{k=1}^{p_{2}}\left(\sigma_{z}^{k} \otimes \sigma_{z}^{k}\right) \otimes\left(\sigma_{z} \otimes A_{0}^{31}\right) \otimes \cdots \otimes\left(\sigma_{z} \otimes A_{0}^{3 p_{3}}\right)\right]\right. \\
& \left.\cdot\left(\rho_{A^{11}}{ }^{21} \otimes \cdots \otimes \rho_{A^{11} A^{2 p_{2}}} \otimes \rho_{\left.\left.A^{21} A^{31} \otimes \cdots \otimes \rho_{A^{2 p_{2}}} A^{3 p_{3}}\right)\right\}}\right)\right\} \\
= & \prod_{i=1}^{p_{2}} \operatorname{tr}\left[\left(\sigma_{z} \otimes \sigma_{z}\right) \rho_{A^{11} A^{2 i}} \operatorname{tr}\left[\left(\sigma_{z} \otimes A_{0}^{31}\right) \rho_{A^{21} A^{31}}\right] \cdots \operatorname{tr}\left[\left(\sigma_{z} \otimes A_{0}^{3 p_{3}}\right) \rho_{A^{2 p_{2}} A^{3 p_{3}}}\right]\right. \\
= & \cos \alpha_{1} \cos \alpha_{2} \cdots \cos \alpha_{p_{3}} .
\end{aligned}
$$

For any $x_{31}, x_{32}, \cdots, x_{3 p_{3}} \in\{0,1\}$, we can follow similar calculations as above for $\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle$ and $\left\langle A_{1}^{11} A_{1}^{21} \cdots A_{1}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle$. Therefore,

$$
\begin{aligned}
I_{0, \cdots, 0,0} & =\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}}\left(A_{0}^{31}+A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}+A_{1}^{3 p_{3}}\right)\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left(\cos \alpha_{1}+\cos \alpha_{1}^{\prime}\right) \cdots\left(\cos \alpha_{p_{3}}+\cos \alpha_{p_{3}}^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
I_{1, \cdots, 1,1} & =\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}(-1)^{x_{31}+\cdots+x_{3 p_{3}}}\left\langle A_{1}^{11} A_{1}^{21} \cdots A_{1}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left\langle A_{1}^{11} A_{1}^{21} \cdots A_{1}^{2 p_{2}}\left(A_{0}^{31}-A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}-A_{1}^{3 p_{3}}\right)\right\rangle \\
& =\frac{1}{2^{p}} \Delta\left(\sin \alpha_{1}-\sin \alpha_{1}^{\prime}\right) \cdots\left(\sin \alpha_{p_{3}}-\sin \alpha_{p_{3}}^{\prime}\right),
\end{aligned}
$$

where $\Delta=b^{(1)} \cdots b^{\left(p_{2}\right)} c^{(1)} \ldots c^{\left(p_{3}\right)}>0, b^{(i)}=2 b_{i 0} b_{i 1}, i \in\left\{1, \cdots, p_{2}\right\}, c^{(q)}=2 c_{q 0} c_{q 1}$, $q \in\left\{1, \cdots, p_{3}\right\}$. Consequently,

$$
\begin{aligned}
S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}= & \left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{3}}} \\
= & \frac{1}{2}\left|\left(\cos \alpha_{1}+\cos \alpha_{1}^{\prime}\right) \cdots\left(\cos \alpha_{p_{3}}+\cos \alpha_{p_{3}}^{\prime}\right)\right|^{\frac{1}{p_{3}}} \\
& +\frac{1}{2}\left|\Delta\left(\sin \alpha_{1}-\sin \alpha_{1}^{\prime}\right) \cdots\left(\sin \alpha_{p_{3}}-\sin \alpha_{p_{3}}^{\prime}\right)\right|^{\frac{1}{p_{3}}}
\end{aligned}
$$

Write $S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}=f\left(\alpha_{1}, \alpha_{1}^{\prime}, \cdots, \alpha_{p_{3}}, \alpha_{p_{3}}^{\prime}\right)$. To derive the maximum of differentiable function $f\left(\alpha_{1}, \alpha_{1}^{\prime}, \cdots, \alpha_{p_{3}}, \alpha_{p_{3}}^{\prime}\right)$, we calculate all the partial derivatives $\frac{\partial f}{\partial \alpha_{i}}=0, \frac{\partial f}{\partial \alpha_{i}^{\prime}}=0$ for $i=1,2, \cdots, p_{3}$. It follows that the extremal points of $f$ must satisfy the conditions $\alpha_{i}=-\alpha_{i}^{\prime}$ and $\left|\tan \alpha_{i}\right|=\Delta^{1 / p_{3}}\left(i=1,2, \cdots, p_{3}\right)$. These force $\left|\cos \alpha_{i}\right|=\left|\cos \alpha_{i}^{\prime}\right|=\frac{1}{\sqrt{1+\Delta^{2 / p_{3}}}}$ and $\left|\sin \alpha_{i}\right|=\left|\sin \alpha_{i}^{\prime}\right|=\frac{\Delta^{1 / p_{3}}}{\sqrt{1+\Delta^{2 / p_{3}}}}, i=1,2, \cdots, p_{3}$. Therefore, the value of $f$ at these extremal
points is $\left|\cos \alpha_{1}\right|+\Delta^{1 / p_{3}}\left|\sin \alpha_{1}\right|=\sqrt{1+\Delta^{2 / p_{3}}}$. Comparing this value with the values of $f$ at all boundary points, it is easily seen that the maximum of $S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}$ is

$$
\begin{equation*}
S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}^{\max }=\sqrt{1+\Delta^{2 / p_{3}}}>1 \tag{7}
\end{equation*}
$$

Notice that $\operatorname{tr}\left[\left(\sigma_{z} \otimes \sigma_{x}\right) \rho_{i}\right]=\operatorname{tr}\left[\left(\sigma_{x} \otimes \sigma_{z}\right) \rho_{i}\right]=0$ hold for all $i=A^{11} A^{21}, \cdots, A^{2 p_{2}} A^{3 p_{3}}$. Thus, other possible nonzero terms for $\left|I_{i_{1}}, \cdots, i_{t_{2}}, 0\right|^{\frac{1}{p_{3}}}+\left|I_{j_{1}}, \cdots, j_{t_{2}}, 1\right|^{\frac{1}{p_{3}}}$ are $\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{0}, \cdots, 0,1\right|^{\frac{1}{p_{3}}}$, $\left|I_{1}, \cdots, 1,0\right|^{\frac{1}{p_{3}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{3}}}$, and $\left|I_{1, \cdots, 1,}\right|^{\frac{1}{p_{3}}}+\left|I_{0, \cdots, 0,1}\right|^{\frac{1}{p_{3}}}$. However, by similar discussions to the above, one can obtain that these three values are less than 1.

Hence, if all $\left(t_{3}-1\right)$ sources in the network of Figure 2 emit pure entangled states, they necessarily violate the $\left(t_{3}-1\right)$-local inequalities (5) and, thus, generate non- $\left(t_{3}-1\right)$ local correlations.

Non-( $t_{3}-1$ )-local correlations from mixed states: Now, we consider the case that all the sources in the network of Figure 2 produce any mixed states.

Assume that the state $\rho_{A^{11} A^{21}}$ shared by the parties $\mathrm{A}^{11}$ and $\mathrm{A}^{21}$ is a mixed state. Then, it has the following form:

$$
\rho_{A^{11} A^{21}}=\frac{1}{4}\left(\mathbb{I} \otimes \mathbb{I}+\vec{r}_{A^{11}} \cdot \vec{\sigma} \otimes \mathbb{I}+\mathbb{I} \otimes \vec{r}_{A^{21}} \cdot \vec{\sigma}+\sum_{i, j} t_{i j}^{A^{11} A^{21}} \sigma_{i} \otimes \sigma_{j}\right)
$$

where $\vec{\sigma}=\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right), \vec{r}_{A^{11}}\left(\vec{r}_{A^{21}}\right)$ represents the Bloch vector of the reduced state of subsystem $\mathrm{A}^{11}\left(\mathrm{~A}^{21}\right)$, and $T^{A^{11} A^{21}}=\left(t_{i j}^{A^{11} A^{21}}\right)$ with $i, j \in\{x, y, z\}$ is the correlation matrix. By the polar decomposition, the correlation matrix $T^{A^{11} A^{21}}$ can be written as $T^{A^{11}} A^{21}=$ $U^{A^{11} A^{21}} R^{A^{11} A^{21}}$, where $U^{A^{11} A^{21}}$ is a unitary matrix and $R^{A^{11} A^{21}}=\sqrt{\left(T^{A^{11} A^{21}}\right)^{+} T^{A^{11} A^{21}}} \geq 0$. Denote by $\sqrt{\tau_{1}^{A^{11} A^{21}}} \geq \sqrt{\tau_{2}^{A^{11} A^{21}}} \geq \sqrt{\tau_{3}^{A^{11} A^{21}}} \geq 0$ the three non-negative eigenvalues of $R^{A^{11} A^{21}}$.

For the other mixed states $\rho_{A^{11} A^{22}}, \cdots, \rho_{A^{11} A^{2 p_{2}}}, \rho_{A^{21} A^{31}}, \cdots, \rho_{A^{2 p_{2}} A^{3 p_{3}}}$, shared by the corresponding parties, they also have similar expressions to that of $\rho_{A^{11} A^{21}}$, and the corresponding matrices and the eigenvalues are, respectively, represented as

$$
\begin{gathered}
R^{A^{11} A^{2 i}}=\sqrt{\left(T^{A^{11} A^{2 i}}\right)^{+} T^{A^{11} A^{2 i}}}, \sqrt{\tau_{1}^{A^{11} A^{2 i}}} \geq \sqrt{\tau_{2}^{A^{11} A^{2 i}}} \geq \sqrt{\tau_{3}^{A^{11} A^{2 i}}} \geq 0, \\
R^{A^{2 j} A^{3 k_{j}}}=\sqrt{\left(T^{A^{2 j} A^{3 k_{j}}}\right)^{+} T^{A^{2 j} A^{3 k_{j}}}}, \sqrt{\tau_{1}^{A^{2 j} A^{3 k_{j}}}} \geq \sqrt{\tau_{2}^{A^{2 j} A^{3 k_{j}}} \geq \sqrt{\tau_{3}^{A^{2 j} A^{3 k_{j}}}} \geq 0,}
\end{gathered}
$$

where $i \in\left\{1,2, \cdots, p_{2}\right\}, k_{j} \in\left\{l_{2(j-1)}+1, \cdots, l_{2 j}\right\}$, and $j \in\left\{1,2, \cdots, p_{2}\right\}$.
Suppose that party $\mathrm{A}^{11}$ performs measurements $A_{0}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}, A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}$. We consider the Z and X Bloch directions (on the first subsystem of party $\mathrm{A}^{11}$, connected to the first subsystem of party $\mathrm{A}^{21}$ ) given by the eigenvectors of the matrix $R^{A^{11} A^{21}}$ corresponding to the two largest eigenvalues $\sqrt{\tau_{1}^{A^{11} A^{21}}}$ and $\sqrt{\tau_{2}^{A^{11} A^{21}}}$, respectively [19]. Similarly, we use $R^{A^{11} A^{2 i}}$ for aligning the $i$ th subsystem of $A^{11}$, connected to the first subsystem of $A^{2 i}$, $i=2, \cdots, p_{2}$. Note that the Z and X axes used by the parties $\mathrm{A}^{11}$ and $\mathrm{A}^{2 i}\left(i=1, \cdots, p_{2}\right)$ may be different from each other. In this case, party $\mathrm{A}^{11}$ can perform different unitary transformations to the $p_{2}$ qubits she/he shares with $\mathrm{A}^{21}, \cdots, \mathrm{~A}^{2 p_{2}}$ before performing the measurements. Likewise, we may assume the party $\mathrm{A}^{2 i}\left(i=1, \cdots, p_{2}\right)$ has measurement choices $A_{0}^{2 i}=\otimes_{k=1}^{l_{2 i}-l_{2(i-1)}+1} \sigma_{z}^{k}$ and $A_{1}^{2 i}=\otimes_{k=1}^{l_{2 i}-l_{2(i-1)}+1} \sigma_{x}^{k}$. For party A ${ }^{3 q}\left(q=1, \cdots, p_{3}\right)$, he/she performs projective measurements on the $Z$ and $X$ Bloch directions, which are composed of the two eigenvectors with largest eigenvalues of the connected matrix $R^{A^{2 j q}} A^{3 q}$ $\left(1 \leq j_{q} \leq p_{2}\right)$. That is, $A_{0}^{3 q}=\overrightarrow{c_{q}} \cdot \vec{\sigma}$ and $A_{1}^{3 q}=\overrightarrow{c_{q}} \cdot \vec{\sigma}$, where $\overrightarrow{c_{q}}=\left(\sin \beta_{q}, 0, \cos \beta_{q}\right)$, ${\overrightarrow{c_{q}}}^{\prime}=\left(\sin \beta_{q}^{\prime}, 0, \cos \beta_{q}^{\prime}\right), \beta_{q}, \beta_{q}^{\prime} \in[0,2 \pi]$.

Now, we have

$$
\begin{aligned}
& I_{0, \cdots, 0,0}=\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}}\left(A_{0}^{31}+A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}+A_{1}^{3 p_{3}}\right)\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left\langle\left(\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}\right) \otimes\left(\otimes_{k=1}^{l_{21}+1} \sigma_{z}^{k}\right) \otimes \cdots \otimes\left(\otimes_{k=1}^{l_{2 p_{2}}-l_{2\left(p_{2}-1\right)}+1} \sigma_{z}^{k}\right) \otimes\left[\left(\vec{c}_{1}+\vec{c}_{1}^{\prime}\right) \cdot \vec{\sigma}\right] \otimes \cdots\right. \\
& \left.\otimes\left[\left(\overrightarrow{c_{p_{3}}}+\overrightarrow{c_{p_{3}}}\right) \cdot \vec{\sigma}\right]\right\rangle \\
& =\frac{1}{2^{p_{3}}} \operatorname{tr}\left\{\left[\left(\otimes_{k=1}^{p_{2}}\left(\sigma_{z}^{k} \otimes \sigma_{z}^{k}\right)\right) \otimes\left(\sigma_{z} \otimes\left(\overrightarrow{c_{1}}+\overrightarrow{c_{1}}{ }^{\prime}\right) \cdot \vec{\sigma}\right) \otimes \cdots \otimes\left(\sigma_{z} \otimes\left(\overrightarrow{c_{p_{3}}}+\overrightarrow{c_{p_{3}}}{ }^{\prime}\right) \cdot \vec{\sigma}\right)\right]\right. \\
& \left.\cdot\left(\rho_{A^{11} A^{21}} \otimes \cdots \otimes \rho_{A^{11} A^{2 p_{2}}} \otimes \rho_{A^{21} A^{31}} \otimes \cdots \otimes \rho_{A^{2 p_{2}} A^{3 p_{3}}}\right)\right\} \\
& =\frac{1}{2^{p_{3}}} \operatorname{tr}\left[\left(\sigma_{z} \otimes \sigma_{z}\right) \rho_{A^{11} A^{21}}\right] \cdots \operatorname{tr}\left[\left(\sigma_{z} \otimes \sigma_{z}\right) \rho_{A^{11} A^{2 p_{2}}}\right] \operatorname{tr}\left[\left(\sigma_{z} \otimes\left(\overrightarrow{c_{1}}+\vec{c}_{1}^{\prime}\right) \cdot \vec{\sigma}\right) \rho_{A^{21} A^{31}}\right] \\
& \cdots \operatorname{tr}\left[\left(\sigma_{z} \otimes\left(\overrightarrow{c_{p_{3}}}+\overrightarrow{c_{p_{3}}}{ }^{\prime}\right) \cdot \vec{\sigma}\right) \rho_{A^{2 p_{2}} A^{3 p_{3}}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
I_{1, \cdots, 1,1} & =\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}(-1)^{x_{31}+\cdots+x_{3 p_{3}}}\left\langle A_{1}^{11} A_{1}^{21} \cdots A_{1}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle \\
& =\frac{1}{2^{p_{3}}}\left\langle A_{1}^{11} A_{1}^{21} \cdots A_{1}^{2 p_{2}}\left(A_{0}^{31}-A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}-A_{1}^{3 p_{3}}\right)\right\rangle \\
& =\frac{1}{2^{p_{3}}} \sqrt{\tau_{2}^{A^{11} A^{21}} \cdots \tau_{2}^{A^{11} A^{2 p_{2}}} \tau_{2}^{A^{21} A^{31} \cdots \tau_{2}^{A^{2 p_{2}} A^{3 p_{3}}}} \prod_{j=1}^{p_{3}}\left(\sin \beta_{j}-\sin \beta_{j}^{\prime}\right)}
\end{aligned}
$$

and so

$$
\begin{aligned}
S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}= & \left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{3}}} \\
= & \frac{1}{2}\left(\tau_{1}^{A^{11} A^{21}} \cdots \tau_{1}^{A^{11} A^{2 p_{2}}} \tau_{1}^{\left.A^{21} A^{31} \cdots \tau_{1}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{2 p_{3}}} \left\lvert\, \prod_{j=1}^{p_{3}}\left(\cos \beta_{j}+\cos \beta_{j}^{\prime}\right)^{\frac{1}{p_{3}}}\right.} \begin{array}{rl} 
\\
& \left.+\frac{1}{2}\left(\tau_{2}^{A^{11}} A^{21} \cdots \tau_{2}^{A^{11} A^{2 p_{2}}} \tau_{2}^{A^{21} A^{31}} \cdots \tau_{2}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{2 p_{3}}} \right\rvert\, \prod_{j=1}^{p_{3}}\left(\sin \beta_{j}-\left.\sin \beta_{j}^{\prime}\right|^{\frac{1}{p_{3}}}\right.
\end{array} .\right.
\end{aligned}
$$

A calculation gives the maximum

$$
\begin{equation*}
S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}^{\max }=\sqrt{\sum_{i=1}^{2}\left(\tau_{i}^{A^{11} A^{21}} \cdots \tau_{i}^{A^{11} A^{2 p_{2}}} \tau_{i}^{A^{21} A^{31}} \cdots \tau_{i}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{p_{3}}}} . \tag{8}
\end{equation*}
$$

The detailed proof for Equation (8) is in Appendix A.
It is easily verified that the above Equation (8) reduces to Equation (7) for the case of pure states discussed in the above. In fact, for pure states, we have $\tau_{1}^{A^{11} A^{21}}=\cdots=$ $\tau_{1}^{A^{11} A^{2 p_{2}}}=\tau_{1}^{A^{21} A^{31}}=\cdots=\tau_{1}^{A^{2 p_{2}} A^{3 p_{3}}}=1$ and $\tau_{2}^{A^{11} A^{21}}=\left(b^{(1)}\right)^{2}, \cdots, \tau_{2}^{A^{11} A^{2 p_{2}}}=\left(b^{\left(p_{2}\right)}\right)^{2}$, $\tau_{2}^{A^{21} A^{31}}=\left(c^{(1)}\right)^{2}, \cdots, \tau_{2}^{A^{2 p_{2}} A^{3 p_{3}}}=\left(c^{\left(p_{3}\right)}\right)^{2}$, which implies that Equation (8) can be reduced to Equation (7).

From Equation (8), $S_{\left(\mathrm{t}_{3}-1\right) \text {-local }}^{\max }>1$ implies that these states violate the $\left(t_{3}-1\right)$-locality inequalities (5). Since all these eigenvalues $\tau_{i}^{A^{11} A^{21}}, \cdots, \tau_{i}^{A^{2 p_{2}} A^{3 p_{3}}}(i=1,2)$ belong to $[0,1]$ ([23] Lemma 3), by [21] Lemma 1, Equation (8) implies

$$
\begin{aligned}
& S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}^{\max } \leq \sqrt{\sum_{i=1}^{2}\left(\tau_{i}^{A^{11} A^{21}} \cdots \tau_{i}^{A^{11} A^{2 p_{2}}} \tau_{i}^{A^{21} A^{31}} \cdots \tau_{i}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{p_{2}+p_{3}}}} \\
& \leq\left(\sqrt{\tau_{1}^{A^{11} A^{21}}+\tau_{2}^{A^{11} A^{21}}} \cdots \sqrt{\tau_{1}^{A^{11} A^{2 p_{2}}}+\tau_{2}^{A^{11} A^{2 p_{2}}}} \sqrt{\tau_{1}^{A^{21} A^{31}}+\tau_{2}^{A^{21} A^{31}}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \doteq\left(S_{A^{11} A^{21}}^{\max } \cdots S_{A^{11} A^{2 p_{2}}}^{\max } S_{A^{21} A^{31}}^{\max } \cdots S_{A^{2 p_{2}} A^{3 p_{3}}}^{\max }\right)^{\frac{1}{p_{2}+p_{3}}},
\end{aligned}
$$

where the expressions $S_{X Y}^{\max }=\sqrt{\tau_{1}^{X Y}+\tau_{2}^{X Y}}$ represent the maximal CHSH value for the corresponding state $\rho_{X Y}$ by the Horodecki criterion in [43]. From the above inequality, we know that once the states altogether violate the $\left(t_{3}-1\right)$-locality inequalities, at least one of these states necessarily violates the CHSH inequality. However, for each state violating the CHSH inequality, this does not imply that it necessarily violates the ( $t_{3}-1$ )-locality inequalities. We illustrate this case by the specific network of Figure 3. For example, let nine sources in Figure 3 all produce the following state:

$$
\rho=\frac{3}{4}\left|\psi^{-}\right\rangle\left\langle\psi^{-}\right|+\frac{1}{20}\left(\left|\psi^{+}\right\rangle\left\langle\psi^{+}\right|+\mathbb{I}\right)=\left(\begin{array}{cccc}
0.05 & 0 & 0 & 0 \\
0 & 0.45 & -0.35 & 0 \\
0 & -0.35 & 0.45 & 0 \\
0 & 0 & 0 & 0.05
\end{array}\right),
$$

where $\left|\psi^{ \pm}\right\rangle=(|01\rangle \pm|10\rangle) / \sqrt{2}$. It is easily obtained that $\tau_{1}=0.64$ and $\tau_{2}=0.49$. For this single state, the maximal CHSH value is $S^{\max } \simeq 1.06>1$. However, through distributing nine copies of this state in the network of Figure 3, the maximal value of the corresponding nine-local inequality is $S_{9-\text { local }}^{\max } \simeq 0.98<1$.
Remark 1. To achieve the maximal quantum violation of the $\left(t_{3}-1\right)$-local correlation inequalities (5), all possible quantum measurements should be considered. However, this is almost impossible because the calculation is very difficult and complicated. Therefore, for the network of Figure 2, we take separable measurements for parties $A^{1 j}$ and $A^{2 j}$ and any measurements for parties $A^{3 j}$. In this quantum strategy, the maximal violation $S_{\left(t_{3}-1\right) \text {-local }}^{\max }$ is obtained, which gives a sufficient condition that $S_{\left(t_{3}-1\right) \text {-local }}^{\max }>1$ ensures that the state $\rho$ violates the inequality (5) and, thus, is non- $\left(t_{3}-1\right)$-local. Of course, there are other strategies of the measurement choices that are computable, and some of them may be better than our strategy, though we have not discovered them yet. This is an interesting problem that is worth being explored later.

### 2.1.3. Resistance to White Noise

Now, suppose that each source $S_{i}\left(i=1, \cdots, t_{3}-1\right)$ in Figure 2 produces Bell state $\left|\phi^{+}\right\rangle=(|00\rangle+|11\rangle) / \sqrt{2}$ with white noise of probability $1-v_{i}$. Then, the state it actually produces is the Werner state of the form

$$
\rho_{i}\left(v_{i}\right)=v_{i}\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right|+\left(1-v_{i}\right) \frac{\mathbb{I}}{4} .
$$

Let the input of party $\mathrm{A}^{11}$ be $\left\{A_{0}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}, A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}\right\}$. For party $\mathrm{A}^{2 j}(j=$ $\left.1, \cdots, p_{2}\right)$, the measurement choices are $\left\{A_{0}^{2 j}=\otimes_{k=1}^{l_{2 j}-l_{2(j-1)}+1} \sigma_{z}^{k}, A_{1}^{2 j}=\otimes_{k=1}^{l_{2 j}-l_{2(j-1)}+1} \sigma_{x}^{k}\right\}$. Suppose the inputs of each party $\mathrm{A}^{3 q}\left(q=1,2, \cdots, p_{3}\right)$ are measurements $\left\{A_{0}^{3 q}=\left(\sigma_{z}+\right.\right.$ $\left.\left.\sigma_{x}\right) / \sqrt{2}, A_{1}^{3 q}=\left(\sigma_{z}-\sigma_{x}\right) / \sqrt{2}\right\}$. Denoting by $V=\prod_{i=1}^{t_{3}-1} v_{i}$ as the overall visibility, we obtain $I_{0, \cdots, 0,0}=\left(\frac{1}{\sqrt{2}}\right)^{p_{3}} V, I_{1, \cdots, 1,1}=\left(\frac{1}{\sqrt{2}}\right)^{p_{3}} V$, and so,

$$
\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{3}}}=\sqrt{2} V^{1 / p_{3}} .
$$

That is to say, $V>\left(\frac{1}{\sqrt{2}}\right)^{p_{3}}$ implies non- $\left(t_{3}-1\right)$-local correlations. Assuming that all the $\left(t_{3}-1\right)$ sources emit states with the same noise parameter $v_{i}=v$, we thus see that a single source necessarily satisfies $v>\left(\frac{1}{\sqrt{2}}\right)^{\frac{p_{3}}{t_{3}-1}}$, which is a little greater than $v^{\prime}>\frac{1}{\sqrt{2}}$ for the Werner state to violate the CHSH inequality.

## 2.2. $\left(t_{n}-1\right)$-Local Network Scenario

In this subsection, we consider the nonlocality of the general tree-shaped network of Figure 1 . With similar arguments, if each party $\mathrm{A}^{i}\left(i=11,21, \cdots, n p_{n}\right)$ has binary input
$x_{i}(\in\{0,1\})$ with binary output $a_{i}(\in\{0,1\})$, then we obtain the following results for any $n \geq 2$.

Theorem 3. All $\left(t_{n}-1\right)$-local correlations generated by the tree-shaped network of Figure 1 necessarily satisfy the following inequalities:

$$
\begin{equation*}
\left|I_{i_{1}, \cdots, i_{t_{n-1}}, 0}\right|^{\frac{1}{p_{n}}}+\left|I_{j_{1}, \cdots, j_{t_{n-1}},}\right|^{\frac{1}{p_{n}}} \leq 1, \forall i_{1}, \cdots, i_{t_{n-1}}, j_{1}, \cdots, j_{t_{n-1}} \in\{0,1\} ; \tag{9}
\end{equation*}
$$

and the corresponding local correlations satisfy the following inequalities:

$$
\begin{equation*}
\left|I_{i_{1}, \cdots, i_{t_{n-1}}}\right|+\left|I_{j_{1}, \cdots, j_{t_{n-1}}, 1}\right| \leq 1, \forall i_{1}, \cdots, i_{t_{n-1}}, j_{1}, \cdots, j_{t_{n-1}} \in\{0,1\} \tag{10}
\end{equation*}
$$

where for $k \in\{0,1\}$,

$$
\begin{aligned}
& \quad I_{i_{1}\left(j_{1}\right), \cdots, i_{t_{n-1}}\left(j_{t_{n-1}}\right), k}=\frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}}(-1)^{k \cdot\left(x_{n 1}+\cdots+x_{n p_{n}}\right)}\left\langle A_{i_{1}\left(j_{1}\right)}^{11} \cdots A_{\left.i_{t_{n-1}}\left(j_{t_{n-1}}^{(n-1) p_{n-1}}\right) A_{x_{n 1}}^{n 1} \cdots A_{x_{n p_{n}}}^{n p_{n}}\right\rangle,}\right. \\
& =\sum_{a_{11}, \cdots, a_{n p_{n}}}(-1)^{m} P\left(a_{11}, \cdots, a_{(n-1) p_{n-1}}^{11} \cdots A_{n 1}^{(n-1) p_{n-1}}, \cdots, a_{n p_{n}} \mid x_{11}^{n 1}, \cdots, x_{(n-1) p_{n-1}}^{n}, x_{n 1}, \cdots, x_{n p_{n}}^{n p_{n}}\right),
\end{aligned}
$$

$m=a_{11}+\cdots+a_{n p_{n}}$, and $A_{x_{i}}^{i}$ denotes the observable for binary inputs $x_{i}$ of party $A^{i}, i=$ $11,21,22, \cdots, n p_{n}$.

Note that the subscript $t_{n-1}$ in Ineqs. (9) and (10) represents the total number of parties $A^{11}, A^{21}, \cdots, A^{2 p_{2}}, \cdots, A^{(n-1) 1}, \cdots, A^{(n-1) p_{n-1}}$. In particular, if $n=3$, then Inequalities (9) and (10) reduce to Inequalities (5) and (6), respectively. By Theorem 3, violating Inequalities (9) for at least one possible $\left(i_{1}, \cdots, i_{t_{n-1}}, j_{1}, \cdots, j_{t_{n-1}}\right)$ implies the non- $\left(t_{n}-1\right)$-local nature of the general tree-shaped networks in Figure 1. The proof of Theorem 3 is provided in Appendix A.

Next, assume that all sources in Figure 1 produce pure entangled states $\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, $\left|\psi_{i}\right\rangle=b_{i 0}|00\rangle+b_{i 1}|11\rangle$, written in the Schmidt basis, with positive coefficients $b_{i 0}$ and $b_{i 1}, i=1,2, \cdots, t_{n}-1$. Let the measurements of $\mathrm{A}^{11}$ be $\left\{A_{0}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}, A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}\right\}$. For parties $\mathrm{A}^{i j}$ with $i=2,3, \cdots, n-1$ and $j=1,2, \cdots, p_{i}$, they have the same measurement choices $\left\{A_{0}^{i j}=\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{z}^{k}, A_{1}^{i j}=\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{x}^{k}\right\}$. Here, $\sigma_{z}^{k}=\sigma_{z}$ and $\sigma_{x}^{k}=\sigma_{z}$ for any $k$. For the parties $\mathrm{A}^{n q}\left(q=1,2, \cdots, p_{n}\right)$, they perform projective measurements denoted by $\left\{A_{0}^{n q}=\left(\sin \alpha_{q}, 0, \cos \alpha_{q}\right) \cdot \vec{\sigma}, A_{1}^{n q}=\left(\sin \alpha_{q}^{\prime}, 0, \cos \alpha_{q}^{\prime}\right) \cdot \vec{\sigma}\right\}$, where $\alpha_{q}, \alpha_{q}^{\prime} \in$ $[0,2 \pi]$. With similar arguments to that of Equation (7), one obtains $I_{0, \cdots, 0,0}=\frac{1}{2^{p n}}\left(\cos \alpha_{1}+\right.$ $\left.\cos \alpha_{1}^{\prime}\right) \cdots\left(\cos \alpha_{p_{n}}+\cos \alpha_{p_{n}}^{\prime}\right)$ and $I_{1, \cdots, 1,1}=\frac{1}{2^{p_{n}}} \Delta\left(\sin \alpha_{1}-\sin \alpha_{1}^{\prime}\right) \cdots\left(\sin \alpha_{p_{n}}-\sin \alpha_{p_{n}}^{\prime}\right)$, where

$$
\Delta=b^{(1)} b^{(2)} \cdots b^{\left(t_{n}-1\right)}>0
$$

$b^{(i)}=2 b_{i 0} b_{i 1}, i=1,2, \cdots, t_{n}-1$. Therefore, the maximum of $S_{\left(t_{n}-1\right)-\text { local }}=\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{n}}}+$ $\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{n}}}$ is

$$
\begin{equation*}
S_{\left(t_{n}-1\right)-\text { local }}^{\max }=\sqrt{1+\Delta^{2 / p_{n}}}>1 \tag{11}
\end{equation*}
$$

That is to say, all pure entangled states distributed in the network of Figure 1 indicate the non- $\left(t_{n}-1\right)$-local correlations.

Finally, we consider that all sources in Figure 1 produce any mixed states $\rho_{i}, i=$ $1,2, \cdots, t_{n}-1$. Let $T^{i}$ be the correlation matrix of $\rho_{i}$ and $\tau_{1}^{(i)}, \tau_{2}^{(i)}$ the two larger non-negative eigenvalues of $\left(T^{i}\right)^{\dagger} T^{i}, i=1,2, \cdots, t_{n}-1$. Let party $\mathrm{A}^{11}$ perform measurements $\left\{A_{0}^{11}=\right.$ $\left.\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}, A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}\right\} ;$ party A ${ }^{i j}$ perform measurements $\left\{A_{0}^{i j}=\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{z}^{k}, A_{1}^{i j}=\right.$ $\left.\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{x}^{k}\right\}\left(i=2,3, \cdots, n-1, j=1,2, \cdots, p_{i}\right)$; and party $\mathrm{A}^{n q}$ have measurement
choices $\left\{A_{0}^{n q}=\left(\sin \beta_{q}, 0, \cos \beta_{q}\right) \cdot \vec{\sigma}, A_{1}^{n q}=\left(\sin \beta_{q}^{\prime}, 0, \cos \beta_{q}^{\prime}\right) \cdot \vec{\sigma}\right\}$ with $\beta_{q}, \beta_{q}^{\prime} \in[0,2 \pi]$ ( $q=1,2, \cdots, p_{n}$ ). By calculations, we obtain

$$
I_{0, \cdots, 0,0}=\frac{1}{2^{p_{n}}} \sqrt{\tau_{1}^{(1)} \tau_{1}^{(2)} \tau_{1}^{(3)} \cdots \tau_{1}^{\left(t_{n}-1\right)}} \prod_{i=1}^{p_{n}}\left(\cos \beta_{i}+\cos \beta_{i}^{\prime}\right)
$$

and

$$
I_{1, \cdots, 1,1}=\frac{1}{2^{p_{n}}} \sqrt{\tau_{2}^{(1)} \tau_{2}^{(2)} \tau_{2}^{(3)} \cdots \tau_{2}^{\left(t_{n}-1\right)}} \prod_{i=1}^{p_{n}}\left(\sin \beta_{i}-\sin \beta_{i}^{\prime}\right)
$$

Following the analogous proof process of Equation (8), we have that the maximal value of $S_{\left(t_{n}-1\right)-\text { local }}=\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{n}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{n}}}$ is

$$
\begin{equation*}
S_{\left(t_{n}-1\right)-\text { local }}^{\max }=\sqrt{\left(\tau_{1}^{(1)} \tau_{1}^{(2)} \tau_{1}^{(3)} \cdots \tau_{1}^{\left(t_{n}-1\right)}\right)^{1 /\left(p_{n}\right)}+\left(\tau_{2}^{(1)} \tau_{2}^{(2)} \tau_{2}^{(3)} \cdots \tau_{2}^{\left(t_{n}-1\right)}\right)^{1 /\left(p_{n}\right)}} \tag{12}
\end{equation*}
$$

When $n=3$, Equations (11) and (12) reduce to Equations (7) and (8). By Equation (12), $S_{\left(t_{n}-1\right) \text {-local }}^{\max }>1$ implies the non- $\left(t_{n}-1\right)$-local correlations.

Besides, if all sources in Figure 1, respectively, distribute Werner states with visibilities $v_{1}, v_{2}, \cdots, v_{t_{n}-1}$, then we take the inputs of $\mathrm{A}^{11}\left\{A_{0}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{z}^{k}, A_{1}^{11}=\otimes_{k=1}^{p_{2}} \sigma_{x}^{k}\right\}$; the inputs of $\mathrm{A}^{i j}\left\{A_{0}^{i j}=\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{z}^{k}, A_{1}^{i j}=\otimes_{k=1}^{l_{i j}-l_{i(j-1)}+1} \sigma_{x}^{k}\right\}\left(i=2,3, \cdots, n-1, j=1,2, \cdots, p_{i}\right)$; and the inputs of $\mathrm{A}^{n q}\left\{A_{0}^{n q}=\left(\sigma_{z}+\sigma_{x}\right) / \sqrt{2}, A_{1}^{n q}=\left(\sigma_{z}-\sigma_{x}\right) / \sqrt{2}\right\}$. Let the overall visibility be $V=\prod_{i=1}^{t_{n}-1} v_{i}$. A calculation gives $I_{0, \cdots, 0,0}=\left(\frac{1}{\sqrt{2}}\right)^{p_{n}} V$ and $I_{1, \cdots, 1,1}=\left(\frac{1}{\sqrt{2}}\right)^{p_{n}} V$, and so,

$$
\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{n}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{n}}}=\sqrt{2} V^{1 / p_{n}}
$$

Hence, if $V>\left(\frac{1}{\sqrt{2}}\right)^{p_{n}}$, then the inequalities (9) will be violated, demonstrating non( $t_{n}-1$ )-local correlations in Figure 1.

### 2.3. Comparing Any Forked Tree-Shaped Network with Other Networks

In this subsection, we discuss the relationships of multi-local inequalities between any forked tree-shaped network of Figure 1 and a bilocal network, chain-shaped network, star-shaped network, and two-forked tree-shaped network.

In fact, when $n=2$ and $p_{2}=2$, the network of Figure 1 reduces to a bilocal network and the ( $t_{n}-1$ )-local Ineq. (5) reduces to the bilocal Ineq. (20) in [18]. When $p_{2}=\cdots=p_{n}=2$, the network of Figure 1 reduces to the chain-shaped network and Ineq. (5) reduces to the (2n-2)-local Ineq. (16) in [20]. When $n=2$, the network of Figure 1 reduces to a star-shaped network and Ineq. (5) reduces to the $p_{2}$-local Ineq. (7) in [21]. Moreover, if $l_{k j}-l_{k(j-1)}=2$ holds for any $(k, j)$, then the network of Figure 1 reduces to a two-forked tree-shaped network and Ineq. (5) reduces to the ( $2^{n}-2$ )-local Ineq. (16) in [42]. See Table 1. Therefore, from this point of view, any forked tree-shaped network can be seen as a generalization of these networks.

Table 1. Comparison of multi-local inequalities between any forked tree-shaped network and other networks.

| Networks | Multi-Local Inequalities | Relations |
| :---: | :---: | :---: |
| any forked tree-shaped | $\begin{gathered} \left\|I_{i_{1}, \cdots, i_{i_{n-1}}, 0}\right\|^{\frac{1}{p_{n}}}+ \\ \left\|I_{j_{1}, \cdots, j_{n-1},}\right\|^{\frac{1}{p_{n}}} \leq 1 \end{gathered}$ |  |
| bilocal | $\left\|I_{i_{1}, 0}\right\|^{\frac{1}{2}}+\left\|I_{j_{1},}\right\|^{\frac{1}{2}} \leq 1$ | $n=2, p_{2}=2$ |
| chain-shaped | $\begin{aligned} & \left\|I_{i_{1}, \cdots, i_{2 n-3}, 0}\right\|^{\frac{1}{2}}+ \\ & \left\lvert\, I_{j_{1}, \cdots, j_{2 n-3,1}}^{\frac{1}{2}} \leq 1\right. \end{aligned}$ | $p_{2}=\cdots=p_{n}=2$ |
| star-shaped | $\left\|I_{i_{1}, 0}\right\|^{\frac{1}{p_{2}}}+\left\|I_{j_{1},}\right\|^{\frac{1}{p_{2}}} \leq 1$ | $n=2$ |
| two-forked tree-shaped | $\begin{aligned} & \left\|I_{i_{1}, \cdots, i_{2 n-1}, 1},\right\|^{\frac{1}{2^{n-1}}}+ \\ & \left\|I_{j_{1}}, \cdots,,_{2^{n-1}-1}, 1\right\|^{\frac{1}{n^{n-1}}} \leq 1 \end{aligned}$ | $l_{k j}-l_{k(j-1)}=2$ |

## 3. Discussions

In this work, we discussed the nonlocality of a kind of important quantum network: any forked tree-shaped network, in which each node, respectively, shares an arbitrary number of bipartite sources with other nodes in the next "layer". This network contains $\left(t_{n}-1\right)$ independent bipartite sources and $t_{n}$ noninteracting parties ( $n \geq 2$ ). The "twoforked" tree-shaped networks discussed in [42] are special tree-shaped networks. In addition, if $n=2$, the networks are in fact the $p_{2}$-local star networks introduced in [21]. If $p_{2}=\cdots=p_{n}=2$, the networks are reduced to the chain networks introduced in [20]. We gave a detailed discussion for the case of $n=3$, i.e., a tree-shaped network scenario with $t_{3}$ particles and $\left(t_{3}-1\right)$ independent sources. Concretely, we gave the inequalities satisfied by all $\left(t_{3}-1\right)$-local correlations, proved that all pure entangled states violate these $\left(t_{3}-1\right)$-local inequalities, obtained a necessary condition for mixed states to violate these inequalities, and explored the relation between the $\left(t_{3}-1\right)$-locality correlation and locality correlation in this quantum network. Finally, we generalized these results to the general $t_{n}$-partite tree-shaped networks. Note that the tree-shaped networks examined here just involve bipartite quantum states. The nonlocality of tree-shaped networks with multipartite states deserves further research.
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## Appendix A

To prove Theorem 1, the following lemma is needed.
Lemma A1 ([21] Lemma 1). Assume that $x_{i}^{k}$ are non-negative real numbers, $i=1,2, \cdots, n$, and $k=1,2, \cdots, m$. Then,

$$
\sum_{k=1}^{m}\left(\prod_{i=1}^{n} x_{i}^{k}\right)^{1 / n} \leq \prod_{i=1}^{n}\left(\sum_{k=1}^{m} x_{i}^{k}\right)^{1 / n}
$$

Proof of Theorem 1. By the assumption, all joint probability distributions have a $\left(t_{3}-1\right)$ local decomposition form satisfying Equations (3) and (4). Firstly, take $i_{1}=\cdots=i_{t_{2}}=$ $j_{1}=\cdots=j_{t_{2}}=0$. Then,

$$
I_{0, \cdots, 0,0}=\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle
$$

and

$$
I_{0, \cdots, 0,1}=\frac{1}{2^{p_{3}}} \sum_{x_{31}, \cdots, x_{3 p_{3}}}(-1)^{x_{31}+\cdots+x_{3 p_{3}}}\left\langle A_{0}^{11} A_{0}^{21} \cdots A_{0}^{2 p_{2}} A_{x_{31}}^{31} \cdots A_{x_{3 p_{3}}}^{3 p_{3}}\right\rangle
$$

Write

$$
\begin{gathered}
\left\langle A_{x_{11}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}=\sum_{a_{11}}(-1)^{a_{11}} P\left(a_{11} \mid x_{11}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right), \\
\left\langle A_{x_{21}}^{21}\right\rangle_{\lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}}=\sum_{a_{21}}(-1)^{a_{21}} P\left(a_{21} \mid x_{21}, \lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}\right), \\
\cdots \cdots \\
\left\langle A_{x_{2 p_{2}}}^{2 p_{2}}\right\rangle_{\lambda_{p_{2},}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1, \cdots, \lambda_{t_{3}-1}}=\sum_{a_{2 p_{2}}}(-1)^{a_{2 p_{2}} P\left(a_{2 p_{2}} \mid x_{2 p_{2}}, \lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1}, \cdots, \lambda_{t_{3}-1}\right),}}^{\left\langle A_{x_{3 j}}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}=\sum_{a_{3 j}}(-1)^{a_{3 j}} P\left(a_{3 j} \mid x_{3 j}, \lambda_{p_{2}+j}\right), \quad \forall j=1, \cdots, p_{3}} .
\end{gathered}
$$

By Equations (3) and (4) and the facts that $\left|\left\langle A_{0}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}\right| \leq 1,\left|\left\langle A_{0}^{21}\right\rangle_{\lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}}\right| \leq$ $1, \cdots, \mid\left\langle A_{0}^{2 p_{2}}\right\rangle_{\lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1, \cdots, \lambda_{t_{3}-1}} \mid \leq 1 \text {, we have }}$

$$
\begin{aligned}
& \left.\left|I_{0, \cdots, 0,0}\right|=\frac{1}{2^{p_{3}}} \right\rvert\, \int \cdots \int P_{1}\left(\lambda_{1}\right) \cdots P_{t_{3}-1}\left(\lambda_{t_{3}-1}\right)\left\langle A_{0}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}\left\langle A_{0}^{21}\right\rangle_{\lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}} \cdots \\
& \cdot\left\langle A_{0}^{2 p_{2}}\right\rangle_{\lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1}, \cdots, \lambda_{t_{3}-1}} \prod_{j=1}^{p_{3}}\left(\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right) \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} \mid \\
& \left.\leq \frac{1}{2^{p_{3}}} \int \cdots \int P_{1}\left(\lambda_{1}\right) \cdots P_{t_{3}-1}\left(\lambda_{t_{3}-1}\right)\left|\left\langle A_{0}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}\right|\left\langle A_{0}^{21}\right\rangle_{\lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}} \right\rvert\, \cdots \\
& \cdot\left|\left\langle A_{0}^{2 p_{2}}\right\rangle_{\lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1}, \cdots, \lambda_{t_{3}-1}}\right| \prod_{j=1}^{p_{3}}\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} \\
& \leq \frac{1}{2^{p_{3}}} \int \cdots \int P_{1}\left(\lambda_{1}\right) \cdots P_{t_{3}-1}\left(\lambda_{t_{3}-1}\right) \prod_{j=1}^{p_{3}}\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} \\
& =\prod_{j=1}^{p_{3}} \frac{\int P_{p_{2}+j}\left(\lambda_{p_{2}+j}\right)\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}}+j}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{p_{2}+j}}{2} .
\end{aligned}
$$

Similarly, one has

$$
\left|I_{0, \cdots, 0,1}\right| \leq \prod_{j=1}^{p_{3}} \frac{\int P_{p_{2}+j}\left(\lambda_{p_{2}+j}\right)\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}-\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{p_{2}+j}}{2}
$$

By Lemma A1, we can obtain

$$
\begin{aligned}
& \left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{0, \cdots, 0,1}\right|^{\frac{1}{p_{3}}} \\
\leq & \prod_{j=1}^{p_{3}}\left[\int P_{p_{2}+j}\left(\lambda_{p_{2}+j}\right)\left(\frac{\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}}+j}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}}+j}\right|}{2}+\frac{\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}-\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|}{2}\right) \mathrm{d} \lambda_{p_{2}+j}\right]^{\frac{1}{p_{3}}} \\
= & \prod_{j=1}^{p_{3}}\left[\int P_{p_{2}+j}\left(\lambda_{p_{2}+j}\right) \max \left\{\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|,\left|\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|\right\} \mathrm{d} \lambda_{p_{2}+j}\right]^{\frac{1}{p_{3}}} \leq 1 .
\end{aligned}
$$

With similar discussions, Inequality (5) also holds for any other values of $i_{1}, \cdots, i_{t_{2}}, j_{1}$, $\cdots, j_{t_{2}}(\in\{0,1\})$.

Proof of Theorem 2. For any $i_{1}, \cdots, i_{t_{2}}, j_{1}, \cdots, j_{t_{2}} \in\{0,1\}$, we can obtain

$$
I_{i_{1}, \cdots, i_{t_{2}}, 0}=\frac{1}{2^{p_{3}}}\left\langle A_{i_{1}}^{11} A_{i_{2}}^{21} \cdots A_{i_{t_{2}}}^{2 p_{2}}\left(A_{0}^{31}+A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}+A_{1}^{3 p_{3}}\right)\right\rangle
$$

and

$$
I_{j_{1}, \cdots, j_{t_{2}}, 1}=\frac{1}{2^{p_{3}}}\left\langle A_{j_{1}}^{11} A_{j_{2}}^{21} \cdots A_{j_{t_{2}}}^{2 p_{2}}\left(A_{0}^{31}-A_{1}^{31}\right) \cdots\left(A_{0}^{3 p_{3}}-A_{1}^{3 p_{3}}\right)\right\rangle .
$$

Here, we use similar symbols as those in the proof of Theorem 1. Note that $\mid\left\langle A_{i_{1}\left(j_{1}\right)}^{11}\right\rangle$ $\lambda_{1}, \cdots, \lambda_{p_{2}}\left|\leq 1,\left|\left\langle A_{i_{2}\left(j_{2}\right)}^{21}\right\rangle_{\lambda_{1}, \lambda_{p_{2}+1}, \cdots, \lambda_{p_{2}+l_{21}}}\right| \leq 1, \cdots,\left|\left\langle A_{i_{t_{2}}\left(j_{t_{2}}\right)}^{2 p_{2}}\right\rangle_{\lambda_{p_{2}}, \lambda_{p_{2}+l_{2\left(p_{2}-1\right)}+1}, \cdots, \lambda_{t_{3}-1}}\right|\right.$ $\leq 1$. By Equation (3) and a similar discussion to that in the proof of Theorem 1, we have

$$
\left|I_{i_{1}, \cdots, i_{2}, 0}\right| \leq \frac{1}{2^{p_{3}}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{3}-1}\right) \prod_{j=1}^{p_{3}}\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1}
$$

and

$$
\left|I_{j_{1}, \cdots, j_{2}, 1}\right| \leq \frac{1}{2^{p_{3}}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{3}-1}\right) \prod_{j=1}^{p_{3}}\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}-\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} .
$$

Consequently,

$$
\begin{aligned}
& \left|I_{i_{1}, \cdots, i_{t_{2}}, 0}\right|+\left|I_{j_{1}, \cdots, j_{t_{2}}, 1}\right| \\
\leq & \frac{1}{2^{p 3}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{3}-1}\right) \prod_{j=1}^{p_{3}}\left(\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}+\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|+\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}-\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|\right) \\
& \cdot \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} \\
= & \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{3}-1}\right) \prod_{j=1}^{p_{3}} \max \left\{\left|\left\langle A_{0}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|,\left|\left\langle A_{1}^{3 j}\right\rangle_{\lambda_{p_{2}+j}}\right|\right\} \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{3}-1} \leq 1 .
\end{aligned}
$$

Proof of Equation (8). Note that

$$
\begin{aligned}
& S_{\left(\text {ta }_{3}-1\right)-\text { local }}=\left|I_{0, \cdots, 0,0}\right|^{\frac{1}{p_{3}}}+\left|I_{1, \cdots, 1,1}\right|^{\frac{1}{p_{3}}} \\
& \left.=\frac{1}{2}\left(\tau_{1}^{A^{11} A^{21}} \cdots \tau_{1}^{A^{11} A^{2 p_{2}}} \tau_{1}^{A^{21} A^{31}} \cdots \tau_{1}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{2 p_{3}}} \right\rvert\, \prod_{j=1}^{p_{3}}\left(\cos \beta_{j}+\cos \beta_{j}^{\prime}\right)^{\frac{1}{p_{3}}} \\
& +\frac{1}{2}\left(\tau_{2}^{A^{11} A^{21}} \cdots \tau_{2}^{A^{11} A^{2 p_{2}}} \tau_{2}^{A^{21} A^{31}} \cdots \tau_{2}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{2 p_{3}}} \prod_{j=1}^{p_{3}}\left(\sin \beta_{j}-\sin \beta_{j}^{\prime} \left\lvert\,{ }^{\frac{1}{p_{3}}} .\right.\right.
\end{aligned}
$$

For convenience, write $f\left(\beta_{1}, \beta_{1}^{\prime}, \cdots, \beta_{p_{3}}, \beta_{p_{3}}^{\prime}\right)=S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}$. To maximize the function $f$, calculating all the partial derivatives $\partial_{\beta_{j}} f=\partial_{\beta_{j}^{\prime}} f=0$ for $j, j^{\prime} \in\left\{1,2, \cdots, p_{3}\right\}$, one obtains that the extreme points of $f$ must satisfy

These imply

$$
\left|\cos \beta_{j}\right|=\sqrt{\frac{\left(\tau_{1}^{A^{11} A^{21}} \cdots \tau_{1}^{A^{11} A^{2 p_{2}}} \tau_{1}^{A^{21} A^{31}} \cdots \tau_{1}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{p_{3}}}}{\sum_{i=1}^{2}\left(\tau_{i}^{A^{11} A^{21}} \cdots \tau_{i}^{A^{11} A^{2 p_{2}}} \tau_{i}^{\left.A^{21} A^{31} \cdots \tau_{i}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{p_{3}}}}\right.}}
$$

and

Hence, the corresponding function value of these extreme points is

$$
\sqrt{\sum_{i=1}^{2}\left(\tau_{i}^{A^{11} A^{21}} \cdots \tau_{i}^{A^{11} A^{2 p_{2}}} \tau_{i}^{A^{21} A^{31}} \cdots \tau_{i}^{A^{2 p_{2}} A^{3 p_{3}}}\right)^{\frac{1}{p_{3}}}} .
$$

By comparing this function value with those of all endpoints, it follows that the maximum of $f=S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}$ is

$$
S_{\left(\mathrm{t}_{3}-1\right)-\text { local }}^{\max }=\sqrt{\sum_{i=1}^{2}\left(\tau_{i}^{A^{11} A^{21}} \cdots \tau_{i}^{A^{11} A^{2 p_{2}}} \tau_{i}^{A^{21} A^{31}} \cdots \tau_{i}^{\left.A^{2 p_{2}} A^{3 p_{3}}\right)^{\frac{1}{p_{3}}}} . . . . ~\right.}
$$

Proof of Theorem 3. Assume that Equation (1) holds. Write

$$
\begin{aligned}
& \left\langle A_{x_{11}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}=\sum_{a_{11}}(-1)^{a_{11}} P\left(a_{11} \mid x_{11}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right), \\
& \left\langle A_{\left.x_{(n-1)}\right) p_{n-1}}^{(n-1) p_{n-1}}\right\rangle_{t_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n}-1}}} \\
& =\sum_{a_{(n-1) p_{n-1}}}(-1)^{a_{(n-1) p_{n-1}} P\left(a_{(n-1) p_{n-1}} \mid x_{(n-1) p_{n-1}}, \lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)\left(p_{n-1}-1\right)}}, \cdots, \lambda_{t_{n}-1}\right), ~, ~, ~, ~} \\
& \left\langle A_{x_{n k}}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}=\sum_{a_{n k}}(-1)^{a_{n k}} P\left(a_{n k} \mid x_{n k}, \lambda_{t_{n-1}-1+k}\right), \quad \forall k=1, \cdots, p_{n} .
\end{aligned}
$$

By Equation (1), for any $i_{1}, \cdots, i_{t_{n-1}}, j_{1}, \cdots, j_{t_{n-1}} \in\{0,1\}$, we have

$$
\begin{aligned}
& \left|I_{i_{1}, \cdots, i_{t_{n-1}}, 0}\right|=\left|\frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}}\left\langle A_{i_{1}}^{11} \cdots A_{i_{n-1}}^{(n-1) p_{n-1}} A_{x_{n 1}}^{n 1} \cdots A_{x_{n p_{n}}}^{n p_{n}}\right\rangle\right| \\
& =\left\lvert\, \frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}} a_{11}, \cdots, a_{n p_{n}}}(-1)^{a_{11}+\cdots+a_{n p_{n}}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left[P\left(a_{11} \mid i_{1}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right) \cdots\right.\right. \\
& \cdot P\left(a_{(n-1) p_{n-1}} \mid i_{t_{n-1}}, \lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)\left(p_{n-1}-1\right)}}, \cdots, \lambda_{t_{n}-1}\right) P\left(a_{n 1} \mid x_{n 1}, \lambda_{t_{n-1}}\right) \cdots \\
& \left.\cdot P\left(a_{n p_{n}} \mid x_{n p_{n}}, \lambda_{t_{n}-1}\right)\right] \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \mid \\
& =\left\lvert\, \frac{1}{2^{p_{n}}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left\langle A_{i_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}} \cdots\right. \\
& \cdot\left\langle A_{i_{n-1}}^{(n-1) p_{n-1}}\right\rangle_{\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)}\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n-1}}}\left\langle A_{x_{n 1}}^{n 1}\right\rangle_{\lambda_{t_{n-1}}} \cdots\left\langle A_{x_{n p_{n}}}^{n p_{n}}\right\rangle_{\lambda_{t_{n-1}}} \mathrm{~d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \mid \\
& =\left\lvert\, \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left\langle A_{i_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}} \cdots\right. \\
& \cdot\left\langle A_{i_{t_{n-1}}}^{(n-1) p_{n-1}}\right\rangle_{\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)}\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n}-1}}\left(\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}+\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right) \cdots \\
& \cdot\left(\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}+\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right) \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \mid \\
& \leq \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left|\left\langle A_{i_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}\right| \cdots \\
& \cdot \mid\left\langle A_{i_{t_{n-1}}^{(n-1)} p_{n-1}}^{\left(\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l}(n-1)\left(p_{n-1}-1\right)\right.}, \cdots, \lambda_{t_{n-1}}\right|\left|\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}+\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right| \cdots \\
& \cdot\left|\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}+\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
& \leq \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left|\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}+\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right| \cdots\left|\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}+\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right| \\
& \text { - } \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
& =\frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}}\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}+\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|I_{j_{1}, \cdots, j_{n-1}, 1}\right|=\left|\frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}}(-1)^{x_{n 1}+\cdots+x_{n p_{n}}}\left\langle A_{j_{1}}^{11} \cdots A_{j_{n-1}}^{(n-1) p_{n-1}} A_{x_{n 1}}^{n 1} \cdots A_{x_{n p_{n}}}^{n p_{n}}\right\rangle\right| \\
& =\left\lvert\, \frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}}(-1)^{x_{n 1}+\cdots+x_{n p_{n}}} \sum_{a_{11}, \cdots, a_{n p_{n}}}(-1)^{a_{11}+\cdots+a_{n p}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\right. \\
& \cdot\left[P\left(a_{11} \mid j_{1}, \lambda_{1}, \cdots, \lambda_{p_{2}}\right) \cdots P\left(a_{(n-1) p_{n-1}} \mid j_{t_{n-1}}, \lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l_{(n-1)\left(p_{n-1}-1\right)}} \cdots, \lambda_{t_{n}-1}\right)\right. \\
& \left.\cdot P\left(a_{n 1} \mid x_{n 1}, \lambda_{t_{n-1}}\right) \cdots P\left(a_{n p_{n}} \mid x_{n p_{n}}, \lambda_{t_{n}-1}\right)\right] \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \mid \\
& =\left\lvert\, \frac{1}{2^{p n}} \sum_{x_{n 1}, \cdots, x_{n p_{n}}}(-1)^{x_{n 1}+\cdots+x_{n p_{n}}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left\langle A_{j_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}} \cdots\right. \\
& \cdot\left\langle A_{j_{n-1}}^{(n-1) p_{n-1}}\right\rangle_{\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+1}(n-1)\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n}-1}\left\langle A_{x_{n 1}}^{n 1}\right\rangle_{\lambda_{t_{n-1}}} \cdots\left\langle A_{x_{n p_{n}}}^{n p_{n}}\right\rangle_{t_{t_{n}-1}} \mathrm{~d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
& =\left\lvert\, \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left\langle A_{j_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}} \cdots\right. \\
& \cdot\left\langle A_{j_{t_{n-1}}^{(n-1)} p_{n-1}}^{( }\right\rangle_{\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+l}(n-1)\left(p_{n-1}-1\right)}, \cdots, \lambda_{t_{n-1}}\left(\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}-\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right) \cdots \\
& \cdot\left(\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}-\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right) \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \mid \\
& \leq \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left|\left\langle A_{j_{1}}^{11}\right\rangle_{\lambda_{1}, \cdots, \lambda_{p_{2}}}\right| \cdots \\
& \cdot\left|\left\langle A_{j_{t_{n-1}}}^{(n-1) p_{n-1}}\right\rangle_{\lambda_{t_{n-1}-1}, \lambda_{t_{n-1}+1}(n-1)\left(p_{n-1}\right), \cdots, \lambda_{t_{n}-1}}\right| \\
& \cdot\left|\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}-\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right| \cdots\left|\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}-\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
& \leq \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right)\left|\left\langle A_{0}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}-\left\langle A_{1}^{n 1}\right\rangle_{\lambda_{t_{n-1}}}\right| \cdots\left|\left\langle A_{0}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}-\left\langle A_{1}^{n p_{n}}\right\rangle_{\lambda_{t_{n}-1}}\right| \\
& \cdot \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
& =\frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}}\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}-\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left|I_{i_{1}, \cdots, i_{t_{n-1}}, 0}\right|+\left|I_{j_{1}, \cdots, j_{t_{n-1}}, 1}\right| \\
\leq & \frac{1}{2^{p n}} \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}}\left(\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}+\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right|\right. \\
& \left.+\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}-\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}}}\right|\right) \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
= & \int \cdots \int P\left(\lambda_{1}, \cdots, \lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}} \max \left\{\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right|,\left|\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right|\right\} \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \leq 1,
\end{aligned}
$$

as desired.
Moreover, if Equation (2) also holds, we have

$$
\begin{aligned}
& \left|I_{i_{1}, \cdots, i_{t_{n-1}}, 0}\right| \\
\leq & \frac{1}{2^{p n}} \int \cdots \int P_{1}\left(\lambda_{1}\right) \cdots P_{t_{n}-1}\left(\lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}}\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}+\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
= & \prod_{k=1}^{p_{n}} \int P_{t_{n-1}-1+k}\left(\lambda_{t_{n-1}-1+k}\right) \frac{\left|\left\langle A_{0}^{n k}\right\rangle_{t_{n-1}-1+k}+\left\langle A_{1}^{n k}\right\rangle_{\lambda_{n-1}-1+k}\right|}{2} \mathrm{~d} \lambda_{t_{n-1}-1+k}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|I_{j_{1}, \cdots, j_{n-1},}\right| \\
\leq & \frac{1}{2^{p n}} \int \cdots \int P_{1}\left(\lambda_{1}\right) \cdots P_{t_{n}-1}\left(\lambda_{t_{n}-1}\right) \prod_{k=1}^{p_{n}}\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}-\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right| \mathrm{d} \lambda_{1} \cdots \mathrm{~d} \lambda_{t_{n}-1} \\
= & \prod_{k=1}^{p_{n}} \int P_{t_{n-1}-1+k}\left(\lambda_{t_{n-1}-1+k} \frac{\mid\left\langle\left\langle\lambda_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}-\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}} \mid}^{2} \mathrm{~d} \lambda_{t_{n-1}-1+k} .\right.}{2}\right.
\end{aligned}
$$

## Using Lemma A1, we obtain

$$
\begin{aligned}
& \left|I_{i_{1}, \cdots, i_{n-1}, 0}\right|^{\frac{1}{p_{n}}}+\left|I_{j_{1}, \cdots, j_{n-1}, 1}\right|^{\frac{1}{p_{n}}} \\
& \leq \prod_{k=1}^{p_{n}}\left[\int P _ { t _ { n - 1 } - 1 + k } ( \lambda _ { t _ { n - 1 } - 1 + k } ) \left(\frac{\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{n-1}-1+k}+\left\langle A_{1}^{n k}\right\rangle_{\lambda_{n-1}-1+k}\right|}{2}\right.\right. \\
& \left.\left.+\frac{\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{n-1}-1+k}-\left\langle A_{1}^{n k}\right\rangle \lambda_{t_{n-1}-1+k}\right|}{2}\right) \mathrm{~d} \lambda_{t_{n-1}-1+k}\right]^{\frac{1}{p_{n}}} \\
& =\prod_{k=1}^{p_{n}}\left[\int P_{t_{n-1}-1+k}\left(\lambda_{t_{n-1}-1+k}\right) \max \left\{\left|\left\langle A_{0}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right|,\left|\left\langle A_{1}^{n k}\right\rangle_{\lambda_{t_{n-1}-1+k}}\right|\right\} \mathrm{d} \lambda_{t_{n-1}-1+k}\right]^{\frac{1}{p n}} \leq 1,
\end{aligned}
$$

that is, Inequality (9) holds.
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#### Abstract

In this paper, we propose a distributed secure delegated quantum computation protocol, by which an almost classical client can delegate a $(d k)$-qubit quantum circuit to $d$ quantum servers, where each server is equipped with a $2 k$-qubit register that is used to process only $k$ qubits of the delegated quantum circuit. None of servers can learn any information about the input and output of the computation. The only requirement for the client is that he or she has ability to prepare four possible qubits in the state of $\left(|0\rangle+e^{i \theta}|1\rangle\right) / \sqrt{2}$, where $\theta \in\{0, \pi / 2, \pi, 3 \pi / 2\}$. The only requirement for servers is that each pair of them share some entangled states $(|0\rangle|+\rangle+|1\rangle|-\rangle) / \sqrt{2}$ as ancillary qubits. Instead of assuming that all servers are interconnected directly by quantum channels, we introduce a third party in our protocol that is designed to distribute the entangled states between those servers. This would simplify the quantum network because the servers do not need to share a quantum channel. In the end, we show that our protocol can guarantee unconditional security of the computation under the situation where all servers, including the third party, are honest-but-curious and allowed to cooperate with each other.


Keywords: quantum computation; secure delegated computation; distributed architecture

## 1. Introduction

Quantum computing has been extensively studied from theory to practice [1,2]. It is widely accepted that noisy intermediate-scale quantum (NISQ) computers may be available in the coming decades [3]. However, the limited quantum memory of NISQ devices means that they may not have the capability to deal with large-scale quantum information processing. This is obviously a severe constraint, as many practical problems, e.g., machine learning, usually require immense memory overhead. A feasible way to overcome this obstacle is to utilize distributed architecture for quantum computations [4]. That is, using a group of small-scale quantum computers interconnected by classical and quantum networks to implement largescale quantum computation tasks. However, considering the tremendous cost of building a quantum computer, it is not likely that ordinary consumers will be able to afford an NISQ computer in the foreseeable future. In fact, it is widely believed that the role of quantum computers is similar to today's classical supercomputers, which means only a few organizations or enterprises can have quantum computers at their disposal. Thus, for ordinary customers, a better way to access quantum computers is to delegate their computations to the companies that offer quantum computing as cloud services. Indeed, this computation pattern has been applied in today's Internet, e.g., IBM Quantum platform [5].

Delegated quantum computation is actually closely related to distributed quantum computation [4]. The client-to-server pattern in delegated computation naturally belongs
to the category of distributed quantum computation. A class of delegated quantum computation protocols are constructed under the framework of measurement-based quantum computation (MBQC) [6-8], which is driven by a sequence of single-qubit measurements on some specific entangled state, where the entangled resource is also a basic module in the distributed quantum computation. Another class of delegated quantum computation protocols are obtained using the technique quantum computing on encrypted data (QCED) [9] or quantum homomorphic encryption (QHE) [10]. Although QCED and QHE are distinct concepts, the basic idea behind them is identical. Both of them use the quantum one-time pad to encrypt the input and output states but use different the methods to achieve the non-Clifford gates. Nevertheless, most schemes use the entangled states as the ancillary resources, for example [10-12].

Both distributed quantum computation and delegated quantum computation have been investigated broadly; see references [13-21] and [6,11,22-28], respectively. Typically, the distributed architecture for quantum computation makes use of photons as flying qubits between computational nodes, where each node is equipped with a quantum computer. The flying qubits are usually used to generate entangle states between distinct servers (i.e., nodes). By means of quantum entanglement, the non-local operations, such as controlledNOT gate, can be done between two distant servers. Note that the quantum computer in each server is not necessarily an optical quantum computer; it can be made up of some other quantum system [29], such as ion traps or cloud atoms. Related experiments have been successfully demonstrated (see references [30,31]). Recently, researchers also investigated the possibility of simulating large-scale quantum systems in a hybrid quantum-classical manner [32]. That is, using a classical computer combined with a small quantum computer to simulate a large quantum computer [33]. However, the computational model considered in $[32,33]$ is slightly different from the traditional model of circuit-based quantum computation. In this paper, we will not consider the method in [32], but rather the quantum entanglement to implement the non-local operation. In general, delegated quantum computation refers specifically to the secure delegated quantum computation (SDQC), which requires that no one except the client can obtain the right input and output of the computation. Typically, the client is required to have some basic quantum capacities, for example, preparing some single qubits or performing single-qubit measurements. In [34], the authors proposed a more rigorous SDQC protocol, which they called universal blind quantum computation (UBQC). The new protocol can guarantee that not only the input and output but also the computation itself, i.e., the algorithm, are unknown to the server. Although it seems that UBQC is more secure than SDQC, they are equivalent. That is, SDQC can be converted into UBQC [35]. As delegated quantum computation protocols effectively release the quantum resources in the client side, related experimental demonstrations have rapidly been implemented using the linear optics components (see References [9,25,36,37]).

Based on the above observations, in this paper we formally propose a distributed secure delegated quantum computation protocol that allows a half-classical client who can only prepare special single qubits to implement a large-scale quantum circuit on several quantum servers interconnected by entangled channels. Each server only has a limited quantum memory so that it can only compute a fraction of the delegated circuit. Moreover, during the computation, servers get nothing about the input and output of the computation. We also give a detailed security proof for our protocol. The rest of this paper is organized as follows. Section 2 introduces some basic preliminaries and notation. Section 3 presents the basic modules for delegated quantum computation. Section 4 gives the complete distributed delegated quantum computation protocol. Section 5 analyzes the security of our protocol. The last section discusses some remaining problems in our work.

## 2. Preliminaries and Notation

We assume that readers are familiar with the basics of quantum computation. In this work, we will use the following basic quantum gates:

$$
\begin{gather*}
Z|s\rangle=e^{i s \pi}|s\rangle  \tag{1}\\
X|s\rangle=|s \oplus 1\rangle  \tag{2}\\
H|s\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle+e^{i s \pi}|1\rangle\right),  \tag{3}\\
P|s\rangle=e^{i \frac{s}{2} \pi}|s\rangle  \tag{4}\\
T|s\rangle=e^{i \frac{s}{4} \pi}|s\rangle  \tag{5}\\
C Z|s, t\rangle=e^{i s t \pi}|s, t\rangle \tag{6}
\end{gather*}
$$

where $s, t \in\{0,1\}$ and $i=\sqrt{-1} ; P$ and $T$ refer to the phase gate and the $\pi / 8$ gate, respectively; and $C Z$ denotes the controlled- $Z$ gate. In order to analyze conveniently, we also introduce the Z-rotation operator defined as follows:

$$
R_{z}(\alpha)=\left(\begin{array}{cc}
e^{-i \frac{\alpha}{2}} & 0  \tag{7}\\
0 & e^{i \frac{\alpha}{2}}
\end{array}\right)
$$

where $\alpha \in[0,2 \pi)$ is referred as the rotation angle. Regardless of the global phases, we can see that $Z \equiv R_{z}(\pi), P \equiv R_{z}\left(\frac{\pi}{2}\right)$, and $T \equiv R_{z}\left(\frac{\pi}{4}\right)$. We use $\left|+{ }_{\varphi}\right\rangle$ to denote the following single qubit:

$$
\begin{equation*}
\left|+{ }_{\varphi}\right\rangle=\frac{|0\rangle+e^{i \varphi \pi}|1\rangle}{\sqrt{2}} \tag{8}
\end{equation*}
$$

where we consider $\varphi \in[0,2 \pi)$. It is clear that, up to an unimportant global phase, $R_{z}(\alpha)\left|+_{\varphi}\right\rangle \equiv\left|+_{(\varphi+\alpha)}\right\rangle$. Thus, $\varphi$ is also called as the rotation angle. By this definition, we can see that $|+\rangle=\left|+{ }_{0}\right\rangle$ and $|-\rangle=|+\pi\rangle$. Note that for any $\theta \in[0,2 \pi)$ the states $\left|+{ }_{\theta}\right\rangle$ and $\left|{ }_{(\theta+\pi)}\right\rangle$ comprise a basis, thus we can define a single-qubit measurement operator as follows:

$$
\begin{equation*}
M(\theta)=\sum_{s \in\{0,1\}}(-1)^{s}\left|+_{(\theta+s \pi)}\right\rangle\left\langle+_{(\theta+s \pi)}\right|, \tag{9}
\end{equation*}
$$

where $\theta$ is referred as the measurement angle in this case, and $s \in\{0,1\}$ denotes the classical measurement outcome. Specifically, $s=0$ if the post-measurement state is $\left|+{ }_{\theta}\right\rangle$, otherwise $s=1$. Finally, in this work we will also use a special two-qubit entangled state defined as follows:

$$
\begin{equation*}
|H\rangle=\frac{|0\rangle|+\rangle+|1\rangle|-\rangle}{\sqrt{2}} \tag{10}
\end{equation*}
$$

which can be prepared by applying a $C Z$ gate on two qubits $|+\rangle|+\rangle$.

## 3. Secure Delegated Quantum Computation

In this work, the delegated quantum computation model we adopt is from [38], in which the authors improved the original QCED protocol [11] in two aspects. First, the quantum capacities of clients are further reduced. In theory, they only need to prepare the qubits $\left|+_{\varphi}\right\rangle$, where $\varphi \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\}$. Second, the security of the protocol can be still guaranteed even if some information is leaked to servers.

First of all, we specify that the client's input is encoded in $X$ basis. That is, encoding 0 and 1 as $|+\rangle$ and $|-\rangle$, respectively. Let $x=x_{1} x_{2} \cdots x_{n} \in\{0,1\}^{n}$ be the $n$-bit classical input string, then the corresponding encoded input state can be expressed as $\left|+{ }_{x \pi}\right\rangle \equiv\left|+_{x_{1} \pi}\right\rangle\left|+x_{2} \pi\right\rangle \cdots\left|+x_{n} \pi\right\rangle$. For simplicity, we abbreviate $\left|+x_{x \pi}\right\rangle$ as $\left|+{ }_{x}\right\rangle$. The universal gate set we consider is $\mathbb{U}=\{X, Z, P, T, H, C Z\}$. Note that this gate set is not minimal because $X, Z$, and $P$ can be obtained from $\{T, H\}$. Despite that, additional basic gates can effectively decrease the circuit complexity.

Now suppose the client's input state is $\left|+_{x}\right\rangle$, where $x \in\{0,1\}^{n}$. In [38], the client uses the random operator $X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}$ to encrypt each qubit $\left|+x_{i}\right\rangle$, where $x_{i} \in\{0,1\}$, and $a_{i}, b_{i}, c_{i} \in\{0,1\}$ are referred as the encryption keys, and for any operator $U$ we define $U^{0}=I$ and $U^{1}=U$. The subscript $i$ in $X_{i}, Z_{i}$, and $P_{i}$ is used to denote that the corresponding gate is applied on the $i$ th qubit (hereinafter referred to as qubit $i$ ). Similarly, the subscript $i$ in $a_{i}, b_{i}, c_{i}$ is used to denote that the corresponding encryption keys are related to qubit $i$. We can check that this encryption scheme is a quantum one-time pad (see Equation (11)), thus it provides an information-theoretical security for any qubit $\rho$.

$$
\begin{equation*}
\frac{1}{4} \sum_{a, b, c \in\{0,1\}} X^{a} Z^{b} P^{c} \rho P^{3 c} Z^{b} X^{a}=\frac{I}{2} \tag{11}
\end{equation*}
$$

In theory, to achieve this encryption, the client needs to perform random gates $P^{c}, Z^{b}$, and $X^{a}$ on the state $\rho$ in sequence. However, for the qubit $\left|+_{x_{i}}\right\rangle$, it can be easily verified that

$$
\begin{equation*}
X^{a_{i}} Z^{b_{i}} P^{c_{i}}\left|+x_{i}\right\rangle \equiv\left|+\varphi_{i}\right\rangle, \tag{12}
\end{equation*}
$$

where $\varphi_{i}=(-1)^{a_{i}}\left(x_{i}+b_{i}+\frac{c_{i}}{2}\right) \pi \bmod 2 \pi \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\}$. Thus, instead of preparing $\left|+x_{i}\right\rangle$ then encrypting it by $X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}$, the client can directly generate the encrypted qubit. Specifically, given the $i$ th input bit $x_{i} \in\{0,1\}$, the client randomly chooses the corresponding encryption keys $a_{i}, b_{i}, c_{i} \in\{0,1\}$, then computes the value $\varphi_{i}=(-1)^{a_{i}}\left(x_{i}+b_{i}+\frac{c_{i}}{2}\right) \pi$ $\bmod 2 \pi$. Finally, the client prepares the qubit $\left|+\varphi_{i}\right\rangle$ as the encrypted qubit $i$.

After preparing all encrypted input qubits, the client sends them to the server. The server then performs the delegated quantum circuit $U$ on the encrypted qubits. Here, the circuit $U$ is known to both client and server (they can negotiate in advance via a classical channel). We assume that this circuit has been decomposed into a sequence of basic gates from the gate set $\mathbb{U}$. That is, $U=U_{m} U_{m-1} \cdots U_{2} U_{1}$, where each $U_{i} \in \mathbb{U}$ and the positive integer number $m$ is the total number of gates. The following identities, which all hold up to an irrelevant global phase, can be easily verified.

$$
\begin{gather*}
X_{i}\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}\right) \equiv\left(X_{i}^{a_{i}} Z_{i}^{b_{i} \oplus c_{i}} P_{i}^{c_{i}}\right) X_{i},  \tag{13}\\
Z_{i}\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}\right) \equiv\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}\right) Z_{i}  \tag{14}\\
P_{i}\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}\right) \equiv\left(X_{i}^{a_{i}} Z_{i}^{a_{i} \oplus b_{i}} P_{i}^{c_{i}}\right) P_{i}  \tag{15}\\
\left.T_{i}\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}\right) \equiv\left(X_{i}^{a_{i}} Z_{i}^{a_{i} \oplus b_{i} \oplus\left(a_{i} c_{i}\right.}\right) P_{i}^{a_{i} \oplus c_{i}}\right) T_{i},  \tag{16}\\
C Z_{i, j}\left(X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}} X_{j}^{a_{j}} Z_{j}^{b_{j}} P_{j}^{c_{j}}\right) \equiv\left(X_{i}^{a_{i}} Z_{i}^{a_{j} \oplus b_{i}} P_{i}^{c_{i}} X_{j}^{a_{j}} Z_{j}^{a_{i} \oplus b_{j}} P_{j}^{c_{j}}\right) C Z_{i, j}, \tag{17}
\end{gather*}
$$

It follows from Equations (13)-(17) that the basic gates $X, Z, P, T, C Z$ are commutable with the encryption operator $X^{a} Z^{b} P^{c}$, although the encryption keys may need to be updated. For example, Equation (13) indicates that performing an $X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}$ followed by an $X_{i}$ is equivalent to performing an $X_{i}$ followed by an $X_{i}^{a_{i}} Z_{i}^{b_{i} \oplus c_{i}} P_{i}^{c_{i}}$. Thus, the client only needs to update the value of $b_{i}$ such that $b_{i}:=b_{i} \oplus c_{i}$. The cases for $Z_{i}, P_{i}, T_{i}$, and $C Z_{i, j}$ follow the same reason. The related updating rules of encryption keys are shown in Equations (14)-(17). Note, however, that the commutativity noted above is not suited for the Hadamard gate $H$, as there is no $H P^{c} \equiv P^{c^{\prime}} H$ for any $c, c^{\prime} \in\{0,1\}$. In [38], the authors proposed a quantum teleportation scheme that they called the $H$-gadget (see Figure 1) so as to implement the $H$ gate in a similar manner. Specifically, the client needs to prepare two ancillary qubits $\left|+\alpha_{i}\right\rangle,\left|+\beta_{i}\right\rangle$ and a measurement angle $\theta_{i}$, where $\alpha_{i}$ and $\beta_{i}$ are chosen randomly, whereas $\theta_{i}$ can be determined by the following way.


Figure 1. The $H$-gadget in Ref. [38], which is designed for implementing an $H$ gate on an encrypted qubit $i$, where $s_{i}, s_{i}^{\prime} \in\{0,1\}$ are the measurement outcomes and $\alpha_{i}, \beta_{i} \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\}$ are the rotation angles of two ancillary qubits, and $\theta_{i} \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\}$ is the measurement angle of the second measurement.

Note that for any $\alpha_{i}, \beta_{i} \in\left\{0, \frac{\pi}{2}, \pi, \frac{3 \pi}{2}\right\}$, we can express them uniquely as follows:

$$
\begin{equation*}
\alpha_{i}=\left(d_{i}+\frac{e_{i}}{2}\right) \pi, \beta_{i}=\left(f_{i}+\frac{g_{i}}{2}\right) \pi \tag{18}
\end{equation*}
$$

where $d_{i}, e_{i}, f_{i}, g_{i} \in\{0,1\}$. Thus, the client can first generate random bits $d_{i}, e_{i}, f_{i}, g_{i}$ then compute the values of $\alpha_{i}$ and $\beta_{i}$. To determine $\theta_{i}$, the client generates a random bit, denoted by $h_{i} \in\{0,1\}$, then computes $\theta_{i}$ such that

$$
\begin{equation*}
\theta_{i}=\left[h_{i} \oplus b_{i} \oplus d_{i} \oplus\left(a_{i} c_{i}\right) \oplus\left(s_{i} c_{i}\right) \oplus\left(c_{i} e_{i}\right)\right] \pi+\frac{c_{i} \oplus e_{i}}{2} \pi \tag{19}
\end{equation*}
$$

Note also that $\theta_{i}$ is relevant to the measurement outcome $s_{i}$, which means it can be determined until the client obtains the first measurement outcome $s_{i}$ from the server Nevertheless, in theory, all qubits including ancillary qubits can be sent to the server before the computation begins. Thus, the complete procedure is classically interactive. Finally, the updating rule for $H$ is shown as follows:

$$
\begin{equation*}
a_{i}^{\prime}=s_{i}^{\prime} \oplus h_{i}, b_{i}^{\prime}=a_{i} \oplus s_{i} \oplus f_{i} \oplus\left[g_{i}\left(s_{i}^{\prime} \oplus h_{i}\right)\right], c_{i}^{\prime}=g_{i} \tag{20}
\end{equation*}
$$

where $a_{i}^{\prime}, b_{i}^{\prime}, c_{i}^{\prime}$ denote the updated encryption keys related to qubit $i$. The correctness of the $H$-gadget is given in the Appendix A. The detailed security proof of the protocol can be found in [38].

## 4. Distributed Architecture for Secure Delegated Quantum Computations

In this section, we give a simple scheme to implement the non-local $C Z$ gate between two quantum servers. Our method uses the entangled state $|H\rangle$ (see Equation (10) for its definition) as ancillary qubits. The similar schemes have been studied intensively, for example, in $[39,40]$. The basic circuit is shown in Figure 2a. In the following content, we first verify the circuit identity shown in Figure 2, then, based on this circuit identity, we construct a distributed architecture for secure delegated quantum computations.


Figure 2. (a) The basic circuit used to implement a non-local $C Z$ gate on two distant qubits $i$ and $j$, where the partial circuit in the red dotted box is used to generate the entangled state $|H\rangle$. (b) The equivalent quantum circuit for (a).

We start with a circuit named X-teleportation [40] (see Figure 3a), which is easy to verify.


Figure 3. (a) The original $X$-teleportation in [40]; (b) the $X$-teleportation that replaces the $C X$ with a $C Z$ and two $H$ gates. In both circuits, the measurement is performed under $Z$ basis.

First, we substitute a $C Z$ and two $H$ gates for the $C X$ gate, obtaining the equivalent circuit, as shown in Figure 3b. We then convert the measurement basis from $Z$ to $X$ by the following identity (see Figure 4), which is also easy to verify. Finally, we obtain a variant of the $X$-teleportation that consists of $H, C Z$, and $X$-basis measurement, as shown in Figure 5.


Figure 4. Measurement identity that converts Z-basis to $X$-basis.


Figure 5. The variant $X$-teleportation consisting of $C Z$ and $H$ gates, where the measurement basis is $X$.
We now turn back to Figure 2a. Note first that the CZ gate commutes with itself, thus the circuit can be reorganized, as in Figure 6a. Obviously, the partial circuits in the red-dotted line and blue-dotted line boxes are exactly the same circuit as the one in Figure 5, where $X=M(0)$. Therefore, we can see that, after measuring qubits $i, j$, the rest qubits and the rest $C Z$ gate comprise the circuit as, in Figure 6b. Finally, we use the following identity to exchange the positions of $X$ and $C Z$, which can be easily verified:

$$
\begin{equation*}
C Z \cdot\left(X^{s} \otimes I\right)=\left(X^{s} \otimes Z^{s}\right) \cdot C Z \tag{21}
\end{equation*}
$$

where $s \in\{0,1\}$. Substituting the above identity in Figure $6 \mathbf{b}$ and considering the symmetry of $C Z$ gate, we immediately obtain the desired circuit, as shown in Figure 2b.

Considering the encryption operators $X_{i}^{a_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}$ and $X_{j}^{a_{j}} Z_{j}^{b_{j}} P_{j}^{c_{j}}$ on qubits $i$ and $j$, we can see from Figure 6b that the non-local $C Z$ can be thought to be performed on qubits $i, j$, which are encrypted by $X_{i}^{a_{i} \oplus s_{i}} Z_{i}^{b_{i}} P_{i}^{c_{i}}$ and $X_{j}^{a_{j} \oplus s_{j}} Z_{j}^{b_{j}} P_{j}^{c_{j}}$, thus according to the updating rule
shown in Equation (17), we immediately obtain the updating rule of the non-local CZ gate as follows:

$$
\left\{\begin{array} { l } 
{ a _ { i } ^ { \prime } = a _ { i } \oplus s _ { i } , }  \tag{22}\\
{ b _ { i } ^ { \prime } = a _ { j } \oplus s _ { j } \oplus b _ { i } , } \\
{ c _ { i } ^ { \prime } = c _ { i } , }
\end{array} \quad \left\{\begin{array}{l}
a_{j}^{\prime}=a_{j} \oplus s_{j} \\
b_{j}^{\prime}=a_{i} \oplus s_{i} \oplus b_{j} \\
c_{j}^{\prime}=c_{j}
\end{array}\right.\right.
$$



Figure 6. (a) The equivalent form of the circuit shown in Figure 2a. (b) The resulting circuit after measuring qubits $i, j$.

Based on the above analysis, we construct a distributed architecture for secure delegated quantum computation, where a classical client equipped with some qubit generator can delegate an $n$-qubit circuit to $d$ small-scale quantum servers. Without loss of generality, we assume that $n=d k$. In this configuration, each server typically needs a $2 k$-qubit register to process $k$ input qubits of the $n$-qubit circuit. That is, for each qubit in the $n$-qubit circuit, the server needs a 2-qubit register to simulate it. To make sure $2 k<n$, it requires that $d>2$. We show this distributed architecture in Figure 7. Note that there is a special third party in this distributed architecture, which is used to generate and distribute entangled states $|H\rangle$ between all quantum servers. Thus, all servers do not need to be interconnected directly by a quantum (even classical) channel, as there is no information exchange between servers during the computation.


Figure 7. (a) The distributed architecture for secure delegated quantum computations; (b) the circuits for a $C Z$ gate between two nonlocal registers $i$ and $j$; (c) the circuit for an $H$ gate in any register $i$.

We give the complete procedure of the protocol in terms of pseudo-code (see Algorithms 1-3). For simplicity, we use $\mathcal{C}$ and $\left\{\mathcal{S}_{q}\right\}_{q=1}^{d}$ to denote the client and $d$ servers, respectively. That is, the $q$ th quantum server is referred to as $\mathcal{S}_{q}$. As noted, each server only processes $k$ input qubits of the $n$-qubit delegated circuit. More specifically, for $\mathcal{S}_{q}$, it only processes the qubits indexed by $(q-1) k+1,(q-1) k+2, \cdots, q k$. Thus, in the case of no confusion, we also use $\mathcal{S}_{q}=\{(q-1) k+1,(q-1) k+2, \cdots, q k\}$ to denote the corresponding qubits. In addition, the delegated circuit $U$ is formally expressed as $U=U_{m}^{p_{m}} U_{m-1}^{p_{m-1}} \cdots U_{1}^{p_{1}}$, where $p_{i} \subset\{1,2, \ldots, n\}$ denotes the qubits on which the basic gate $U_{i}$ is exerted. For example, if $U_{i}^{p_{i}}$ is a $C Z$ gate on qubits $k$ and $l$, then $p_{i}=\{k, l\}$. By this definition, we can see that there must be $p_{i} \subset \mathcal{S}_{q}$ if $U_{i}^{p_{i}}$ is a local gate in $\mathcal{S}_{q}$, otherwise it only can be $p_{i} \subset \mathcal{S}_{q} \cup \mathcal{S}_{q^{\prime}}$ for some $\mathcal{S}_{q}$ and $\mathcal{S}_{q^{\prime}}$.

```
Algorithm 1 Distributed Secure Delegated Quantum Computations
Input: \(x=x_{1} x_{2} \cdots x_{n} \quad / /\) private against all \(\mathcal{S}_{q}\)
    \(U=U_{m}^{p_{m}} U_{m-1}^{p_{m-1}} \cdots U_{1}^{p_{1}} \quad / /\) public for \(\mathcal{C}\) and all \(\mathcal{S}_{q}\)
Output: \(y=y_{1} y_{2} \cdots y_{n} \quad / /\) private against all \(\mathcal{S}_{q}\)
    : \(\mathcal{C}\) generates \(a, b, c \leftarrow_{R}\{0,1\}^{n}\) and computes rotation angles \(\left(\varphi_{1}, \ldots, \varphi_{n}\right)\) according to
    Equation (12), then prepares \(\left|+\varphi_{1}\right\rangle \ldots\left|+\varphi_{n}\right\rangle\) as the encrypted input state, finally sends
    the qubits \((q-1) k+1, q(k-1)+2, \cdots, q k\) to \(\mathcal{S}_{q}\) where \(q=1,2, \cdots, d\). Specifically, \(\mathcal{C}\)
    sends the qubits \(1,2, \cdots, k\) to \(\mathcal{S}_{1}\) then sends the qubits \(k+1, k+2, \cdots, 2 k\) to \(\mathcal{S}_{2}\), and so
    on
    for \(i \leftarrow 1, m\) do
        if \(U_{i}^{p_{i}} \in\{X, Z, P, T, H\}\) and \(p_{i} \subset \mathcal{S}_{q}\) for some \(q \in\{1,2, \cdots, d\}\) then
            if \(U_{i}^{p_{i}}\) is not \(H\) then
                    \(\mathcal{S}_{q}\) performs \(U_{i}^{p_{i}}\) on qubit \(p_{i}\) while \(\mathcal{C}\) updates the encryption
                    keys of this qubit according to the updating rules shown in
                    Equations (13)-(16)
                else
                    \(\mathcal{C}\) calls the procedure \(\operatorname{HADAMARD}\left(p_{i}, q\right)\) (See Algorithm 2)
            end if
        else \(\quad / / U_{i}^{p_{i}}\) is a \(C Z\) gate on qubits \(p_{i}\)
            if \(p_{i} \subset \mathcal{S}_{q}\) for some \(q \in\{1,2, \cdots, d\}\) then
                    \(\mathcal{S}_{q}\) performs \(U_{i}^{p_{i}}\) on qubits \(p_{i}\) while \(\mathcal{C}\) updates the encryption
                    keys of those qubits according to the updating rule shown in
                    Equation (17)
        else \(\quad / / p_{i} \subset \mathcal{S}_{q} \cup \mathcal{S}_{q^{\prime}}\) for some \(q, q^{\prime} \in\{1,2, \cdots, d\}\)
            \(\mathcal{C}\) calls the procedure Nonlocal-CZ \(\left(p_{i}, q, q^{\prime}\right)\) (See Algorithm 3)
        end if
    end if
    end for
    Each server measures the final \(k\) qubits in \(Z\) basis, then sends the measurement out-
    comes to \(\mathcal{C} \quad / /\) let \(\tilde{y} \in\{0,1\}^{n}\) be the result collected from all servers
    \(\mathcal{C}\) computes the output \(y=\tilde{y} \oplus a . \quad / / a\) is the \(X\) encryption keys of the final state
```

```
Algorithm 2 Implement an \(H\) gate on qubit \(i\) where \(i\) is in \(\mathcal{S}_{q}\)
    procedure \(\operatorname{HADAMARD}(i, q) \quad / /\) qubit \(i\) is encrypted by \(X^{a_{i}} Z^{b_{i}} P^{c_{i}}\)
        \(\mathcal{C}\) generates \(d_{i}, e_{i} \leftarrow_{R}\{0,1\}\) and computes the angle \(\alpha_{i}\) according to Equation (18),
        then prepares and sends the ancillary qubit \(\left|+\alpha_{i}\right\rangle\) to \(\mathcal{S}_{q}\)
        \(\mathcal{S}_{q}\) performs \(H_{i}\) and \(C Z\) gates on qubit \(i\) and \(\left|+_{\alpha_{i}}\right\rangle\), then measures qubit \(i\) and sends
        the measurement outcome \(s_{i}\) to \(\mathcal{C}\), finally labels the ancillary qubit as \(i\)
        \(\mathcal{C}\) generates \(f_{i}, g_{i}, h_{i} \leftarrow_{R}\{0,1\}\) and computes the angles \(\beta_{i}\) and \(\theta_{i}\) according to
        Equations (18) and (19), respectively, then prepares the ancillary qubit \(\left|+\beta_{i}\right\rangle\) and
        sends it with \(\theta_{i}\) to \(\mathcal{S}_{q}\)
        \(\mathcal{S}_{q}\) performs a \(C Z\) gate on qubit \(i\) and \(\left|+_{\beta_{i}}\right\rangle\), then measures qubit \(i\) with \(M\left(\theta_{i}\right)\) and
        sends the measurement outcome \(s_{i}^{\prime}\) to \(\mathcal{C}\), finally labels the ancillary qubit as \(i\)
        \(\mathcal{C}\) updates the encryption keys of qubit \(i\) according to Equation (20)
    end procedure
```

Algorithm 3 Implement a nonlocal $C Z$ gate on qubits $i$ and $j$ where $i$ is in $\mathcal{S}_{q}$ while $j$ is in $\mathcal{S}_{q^{\prime}}$, that is, $\{i, j\} \subset \mathcal{S}_{q} \cup \mathcal{S}_{q^{\prime}}$
procedure NONLOCAL-CZ $\left(\{i, j\}, q, q^{\prime}\right) \quad / /$ qubits $i$ and $j$ are encrypted by $X^{a_{i}} Z^{b_{i}} P^{c_{i}}$ and $X^{a_{j}} Z^{b_{j}} P^{c_{j}}$, respectively
$\mathcal{C}$ delegates the third party to prepare an entangled state $|H\rangle$ and distribute it to $\mathcal{S}_{q}$ and $\mathcal{S}_{q^{\prime}}$, that is, each server holds one qubit of $|H\rangle$ as the ancillary qubit $\mathcal{S}_{q}\left(\mathcal{S}_{q^{\prime}}\right)$ performs $H_{i}\left(H_{j}\right)$ and $C Z$ gates on qubit $i(j)$ and its ancillary qubit, then measures qubit $i(j)$ and sends the measurement outcome $s_{i}\left(s_{j}\right)$ to $\mathcal{C}$, finally labels its ancillary qubit as $i(j)$
$\mathcal{C}$ updates the encryption keys of qubits $i$ and $j$ according to Equation (22)
end procedure

## 5. The Security of the Distributed Delegated Quantum Computation

We show that our protocol can guarantee the unconditional privacy of the input and output of the computation. We only consider that all servers and the third party who serves as an entanglement resource are honest-but-curious, which means they follow the algorithm honestly but try to obtain the information about the input and output. For example, they may record all classical information generated during the computation and cooperate with each other, even with the third party.

For the input, the conclusion is obvious as the client encrypts each input qubit by a quantum one-time pad. Therefore, to complete the proof, we only need to prove that the output state of the computation is also encrypted by a unbiased quantum one-time pad. In other words, there is no information leakage about the encryption keys during the computation. From the procedures of Algorithm 1, we can see that only when the client calls the procedures HADAMARD and NONLOCAL-CZ will there be an interaction between client and servers. In the other cases, the algorithm is non-interactive, which means there is no information leakage about the encryption keys from client to server as they do not exchange any information. Based on this observation, we infer that to prove the privacy we only need to analyze the procedures that implement the $H$ and the nonlocal $C Z$ gates.

We first consider the procedure $\operatorname{HADAMARD}(i, q)$. In the following content, we use $\mathcal{S}$ to denote all servers including the untrusted third party. According to Algorithm 2, we can see that given the qubit $i$ encrypted by $X^{a_{i}} Z^{b_{i}} P^{c_{i}}$ where $i \subset \mathcal{S}_{q}, \mathcal{S}$ controls two ancillary qubits $Z^{d_{i}} P^{e_{i}}|+\rangle$ and $Z^{f_{i}} P^{g_{i}}|+\rangle$, and receives a measurement angle $\theta_{i}$ from $\mathcal{C}$, it also generates two measurement outcomes $s_{i}, s_{i}^{\prime} \in\{0,1\}$ from two independent measurements. We can infer from the below state evolution that the measurement outcomes $s_{i}, s_{i}^{\prime}$ are uniformly random, thus $\mathcal{S}$ can obtain no information gain about any encryption keys according to $s_{i}$ and $s_{i}^{\prime}$.

$$
\begin{equation*}
|\phi\rangle|+\rangle \xrightarrow{H \otimes I}(H|\phi\rangle)|+\rangle \xrightarrow{C Z} \frac{|+\rangle}{\sqrt{2}}|\phi\rangle+\frac{|-\rangle}{\sqrt{2}} X|\phi\rangle . \tag{23}
\end{equation*}
$$

The only available information to $\mathcal{S}$ now is the measurement angle $\theta_{i}$. Let $\theta_{i}$ be $u_{i} \pi+\frac{v_{i} \pi}{2}$, where $u_{i}, v_{i} \in\{0,1\}$, then according to Equation (19), we know that $u_{i}$ and $v_{i}$ can be expressed as follows:

$$
\begin{gather*}
u_{i}=h_{i} \oplus b_{i} \oplus d_{i} \oplus\left(a_{i} c_{i}\right) \oplus\left(s_{i} c_{i}\right) \oplus\left(c_{i} e_{i}\right)  \tag{24a}\\
v_{i}=c_{i} \oplus e_{i} \tag{24b}
\end{gather*}
$$

where $u_{i}, v_{i}$, and $s_{i}$ are known to $\mathcal{S}$. Intuitively, given $u_{i}, v_{i}$, and $s_{i}$, no server can determine the correct values of $a_{i}, b_{i}, c_{i}, d_{i}, e_{i}, h_{i}$, as there are six variables in two equations. Nevertheless, $\mathcal{S}$ may gain some information utilizing $u_{i}$ and $v_{i}$. For example, if $v_{i}=1$, then $\mathcal{S}$ can infer that $c_{i} e_{i}=0$. Substituting this into Equation (24a), $\mathcal{S}$ can obtain a simplified equality $u_{i}=h_{i} \oplus b_{i} \oplus d_{i} \oplus\left(a_{i} \oplus s_{i}\right) c_{i}$. Despite this fact, we can show that there is no information leakage about all variables from $a_{i}$ to $h_{i}$. That is, we prove that in the view of $\mathcal{S}$, the following equality holds true:

$$
\begin{equation*}
\operatorname{Pr}\left[r_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[r_{i}\right]=\frac{1}{2} \tag{25}
\end{equation*}
$$

where the random variable $r_{i}$ represents the possible parameters $\left\{a_{i}, b_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}, h_{i}\right\}$. To see that, we need to know the following simple facts.

First, if $x, y \in\{0,1\}$ and $x$ is uniform, i.e., $x \in_{R}\{0,1\}$, then $x \oplus y$ is also uniform. Second, if $x, y \in\{0,1\}$ are uniform and let $z=x \oplus y$, then $\operatorname{Pr}[x \mid z]=\operatorname{Pr}[x]=1 / 2$. Finally, if $x, y_{1}, y_{2} \in\{0,1\}$ and $x$ is uniform, let $z=x \oplus\left(y_{1} y_{2}\right)$, then $\operatorname{Pr}\left[y_{1} \mid z\right]=\operatorname{Pr}\left[y_{1}\right]$. These three basic facts can be easily verified. With these facts, we can complete our proof. Define $\xi_{i}=b_{i} \oplus d_{i} \oplus\left(a_{i} c_{i}\right) \oplus\left(s_{i} c_{i}\right) \oplus\left(c_{i} e_{i}\right)$ so that $u_{i}=h_{i} \oplus \xi_{i}$. As $b_{i}, d_{i} \in_{R}\{0,1\}$, we first know that $\xi_{i} \in_{R}\{0,1\}$. Furthermore, as $h_{i}, \xi_{i} \in_{R}\{0,1\}$, we can get that $\operatorname{Pr}\left[h_{i} \mid u_{i}\right]=\operatorname{Pr}\left[h_{i}\right]=$ $1 / 2$. Likewise, we can also get $\operatorname{Pr}\left[b_{i} \mid u_{i}\right]=\operatorname{Pr}\left[b_{i}\right]=1 / 2$ and $\operatorname{Pr}\left[d_{i} \mid u_{i}\right]=\operatorname{Pr}\left[d_{i}\right]=1 / 2$ For $a_{i} \in_{R}\{0,1\}$, define $\xi_{i}=h_{i} \oplus b_{i} \oplus d_{i} \oplus\left(s_{i} c_{i}\right) \oplus\left(c_{i} e_{i}\right)$ so that $u_{i}=\xi_{i} \oplus\left(a_{i} c_{i}\right)$, from which we can infer that $\operatorname{Pr}\left[a_{i} \mid u_{i}\right]=\operatorname{Pr}\left[a_{i}\right]=1 / 2$. Note that $h_{i}, b_{i}, d_{i}$, and $a_{i}$ are irrelevant to $v_{i}$, which means $\operatorname{Pr}\left[r_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[r_{i} \mid u_{i}\right]$ for any $r_{i} \in\left\{h_{i}, b_{i}, d_{i}, a_{i}\right\}$. As for $c_{i}, e_{i} \in R\{0,1\}$, as they are related to both $u_{i}$ and $v_{i}$, in order to simplify our analysis, we define $h_{i}^{\prime}=$ $h_{i} \oplus\left(a_{i} c_{i}\right), b_{i}^{\prime}=b_{i} \oplus\left(s_{i} c_{i}\right)$, and $d_{i}^{\prime}=d_{i} \oplus\left(c_{i} e_{i}\right)$, then obtain that $u_{i}=h_{i}^{\prime} \oplus b_{i}^{\prime} \oplus d_{i}^{\prime}$. Clearly, $\left.h_{i}^{\prime}, b_{i}^{\prime}, d_{i}^{\prime} \in R=0,1\right\}$, so $c_{i}$ and $e_{i}$ are only related to $v_{i}$. By this, we can easily get that $\operatorname{Pr}\left[c_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[c_{i} \mid v_{i}\right]=\operatorname{Pr}\left[c_{i}\right]=1 / 2$ and $\operatorname{Pr}\left[e_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[e_{i} \mid v_{i}\right]=\operatorname{Pr}\left[e_{i}\right]=1 / 2$. Finally, $f_{i}$ and $g_{i} \in_{R}\{0,1\}$ are obviously irrelevant to $u_{i}$ and $v_{i}$ (see Equations (24a) and (24b)), which means $\operatorname{Pr}\left[f_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[f_{i}\right]=1 / 2$ and $\operatorname{Pr}\left[g_{i} \mid u_{i}, v_{i}\right]=\operatorname{Pr}\left[g_{i}\right]=1 / 2$. So far, we have proved the statement in Equation (25), from which we know that the servers can obtain no information gain about $a_{i}, b_{i}, c_{i}, d_{i}, e_{i}, f_{i}, g_{i}, h_{i}$ from the $\theta_{i}$. Thus, after the procedure $\operatorname{HADAMARD}(i, q)$, the updated keys $a_{i}^{\prime}, b_{i}^{\prime}, c_{i}^{\prime}$ are also secure.

Finally, we consider the procedure NONLOCAL-CZ $\left(\{i, j\}, q, q^{\prime}\right)$, where $\{i, j\} \in \mathcal{S}_{q} \cup \mathcal{S}_{q^{\prime}}$ Note that in this procedure, $\mathcal{S}$ can only obtain two independent and uniform measurement outcomes $s_{i}, s_{j}$. According to the updating rules shown in Equation (22), we can see that as long as the encryption keys $\left\{a_{i}, b_{i}, c_{i}\right\}$ and $\left\{a_{j}, b_{j}, c_{j}\right\}$ are secure then the updated keys will also be secure against the servers. As a result, we conclude that, from the perspective of all servers, the output state of the computation is still encrypted by a sound quantum one-time pad.

## 6. Discussion

In this work, we proposed a secure distributed delegated quantum computation protocol, which allows clients to delegate their private computation to several quantum servers. We have shown that unconditional security of the input and output of the computation can be guaranteed as long as all servers follow the protocol honestly. Nevertheless, there are some notable problems in our work when we consider it in practice. In the end of this paper, we discuss those practical problems.

First, note that our protocol can only work well in a noise-free environment. To make our protocol fault-tolerant, we assume that each quantum server must be capable of performing fault-tolerant quantum computation [41]. However, this would inevitably increase the overhead of ancillary qubits. In addition, we need to consider two channel noises: one is between the client and each server, the other is between the third party and each server. The former will introduce errors in the input state, whereas the latter will introduce errors in the entangled state. There are some methods to remedy this problem. For the input state, the client can utilize some quantum error-correct code [42] to protect each qubit. However, it requires that the client can perform additional quantum operations. As for the entangled state, each pair of servers can use some quantum entanglement distill [43] protocol to obtain the entangled states with high fidelity. Similarly, it requires additional local operations and classical communications between the servers.

Second, note that our protocol can only protect the security of the input and output of the computation. This is because the model of the delegated quantum computation we used in our work is SDQC protocol instead of UBQC protocol. Nevertheless, we can convert, in principle, a SDQC protocol into a UBQC protocol. To do that, we first encode the delegated circuit $U$ as a binary string denoted by $C(U)$. Next, according to the quantum computation theory [44], there exists a universal quantum $\operatorname{circuit} \mathcal{U}$ such that

$$
\begin{equation*}
\mathcal{U}\left|+_{C(U)}\right\rangle\left|+_{x}\right\rangle=\left|+_{C(U)}\right\rangle U\left|+_{x}\right\rangle, \tag{26}
\end{equation*}
$$

where the input of the universal circuit $\mathcal{U}$ consists of two parts: $\left|+_{x}\right\rangle$ is the input state of $U$ and $\left|+_{C(U)}\right\rangle$ is the canonical and quantum description of the circuit $U$. Performing this universal circuit $\mathcal{U}$ in our protocol, we can apparently achieve a blind distributed delegated quantum computation.

Last, we should note that in this work we only consider the honest servers and the third party who perform the protocol as the client desires. However, a real server may not follow the protocol honestly, and an untrusted third party may prepare some other entangled states for the servers. To detect such a malicious server including the untrusted third party, we should introduce a verification mechanics in our protocol. Indeed, verification is an important topic in the quantum computation theory (see [45,46]). There is an easy way to achieve the verification in our protocol. Specifically, given the delegated circuit $U$, the client can introduce another small quantum circuit $V$, for example, a permutation circuit [47], which is easy to simulate on a classical computer. The client then randomly inserts the qubits of $V$ into the circuit $U$ and runs this hybrid circuit on the universal quantum circuit $\mathcal{U}$. After the computation, the client check the result of $V$; if the result does not match the desired, then the client rejects the output.
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## Appendix A. The Correctness of the H -Gadget

In this section, we briefly prove the correctness of the $H$-gadget proposed in [38]. We first translate the circuit of this gadget (see Figure 1) into an equivalent form. Note that the ancillary qubits $\left|+\alpha_{i}\right\rangle=R_{z}\left(\alpha_{i}\right)|+\rangle,\left|+\beta_{i}\right\rangle=R_{z}\left(\beta_{i}\right)|+\rangle$ and any Z-rotation operator is commutable with the controlled-Z gate, thus the circuit of the $H$-gadget can be expressed equivalently as follows:


Figure A1. An equivalent circuit of the $H$-gadget of [38].
In Section 4, we obtained a variant X-teleportation (see Figure 5), which is identical to the above circuit in the red-dotted box. According to this, we can infer immediately that after performing the measurement $M(0)$, the rest circuit is equivalent to the following form, where the operator $R_{z}\left(\alpha_{i}\right)$ has been absorbed into the input state.

We then use the identity shown in Figure A2, which is easy to verify. Applying this measurement identity to the circuit in Figure A3, we can obtain the following circuit (see Figure A4), where we exchange the positions of $R_{z}\left(\theta_{i}\right)$ and $C Z$, and insert a pair of $H$ gates between them. Obviously, the partial circuit in Figure A4 surrounded by the red-dotted box is the variant $X$-teleportation. Thus, we can infer that after the measurement the remaining qubit will be

$$
\begin{equation*}
R_{z}\left(\beta_{i}\right) X^{s_{i}^{\prime}} H R_{z}\left(\alpha_{i}-\theta_{i}\right) X^{a_{i} \oplus s_{i}} Z^{b_{i}} P^{c_{i}}|\phi\rangle \tag{A1}
\end{equation*}
$$

where $R_{z}\left(\beta_{i}\right)$ is the $Z$-rotation operator in the end.


Figure A2. Measurement identity that converts $M(\theta)$ basis to $X$ basis.


Figure A3. The rest circuit after performing the measurement $M(0)$ on the top line.


Figure A4. The variant $X$-teleportation where the input qubit is $H R_{z}\left(\alpha_{i}-\theta_{i}\right) X^{a_{i} \oplus s_{i}} Z^{b_{i}} P^{c_{i}}|\phi\rangle$.

In the following content, we simplify this output qubit. For simplicity, we temporarily drop the subscript $i$ and define $R_{z}(\gamma) \equiv Z^{b} P^{c}$, that is, $\gamma=\left(b+\frac{c}{2}\right) \pi$. It is easy to check that $X^{a} R_{z}(\theta) X^{a}=R_{z}\left((-1)^{a} \theta\right)$ for any $\theta$. Thus, the output qubit can be rewritten as follows:

$$
\begin{align*}
& R_{z}(\beta) X^{s^{\prime}} H R_{z}(\alpha-\theta) X^{a \oplus s} R_{z}(\gamma)|\phi\rangle \\
& =X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta\right) H X^{a \oplus s} R_{z}\left((-1)^{a \oplus s}(\alpha-\theta)\right) R_{z}(\gamma)|\phi\rangle \\
& =X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta\right) Z^{a \oplus s} H R_{z}\left(\gamma+(-1)^{a \oplus s}(\alpha-\theta)\right)|\phi\rangle  \tag{A2}\\
& =X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta+(a \oplus s) \pi\right) H R_{z}\left(\gamma+(-1)^{a \oplus s}(\alpha-\theta)\right)|\phi\rangle
\end{align*}
$$

Let $\theta=(-1)^{a \oplus s} \gamma+\alpha+h \pi$, where $h \in\{0,1\}$. Note that $\theta$ here is seemingly not the same as the one defined in Equation (19). Despite that, we will show they are exactly the same one. Substitute $\theta$ in the above equation, we can easily get the following result:

$$
\begin{equation*}
X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta+(a \oplus s) \pi\right) H R_{z}\left(-(-1)^{a \oplus s} h \pi\right)|\phi\rangle . \tag{A3}
\end{equation*}
$$

As $R_{z}$ is an operator with a period of $2 \pi$, which means $R_{z}(\pi) \equiv R_{z}(-\pi) \equiv Z$, thus the output qubit can be expressed as follows:

$$
\begin{align*}
& X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta+(a \oplus s) \pi\right) H Z^{h}|\phi\rangle \\
& =X^{s^{\prime}} R_{z}\left((-1)^{s^{\prime}} \beta+(a \oplus s) \pi\right) X^{h} H|\phi\rangle  \tag{A4}\\
& =X^{s^{\prime} \oplus h} R_{z}\left((-1)^{s^{\prime} \oplus h} \beta+(-1)^{h}(a \oplus s) \pi\right) H|\phi\rangle .
\end{align*}
$$

We further express the Z-rotation in Equation (A4) in terms of $Z$ and $P$. Recalling that $\beta=\left(f+\frac{g}{2}\right) \pi$ (see Equation (18)) and considering the periodicity of Z-rotation operators, we can get that

$$
\begin{align*}
& R_{z}\left((-1)^{s^{\prime} \oplus h}\left(f+\frac{g}{2}\right) \pi+(-1)^{h}(a \oplus s) \pi\right) \\
& \equiv R_{z}\left((a \oplus s \oplus f) \pi+(-1)^{s^{\prime} \oplus h} \frac{g}{2} \pi\right) \\
& \equiv R_{z}\left((a \oplus s \oplus f) \pi+(-1)^{s^{\prime} \oplus h} \frac{g}{2} \pi+2\left(s^{\prime} \oplus h\right) g \pi\right)  \tag{A5}\\
& =R_{z}\left(\left(a \oplus s \oplus f \oplus\left[\left(s^{\prime} \oplus h\right) g\right]\right) \pi+\frac{(-1)^{s^{\prime} \oplus h}+2\left(s^{\prime} \oplus h\right)}{2} g \pi\right) .
\end{align*}
$$

Note that for any $r \in\{0,1\},(-1)^{r}+2 r=1$, so the above Z-rotation operator can be further rewritten as follows:

$$
\begin{equation*}
R_{z}\left(\left(a \oplus s \oplus f \oplus\left[g\left(s^{\prime} \oplus h\right)\right]\right) \pi+\frac{g \pi}{2}\right) \equiv Z^{a \oplus s \oplus f \oplus\left[g\left(s^{\prime} \oplus h\right)\right]} P^{g} . \tag{A6}
\end{equation*}
$$

Substituting the above equation to Equation (A4), we get the output qubit in the following form:

$$
\begin{equation*}
X^{s^{\prime} \oplus h} Z^{a \oplus s \oplus f \oplus\left[g\left(s^{\prime} \oplus h\right)\right]} P^{g} H|\phi\rangle \tag{A7}
\end{equation*}
$$

Finally, we substitute $\gamma=\left(b+\frac{c}{2}\right) \pi$ and $\alpha=\left(d+\frac{e}{2}\right) \pi$ in $\theta=(-1)^{a \oplus s} \gamma+\alpha+h \pi$, obtaining

$$
\begin{align*}
\theta & =(-1)^{a \oplus s}\left(b \pi+\frac{c}{2} \pi\right)+\left(d \pi+\frac{e}{2} \pi\right)+h \pi \\
& =b \pi+(-1)^{a \oplus s} \frac{c}{2} \pi+d \pi+\frac{e}{2} \pi+h \pi \\
& =b \pi+c(a \oplus s) \pi+\frac{c}{2} \pi+d \pi+\frac{e}{2} \pi+h \pi  \tag{A8}\\
& =h \oplus b \oplus d \oplus(a c) \oplus(s c) \pi+\frac{c+e}{2} \pi \\
& =h \oplus b \oplus d \oplus(a c) \oplus(s c) \oplus(c e) \pi+\frac{c \oplus e}{2} \pi
\end{align*}
$$

where in the last term we use another simple equality: for any $c, e \in\{0,1\}, c+e=$ $2 c e+c \oplus e$. From the above results, the correctness of the $H$-gadget is obvious.
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#### Abstract

Long block length rate-compatible low-density parity-compatible (LDPC) codes are designed to solve the problems of great variation of quantum channel noise and extremely low signal-tonoise ratio in continuous-variable quantum key distribution (CV-QKD). The existing rate-compatible methods for CV-QKD inevitably cost abundant hardware resources and waste secret key resources. In this paper, we propose a design rule of rate-compatible LDPC codes that can cover all potential SNRs with single check matrix. Based on this long block length LDPC code, we achieve high efficiency continuous-variable quantum key distribution information reconciliation with a reconciliation efficiency of $91.80 \%$ and we have higher hardware processing efficiency and lower frame error rate than other schemes. Our proposed LDPC code can obtain a high practical secret key rate and a long transmission distance in an extremely unstable channel.


Keywords: rate compatible; LDPC; continuous-variable quantum key distribution; wide range of SNRs regime

## 1. Introduction

The cryptosystem based on computational complexity is being challenged by increasingly developed quantum computation. Quantum key distribution (QKD) [1-4], being one-time pad, has been one of the best solutions for its absolute security. QKD enables two remote separated parties named Alice and Bob to extract a symmetrical string of secret keys using a quantum channel.

Currently, there are mainly two types of QKD protocols, called discrete-variable QKD (DV-QKD) [5] and continuous-variable QKD (CV-QKD) [6,7]. In DV-QKD, the information is coded on discrete variables of finite dimensional Hilbert space, such as the polarization or phase of single photon state. In CV-QKD, the information is coded on continuous variables of an infinite-dimensional Hilbert space, including the regular component of coherent state. Compared with the single photon detector used in DV-QKD, homodyne or heterodyne detection techniques, which are used to measure the transmitted quantum states, have already been applied in classical optical communication. Therefore, CV-QKD has great practical advantages for its low cost because of the relatively mature development and being able to transmit in common fiber with classical optical communication. Furthermore, CV-QKD can achieve higher capacity with frequency-multiplexed entanglement source [8].

Due to the imperfection of the quantum channel and potential eavesdropper Eve, the key strings held by Alice and Bob are not consistent, so that a procedure called postprocessing is necessary to make them identical. The post-processing of CV-QKD mainly includes four steps: base vector comparison, parameter estimation, information reconciliation and privacy amplification. Information reconciliation is the most important part,
whose performance has a direct correlation to the secret key rate. One of the major factors in information reconciliation is reconciliation efficiency $\beta$, which is given by $\beta=R / C$. The $R$ is the rate of key and $C=0.5 \log (1+S N R)$ is the channel compacity. The hardware processing efficiency $\alpha=D_{\text {out }} / D_{\text {in }}$, where $D_{\text {in }}$ represents the data that are input to the hardware device (e.g., Field-programmable Gate Array, FPGA and Graphics Processing Unit, GPU) during information reconciliation and $D_{\text {out }}$ represents the output data in unit time [9]. $I_{A B}$ is the mutual information between Alice and Bob. $\chi_{B E}$ is the Holevo bound, which is the maximal bound on the information available to the eavesdropper. The factors mentioned above are used to evaluate the performance in a frame, while frame error rate (FER) represents the failure probability of the frames. Ultimately, the practical secret key rate $K$ is given by

$$
\begin{equation*}
K=\alpha(1-F E R)\left(\beta I_{A B}-\chi_{B E}\right) . \tag{1}
\end{equation*}
$$

The parameters mentioned above is related to the error correcting codes, among them low-density parity-compatible (LDPC) code is efficient for CV-QKD [10]. The LDPC code obtained by good degree distribution and reasonable construction method has good error correction performance. The crux of designing a LDPC code is to construct a check matrix which includes check nodes and variable nodes. The degree distribution of check node $\rho(x)$ and variable node $\lambda(x)$ are expressed as:

$$
\begin{align*}
& \rho(x)=\sum_{j=2}^{d_{c}} \rho_{i} x^{j-1}  \tag{2}\\
& \lambda(x)=\sum_{i=2}^{d_{v}} \lambda_{i} x^{i-1}, \tag{3}
\end{align*}
$$

$\rho_{i} / \lambda_{i}$ is the proportion of the number of edges owned by the check/variable node with degree $j / i$ to the total number of edges in the Tanner graph and $d_{c} / d_{v}$ indicates the maximum degree of the check/variable node.

However, quantum is easily influenced in the process of quantum signal preparation and transmission. To realize the free space QKD with satellite [11,12], ship [13], unmanned aerial vehicles [14] or those with orbital angular momentum, we have to take mode distortion, beam wander, weather etc. into account. Therefore, the problems of great variation of quantum channel noise and extremely low signal-to-noise ratio (SNR) have to be solved.

One of the simplest rate-compatible methods for LDPC code is to operate on singlematrix using puncturing, shortening and extending. Furthermore, Gao proposed multimatrix rate-compatible reconciliation where, in each iteration, multiple matrices produce more useful information to correct errors such that the iteration number falls and the convergence speed increases [15]. However, it inevitably decreases the performance of the original check matrix. Another commonly used way is to construct several check matrices with different code rates to meet the requirements of different SNRs. However, for CV-QKD, the code length has to be longer than 100,000. Base matrices are at least 64,800 long even when we construct the spatially coupled (SC)-LDPC codes or quasi-cyclic (QC)-LDPC codes [16]. As one of the most effective decoding tools of LDPC code, the FPGA has limited hardware resources. To realize high efficiency information reconciliation with FPGA in an extremely unstable channel, it is necessary to construct a single-matrix rate-compatible error correction code. A comparison of the existing works with our proposed LDPC code is shown in Table 1.

In this paper, we first obtain degree distribution with discrete density evolution and differential evolution algorithm. Then we use random construction, progressive edge growth (PEG) algorithm and rate compatible methods of extending and puncturing to construct a check matrix with a code length of 64,800 . Finally, we extend the above LDPC code with quasi-cyclic extension to a code length of 648,000 . The results show that the proposed codes have a reconciliation efficiency of $91.80 \%$, higher hardware processing efficiency and lower FER than other schemes. Therefore, we can obtain a high practical
secret key rate and a longer transmission distance in an extremely unstable channel with wide range of SNRs.

Table 1. Related works comparison in an unstable channel. Transmission distance is 10 km and the number of check matrix changing times $N$ is 3 .

| Reference | Hardware Resource | Secret Key Rate <br> (bit/pulse) | Abilitiy to Cope <br> with Channel SNR <br> Changing |
| :---: | :---: | :---: | :---: |
| Single-matrix <br> rate-compatible <br> reconciliation | a, single matrix | 0.0021 | low |
| Multimatrix <br> rate-compatible <br> reconciliation [15] | 3a, multimatrix | 0.0098 | low |
| Multimatrix <br> corresponding to <br> given SNRs [16] | 12a, multimatrix | 0.0089 | low |
| Our proposed LDPC <br> code | a, single matrix | 0.0116 | high |

The remainder of this paper is organized as follows. In Section 2, we present some preliminaries of LDPC codes and rate-compatibility. In Section 3, we introduce how to construct our rate compatible (RC)-LDPC code. In Section 4, we present the simulation results and comparisons for the proposed scheme and existing schemes. Finally, the conclusions are drawn in Section 5.

## 2. Preliminaries

In this section, we first briefly introduce the discrete density evolution and differential evolution, which are used to generate degree distribution. Then we introduce the constructions: random construction, PEG algorithm and QC-LDPC extension, with which we can construct the check matrix with the degree distribution ahead. We also introduce the rate compatible methods: puncturing and extending.

### 2.1. Methods of Obtaining Degree Distribution

### 2.1.1. Discrete Density Evolution

Compared with continuous density evolution [17] and Gaussian approximation algorithm [18], discrete density evolution [19] has lower complexity and higher accuracy. Therefore, in this paper, we use discrete density evolution to obtain the optimal degree distribution of LDPC codes. The main steps are as follows:

- We firstly define two functions: quantized function $Q$ and probability mass function $S$.

$$
Q(x)= \begin{cases}\left|\frac{x}{\Delta}+\frac{1}{2}\right|, & x \geq \frac{\Delta}{2}  \tag{4}\\ \left|\frac{x}{\Delta}-\frac{1}{2}\right|, & x \leq-\frac{\Delta}{2}, \\ 0, & \text { else }\end{cases}
$$

$\lfloor x\rfloor$ is the largest integer not greater than $x$; and $\lceil x\rceil$ is the smallest integer not less than $x$. The value range of decoded message is $[-L, L]$ and evenly divided into $m=2^{q}$ intervals; the quantization interval $\Delta$ is given by $2 L / m$.

$$
\begin{equation*}
S\left(P_{a}, P_{b}\right)=\sum_{(i, j): k \Delta=R(i \Delta, j \Delta)} P_{a}[i] \cdot P_{b}[j] . \tag{5}
\end{equation*}
$$

In which two-input operator $R$ is

$$
\begin{equation*}
R(a, b)=Q\left(\tanh ^{-1}\left(\tanh \frac{a}{2} \tanh \frac{b}{2}\right)\right) \tag{6}
\end{equation*}
$$

where $a$ and $b$ are quantized messages.

- The check node and variable node updating of discrete density evolution is

$$
\begin{gather*}
p_{\bar{u}}^{(l)}=\sum_{i=2}^{d_{r}} \rho_{i} S^{i-1}\left(p_{\bar{v}}^{(l-1)}\right)  \tag{7}\\
p_{\bar{v}}^{(l)}(k)=p_{\bar{v}}^{(0)}(k) \cdot \sum_{i=2}^{d_{v}} \lambda_{i} \otimes^{i-1}\left(p_{\bar{u}}^{(l)}(k)\right), \tag{8}
\end{gather*}
$$

$\otimes$ is discrete convolution and $l$ is the iteration number. The initial value $p_{\bar{v}}^{(0)}$ is

$$
\begin{equation*}
p_{\bar{v}}^{(0)}=\frac{\sigma}{8 \pi} \exp \left(-\frac{\left(2-\sigma^{2} v\right)^{2}}{8 \sigma^{2}}\right), v^{(0)} \sim N\left(\frac{2}{\sigma^{2}}, \frac{4}{\sigma^{2}}\right) \tag{9}
\end{equation*}
$$

- Finally, we calculate the error rate with

$$
\begin{equation*}
p_{\bar{e}}^{(l)}=p_{\bar{v}}^{(l)}(0)+\sum_{k=-m / 2}^{-1} p_{\bar{v}}^{(l)}(k) \tag{10}
\end{equation*}
$$

End the procedure when the $\left.p_{\bar{e}}^{(l)}\right)<0$ or $l$ reaches the maximum number of iterations. Otherwise, we continue to update the check node and variable node.
Discrete density evolution is first proposed to obtain the noise threshold according to the degree distribution $\rho_{i}$ and $\lambda_{i}$. In our work, we use it to obtain the degree distribution under specific channel noise.

### 2.1.2. Differential Evolution

Stom first proposed the differential evolution algorithm in 1995 to solve the optimization problem [20]. It uses differential mutation operator and crossover operator to generate new individuals by the way of survival of the fittest. Based on this method, we can obtain the optimal degree distribution under specific channel noise.

- Set channel noise threshold $\sigma$, target error probability $P_{e}$, maximum number of iterations $l_{\max }$, maximum degree of variable node $d_{v}$ and the number of terms of degree distribution polynomial $n$.
- Randomly generate $N P$ vectors $P_{i, G}, i=1,2, \ldots, N P$ for the degree distribution of variable node. Use discretized density to evolve each vector and obtain the respective error probability $P_{e_{i}, G}$. The vector with the lowest error probability is marked as the best vector $P_{\text {best }, G}$ and its error probability is marked as $P_{e_{\text {best }}, G}$.
- For each $i$, randomly choose four vectors from set of $P_{i, G}$ and the new vector is updated by

$$
\begin{equation*}
v_{i, G+1}=P_{\text {best }, G}+0.5\left(P_{r_{1}, G}-P_{r_{2}, G}\right)+0.5\left(P_{r_{3}, G}-P_{r_{4}, G}\right) . \tag{11}
\end{equation*}
$$

Calculate the corresponding error probability $P_{v_{i}, G+1}$ for each new vector $v_{i, G+1}$.

- For each $i$, compare $P_{e_{i}, G}$ with $P_{v_{i}, G+1}$ and let $P_{i, G+1}=v_{i, G+1}$ if $P_{e_{i}, G}>P_{v_{i}, G+1}$. The vector with the lowest error probability is marked as the best vector $P_{\text {best }, G+1}$ and its error probability is marked as $P_{e_{\text {best }}, G+1}$.
- If the error probability corresponding to the best vector $P_{e_{\text {best }}, G+1}>P_{e}$, update the vectors again and return to step (4). If $P_{e_{\text {best }}, G+1} \leq P_{e}$, the $P_{\text {best }, G+1}$ is the ideal vector that we want.


### 2.2. Constructions

In this work, we use random construction, the PEG algorithm and QC extension for their good results in various situations.

### 2.2.1. Random Construction

Various random constructions have been proposed based on the same core thought, that is, place non-zero elements in random unfilled positions in the check matrix without violating any set constraint. There are two constraint rules: one is that line $l_{i}$ contains $X_{i}$ " 1 " and column $c_{i}$ contains $Y_{i}$ " 1 " according to the degree distribution of check nodes and variable nodes; the other one is the number of elements " 1 " at the same position in any two rows or columns is less than or equal to 1 . It means that the shortest girth has to be longer than 4.

### 2.2.2. Progressive-Edge-Growth Algorithm

Before introducing the PEG algorithm, we first introduce a common representation of LDPC codes-the Tanner diagram and several concepts. As shown in Figure 1a, $V_{i}$ is a variable node, $C_{j}$ is a check node and the line between them is called an edge. If two nodes are connected with each other, we say these two nodes are adjacent to each other. The girth is defined as the minimum number of lines that comes from a node and back to this node, whose intermediate node is only passed once. As shown in Figure 1a, the shortest girth is 6 and one of them is $V_{1} \rightarrow C_{1} \rightarrow V_{2} \rightarrow C_{4} \rightarrow V_{5} \rightarrow C_{2} \rightarrow V_{1}$, for instance.

For the PEG algorithm, new edges are added to make the loop girth in the Tanner diagram corresponding to the check matrix as large as possible. As shown in Figure 1b, the steps are as follows:

- Determine the number of check node, variable node and the degree distribution of variable node.
- Randomly choose a variable node $V_{i}$ and find the check node $C_{j}$ with the least number of connected edges in the Tanner graph. Then connect the variable node $V_{i}$ and the check node $C_{j}$ with an edge and take it as the first edge of the variable node $V_{i}$.
- Take the variable node $V_{i}$ as the root node and expand the current Tanner diagram. When the expansion depth is $l$, the set of check nodes adjacent to $V_{i}$ is recorded as $N_{V_{i}}^{l}$. The $\overline{N_{V_{i}}^{l}}$ is the complement set of $N_{V_{i}}^{l}$, where the complete set $V_{c}$ is the set of all variable nodes. Expand the Tanner graph with the root node and the depth of $l$. When $\overline{N_{V_{i}}^{l}} \neq \varnothing, \overline{N_{V_{i}}^{l+1}}=\varnothing$ and the number of nodes contained in $N_{V_{i}}^{l}$ stops increasing but is still less than the number of matrix rows $l$, connect the check node $C_{j}$ with the least number of connected edges to the variable node $V_{i}$.
- Repeat step (2) to add edges to the selected variable nodes until all of them are added.
- Repeat steps (1) to (3) to add edge for all other variable nodes.

(a)

(b)

Figure 1. (a) Tanner graph; (b) PEG algorithm.

### 2.2.3. QC-LDPC Extension

QC-LDPC extension is uniquely determined by the dimension and shift times of the circulant matrix. Its quasi-cyclic characteristics make the process of coding and decoding more efficient. Compared with randomly constructed LDPC codes, QC-LDPC codes have lower error level and are more convenient for storage and hardware implementation. We multiply the corresponding positions of the base matrix $H_{b}$ and the coefficient matrix $H_{c}$ and we define this operation as $\odot$, the expression is expressed as follows:

$$
H_{b} \odot H_{c}=\left[\begin{array}{ccc}
B_{1,1} & \cdots & B_{1, i}  \tag{12}\\
\vdots & \ddots & \vdots \\
B_{j, 1} & \cdots & B_{j, i}
\end{array}\right] \odot\left[\begin{array}{ccc}
C_{1,1} & \cdots & C_{1, i} \\
\vdots & \ddots & \vdots \\
C_{j, 1} & \cdots & C_{j, i}
\end{array}\right]=\left[\begin{array}{ccc}
B_{1,1} C_{1,1} & \cdots & B_{1, i} C_{1, i} \\
\vdots & \ddots & \vdots \\
B_{j, 1} C_{j, 1} & \cdots & B_{j, i} C_{j, i}
\end{array}\right] .
$$

Take lifting size of 3 as an example, the elements of the base matrix are 0 and 1 , and the elements of the coefficient matrix are 1,2 and 3 . Then the matrix elements are replaced by
the cyclic permutation matrices (CPMs). We replace 0 with zero matrices, 1 with $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$, 2 with $\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0\end{array}\right]$ and 3 with $\left[\begin{array}{lll}0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0\end{array}\right]$.

### 2.3. Methods of Rate-Compatible

Puncturing is a method that makes the code rate change from low to high. As shown in Figure 2a, the submatrix $A$ are information bits and submatrix $B$ and $C$ are check bits. The initial code rate is $R=L_{0} /\left(L_{0}+L_{1}+L_{2}\right)$. By deleting the submatrix $C$, we can obtain a code rate increasing to $R=L_{0} /\left(L_{0}+L_{1}\right)$.

On the contrary, extending as shown in Figure 2b enables the code rate to change from high to low. We first construct a check matrix A with the high bit rate of $\left(N_{0}-M_{0}\right) / N_{0}$. Moreover, by adding the submatrix $A_{n}$, we extend the matrix to make it compatible for the low rate. The code rate is expressed as:

$$
\begin{equation*}
R_{i}=\frac{\sum_{0}^{n} N_{i}-\sum_{0}^{n} M_{i}}{N} \tag{13}
\end{equation*}
$$



Figure 2. The rate-compatible method: (a) puncturing; (b) extending.

## 3. Proposed Check Matrix for RC-LDPC Codes with Wide Range of SNRs Regime

From the Equation (1) we can see that high hardware processing efficiency and reconciliation efficiency result in a good performance of final secret key rate for a given SNR. Proper degree distribution and reasonable construction method lead to good error correction performance.

### 3.1. Obtaining Degree Distribution

We first obtain the initial optimal degree distribution using discretize density evolution and differential evolution refer to Sections 2.1.1 and 2.1.2. Maximum degree of variable node and the number of terms of degree distribution polynomial are set as 10 and 4, respectively.

From the initial optimal degree distribution, we find that the pairs of degree distribution are distributed nearby $\lambda_{3}$ and $\lambda_{7}$ except of $\lambda_{2}$ and $\lambda_{10}$. Therefore, we calculate the average number of $\lambda_{3}$ and $\lambda_{7}$ at rate from 0.3 to 1 , i.e., SNR from 0.1 to 3 (the degree distribution is appropriate to the SNR larger than 3 but the maximum rate 1 corresponds to the SNR of 3). The initial values are average number $\overline{\lambda_{3}}$ and $\overline{\lambda_{7}}$, and maximum degree of variable node and the number of terms of degree distribution polynomial are still set as 10 and 4 . The difference is that the degree distribution of the variable distribution is set on the
$\lambda_{2}, \lambda_{3}, \lambda_{7}$ and $\lambda_{10}$ instead of a random distribution. Then we repeat the above operations to obtain the optimal degree distribution in these conditions.

Through the above operations, we obtain the degree, the maximum degree of the variable node, and the number of terms of the degree distribution polynomial. Ultimately, we calculate the optimal degree distribution for proposing our LDPC code with Algorithm 1.

```
Algorithm 1 Obtaining the ultimate variable degree distribution with density evolution
and differential evolution
Input: Target error probability \(P_{e}\), maximum number of iterations \(l_{\text {max }}\), population size
    \(N P=50\), the number of terms of variable node degree distribution polynomial \(l=5\),
    the highest power of variable node degree distribution, \(\lambda_{3}=0.0047, \lambda_{7}=0.5072\)
Output: Error rate \(P_{e_{\text {best }}}\), vector \(P_{\text {best }}\)
    for \(i=1\) to \(N P\) do
        refer to Section 2.1.1 generate vector \(P_{i}\) with \(\lambda_{2}, \lambda_{3}, \lambda_{7}, \lambda_{8}\) and \(\lambda_{10}, \lambda_{2}+\lambda_{8}+\lambda_{10}=\)
    0.4881 ;
        calculate the error probability \(P_{e_{i}}\);
        if \(P_{e_{\text {best }}}>P_{e_{i}}\) then
            \(P_{e_{\text {best }}} \leftarrow P_{e_{i}} ; P_{\text {best }} \leftarrow P_{i} ;\)
        end if
    end for
    for \(j=1\) to \(l_{\max }\) do
        randomly choose four numbers \(r_{1}, r_{2}, r_{3}, r_{4}\) from 1 to \(N P\);
        \(v_{j}=P_{\text {best }}+0.5\left(P_{r_{1}}-P_{r_{2}}+P_{r_{3}}-P_{r_{4}}\right)\);
        calculate the error probability \(P_{e_{j}}\);
        if \(P_{e_{\text {best }}}<P_{e}\) then
            output \(v_{j}\);
        end if
        if \(P_{e_{\text {best }}}>P_{e_{j}}\) then
            \(P_{e_{\text {best }}} \leftarrow P_{e_{j}} ;\)
        end if
    end for
```

Table 2 is the result of Algorithm 1, whose input signal $X \sim(0,1)$ and additive white Gaussian noise $Z \sim\left(0, \sigma^{2}\right)$ are random variables that obey Gaussian distribution and independent of each other. The channel noise $S N R=1 / \sigma^{2}$ and $\sigma$ represents the maximum allowed value of noise for the additive white Gaussian channel. For $\rho(x)=\lambda(x)=1$, the check node degree distribution is definite with the constraint condition $r=1-$ $\int_{0}^{1} \rho(x) d x / \int_{0}^{1} \lambda(x) d x$. The degree distribution in our scheme especially decreases the difficulty of constructing the check matrix.

Table 2. Variable nodes degree distribution pairs for the code rate from 0.3 to 1.0.

| Rate | $\mathbf{0 . 3}$ | $\mathbf{0 . 4}$ | $\mathbf{0 . 5}$ | $\mathbf{0 . 6}$ | $\mathbf{0 . 7}$ | $\mathbf{0 . 8}$ | $\mathbf{0 . 9}$ | $\mathbf{1 . 0}^{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{2}$ | 0.0001 | 0.0001 | 0.0007 | 0.0001 | 0.0002 | 0.0002 | 0.0004 | 0.0005 |  |
| $\lambda_{3}$ |  |  | 0.0047 |  |  |  |  |  |  |
| $\lambda_{7}$ |  |  | 0.5072 |  |  |  |  |  |  |
| $\lambda_{8}$ | 0.1382 | 0.1268 | 0.1044 | 0.0761 | 0.0480 | 0.0367 | 0.0281 | 0.0089 |  |
| $\lambda_{10}$ | 0.3498 | 0.3612 | 0.3830 | 0.4119 | 0.4399 | 0.4512 | 0.4596 | 0.4787 |  |
| $\sigma$ | 1.3868 | 1.1547 | 1.0000 | 0.8771 | 0.7809 | 0.7001 | 0.6337 | 0.5774 |  |
| $S N R$ | 0.52 | 0.75 | 1.00 | 1.30 | 1.64 | 2.04 | 2.49 | 3.00 |  |
| $C$ | 0.3072 | 0.4037 | 0.5000 | 0.6008 | 0.7003 | 0.8020 | 0.9016 | 1.0000 |  |

${ }^{1}$ The practical rate at 1 is close to but lower than 1 .
In order to maximize the use of limited key resources, we still need to fully consider the condition of rate lower than 0.1 . Obviously, the secret key rate is low for the low mutual
information $I_{A B}$. Therefore, in order to simplify our work, the degree distribution pairs we choose for the rate lower than 0.1 are directly refer to Appendix A [21,22].

### 3.2. Constructing Check Matrix for RC-LDPC Code

With the degree distribution we obtained above, we construct a single matrix RC-LDPC code simultaneously with the random construction, the PEG algorithm, and QC-LDPC codes mentioned in Section 2. The structure of the check matrix is shown in Figure 3 and combined with parts A, B and C.

The part A is a shared part for the rate from 0.1 to 1 , which is constructed with $\overline{\lambda_{3}}$ and $\overline{\lambda_{7}}$. This structure has the advantage of reducing computational complexity and saving the storage resources. Previous work showed that the PEG algorithm has better performance at SNR~3 [23], while random construction exhibits better performance at SNR~1 [24]. Therefore, the construction that we use to construct the sub-matrix A is the PEG algorithm.

The part B is constructed with rest of degree distribution to realize the rate-compatible method of puncturing. In order to further improve the performance of our LDPC code, we construct the check matrix with the thought of puncturing. More specifically, we divide submatrix $B_{n}$ into two part and construct one part when the $R$ decreases every 0.05 . For rate from 0.3 to 0.1 , this number is 0.1 . We use PEG algorithm to construct $B_{1}$ to $B_{5}$ and random construction to construct extra part. Moreover, the structure of part B is a lower triangular matrix, which can be directly encoded.

Multi-edge-type (MET)-LDPC codes are employed with low SNRs due to their good error-correcting performances, more amenable decoding complexity and also being able to be rate-compatible at low rates [25]. Based on the check matrix above, we construct part C with degree distribution of the MET-LDPC codes from Appendix A for the rate from 0.01 to 0.1.


Figure 3. The check matrix for RC-LDPC codes with wide range of SNR.

## 4. Simulation Experiment

In this section, we summarize the implementation results of the proposed LDPC codes over an unstable channel. Our purpose is to construct a RC-LDPC code with single matrix that can be adapt to the SNR from 0.01 to 15 . We show the performance of reconciliation efficiency $\beta$, hardware processing efficiency $\alpha$ and FER, which are influenced by the change of SNR. Furthermore, the decoding algorithm is a modified Min-Sum algorithm.

The reconciliation efficiency comes from $\beta=R / C$. Referring to the construction mentioned in Section 3.2, we change the check matrix when $R$ reduces to a certain extent. When $R$ is from 0.3 to $1, C$ decreases 0.1 to an integer multiple of 0.1 . When $R$ is from 0.01 to $0.3, C$ decreases 0.05 to an integer multiple of 0.05 . In Figure 4, assuming that the channel noise is uniformly distributed, the LDPC code we proposed has an average reconciliation efficiency $\beta$ of $91.80 \%$, and for higher rates from 0.3 to 1 this number is $96.13 \%$. Because
the data with rate lower than 0.3 only have a little contribution to reconciliation efficiency, the practical reconciliation efficiency is close to $96.13 \%$. Compared with the existing scheme, the proposed LDPC code has a relatively high reconciliation efficiency.


Figure 4. The reconciliation efficiency for different code rate.
From Equation (1), the secret key rate is also related to the hardware processing efficiency $\alpha$, which is equal to the ratio of $D_{\text {out }}$ and $D_{i n}$. More specifically, supposing the times used to load check matrix, load data and decode data are $t_{l m}, t_{l d}$ and $t_{d d}$, separately. The number of times that check matrix has to be reloaded is $n$ and the number of data blocks that have to be processed is $m$. Suppose the secret key rate that optical system can provide is $M$, the number of data blocks $m$ is $M / L$. The hardware processing efficiency $\alpha$ is

$$
\begin{equation*}
\alpha=\frac{1}{n t_{l m}+m\left(t_{l d}+t_{d d}\right)} \tag{14}
\end{equation*}
$$

Because of the finite-size effects, the block length in the procedure of privacy amplification is at least $10^{7}$, which also takes up abundant hardware resource [26,27], so that not all the check matrices can be stored in advance. The reconciliation efficiency will be reduced quickly even if the SNR changes in a very small range. Therefore, other schemes have to reload the appropriate check matrix and then load and decode data when the rate is higher than the channel capacity. With our proposed LPDC code, we save the time of reloading the check matrix. For the block length of 648,000, the times used to load data and decode data we tested with the FPGA Arria 10 are 13.0 ms and 211.2 ms . Furthermore, the average time we used to load check matrix of ATSC 3.0 LDPC codes is 11.1 ms . From the Figure 5, we can see that our work keeps a high hardware processing efficiency $\alpha$ with the number of check matrix changing times $n$ increases. Meanwhile, difference of hardware reconciliation efficiency between our proposed LDPC code and ATSC 3.0 LDPC code also increases.

Frame error rate is the rate that a data block failed to be decoded. It is mainly caused by two reasons: the defect of error correcting code and decoding algorithm; the unadaptable check matrix led by the changing of SNR. The FER caused by the defect of error correcting code and decoding algorithm can be reduced to $3.25 \times 10^{-3}$, which is far lower than the FER led by the latter reason [28]. Therefore, we only take the latter reason into account. It can be seen from Figure 6 that with the number of check matrix changes increases, our proposed LDPC code has a lower FER than the other scheme.


Figure 5. The hardware processing efficiency $\alpha$ influenced by the number of check matrix changing times $n$.


Figure 6. FER influenced by the number of check matrix changing times $N$. The number of data blocks that have to be processed is nine.

Given the excess noise, efficiency of receiver's detector and electronic noise at Bob's side, we can calculate the practical secret key rate [29]. Figure 7 is the comparison of the practical secret key rate of the proposed LDPC code and ATSC 3.0 LDPC codes. As can be seen in the graph, our scheme has a better performance with same number of check matrix changes $N$ and has a lower performance reduction when the $N$ increases. This comes from the fact that combined action of reconciliation efficiency $\beta$, hardware processing efficiency $\alpha$ and FER.


Figure 7. Practical secret key rate with reconciliation efficiency of $91.80 \%$ for our proposed LDPC code and $96.00 \%$ for ATSC 3.0 LDPC code. The extra parameters $\varepsilon=0.01, \eta=0.64$ and $V_{e l}=0.1$.

## 5. Conclusions

In this study, we design a rule of proposing a RC-LDPC code with single matrix for SNRs between 0.01 and 15 to solve the problems of great variation of quantum channel noise and extremely low SNR. First, we use the discretized density evolution algorithm and differential evolution to acquire good node degree distribution pairs of LDPC codes. Then, with construction methods including PEG algorithm, random construction, quasi-cyclic extension and rate-compatible methods including extending and puncturing, we proposed a convenient and efficient construction method for designing a RC-LDPC code. Considering the number of check matrix changing times led by the change of SNR, the result shows that we have a reconciliation efficiency of $91.80 \%$, higher hardware processing efficiency and lower FER. It has a good performance especially in an extremely unstable channel.
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## Appendix A

Table A1. Degree distribution pairs of code rate from 0.01 to 0.1 .

| Rate | Degree Distribution | $\sigma$ | SNR | C |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $\begin{gathered} v(r, x)=0.0775 r_{1} x_{1}^{2} x_{2}^{20}+0.0475 r_{1} x_{1}^{3} x_{2}^{22}+0.875 r_{1} x_{3} \\ \mu(x)=0.0025 x_{1}^{11}+0.0225 x_{1}^{12}+0.03 x_{2}^{2} x_{3}+0.845 x_{2}^{3} x_{3} \end{gathered}$ | 2.541 | 0.15 | 0.0488 |
| 0.05 | $\begin{aligned} & v(r, x)=0.04 r_{1} x_{1}^{2} x_{2}^{34}+0.03 r_{1} x_{1}^{3} x_{2}^{34}+0.93 r_{1} x_{3} \\ & \mu(x)=0.01 x_{1}^{8}+0.01 x_{1}^{9}+0.41 x_{2}^{2} x_{3}+0.52 x_{2}^{3} x_{3} \end{aligned}$ | 5.91 | 0.03 | 0.0213 |
| 0.02 | $\begin{gathered} v(r, x)=0.0225 r_{1} x_{1}^{2} x_{2}^{34}+0.0175 r_{1} x_{1}^{3} x_{2}^{34}+0.96 r_{1} x_{3} \\ \mu(x)=0.010625 x_{1}^{3}+0.009375 x_{1}^{7}+0.6 x_{2}^{2} x_{3}+0.36 x_{2}^{3} x_{3} \end{gathered}$ | 2.541 | 0.15 | 0.1008 |
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#### Abstract

As a multi-particle entangled state, the Greenberger-Horne-Zeilinger (GHZ) state plays an important role in quantum theory and applications. In this study, we propose a flexible multi-user measurement-device-independent quantum key distribution (MDI-QKD) scheme based on a GHZ entangled state. Our scheme can distribute quantum keys among multiple users while being resistant to detection attacks. Our simulation results show that the secure distance between each user and the measurement device can reach more than 280 km while reducing the complexity of the quantum network. Additionally, we propose a method to expand our scheme to a multi-node with multi-user network, which can further enhance the communication distance between the users at different nodes.


Keywords: quantum key distribution; GHZ entangled state; measurement-device-independent; multi-user

## 1. Introduction

Quantum key distribution (QKD) allows two users, Alice and Bob, to share a secure key privately [1,2]. The first QKD protocol, called the BB84 protocol, was proposed in 1984 by Bennett and Brassard [3]. However, because of the gaps between reality and theory, there exist various loopholes in practical systems through which eavesdroppers can attack the QKD process [4]. Therefore, several investigators have focused on finding ways to resist such attacks [5,6]. In 2012, Lo et al. proposed a measurement-device-independent quantum key distribution (MDI-QKD) protocol [7] to prevent attacks on measurement devices and enhance the communication distance between two users.

QKD research usually begins with a point-to-point scheme. With the development of quantum networks [8-10], multi-user scenarios have become research hotspots. Multi-user QKD, known as quantum cryptography conference (QCC) such as Greenberger-HorneZeilinger (GHZ) states [11] based scheme [12] and measurement-device independent scheme [13] or quantum conference key agreement (CKA) such as the intensity-encoded scheme [14] and the scheme based on a W-class state [15], is effective in scenarios where multiple users share common secure keys. Multi-particle entangled states can easily apply in multi-user QKD realization [16], although the communication distance is limited by the stability of entangled states and other issues lead to such schemes being inferior compared to the existing single-photon interference schemes [17].

Ref. [18] proposed an MDI-QKD scheme with an entangled source in the middle and realized ultra-long communication. Inspired by the scheme, we propose a multi-user MDI-QKD scheme based on the GHZ entangled state. We analyze the security of our scheme and derive the secure key rate when users employ an ideal single photon source and a weak coherent source. The simulation results show that a multi-user MDI-QKD
system can be realized under this scheme with a reduced number of detectors and quantum channels compared with traditional MDI-QKD, while the distance between each user and the measurement device can reach more than 280 km (more than 560 km between each two users). Additionally, we propose a method to expand our scheme to a multi-node with multi-user network, which can further enhance the communication distance between the users at different nodes. This paper is organized as follows: in Section 2, we introduce the multi-user MDI-QKD based on GHZ entangled state protocol. In Section 3, we estimate the performance of our scheme for an ideal single-photon source and a weak coherent source In Section 4, we introduce a method to expand our scheme to a multi-node with multi-user network. Finally, a summary is presented in Section 5.

## 2. Protocol

Before providing details of our protocol, we simply introduce the background knowledge of our scheme. A GHZ entangled state is multi-particle entangled state in which each particle is entangled with other particles. It has maximum output mutual information, and resistance to white noise. The n-particle GHZ entangled state can be expressed as follows [19]:

$$
\begin{equation*}
\left|\phi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|000 \ldots 00\rangle+|111 \ldots 11\rangle)_{N} \tag{1}
\end{equation*}
$$

Based on the distribution of an n-particle GHZ entangled state [16], n users can obtain the common secure key simultaneously. This leads to the generation of a secure key according to the measurement result of the GHZ entangled state.

In MDI-QKD [7], the measurement device utilizes the Hong-Ou-Mandel (HOM) [20] effect to construct the relationship between two input particles. According to the click of the detectors, we obtain the BSM result $\left|\psi^{+}\right\rangle=(|H\rangle|V\rangle+|V\rangle|H\rangle) / \sqrt{2}$ and $\left|\psi^{-}\right\rangle=$ $(|H\rangle|V\rangle-|V\rangle|H\rangle) / \sqrt{2}$. In the Z basis, the successful BSM event $\left(\left|\psi^{+}\right\rangle\right.$and $\left.\left|\psi^{-}\right\rangle\right)$represents the polarization of two particles being different, while the X basis $\left|\psi^{+}\right\rangle\left(\left|\psi^{-}\right\rangle\right)$represents the two particles having the same (different) polarization.

Combining the distribution of the GHZ entangled state with the MDI-QKD, we can realize the multi-user QKD by entanglement swapping [21].

As depicted in Figure 1, there is a case of an n-user MDI-QKD system based on GHZ entangled states. The system can divide into four parts: user, measurement device, GHZ entangled state source (GHZ-ESS) and channel. The n-user system includes n users, $n$ measurement devices, a GHZ-ESS, and channel. The user mainly contains a source, a polarization modulator, and a upper computer. In practice, we usually use a weak coherent source with a decoy-state instead of a single photon source. The user uses a polarization modulator to modulate BB84 polarization states. The upper computer control the source, the polarization modulator and the information processing. The information processing includes sifting the efficient data, post-processing, etc. Each user has a corresponding measurement device. The GHZ-ESS connects to all measurement devices. The number of particles in the GHZ entangled state is similar to the number of users. Each particle of the GHZ entangled state will interfere with the polarization state prepared by users in the corresponding measurement device. They will perform Bell state measurement (BSM) in the measurement device. The channel including quantum channel and classical channel. Quantum channels are used to transmit quantum signals. Classical information such as the basis of prepared polarization state is transmitted in classical channel.

As shown in Figure 2, our protocol consists of five main steps:
Step 1: Preparation. Each user randomly prepares one of the BB84 states such as
 an n-particle GHZ entangled state. The number of particles in the GHZ entangled state is equal to the number of users (in principle, each user only sends one photon).

Step 2: Transmission. Users (the GHZ-ESS) transmit the BB84 state (the GHZ entangled state) in different quantum channels between each user (the GHZ-ESS) and measurement device.

Step 3: Measurement. The measurement device performs BSM on the BB84 state and the GHZ entangled-state particles. Each particle of the GHZ entangled quantum state can interfere with a particle sent by its corresponding user. If there are only two detectors responding we call it a successful BSM event (a click in D1H and D2V, or in D1V and D2H are $\left|\psi^{-}\right\rangle$; a click in D1H and D1V, or in D2H and D2V are $\left|\psi^{+}\right\rangle$), similar to traditional MDI-QKD.

Step 4: Sifting. All users retain the bits when all the corresponding measurement device generates a successful BSM event. All users announce the basis of the prepared BB84 state, and the GHZ entangled source broadcasts the GHZ state it has prepared through the classical channels. In our scheme, only the states in the Z basis are used to generate a secure key; the states in the X basis are used to estimate the error rate. Hence, users retain the data prepared in the same basis by all users and discard the remaining data. Then, each user should either flip or not flip its local bits according to the BSM result, the GHZ states, and the prepared basis; see following and Appendix A for details. At this point, each user obtains the raw key.

Step 5: Post-processing. Similar to traditional point-to-point QKD protocols, users perform post-processing under the control of upper computer, which includes error correction and privacy amplification. They finally obtain the same secure keys.


Figure 1. Schematic diagram of n-user MDI-QKD system. POL-M: polarization modulator; BS: beam splitter; PBS: polarization beam splitter; D1H, D1V, D2H, D2V: single-photon detector; Source: single-photon source or weak coherent source. We use solid line to depict the quantum channel and dotted line to depict the classical channel. The measurement device includes a BS, two PBSs, and four single-photon detectors, and implements the Bell state measurement (BSM) the same as the polarization-based MDI-QKD protocol. The GHZ-ESS can prepare GHZ entangled states with different numbers of particles corresponding to the number of users.


Figure 2. Flow chart of our protocol.
Following the original MDI-QKD protocol [7], users need to operate on their local bits based on the GHZ entangled state and the BSM results to generate secure keys. Taking three users (named Alice, Bob, and Charles) as an example, Table 1 shows the relationship between the prepared GHZ state, the BSM results, and the operations of the three participants. The users can retain the signal to generate a secure key only when all the BSM results are $\left|\psi^{+}\right\rangle$or $\left|\psi^{-}\right\rangle$.

Table 1. Participants and their operations in the Z basis.

| GHZ State | BSM 1 | BSM 2 | BSM 3 | Alice | Bob | Charles |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|H\rangle \pm\|V\rangle\|V\rangle\|V\rangle)$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | No Flip | No Flip | No Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|V\rangle\|H\rangle \pm\|V\rangle\|H\rangle\|V\rangle)$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | No Flip | Flip | No Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|V\rangle \pm\|V\rangle\|V\rangle\|H\rangle)$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | No Flip | No Flip | Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|V\rangle\|V\rangle \pm\|V\rangle\|H\rangle\|H\rangle)$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | $\left\|\psi^{ \pm}\right\rangle$ | No Flip | Flip | Flip |

For example, when the state prepared by the GHZ-ESS is $\frac{1}{\sqrt{2}}(|H\rangle|H\rangle|H\rangle \pm|V\rangle|V\rangle|V\rangle)$, the message can be retained as a sifted key only if Alice, Bob, and Charles have prepared the same polarization state and all the BSM results are $\left|\psi^{+}\right\rangle$or $\left|\psi^{-}\right\rangle$.

## 3. Secure Key Rate

Next, we derive the secure key and error rates to investigate the performance of our scheme with a single-photon source and a weak coherent source.

By combining the MDI-QKD technique [7] and the GLLP method [22], the security key rate is given by

$$
\begin{equation*}
R=Q_{1}^{Z}\left[1-H\left(e_{1}^{X}\right)\right]-Q^{Z} f H\left(E^{Z *}\right) \tag{2}
\end{equation*}
$$

where $Q^{Z}$ and $E^{Z *}$ denote the gain and quantum bit error rate (QBER) in the $Z$ basis, respectively; $f$ is the inefficiency function for the error correction process; $Q_{1}^{Z}$ denotes the gain when all users send a single-photon state; $e_{1}^{X}$ denotes the phase error rate; and $H(x)=-x \log _{2}(x)-(1-x) \log _{2}(1-x)$ is the binary Shannon entropy function. $E^{Z *}=\max \left\{E_{U_{1} U_{2}}^{Z}, E_{U_{1} U_{3}}^{Z} \ldots E_{U_{1} U_{n}}^{Z}\right\}$, where $E_{U_{1} U_{2}}^{Z}\left(E_{U_{1} U_{3}}^{Z} \ldots E_{U_{1} U_{n}}^{Z}\right)$ is the marginal quan-
tum bit error rate between user 1 and user $2(3 \ldots n)$ in the $Z$ basis. In practice, $Q^{Z}$ and $E^{Z *}$ can be obtained from experimental data.

### 3.1. Key Rate of Single-Photon Source

For simplicity, we consider the case of three users in our scheme and estimate the secure key rate for a single photon source.

When the users use an ideal single-photon source to prepare the BB84 state, the gain in the Z basis is

$$
\begin{equation*}
Q^{Z}=Q_{1}^{Z}=Y_{1} \tag{3}
\end{equation*}
$$

where $Y_{1}$ denotes the probability of obtaining a successful BSM when all the users send a single-photon state. The yield $Y_{1}$ is given by

$$
\begin{align*}
Y_{1} & =\frac{1}{64}\left\{\left(1-P_{d}\right)^{2}\left[1-\left(1-P_{d}\right)(1-\eta)\right]\left[1-\left(1-P_{d}\right)\left(1-\eta_{d}\right)\right]\right.  \tag{4}\\
& \left.+2 P_{d}\left(1-P_{d}\right)^{2}\left[1-\left(1-P_{d}\right)(1-\eta)\left(1-\eta_{d}\right)\right]\right\}^{3}
\end{align*}
$$

where $P_{d}$ is the dark count, $\eta_{d}$ is the detection efficiency, $\eta=\eta_{l} \times \eta_{b}=10^{-\alpha L / 10} \times \eta_{b}$ is the transmittance between the users and measurement device, and $\eta_{l}$ represents the channel loss. $\frac{1}{64}$ represents the possibility that users send similar or different polarization states to the particles of the GHZ entangled state in the $Z$ basis.

We assume that our entangled source is perfect; therefore, the error rate contains two main contributions: (1) the error rate $e_{0}$ caused by background counts and (2) the error rate $e_{d}$ corresponding to the misalignment and instability of the optical system. The total error rate is as follows:

$$
\begin{equation*}
E^{Z *}=E_{U_{1} U_{2}}^{Z}=E_{U_{1} U_{3}}^{Z}=e_{0}-\frac{\left(e_{0}-e_{d}\right)\left(\frac{1}{16} \eta^{2} \eta_{d}^{2}\left(1-P_{d}\right)^{4}\right)}{Y_{U_{1} U_{2}}} \tag{5}
\end{equation*}
$$

where $Y_{U_{1} U_{2}}$ denotes the probability of both measurement devices obtaining a successful BSM when user 1 and user 2 send a single-photon state. Similarly, we obtain the error rate in the X basis as follows:

$$
\begin{equation*}
e_{1}^{X}=e_{0}-\frac{\left(e_{0}-e_{d}\right)\left(\frac{1}{64} \eta^{3} \eta_{d}^{3}\left(1-P_{d}\right)^{6}\right)}{Y_{1}} \tag{6}
\end{equation*}
$$

Utilizing the experimental parameters in Table 2 [23], we obtained the simulation results shown in Figure 3. These results show that the communication distance between each user and the GHZ-ESS can exceed 280 km using optical fibers. Using an ideal singlephoton source and a perfect GHZ-ESS, the GHZ-ESS can be located at the center to establish a star-configuration quantum network with a radius of 280 km .

Table 2. Experimental parameters used in the simulation. $e_{d}$ is the system intrinsic bit error rate, $P_{d}$ is the dark count, $f$ is the error correction inefficiency, and $\alpha$ is the optical fiber transmission loss.

| $\boldsymbol{e}_{\boldsymbol{d}}$ | $P_{d}$ | $f$ | $\alpha$ |
| :---: | :---: | :---: | :---: |
| $2 \%$ | $8 \times 10^{-8}$ | 1.16 | 0.2 |



Figure 3. Secure key rate with single-photon state. The red line corresponds to the detection efficiency $\eta_{d}$ of $93 \%$ [24], and the blue line corresponds to the detection efficiency $\eta_{d}$ of $40 \%$ [23]. $\mathbf{n}$ is the number of communication users. The distance refers to the length of the quantum channel between any user and the measurement device.

### 3.2. Key Rate of Weak Coherent Source with Decoy State

In this section, we analyze the realization of the decoy state using our protocol. Users use the decoy state to resist a photon number splitting (PNS) attack on a weak coherent source. In our protocol, we use the Z basis to generate the secure key and the X basis to detect the error bit. Therefore, we take the quantum state in the Z basis as the signal state (only preparing the signal state) and that in the X basis as the decoy state (preparing both signal state and decoy state).

In our analysis, two decoy-state techniques (signal state $v$, vacuum state $\mu_{2}$, decoy-state $\mu_{1}$ ) are used, where $v>\mu_{1}>\mu_{2}=0$ represents the mean photons of the sources.

We consider the situation consisting of three users as an example to derive the secure key rate. According to the decoy state method [25], in the Z basis, for each measurement device, we can estimate the gain $Q_{m}^{Z}$ and error rate $E_{m}^{Z}$ as follows:

$$
\begin{align*}
Q_{m}^{Z} & =\sum_{i=0}^{\infty} e^{-v} Y_{1 i} \frac{v^{i}}{i!}  \tag{7}\\
E_{m}^{Z} Q_{m}^{Z} & =\sum_{i=0}^{\infty} e^{-v} e_{1 i} Y_{1 i} \frac{v^{i}}{i!} \tag{8}
\end{align*}
$$

where $Y_{1 i}\left(e_{1 i}\right)$ represents the yield (error rate) from the GHZ-ESS and the corresponding user. The subscript 1 that different from the traditional MDI-QKD [7] represents the particle of GHZ entangled state in each measurement device. Therefore, we can estimate the total gain and error rate in the Z basis as follows:

$$
\begin{align*}
Q^{Z} & =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} e^{-3 v} Y_{111 i j k} \frac{v^{i+j+k}}{i!j!k!}  \tag{9}\\
E^{Z} Q^{Z} & =\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} e^{-3 v} e_{111 i j k} Y_{111 i j k} \frac{v^{i+j+k}}{i!j!k!} \tag{10}
\end{align*}
$$

where $Y_{111 i j k}\left(e_{111 i j k}\right)$ represents the overall yield (error rate) in the $Z$ basis. We optimized the formula in the Ref. [26] and added the subscript 111 to describe the influence of GHZ entangled state. We Similarly, we can obtain the total gain and error rate in the X basis.

Because we use the decoy state technique in the X basis, we can obtain the total gain in the $Z$ basis when all users send a single photon pulse as

$$
\begin{equation*}
Q_{1}^{Z}=v^{3} e^{-3 v} Y_{1}^{Z} \tag{11}
\end{equation*}
$$

where $Y_{1}^{Z}$ represents the yield when all users send a single photon pulse.
Next, we need to estimate the lower bound of the yield and the upper bound of the error rate that each user sends for a single-photon pulse in the $X$ basis. According to the decoy-state method [25-27], we can estimate that

$$
\begin{align*}
Y_{1}^{X} \geq & \frac{1}{v^{3} \mu_{1}^{3}\left(v-\mu_{1}\right)}\left[v ^ { 4 } \left(e^{3 \mu_{1}} Q_{111 \mu_{1} \mu_{1} \mu_{1}}^{X}-e^{2 \mu_{1}} Q_{111 \mu_{1} \mu_{1} 0}^{X}-e^{2 \mu_{1}} Q_{111 \mu_{1} 0 \mu_{1}}^{X}-e^{2 \mu_{1}} Q_{1110 \mu_{1} \mu_{1}}^{X}\right.\right. \\
& \left.+e^{\mu_{1}} Q_{111 \mu_{1} 00}^{X}+e^{\mu_{1}} Q_{1110 \mu_{1} 0}^{X}+e^{\mu_{1}} Q_{11100 \mu_{1}}^{X}-Q_{111000}^{X}\right)  \tag{12}\\
& -\mu_{1}^{4}\left(e^{3 v} Q_{111 v v v}^{X}-e^{2 v} Q_{111 v v 0}^{X}-e^{2 v} Q_{111 v 0 v}^{X}-e^{2 v} Q_{1110 v v}^{X}\right. \\
& \left.+e^{v} Q_{111 v 00}^{X}+e^{v} Q_{1110 v 0}^{X}+e^{v} Q_{11100 v}^{X}-Q_{111000}^{X}\right) \\
e_{1}^{X} \leq & \frac{1}{\mu_{1}{ }^{3} Y_{1}^{X}}\left(e^{3 \mu_{1}} E_{111 \mu_{1} \mu_{1} \mu_{1}}^{X} Q_{111 \mu_{1} \mu_{1} \mu_{1}}^{X}-e^{2 \mu_{1}} E_{111 \mu_{1} \mu_{1} 0}^{X} Q_{111 \mu_{1} \mu_{1} 0}^{X}-e^{2 \mu_{1}} E_{111 \mu_{1} 0 \mu_{1}}^{X} Q_{111 \mu_{1} 0 \mu_{1}}^{X}\right. \\
& -e^{2 \mu_{1}} E_{1110 \mu_{1} \mu_{1}}^{X} Q_{1110 \mu_{1} \mu_{1}}^{X}+e^{\mu_{1}} E_{111 \mu_{1} 00}^{X} Q_{111 \mu_{1} 00}^{X}+e^{\mu_{1}} E_{1110 \mu_{1} 0}^{X} Q_{1110 \mu_{1} 0}^{X}  \tag{13}\\
& \left.+e^{\mu_{1}} E_{11100 \mu_{1}}^{X} Q_{11100 \mu_{1}}^{X}-E_{111000}^{X} Q_{111000}^{X}\right)
\end{align*}
$$

where $Q_{111 i j k}^{X}\left(i, j, k=0, \mu_{1}, v\right.$ represent the mean photon number intensities of users' sources) is the overall gain in the $X$ basis when users choose the corresponding intensities. $E_{111 i j k}^{X}$ is the overall error rate in the X basis when users choose corresponding intensities.

Finally, utilizing the experimental parameters in Table 2, we can obtain the performance of our protocol when three users use weak coherent sources as shown in Figure 4. The simulation results show that the communication distance between each user and the GHZ-ESS can reach further than 210 km using optical fibers. Compared with a single photon source, the weak coherent source has a lower secure key rate and shorter communication distance while still realizing a signal transmission of more than 420 km between each two users.


Figure 4. Secure key rate with weak coherent source. The simulation performed for the situation of three users had detection efficiency results of $\eta_{d}=93 \%$ and $\eta_{d}=40 \%$. The mean photons of signal state $v=0.48$, and the mean photons of decoy-state $\mu_{1}=0.05$. The distance refers to the length of the quantum channel between any user and measurement device.

### 3.3. Security and Discussion

In this section, we will analyze the security of our protocol and compare our protocol with other schemes.

Without loss of generality, we can depict the three-particle GHZ entangled state in eight orthogonal GHZ states as [26]:

$$
\begin{align*}
&\left|\alpha_{1}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|H\rangle|H\rangle+|V\rangle|V\rangle|V\rangle)=\frac{1}{2}(|+++\rangle+|+--\rangle+|-+-\rangle+|--+\rangle) \\
&\left|\alpha_{2}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|H\rangle|H\rangle-|V\rangle|V\rangle|V\rangle)=\frac{1}{2}(|++-\rangle+|+-+\rangle+|-++\rangle+|---\rangle) \\
&\left|\alpha_{3}\right\rangle=\frac{1}{\sqrt{2}}(|V\rangle|H\rangle|H\rangle+|H\rangle|V\rangle|V\rangle)=\frac{1}{2}(|+++\rangle+|+--\rangle-|-+-\rangle-|--+\rangle) \\
&\left|\alpha_{4}\right\rangle=\frac{1}{\sqrt{2}}(|V\rangle|H\rangle|H\rangle-|H\rangle|V\rangle|V\rangle)=\frac{1}{2}(|++-\rangle+|+-+\rangle-|-++\rangle-|---\rangle) \\
&\left|\alpha_{5}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|V\rangle|H\rangle+|V\rangle|H\rangle|V\rangle)=\frac{1}{2}(|+++\rangle-|+--\rangle+|-+-\rangle-|--+\rangle)  \tag{14}\\
&\left|\alpha_{6}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|V\rangle|H\rangle-|V\rangle|H\rangle|V\rangle)=\frac{1}{2}(|++-\rangle-|+-+\rangle+|-++\rangle-|---\rangle) \\
&\left|\alpha_{7}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|H\rangle|V\rangle+|V\rangle|V\rangle|H\rangle)=\frac{1}{2}(|+++\rangle-|+--\rangle-|-+-\rangle+|--+\rangle) \\
&\left|\alpha_{8}\right\rangle=\frac{1}{\sqrt{2}}(|H\rangle|H\rangle|V\rangle-|V\rangle|V\rangle|H\rangle)=\frac{1}{2}(|++-\rangle-|+-+\rangle-|-++\rangle+|---\rangle)
\end{align*}
$$

Taking $\left|\alpha_{1}\right\rangle$ as an example, it will randomly collapse into $\left|\gamma_{1}\right\rangle=|H\rangle|H\rangle|H\rangle$ or $\left|\gamma_{2}\right\rangle=|V\rangle|V\rangle|V\rangle$ in the Z basis. In the X basis, any user obtains $|+\rangle(|-\rangle)$ when the other obtains the same (different) polarization. We use the character that provides the security of the GHZ entangled sources to generate a secure key in the Z basis and error detection in the X basis.

Based on the principle of MDI-QKD [7], our scheme can resist attacks on the measurement devices. In addition to resisting attacks on the measurement device, our scheme can resist a PNS attack using the decoy state technique [22,25,28,29]. Users can employ weak coherent sources with a decoy-state. The GHZ entangled state is equivalent to an ideal single-photon state in each quantum channel. A PNS attack is ineffective for an ideal single-photon source. Therefore, our scheme can resist PNS attacks.

Compared with traditional MDI-QKD, ref. [30] reported the longest communication record that reached 404 km in experiments, while the simulation result shows that our protocol can be utilized with greater than 560 km between each two users. Four detectors are required to build a traditional MDI-QKD system between two users. Therefore, $2 n(n-1)$ detectors are required to establish a quantum communication system using the MDI-QKD protocol between $n$ users. However, in our protocol, the number of detectors required to establish communications between $n$ users is reduced to only $4 n$. Moreover, only $2 n$ channels rather than $n(n-1) / 2$ channels are required if a traditional point-to-point protocol [7] is used between the users and the measurement device. Thus, the cost and complexity of the network are reduced.

We compare our scheme with other multi-user schemes in Table 3. When we employ a single photon source with $\eta_{d}=93 \%$, the available distance can reach more than 560 km between each two users. When we employ a weak coherent source with $\eta_{d}=93 \%$, the available distance can reach more than 420 km between each two users.

Unlike the MDI-QCC based on a post-selection GHZ entangled state [26] and PM-QCC based on a post-selection GHZ entangled state [19], our protocol uses a GHZ entangled state and the polarization state prepared by users to execute BSM and realize multi-user sharing of a common secret key.

Table 3. Comparison of multi-user schemes.

| Items | GHZ State MDI-QCC [26] | $\begin{gathered} \text { W State } \\ \text { Multi-User } \\ \text { MDI-QKD [31] } \end{gathered}$ | $\begin{gathered} \text { GHZ State } \\ \text { Multi-User } \\ \text { MDI-QKD [23] } \end{gathered}$ | Our Scheme |
| :---: | :---: | :---: | :---: | :---: |
| Entangled State | GHZ state | W state | GHZ state | GHZ state |
| Users | $\geq 3$ | $\geq 4$ | $\geq 3$ | $\geq 3$ |
| Secure Key Rate | $\begin{gathered} 10^{-16} \\ \left(\eta_{d}=93 \%,\right. \end{gathered}$ 400 km between two users, weak coherent) | $\begin{gathered} 10^{-16} \\ \left(\eta_{d}=93 \%,\right. \end{gathered}$ <br> 260 km between two users, single photon) | $\begin{gathered} 10^{-21} \\ \left(\eta_{d}=40 \%,\right. \end{gathered}$ <br> 400 km between two users, single photon) | $\begin{gathered} 10^{-15} \\ \left(\eta_{d}=93 \%,\right. \end{gathered}$ <br> 400 km between two users, single photon) |
| Available Distance | 420 km between two users (weak coherent) | 260 km between two users (single photon) | 520 km between two users (single photon) | 560 km between two users (single photon) 420 km between two users (weak coherent) |

CKA schemes [32] based on the principle of twin-field QKD [33] can realize a high secure key rate and long communication distance through the single photon interference. In our scheme, with a more flexible number of users, we can increase the distance between the GHZ-ESS and the measurement device to enhance the communication distance between each two users. In addition, we can expand our scheme further into a multi-node quantum network, as detailed in Section 4.

Because of the coincidence measurement at the measurement device, increasing the number of users will lead to an obvious decrease in the secure key rate. We propose a system that uses an adaptive technique in Appendix B, while we need to investigate the specific performance in our scheme. At the same time, we will consider using asynchronous time multiplexing technology [34,35], which idea is based on adaptive techniques, to further improve our scheme through enhancing the secure key rate under multi-user scenarios.

## 4. Expansion of Our Protocol

Based on the location-changeable GHZ-ESS, we can expand our scheme further into a multi-node quantum network without quantum memory. An example of two nodes with two users per node is shown in Figure 5, and we can extend the system to n nodes with n users per node.

In the system, we use measurement devices that perform BSM to construct the entangled relationship between two adjacent GHZ entangled sources and extend the communication distance between users in different nodes by increasing the distance between the GHZ-ESS and the measurement device. We use the example shown in Figure 5 to detail the process. In theory, the longest secure communication between user 3 and user 1 can be estimated as follows:

$$
\begin{equation*}
L_{U_{1} U_{3}}=L_{U_{1} M_{1}}+L_{G H Z_{1} M_{1}}+L_{G H Z_{1} M_{G H Z}}+L_{G H Z_{2} M_{G H Z}}+L_{G H Z_{2} M_{3}}+L_{U_{3} M_{3}} \tag{15}
\end{equation*}
$$

where $L_{U_{1} M_{1}}\left(L_{U_{3} M_{3}}\right)$ is the distance between the user and the corresponding measurement device, $L_{G H Z_{1} M_{1}}\left(L_{G H Z_{2} M_{3}}\right)$ is the distance between the GHZ-ESS and the corresponding measurement device, and $L_{G H Z_{1} M_{G H Z}}\left(L_{G H Z_{1} M_{G H Z}}\right)$ is the distance between the GHZ-ESS and the measurement device that is between the adjacent GHZ-ESSs.


Figure 5. An example of two users per node. The system can help user 1, user 2, user 3, and user 4 to share a common secure key. Unlike our system shown in Figure 1, we build the relationship between two GHZ-ESSs with measurement devices that use BSM like ordinary MDI-QKD devices

When we assume that two GHZ-ESSs prepare the same GHZ entangled state and all measurement devices obtain successful BSM events $\left(\left|\psi^{+}\right\rangle\right.$or $\left.\left|\psi^{-}\right\rangle\right)$, the operations of users in the Z basis are as shown in Table 4.

Table 4. The operations of users in different GHZ states in the Z basis. The operation of bit flip according to user 1 and all measurement devices obtain successful BSM events ( $\left|\psi^{+}\right\rangle$or $\left|\psi^{-}\right\rangle$). We assume that the first particle of the first GHZ is entangled, corresponding to measurement device 1, and the first particle of the second GHZ entangled state corresponds to measurement device 3.

| GHZ state | USER 1 | USER 2 | USER 3 | USER 4 |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|H\rangle \pm\|V\rangle\|V\rangle\|V\rangle)$ | No Flip | No Flip | Flip | Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|V\rangle\|H\rangle \pm\|V\rangle\|H\rangle\|V\rangle)$ | No Flip | Flip | Flip | No Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|V\rangle \pm\|V\rangle\|V\rangle\|H\rangle)$ | No Flip | No Flip | Flip | Flip |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|V\rangle\|V\rangle \pm\|V\rangle\|H\rangle\|H\rangle)$ | No Flip | Flip | Flip | No Flip |

## 5. Conclusions

In this study, we presented a multi-user MDI-QKD scheme based on the GHZ entangled state. We analyzed the security of our scheme and derived the secure key rate when users use an ideal single photon source and a weak coherent source. The MDI-QKD-based scheme is also immune to attacks on the measurement devices, and the communication distance is increased. Furthermore, in contrast to the multi-user quantum network implemented by the original MDI-QKD protocol, the number of detectors required in our scheme is reduced from $2 n(n-1)$ to $4 n$, and the number of quantum channels is reduced from $n(n-1) / 2$ to $2 n$. Our scheme realizes an ultra-long QKD available communication distance that can reach more than 280 km between each user and measurement device (i.e., the longest communication distance between any two users can reach more than 560 km ) and further extend by changing the location of the GHZ-ESS. In addition, we can expand our scheme further to a multi-node quantum network without quantum memory, which enhances the communication distance between two users.

Although our scheme can be flexibly applied to QKD networks, there are still two issues remaining to be studied in the future. On one hand, the location of the GHZ entangled source can be changed in our scheme, and we can extend the communication distance between two users by increasing the distance between the GHZ entangled source and the measurement device. Therefore, we will study the influence of GHZ entangled
state long-distance division. On the other hand, in our estimation of the secure key rate, we assume that the distance between each user and the corresponding measurement device is similar. Therefore, it will be interesting to consider an asymmetric situation.
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## Appendix A. Protocol Analysis

In this section, we analyze the generation of the secure key. The key generation in the Z basis in our protocol can be equivalent to the construction shown in Figure A1. The GHZ entangled source distributes a particle of the n-particle GHZ entangled states to each user. Users measure the polarization of the particle and obtain the secure key.


Figure A1. The equivalent topological schematic diagram of the GHZ entangled source distributing a particle of the n-particle GHZ entangled states to each user. HWP: half wave plate; PBS: polarization beam splitter; DH, DV: single photon detector.

We also considered the case of three users. As shown in Table A1, the GHZ-ESS prepares different GHZ states and sends them to users. Users measure the polarization in the Z basis. They obtain value " 0 " when the measurement result is $|H\rangle$, and value " 1 " corresponds to $|V\rangle$.

Table A1. Measurement result and value of the secure key. GHZ entangled state is the GHZ state sent by the entangled source. MR1, MR2, and MR3 are the measurement results of user 1, user 2, and user 3. and Value1, Value2, and Value3 are the values of the users' secure keys.

| GHZ Entangled State | MR1 | Value1 | MR2 | Value2 | MR3 | Value3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|H\rangle \pm\|V\rangle\|V\rangle\|V\rangle)$ | $\|H\rangle$ | 0 | $\|H\rangle$ | 0 | $\|H\rangle$ | 0 |
| $\frac{1}{\sqrt{2}}(\|V\rangle\|H\rangle\|H\rangle \pm\|H\rangle\|V\rangle\|V\rangle)$ | $\|V\rangle$ | 1 | $\|V\rangle$ | 1 | $\|V\rangle$ | 1 |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|V\rangle\|H\rangle \pm\|V\rangle\|H\rangle\|V\rangle)$ | $\|H\rangle$ | 0 | $\|H\rangle$ | 0 | $\|H\rangle$ | 0 |
|  | $\|V\rangle$ | 0 | $\|V\rangle$ | 1 | $\|V\rangle$ | 1 |
| $\frac{1}{\sqrt{2}}(\|H\rangle\|H\rangle\|V\rangle \pm\|V\rangle\|V\rangle\|H\rangle)$ | $\|H\rangle$ | 0 | $\|H\rangle$ | $\|H\rangle$ | 0 |  |
|  | $\|V\rangle$ | 1 | $\|V\rangle$ | 0 | $\|V\rangle$ | 1 |

Compared with the equivalent topological scheme, our protocol can resist attacks on measurement devices and enhance the communication distance between two users. Moreover, if we locate the GHZ entangled source near the measurement device, can we greatly reduce the effect of decoherence of GHZ entangled states. However, we can also increase the distance between the GHZ-ESS and measurement device to increase the communication distance between the two users. Therefore, our protocol can realize multi-user QKD over an ultra-long distance.

## Appendix B. Increasing the Secure Key Rate with an Adaptive Technique

According to the idea in [36], we propose our multi-user MDI-QKD system with an adaptive technique as shown in Figure A2.


Figure A2. Multi-user MDI-QKD system with adaptive method. QNP: quantum non-demolition measurement; SW: optical switches. The adaptive technology structures are shown inside the red dashed frames.

The implementation process is as follows. Firstly, all users and GHZ-ESSs send many signal states to the corresponding measurement device; secondly, the QNP performs the quantum non-demolition measurement to detect the arrival of the signal; thirdly, the SW is
used to match the arrival signal from the GHZ-ESS and users; fourthly, the measurement device performs BSM between the matched signals and broadcasts the matched result as well as measurement result; lastly, the user keeps the signal data that relate to successful BSM events and other post-processing.

Through the use of an adaptive technique, we can enhance the secure key rate in our multi-user QKD scheme. However, the lack of any particles in the GHZ entangled state will lead to the entire entangled state being unusable, and the GHZ-ESS will need to prepare more signal states than users in principle. We will study the specific performance of using an adaptive technique in future research.
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#### Abstract

By using difference schemes, orthogonal partitions and a replacement method, some new methods to construct pure quantum error-correcting codes are provided from orthogonal arrays. As an application of these methods, we construct several infinite series of quantum error-correcting codes including some optimal ones. Compared with the existing binary quantum codes, more new codes can be constructed, which have a lower number of terms (i.e., the number of computational basis states) for each of their basis states.
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## 1. Introduction

Errors are inevitable in quantum information processing [1], so quantum error-correcting codes (QECCs) are very important for quantum communication and quantum computing. In 1995, Shor [1] gave the simplest quantum simulation of a classical coding plan and then constructed the first QECC. In 1998, Calderbank et al. provided a close connection between QECCs and classical error correction codes [2], which leads to constructing QECCs from known classical error correction codes. In recent years, the research on QECCs especially on binary QECCs has made great progress. Feng and Ma made a way to obtain good pure stabilizer quantum codes, binary or nonbinary [3]. Li and Li obtained quantum codes of minimum distance three which are optimal or near optimal, and some quantum codes of minimum distance four which are better than previously known codes [4]. Feng and Xing presented a characterization of (binary and non-binary) quantum codes. Based on this characterization, they derived a method to construct pure $p$-ary quantum codes with dimensions not necessarily equal to powers of $p$ [5]. Some other constructions of nonstabilizer codes, such as CWS codes [6], the codes in [7], and permutation-invariant codes such as in [8-11] have been studied. However, the majority of binary QECCs constructed so far are stabilizer codes [12-14]. The main goal of this work is to link between orthogonal arrays and binary QECCs and to construct more families of new codes.

Orthogonal arrays (OAs) play a more and more important role in quantum information theory [15-22]. An $r \times N$ array $A$ with entries from a set $S=\{0,1, \ldots, s-1\}$ is said to be an orthogonal array with $s$ levels, strength $t$ (for some $t$ in the range $0 \leq t \leq N$ ) if every $r \times t$ subarray of $A$ contains each $t$-tuple based on $S$ as a row with the same frequency. We will denote such an array by $\mathrm{OA}(r, N, s, t)$. Recently, many new methods of constructing OAs, especially high strength OAs, have been presented, and many new classes of OAs have been obtained [23-33]. An $\mathrm{OA}(r, N, s, t)$ is said to be an irredundant orthogonal array (IrOA) if, in any $r \times(N-t)$ subarray, all of its rows are different [18]. A link between an IrOA with $d$ levels and a $t$-uniform state was established by Goyeneche et al. [18], i.e., every column and every row of the array correspond to a particular qudit and a linear term of the state, respectively.

Connection 1 ([18]). If $L=\left(\begin{array}{cccc}s_{1}^{1} & s_{2}^{1} & \cdots & s_{N}^{1} \\ s_{1}^{2} & s_{2}^{2} & \cdots & s_{N}^{2} \\ \vdots & \vdots & \cdots & \vdots \\ s_{1}^{r} & s_{2}^{r} & \cdots & s_{N}^{r}\end{array}\right)$ is an $\operatorname{IrOA}(r, N, s, t)$, then the superposition of r product states,

$$
|\Phi\rangle=\frac{1}{\sqrt{r}}\left(\left|s_{1}^{1} s_{2}^{1} \ldots s_{N}^{1}\right\rangle+\left|s_{1}^{2} s_{2}^{2} \ldots s_{N}^{2}\right\rangle+\cdots+\left|s_{1}^{r} s_{2}^{r} \ldots s_{N}^{r}\right\rangle\right)
$$

is a $t$-uniform state.
More and more attention has been paid to the construction and characterization of $t$-uniform states from OAs [15-18,34-39]. Very interestingly, uniform states are closely related to QECCs. Goyeneche and Życzkowski stated $((N, 1, k+1))_{d}$ QECCs are one-toone connected to $k$-uniform states of $N$ qudits [18]. Shi et al. also presented the relation between a pure QECC and $t$-uniform state [40]. It is these new developments in OAs and uniform states that raise the possibility of constructing QECCs from OAs.

In this paper, the Hamming distance and minimal distance (MD) of OAs are applied to the theory of quantum information. By using difference schemes, orthogonal partitions and a replacement method, some new methods to construct pure quantum error-correcting codes are provided from orthogonal arrays. As an application of these methods, we construct several infinite series of quantum error-correcting codes including some optimal ones. Compared with the corresponding binary quantum error-correcting codes in [12,41], more new codes can be constructed, which have fewer terms for each of their basis states.

## 2. Preliminaries

First, the following concepts and lemmas are needed.
Let $A^{T}$ be the transposition of matrix $A$ and $(2)=(0,1)^{T}$. Let $0_{r}$ and $1_{r}$ denote the $r \times 1$ vectors of $0 s$ and $1 s$, respectively. If $A=\left(a_{i j}\right)_{m \times n}$ and $B=\left(b_{i j}\right)_{u \times v}$ with elements from a Galois field with binary operations ( + and $\cdot$ ), the Kronecker product $A \otimes B$ is defined as $A \otimes B=\left(a_{i j} \cdot B\right)_{m u \times n v}$, where $a_{i j} \cdot B$ represents the $u \times v$ matrix with entries $a_{i j} \cdot b_{r s}$ $(1 \leq r \leq u, 1 \leq s \leq v)$, and the Kronecker sum $A \oplus B$ is defined as $A \oplus B=\left(a_{i j}+B\right)_{m u \times n v}$ where $a_{i j}+B$ represents the $u \times v$ matrix with entries $a_{i j}+b_{r s}(1 \leq r \leq u, 1 \leq s \leq v)[23,24]$. Let $\left(\mathbb{C}^{2}\right)^{\otimes N}=\underbrace{\mathbb{C}^{2} \otimes \mathbb{C}^{2} \otimes \cdots \otimes \mathbb{C}^{2}}_{N}$. Let $\mathbb{Z}_{2}^{N}=\underbrace{\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}}_{N}$ over ring $\mathbb{Z}_{2}=\{0,1\}$.

A matrix $A$ can often be identified with a set of its row vectors if necessary.
Definition 1 ([26]). Let $A$ be an $O A(r, N, s, t)$ and $\left\{A_{1}, A_{2}, \ldots, A_{u}\right\}$ be a set of orthogonal arrays $O A\left(\frac{r}{u}, N, s, t_{1}\right)$ with $t_{1} \geq 0$. If $\bigcup_{i=1}^{u} A_{i}=A$ and $A_{i} \cap A_{j}=\varnothing$ for $i \neq j$, then $\left\{A_{1}, A_{2}, \ldots, A_{u}\right\}$ is said to be an orthogonal partition of strength $t_{1}$ of $A$.

Let $\mathcal{A}$ be an abelian group of order $s . \mathcal{A}^{t}, t \geq 1$, denotes the additive group of order $s^{t}$ consisting of all $t$-tuples of entries from $\mathcal{A}$ with the usual vector addition as the binary operation. Let $\mathcal{A}_{0}^{t}=\left\{\left(x_{1}, \ldots, x_{t}\right): x_{1}=\cdots=x_{t} \in \mathcal{A}\right\}$. Then, $\mathcal{A}_{0}^{t}$ is a subgroup of $\mathcal{A}^{t}$ of order $s$, and its cosets will be denoted by $\mathcal{A}_{i}^{t}, i=1, \ldots, s^{t-1}-1$.

Definition 2 ([42]). An $m \times n$ matrix $D$ based on $\mathcal{A}$ is called a difference scheme of strength $t$ if, for every $m \times t$ submatrix, each set $\mathcal{A}_{i}^{t}, i=0,1, \ldots, s^{t-1}-1$, is represented equally often when the rows of the submatrix are viewed as elements of $\mathcal{A}^{t}$. Such a matrix is denoted by $D_{t}(m, n, s)$. When $t=2, D_{t}(m, n, s)$ is written as $D(m, n, s)$.

Definition 3. Let $D$ be a difference scheme $D_{t}(m, n, s)$ and $\left\{D_{1}, D_{2}, \ldots, D_{u}\right\}$ be a set of difference schemes $D_{t_{1}}\left(\frac{m}{u}, n, s,\right)$ with $t_{1} \geq 0$. If $\bigcup_{i=1}^{u} D_{i}=D$ and $D_{i} \cap D_{j}=\varnothing$ for $i \neq j$, then $\left\{D_{1}, D_{2}, \ldots, D_{u}\right\}$ is said to be a partition of strength $t_{1}$ of $D$.

Definition 4 ([42]). Let $S^{l}=\left\{\left(v_{1}, \ldots, v_{l}\right) \mid v_{i} \in S, i=1,2, \ldots, l\right\}$. The Hamming distance $\operatorname{HD}(u, v)$ between two vectors $u=\left(u_{1}, \ldots, u_{l}\right), v=\left(v_{1}, \ldots, v_{l}\right)$ in $S^{l}$ is defined as the number of positions in which they differ. The minimal distance $\operatorname{MD}(A)$ of a matrix $A$ is defined to be the minimal Hamming distance between its distinct rows.

Definition 5 ([43]). (quantum Singleton bound) Let $Q$ be an $((N, K, d))_{s} Q E C C$. If $K>1$, then $K \leq s^{N-2 d+2}$. A QECC that achieves the equality is said to be optimal.

Lemma 1 ([42]). If $s \leq t$ and $t$ is odd, then there exists a difference scheme $D_{t}\left(s^{t-1}, t+1, s\right)$ on $S$.
Lemma 2 ([37]). The minimal distance of an $\mathrm{OA}\left(s^{t}, N, s, t\right)$ is $N-t+1$ for $s \geq 2$ and $t \geq 1$.
Lemma 3 ([40]). Let $Q$ be a subspace of $\left(\mathbb{C}^{s}\right)^{\otimes N}$. If $Q$ is an $((N, K, d))_{s} Q E C C$, then for any $(d-1)$ parties, the reductions of all states in $Q$ to the $(d-1)$ parties are identical. The converse is true. Further, if $Q$ is pure, then any state in $Q$ is a $(d-1)$-uniform state. The converse is also true.

Lemma 3 can also be viewed as the definition of a QECC. $Q$ is denoted as $((N, K, d))_{s}$, where $N$ is the length of the code, $K$ is the dimension of the encoding state, $d$ is the minimum Hamming distance, and $s$ is the alphabet size. When $s=2$, it is simply written as $((N, K, d))$.

Lemma 4 ([44]). (1) Let $D$ be a difference matrix $D_{t}(m, n, s)$ and $L$ be an $O A(r, N, s, t)$ for $t=2,3$. Then $D \oplus L$ is an $O A(m r, n N, s, t)$;
(2) Let $D$ be a difference matrix $D_{t}(m, n, s)$ with $t \geq 2$. Then $D \oplus(s)$ is an $O A(m s, n, s, t)$.

Lemma 5 ([36]). (Expansive replacement method). Suppose $A$ is an $O A$ of strength $t$ with column 1 having s levels and that $B$ also is an $O A$ of strength $t$ with s rows. After making a one-to-one mapping between the levels of column 1 in $A$ and the rows of $B$, if each level of column 1 in $A$ is replaced by the corresponding row from $B$, we can obtain an $O A$ of strength $t$.

Lemma 6 ([42]). If $s \geq 2$ is a prime power then an $\mathrm{OA}\left(s^{t}, s+1, s, t\right)$ of index unity exists whenever $s \geq t-1 \geq 0$.

## 3. Main Results

This section presents some new methods for the construction of QECCs. We begin with a link between OAs and QECCs. There exists a perfect match between the parameters of an $\mathrm{OA}(r, N, s, t), A$, with an orthogonal partition $\left\{A_{1}, A_{2}, \ldots, A_{K}\right\}$ of strength $t_{1}$ and the parameters of an $((N, K, d))_{s}$ QECC, which is listed in Table 1.

Table 1. Correspondence between parameters of OAs and QECCs.

|  | OAs | QECC $\boldsymbol{s}$ |
| :--- | :--- | :--- |
| $N$ | Number of factors | Length of code |
| $K$ | Number of partitioned blocks | Dimension of code |
| $d$ | $\min \left\{t_{1}+1, \operatorname{MD}(A)\right\}$ | MD of code |
| $s$ | Number of levels | alphabet size |

The construction method for a QECC $Q$ with parameter $((N, K, d))$ is summarized in the following Algorithm 1.

```
Algorithm 1 (OA-QECCs method) OA algorithm for construction of binary QECCs.
Step 1. Find an \(\operatorname{OA}(r, N, 2, t)\) with minimal distance \(d^{\prime}\) and an orthogonal partition
\(\left\{A_{1}, A_{2}, \ldots, A_{K}\right\}\) of strength \(t_{1}\) by a difference scheme or a space \(Z_{2}^{N}\);
Step 2. Let \(d=\min \left\{d^{\prime}, t_{1}+1\right\}\). Give logical codewords \(\varphi_{1}, \ldots, \varphi_{K}\), where \(\varphi_{i}\) is a \((d-1)\) -
uniform state, by \(A_{1}, A_{2}, \ldots, A_{K}\) and Connection 1 in the Introduction;
Step 3. \(\left\{\varphi_{1}, \ldots, \varphi_{K}\right\}\) can be used as a base to form the QECC \(Q=((N, K, d))\).
```

Theorem 1. If $t \geq 2$ and $t$ is odd, then we can construct $a((t+1, K, 2)) Q E C C$ for any integer $1 \leq K \leq 2^{t-1}$ including an optimal $\left(\left(t+1,2^{t-1}, 2\right)\right)$ code.

Proof. Step 1. Find an OA $A$ with minimal distance $d^{\prime}$ and an orthogonal partition $\left\{A_{1}, \ldots, A_{K}\right\}$ of strength $t_{1}$ by a difference scheme.

By Lemma 1, a difference scheme $D=D_{t}\left(2^{t-1}, t+1,2\right)$ exists for any odd integer $t \geq 2$. Take $A=D \oplus(2)$. Due to Lemma $4, A$ is an $\mathrm{OA}\left(2^{t}, t+1,2, t\right)$. Let $D=\left(\begin{array}{c}d_{1} \\ d_{2} \\ \vdots \\ d_{2^{t-1}}\end{array}\right)$.
Then $A_{i}=d_{i} \oplus(2)$ is also an $\operatorname{IrOA}(2, t+1,2,1)$ for $i=1,2, \ldots, 2^{t-1}$. It follows from Lemma 2 that $\operatorname{MD}(A)=2$ and $\operatorname{MD}\left(A_{i}\right)=t+1$;

Step 2. Let $d=\min \left\{d^{\prime}, t_{1}+1\right\}$. Give logical codewords $\varphi_{1}, \ldots, \varphi_{K}$, where $\varphi_{i}$ is a $(d-1)$-uniform state, generated by $A_{1}, A_{2}, \ldots, A_{K}$ and Connection 1 in the Introduction.

Let $K=2^{t-1}$. By the relation between irredundant orthogonal arrays and uniform states (Connection 1), $\left\{A_{1}, A_{2}, \ldots, A_{2^{t-1}}\right\}$ can generate $2^{t-1}$ one-uniform states $\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{2^{t-1}}\right\}$;

Step 3. The uniform states $\varphi_{1}, \ldots, \varphi_{K}$ are just the logical codewords of a QECC $Q=\left(\left(t+1,2^{t-1}, 2\right)\right)$.

By Lemma 3 and Definition 5, $Q$ is an optimal code.
Furthermore, if we take $Q_{K}$ to be the subspace spanned by $\left\{\varphi_{1}, \ldots, \varphi_{K}\right\}$ for integer $1 \leq K \leq 2^{t-1}-1$, then it is a $((t+1, K, 2))$ code.

In particular, for $t=1$, taking $|\varphi\rangle=\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ as a basis state, we have a $((2,1,2))$ QECC.

Compared with the binary QECCs in [12], the (( $N, K, 2$ )) QECCs obtained from Theorem 1 for $N=4,6,8$ have fewer terms for each basis state and more dimensions $K$ not necessarily equal to powers of 2 . The comparison is put in Table 2, where " $K$ " denotes the dimension of QECCs and "No." represents the number of terms for each basis state.

Table 2. Comparison of the obtained QECCs with those in [12].

|  | The QECCs in [12] |  |  | The QECCs by Theorem 1 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $((4, K, 2))$ | $((6, K, 2))$ | $((8, K, 2))$ | $((4, K, 2))$ | $((6, K, 2))$ | $((8, K, 2))$ |
| $K$ | $1,2,4$ | $2^{2}, 2^{3}, 2^{4}$ | $2^{4}, 2^{5}, 2^{6}$ | $1,2,3,4$ | $1,2,3, \ldots, 2^{4}$ | $1,2,3, \ldots, 2^{6}$ |
| No. | $4,4,2$ | $8,4,2$ | $8,4,2$ | $2,2,2,2$ | $2,2,2, \ldots, 2$ | $2,2,2, \ldots, 2$ |

The following is about construction of QECCs with odd length $N$ and minimum distance 2.

Theorem 2. (1) When $N \equiv 1(\bmod 4)$, we can construct an $((N, K, 2))$ QECC with $K=1+C_{N}^{2}+C_{N}^{4}+\cdots+C_{N}^{\frac{N-5}{2}}+C_{N-1}^{\frac{N-3}{2}}$;
(2) When $N \equiv 3(\bmod 4)$, there exists an $((N, K, 2))$ QECC with $K=1+C_{N}^{2}+C_{N}^{4}+$ $\cdots+C_{N}^{\frac{N-3}{2}}$.

Proof. (1) $Z_{2}^{N}$ has $C_{N}^{0}$ vectors with weight $0, C_{N}^{2}$ vectors with weight $2, C_{N}^{4}$ vectors with weight $4, \cdots, C_{N}^{\frac{N-5}{2}}$ vectors with weight $\frac{N-5}{2}$, and $C_{N-1}^{\frac{N-3}{2}}$ vectors (with the first component equal to 1 ) with weight $1+\frac{N-3}{2}$. The above vectors are denoted by $b_{1}, b_{2}, b_{3}, \ldots, b_{K}$, where $K=1+C_{N}^{2}+C_{N}^{4}+\cdots+C_{N}^{\frac{N-5}{2}}+C_{N-1}^{\frac{N-3}{2}}$. Let $A_{i}=b_{i} \oplus(2)$ for $1 \leq i \leq K$. Take $A=\left(\begin{array}{c}A_{1} \\ A_{2} \\ \vdots \\ A_{K}\end{array}\right)$. Then $A_{i}$ and $A$ are strength 1 orthogonal arrays and $\operatorname{MD}(A)=2$. By Connection $1,\left\{A_{1}, A_{2}, \ldots, A_{K}\right\}$ can generate $K$ one-uniform states, which form an orthogonal basis of a subspace $Q$ of $\mathbb{C}^{2 \otimes N}$. By Lemma $3, Q$ is an $((N, K, 2))$ QECC;
(2) By arguments similar to those used in the proof of (1), we can obtain the desired QECC.

Theorem 3. Let $L$ be an $O A(r, N, 2,2)$ with $\operatorname{MD}(L) \geq 3$. If there exist vectors $b_{1}, b_{2}, \ldots, b_{K}$ in $Z_{2}^{N}$ satisfying $\operatorname{HD}\left(b_{i}, b_{j}\right) \geq 3$ and $\left|\operatorname{HD}\left(b_{i}, b_{j}\right)-\operatorname{HD}(L)\right| \geq 3$ for $i \neq j$, then there is an ((N,K,3)) QECC.

Proof. Let $M_{i}=1_{r} \otimes b_{i}+L$ for $1 \leq i \leq K$. Take $M=\left(\begin{array}{c}M_{1} \\ M_{2} \\ \vdots \\ M_{K}\end{array}\right)$. Both $M$ and $M_{i}$ are OAs of strength two. Any two rows of $M$ can be written as $m_{1}=b_{i}+l_{1}, m_{2}=b_{j}+l_{2}$, where $b_{i}, b_{j} \in\left\{b_{1}, b_{2}, \ldots, b_{K}\right\}, l_{1}, l_{2} \in L$.
(1) When $i=j, l_{1} \neq l_{2}, \operatorname{HD}\left(m_{1}, m_{2}\right)=\operatorname{MD}(L) \geq 3$;
(2) When $i \neq j, l_{1}=l_{2}, \operatorname{HD}\left(m_{1}, m_{2}\right)=\operatorname{HD}\left(b_{i}, b_{j}\right) \geq 3$;
(3) When $i \neq j$ and $l_{1} \neq l_{2}$, we have $\operatorname{HD}\left(m_{1}, m_{2}\right) \geq \operatorname{HD}\left(b_{i}+l_{2}, m_{2}\right)-\operatorname{HD}\left(b_{i}+\right.$ $\left.l_{2}, m_{1}\right)$ or $\operatorname{HD}\left(m_{1}, m_{2}\right) \geq \operatorname{HD}\left(b_{i}+l_{2}, m_{1}\right)-\operatorname{HD}\left(b_{i}+l_{2}, m_{2}\right)$, so $\operatorname{HD}\left(m_{1}, m_{2}\right) \geq \mid \operatorname{HD}\left(b_{i}, b_{j}\right)-$ $\mathrm{HD}(L) \mid \geq 3$.

So $\operatorname{MD}(M) \geq 3$. By Connection $1,\left\{M_{1}, M_{2}, \ldots, M_{K}\right\}$ can generate $K$ states, which form an orthogonal basis of a subspace $Q$ of $\mathbb{C}^{2 \otimes N}$. By Lemma 3, $Q$ is an $((N, K, 3))$ QECC.

Theorem 4. There exists a $\left(\left(3 p, 2^{p-n}, 3\right)\right)$ QECC with $2^{n-1} \leq p \leq 2^{n}-1$ for $n \geq 3$. In particular, for $n=2$, we have a $((9,2,3))$ code.

Proof. Let $D=D(4,3,2)=\left(\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 1\end{array}\right)$ be a difference scheme of strength 2. Take $L_{0}=\left((2) \otimes 1_{2^{n-1}}, 1_{2} \otimes(2) \otimes 1_{2^{n-2}}, \ldots, 1_{2^{n-1}} \otimes(2), L^{\prime}\right)$ is an $\mathrm{OA}\left(2^{n}, p, 2,2\right)$ for $2^{n-1} \leq p \leq$ $2^{n}-1$ with $n \geq 3$ and $L_{i}=\left((2) \otimes 1_{2^{n-1}}, 1_{2} \otimes(2) \otimes 1_{2^{n-2}}, \ldots, 1_{2^{n-1}} \otimes(2), L^{\prime}+\left(1_{2^{n}} \otimes R_{i}\right)\right)$ where $R_{i}$ is the $i$ th row of $\mathbb{Z}_{2}^{p-n}$ for $i=1,2,3, \ldots, 2^{p-n}$. Then $\left\{L_{1}, L_{2}, \ldots, L_{2^{p-n}}\right\}$ is an orthogonal partition of strength 2 of $\mathbb{Z}_{2}^{p}$. Let

$$
M=\left(\begin{array}{c}
D \oplus L_{1} \\
D \oplus L_{2} \\
\vdots \\
D \oplus L_{2^{p-n}}
\end{array}\right)=\left(\begin{array}{c}
M_{1} \\
M_{2} \\
\vdots \\
M_{2^{p-n}}
\end{array}\right)
$$

By Lemma $4, M_{i}=D \oplus L_{i}$ is an OA of strength 2 . Any two rows of $M_{i}$ can be written as $m_{1}=d_{1} \oplus l_{1}, m_{2}=d_{2} \oplus l_{2}$, where $d_{1}, d_{2} \in D, l_{1}, l_{2} \in L_{i}$.
(1) When $d_{1}=d_{2}, \operatorname{HD}\left(m_{1}, m_{2}\right)=3 \cdot \operatorname{HD}\left(l_{1}, l_{2}\right) \geq 3$;
(2) When $l_{1}=l_{2}, \operatorname{HD}\left(m_{1}, m_{2}\right)=p \cdot \operatorname{HD}\left(d_{1}, d_{2}\right) \geq 3$;
(3) When $d_{1} \neq d_{2}$ and $l_{1} \neq l_{2}$, we have

$$
\operatorname{HD}\left(m_{1}, m_{2}\right)=\left(3-\operatorname{HD}\left(d_{1}, d_{2}\right)\right) \cdot \operatorname{HD}\left(l_{1}, l_{2}\right)+\left(p-\operatorname{HD}\left(l_{1}, l_{2}\right)\right) \cdot \operatorname{HD}\left(d_{1}, d_{2}\right) \geq 3
$$

So $\operatorname{MD}\left(M_{i}\right) \geq 3$.
Since $M$ can be written as $D(4,3,2) \oplus \mathbb{Z}_{2}^{p}$ after row permutation, $M$ is an $O A$ of strength 2. Similarly, we also have $\operatorname{MD}(M) \geq 3$. By Connection $1,\left\{M_{1}, M_{2}, \ldots, M_{2^{p-n}}\right\}$ can generate $2^{p-n}$ states, which form an orthogonal basis of a subspace $Q$ of $\mathbb{C}^{2 \otimes 3 p}$. By Lemma 3, $Q$ is a ( $\left.\left(3 p, 2^{p-n}, 3\right)\right)$ QECC.

Especially, when $n=2$ and $p=3$, a $((9,2,3))$ QECC exists with logical codewords:
$\left|\varphi_{1}\right\rangle=\frac{1}{4}(|000000000\rangle+|011011011\rangle+|101101101\rangle+|110110110\rangle+|000000111\rangle+$ $|011011100\rangle+|101101010\rangle+|110110001\rangle+|000111000\rangle+|011100011\rangle+|101010101\rangle+$ $|110001110\rangle+|000111111\rangle$ $+|011100100\rangle+|101010010\rangle+|110001001\rangle)$,
$\left|\varphi_{2}\right\rangle=\frac{1}{4}(|001001001\rangle+|010010010\rangle+|100100100\rangle+|111111111\rangle+|001001110\rangle+$ $|010010101\rangle+|100100011\rangle+|111111000\rangle+|001110001\rangle+|010101010\rangle+|100011100\rangle+$ $|111000111\rangle+|001110110\rangle$
$+|010101101\rangle+|100011011\rangle+|111000000\rangle)$.
The code is pure, but neither the 9 qubit Shor code in [1] nor the 9 qubit Ruskai code in [11] are pure.

Theorem 5. There exists a $\left(\left(4 p, 2^{p-n+1}, 3\right)\right)$ QECC with $2^{n-1} \leq p \leq 2^{n}-1$ for $n \geq 3$. In particular, for $n=2$, we have a $((12,4,3))$ code.

Proof. Take $D_{0}=D(4,4,2)=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0\end{array}\right)$ and $D_{1}=D(4,4,2)=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1\end{array}\right)$. Then $\left\{D_{0}, D_{1}\right\}$ is a partition of strength 2 of the difference scheme $D(8,4,2)=\left(0_{8}, \mathbb{Z}_{2}^{3}\right)$. For $2^{n-1} \leq p \leq 2^{n}-1$ and $n \geq 3$, let

$$
M=\left(\begin{array}{c}
D_{0} \oplus L_{1} \\
\vdots \\
D_{0} \oplus L_{2^{p-n}} \\
D_{1} \oplus L_{1} \\
\vdots \\
D_{1} \oplus L_{2^{p-n}}
\end{array}\right)=\left(\begin{array}{c}
M_{1} \\
\vdots \\
M_{2^{p-n}} \\
M_{2^{p-n}+1} \\
\vdots \\
M_{2^{p-n+1}}
\end{array}\right)
$$

where $L_{1}, L_{2}, \ldots, L_{2^{p-n}}$ are as in Theorem 5. Similar arguments in Theorem 2 apply to $M$, we can obtain the desired QECCs.

Especially, when $n=2$ and $p=3$, a $((12,4,3))$ code can be attained.
Theorem 6. There exists a $\left(\left(4 p, 2^{p-n+1}, 4\right)\right)$ QECC with $2^{n-2}+1 \leq p \leq 2^{n-1}$ for $n \geq 4$. In particular, for $n=3$, we have a $((16,4,4))$ code.

Proof. Let $D_{0}=D_{3}(4,4,2)=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0\end{array}\right)$ and $D_{1}=D_{3}(4,4,2)=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1\end{array}\right)$. Then $\left\{D_{0}, D_{1}\right\}$ is a partition of strength 2 of the difference scheme $D(8,4,2)=\left(0_{8}, \mathbb{Z}_{2}^{3}\right)$. Take $L_{0}=\left((2) \otimes 1_{2^{n-1}}, 1_{2} \otimes(2) \otimes 1_{2^{n-2}}, \ldots, 1_{2^{n-1}} \otimes(2), L^{\prime}\right)$ is an $\mathrm{OA}\left(2^{n}, p, 2,3\right)$ for $2^{n-2}+1 \leq$ $p \leq 2^{n-1}$ with $n \geq 4$ and $L_{i}=\left((2) \otimes 1_{2^{n-1}}, 1_{2} \otimes(2) \otimes 1_{2^{n-2}}, \ldots, 1_{2^{n-1}} \otimes(2), L^{\prime}+\left(1_{2^{n}} \otimes R_{i}\right)\right)$
where $R_{i}$ is the $i$ th row of $\mathbb{Z}_{2}^{p-n}$ for $i=1,2,3, \ldots, 2^{p-n}$. Then $\left\{L_{1}, L_{2}, \ldots, L_{2^{p-n}}\right\}$ is an orthogonal partition of strength 3 of $\mathbb{Z}_{2}^{p}$. Let

$$
M=\left(\begin{array}{c}
D_{0} \oplus L_{1} \\
\vdots \\
D_{0} \oplus L_{2^{p-n}} \\
D_{1} \oplus L_{1} \\
\vdots \\
D_{1} \oplus L_{2^{p-n}}
\end{array}\right)=\left(\begin{array}{c}
M_{1} \\
\vdots \\
M_{2^{p-n}} \\
M_{2^{p-n}+1} \\
\vdots \\
M_{2^{p-n+1}}
\end{array}\right)
$$

Similar arguments in Theorem 5 apply to $M$, we can obtain the desired QECCs.
Especially, when $n=3$ and $p=4$, a $((16,4,4))$ code exists.
Theorem 7. Suppose $L^{N}$ denotes an $O A(r, N, 2, t)$. Let $Y=\left(0_{2} \oplus L^{N_{1}},(2) \oplus L^{N-N_{1}}\right)$. If $\mathrm{MD}(Y) \geq t+1$, then an $((N, 2, t+1))$ QECC exists.

Proof. Let $Y_{i}=\left(L^{N_{1}}, i+L^{N-N_{1}}\right)$ for $i=0,1$. Thus $Y=\binom{Y_{0}}{Y_{1}}$. Obviously, $Y_{i}$ is an $\mathrm{OA}(r, N, 2, t)$ and $Y$ is an $\operatorname{OA}(2 r, N, 2, t)$. If $\operatorname{MD}(Y) \geq t+1$, then $\operatorname{MD}\left(Y_{i}\right) \geq \operatorname{MD}(Y) \geq t+1$. From Lemma 3, there exists an $((N, 2, t+1))$ QECC.

Theorem 8. Let $L$ be an $O A(r, N, 2, t)$ with $\operatorname{MD}(L) \geq t+1$. If there exist vectors $b_{1}, b_{2}, \ldots, b_{K}$ in $Z_{2}^{N}$ such that $\mathrm{MD}\left(\begin{array}{c}1_{r} \otimes b_{1}+L \\ 1_{r} \otimes b_{2}+L \\ \vdots \\ 1_{r} \otimes b_{K}+L\end{array}\right) \geq t+1$, then there is an $((N, K, t+1))$ QECC.

Proof. Let $M=\left(\begin{array}{c}M_{1} \\ M_{2} \\ \vdots \\ M_{K}\end{array}\right)=\left(\begin{array}{c}1_{r} \otimes b_{1}+L \\ 1_{r} \otimes b_{2}+L \\ \vdots \\ 1_{r} \otimes b_{K}+L\end{array}\right)$. Obviously, $M_{i}$ is an $\mathrm{OA}(r, N, 2, t)$ and $\operatorname{MD}(M) \geq t+1$. From Lemma 3, there exists an $((N, K, t+1))$ QECC.

Theorem 9. There exists a $\left(\left(2\left(m_{d}+1\right)(d-1), 1, d\right)\right)$ QECC for any integer $d \geq 5$, where $m_{d}$ is the integer that satisfies $2^{m_{d}-1}+2 \leq d \leq 2^{m_{d}}+1$. Especially, for $d=3,4$, we have three QECCs $((6,1,3)),((8,1,4))$ and $((10,1,4))$.

Proof. Let $s=2^{m_{d}+1}$. From Lemma 6, an $\mathrm{OA}\left(s^{d-1}, s+1, s, d-1\right)$ exists. Obviously, $s+1 \geq 2 d$, then an $\mathrm{OA}\left(s^{d-1}, 2(d-1), s, d-1\right)$ exists and is denoted by $A$. From Lemma 2, $\operatorname{MD}(A)=d$. Replacing the $s$ levels, $0,1, \ldots, s-1$, by distinct rows of $\mathbb{Z}_{2}^{m_{d}+1}$ respectively, we can get an $\operatorname{IrOA}\left(2^{\left(m_{d}+1\right)(d-1)}, 2(d-1)\left(m_{d}+1\right), 2, d-1\right)$. By Lemma 3, a $\left(\left(2(d-1)\left(m_{d}+\right.\right.\right.$ $1), 1, d)$ ) QECC exists.

Especially, when $d=3,4$, by using Lemma 3 and $\operatorname{IrOA}(8,6,2,2)$, $\operatorname{IrOA}(16,8,2,3)$, and $\operatorname{IrOA}(24,10,2,3)$, three QECCs $((6,1,3)),((8,1,4)),((10,1,4))$ can be obtained.

Corollary 1. For any $d \geq 5$, let $m_{d}$ be the integer satisfying $2^{m_{d}-1}+2 \leq d \leq 2^{m_{d}}$. Then an $\left(\left(n_{d}, 1, d\right)\right)$ QECC exists for $2(d-1)\left(m_{d}+1\right) \leq n_{d} \leq 2 d\left(m_{d}+1\right)-1$. In particular, a QECC $\left(\left(n_{d}^{\prime}, 1,2^{m_{d}}+1\right)\right)$ exists for $\left(2^{m_{d}+1}\right)\left(m_{d}+1\right) \leq n_{d}^{\prime} \leq\left(2^{m_{d}+1}+1\right)\left(m_{d}+1\right)$.

Proof. Let $s=2^{m_{d}+1}$. From Lemma 6, an $\mathrm{OA}\left(s^{d-1}, s+1, s, d-1\right)$ exists. Obviously, $B=\mathrm{OA}\left(s^{d-1}, 2 d, s, d-1\right)$ exists since $s+1 \geq 2 d$. From Lemma 2, $\operatorname{MD}(B)=d+2$. By using the replacement method in Theorem 9, we can get $C=O A\left(s^{d-1}, 2 d\left(m_{d}+1\right), 2, d-1\right)$. Removing the last $1,2, \ldots, 2 m_{d}+2$ columns from $C$, we can get an $\mathrm{OA}\left(s^{d-1}, n_{d}, 2, d-1\right)$
with MD $\geq d$ for $2(d-1)\left(m_{d}+1\right) \leq n_{d} \leq 2 d\left(m_{d}+1\right)-1$. By Lemma 3, the desired $\left(\left(n_{d}, 1, d\right)\right)$ QECC exists.

Similarly, from the OA $\left(s^{d-1}, s+1, s, d-1\right)$, we can obtain an $\mathrm{OA}\left(s^{d-1},(s+1)\left(m_{d}+\right.\right.$ $1), 2, d-1)$. Then removing the last $0,1, \ldots, m_{d}+1$ columns, we can have the desired result by Lemma 3.

## 4. Examples

In this section, we use examples to illustrate applications of theorems.
Example 1. Construction of a $((4, K, 2))$ QECC for any integer $1 \leq K \leq 4$.
Let $t=3$ in Theorem 1. Take $D_{3}(4,4,2)=\left(\begin{array}{l}d_{1} \\ d_{2} \\ d_{3} \\ d_{4}\end{array}\right)=\left(\begin{array}{llll}0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1\end{array}\right), A=$ $D_{3}(4,4,2) \oplus(2)$ and $A_{i}=d_{i} \oplus(2)$ for $1 \leq i \leq 4$. Then $A_{i}(1 \leq i \leq 4)$ can produce four states, $\varphi_{1}=\frac{1}{\sqrt{2}}(|0001\rangle+|1110\rangle), \varphi_{2}=\frac{1}{\sqrt{2}}(|0010\rangle+|1101\rangle), \varphi_{3}=\frac{1}{\sqrt{2}}(|0100\rangle+|1011\rangle)$, $\varphi_{4}=\frac{1}{\sqrt{2}}(|0111\rangle+|1000\rangle)$, which form an orthogonal basis of a subspace $Q$ in $\mathbb{C}^{2 \otimes 4}$. Therefore, $Q$ is an optimal $((4,4,2))$ QECC which can be found in [7].

Furthermore, if taking $Q_{K}$ to be the subspace spanned by $\left\{\varphi_{1}, \ldots, \varphi_{K}\right\}$ for $1 \leq K \leq 3$, then we obtain a $((4, K, 2))$ QECC.

The QECCs in Example 1 are different from and particularly when $K=1,2$, have less number of items for every basis state than those codes in [12]. To be self-contained, the $((4, K, 2))$ QECCs for $K=1,2,4$ in [12] are provided as follows.
$((4,1,2)):|\phi\rangle=\frac{1}{2}(|0000\rangle+|1100\rangle+|0011\rangle+|1111\rangle)$.
$((4,2,2)):\left|\phi_{1}\right\rangle=\frac{1}{2}(|0000\rangle+|1010\rangle+|0101\rangle+|1111\rangle),\left|\phi_{2}\right\rangle=\frac{1}{2}(|0011\rangle+|1001\rangle+$ $|0110\rangle+|1100\rangle)$.
$((4,4,2)):\left|\phi_{1}\right\rangle=\frac{1}{\sqrt{2}}(|0000\rangle+|1111\rangle),\left|\phi_{2}\right\rangle=\frac{1}{\sqrt{2}}(|0011\rangle+|1100\rangle),\left|\phi_{3}\right\rangle=\frac{1}{\sqrt{2}}(|1010\rangle+$ $|0101\rangle),\left|\phi_{4}\right\rangle=\frac{1}{\sqrt{2}}(|0110\rangle+|1001\rangle)$.

Comparison of the method of code construction with [7].
Both methods can take any classical code to a quantum code. The method proposed in [7] can make it by solving for the amplitudes in the superposition. Since any classical code $\left(N, m, d^{\prime}\right)$ is an $\mathrm{OA}(m, N, 2, t)$, the method in this paper can produce a quantum code $\left(\left(N, 1, d^{\prime \prime}\right)\right)$ which is also a $\left(d^{\prime \prime}-1\right)$-uniform state where $d^{\prime \prime}=\min \left\{d^{\prime}, t+1\right\}$ from Connection 1. Moreover, if the $\operatorname{OA}(m, N, 2, t)$ with an orthogonal partition $\left\{A_{1}, A_{2}, \ldots, A_{K}\right\}$ of strength $t_{1}$, this method can produce a quantum code $((N, K, d))$ where $d=\min \left\{d^{\prime}, t_{1}+1\right\}$. The amplitudes in the superposition for each logical codeword are all equal to $\sqrt{\frac{m}{K}}$. For example, the code $((4,4,2))$ in Example 1 after it is normalized is the same as the one constructed using the method proposed in [7]. It is noteworthy that in Example 1 if taking $D=\left(\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0\end{array}\right)$, then we can construct a stabilizer code with parameter $((4,4,2))$ whose logical codewords are $\varphi_{1}=\frac{1}{\sqrt{2}}(|0000\rangle+|1111\rangle), \varphi_{2}=\frac{1}{\sqrt{2}}(|0011\rangle+|1100\rangle), \varphi_{3}=$ $\frac{1}{\sqrt{2}}(|0101\rangle+|1010\rangle), \varphi_{4}=\frac{1}{\sqrt{2}}(|0110\rangle+|1001\rangle)$.

Example 2. (1) For $N=5$, take $b_{1}=(00000), b_{2}=(11000), b_{3}=(10100), b_{4}=(10010)$, and $b_{5}=(10001)$. Let $A_{i}=b_{i} \oplus(2)$ for $1 \leq i \leq 5$. Then $A_{i}(1 \leq i \leq 5)$ can produce five states. By Theorem 2, $Q$ is a $((5,5,2))$ QECC;
(2) For $N=7$, take $b_{1}=(0000000), b_{2}=(0000011), b_{3}=(0000101), b_{4}=(0000110)$, $b_{5}=(0001001), b_{6}=(0001010), b_{7}=(0001100), b_{8}=(0010001), b_{9}=(0010010)$, $b_{10}=(0010100), b_{11}=(0011000), b_{12}=(0100001), b_{13}=(0100010), b_{14}=(0100100)$,
$b_{15}=(0101000), b_{16}=(0110000), b_{17}=(1000001), b_{18}=(1000010), b_{19}=(1000100)$, $b_{20}=(1001000), b_{21}=(1010000), b_{22}=(1100000)$. Let $A_{i}=b_{i} \oplus(2)$. Then $A_{i}(1 \leq i \leq 22)$ can produce 22 states. With Theorem 2, they yield a $((7,22,2))$ QECC.

Example 3. Construction of $a((7,2,3))$ QECC.
Let $r=8$ and $N=7$ in Theorem 3. The two vectors $b_{1}=(0000000)$ and $b_{2}=(1111111)$ can be used to construct a $((7,2,3))$ QECC whose basis states are:
$\left|\varphi_{1}\right\rangle=\frac{1}{2 \sqrt{2}}(|0000000\rangle+|0010111\rangle+|0101011\rangle+|0111100\rangle+|1001101\rangle+|1011010\rangle+$ $|1100110\rangle+|1110001\rangle)$ and
$\left|\varphi_{2}\right\rangle=\frac{1}{2 \sqrt{2}}(|1111111\rangle+|1101000\rangle+|1010100\rangle+|1000011\rangle+|0110010\rangle+|0100101\rangle+$ $|0011001\rangle+|0001110\rangle$ ).

This is in fact equivalent to the Steane code. It can correct one error such as e $=I_{2} \otimes I_{2} \otimes$ $I_{2} \otimes I_{2} \otimes I_{2} \otimes I_{2} \otimes I_{2} \otimes \sigma_{x}, I_{2} \otimes I_{2} \otimes I_{2} \otimes I_{2} \otimes I_{2} \otimes I_{2} \otimes \sigma_{y} \otimes I_{2}$ and so on.

Example 4. Construction of a $\left(\left(3 p, 2^{p-n}, 3\right)\right)$ QECC with $2^{n-1} \leq p \leq 2^{n}-1$ for $n=3,4$.
(1) Let $n=3, p=4,5,6,7$ in Theorem 4 . We can obtain QECCs $((12,2,3)),((15,4,3))$, $((18,8,3)),((21,16,3))$;
(2) Let $n=4, p=8,9, \ldots, 15$ in Theorem 4. One gets QECCs $((24,16,3)),((27,32,3))$, $\ldots,\left(\left(45,2^{11}, 3\right)\right)$.

Example 5. Construction of $a\left(\left(4 p, 2^{p-n+1}, 4\right)\right)$ QECC with $2^{n-2}+1 \leq p \leq 2^{n-1}$ for $n=4,5$. For the case $n=4$ and $2^{2}+1 \leq p \leq 2^{3}$, Theorem 6 produces $\operatorname{QECCs}((20,4,4)),((24,8,4))$, $((28,16,4)),((32,32,4))$.

For the case $n=5$ and $2^{3}+1 \leq p \leq 2^{4}$, Theorem 6 yields QECCs $((36,32,3)),((40,64,3))$, $\ldots,\left(\left(64,2^{12}, 4\right)\right)$.

Example 6. For $N=23$ and $N_{1}=16$, take $L^{23}=\left(a_{1}, \ldots, a_{23}\right)$ to be the $O A(2048,23,2,6)$ (the first 2048 runs and the first 23 columns from $O A(4096,24,2,7)$ in [45]). Let $L^{16}=\left(a_{1}, a_{2}, \ldots, a_{16}\right)$ and $L^{7}=\left(a_{17}, a_{18}, \ldots, a_{23}\right)$. Then $\operatorname{MD}(Y)=7$. Theorem 7 yields a $((23,2,7))$ QECC.

Example 7. For $r=512$ and $N=23$, take $L$ to be the $O A(512,23,2,4)$ (the first 512 runs and the first 23 columns from $O A(1024,24,2,5)$ in [45]). We can get $b_{1}, b_{2}, \ldots, b_{9} \in$ $Z_{2}^{23}$ that satisfies the conditions in Theorem 8 where $b_{1}=(00000000000000000000000)$, $b_{2}=(11111111111111111111111), \quad b_{3}=(00000000000000000111011)$, $b_{4}=(00000000000000011011101), \quad b_{5}=(00000000000001010000111)$, $b_{6}=(00000000000001101001011), b_{7}=(00000000000011110011110)$, $b_{8}=(00000000000110010001010), b_{9}=(00000000001100110111110)$. Then we can construct a $((23,9,5))$ QECC.

Example 8. Comparison of the $((10,1,4))$ QECCs in Theorem 9, [12,46].
The new quantum state in the QECC $((10,1,4))$ in Theorem 9 has 24 terms. The quantum state in the QECC $((10,1,4))$ in [12] has 1024 terms. The quantum state in the $\operatorname{QECC}((10,1,4))$ in [46] with the follow stablizer matrix $G$ has 512 terms where

$$
G=\left(\begin{array}{cc}
1100110000 & \mid 1111110000 \\
0110011000 & \mid 0111111000 \\
0011001100 & \mid 0011111100 \\
0001100110 & \mid 0001111110 \\
0000110011 & 0000111111 \\
1111110000 & \mid 0011000000 \\
0111111000 & 0001100000 \\
0011111100 & \mid 0000110000 \\
0001111110 & 0000011000 \\
0000111111 & 0000001100
\end{array}\right) .
$$

Compared with the above two codes, it is clear that our construction method has the advantage of a small number of terms.

Example 9. Some new QECCs with larger minimum distance by Corollary 1.
Let $d=94$. Then $m_{d}=7$ and we have an $\left(\left(n_{d}, 1,94\right)\right)$ QECC for $1488 \leq n_{d} \leq 1503$.
Let $d=66$. Then $m_{d}=7$ and we have an $\left(\left(n_{d}, 1,66\right)\right)$ QECC for $1040 \leq n_{d} \leq 1055$.
Let $d=41$. Then $m_{d}=6$ and we have an $\left(\left(n_{d}, 1,41\right)\right)$ QECC for $560 \leq n_{d} \leq 573$.
Let $d=23$. Then $m_{d}=5$ and we have an $\left(\left(n_{d}, 1,23\right)\right)$ QECC for $264 \leq n_{d} \leq 275$.
Let $d=129$. Then $m_{d}=7$ and we have an $\left(\left(n_{d}^{\prime}, 1,129\right)\right)$ QECC for $2048 \leq n_{d}^{\prime} \leq 2056$.
Let $d=33$. Then $m_{d}=5$ and we have an $\left(\left(n_{d}^{\prime}, 1,33\right)\right)$ QECC for $384 \leq n_{d}^{\prime} \leq 390$.

## 5. Conclusions

In the work, by using OAs, we study the relation between uniform states and binary QECCs. Several methods for constructing QECCs from OAs are presented. Some optimal QECCs are obtained. Our methods have three advantages. The first is to be able to construct an $\left(\left(N, K_{1}, d\right)\right)$ QECC from each $((N, K, d))$ QECC we construct for arbitrary integer $1 \leq K_{1} \leq K$. The second is that Theorems 1 and 7-9 can be generalized to construct QECCs $((N, K, d))_{q}$ for arbitrary $d$ and a prime power $q$. The third is that for the constructed QECCs, their every basis state has less than or equal to terms compared with the existing binary QECCs in [41] and [12]. A link between an IrOA and the uniform state is established by Connection 1. In fact, from Theorem 1 to Theorem 9 we always make quantum codes by using uniform states generated by orthogonal partitions. On the other hand, when a quantum code is pure we can easily obtain uniform states. For example, each of the logical codewords in the quantum code $((4,4,2))$ in [7] is a one-uniform state. When it is not pure it is worth studying how to use quantum codes to make uniform states. In the future, we will also investigate constructing more optimal QECCs with $d>2$.
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#### Abstract

Solving linear systems of equations is one of the most common and basic problems in classical identification systems. Given a coefficient matrix $A$ and a vector $b$, the ultimate task is to find the solution $x$ such that $A x=b$. Based on the technique of the singular value estimation, the paper proposes a modified quantum scheme to obtain the quantum state $|x\rangle$ corresponding to the solution of the linear system of equations in $O\left(\kappa^{2} \sqrt{r} \operatorname{polylog}(m n) / \epsilon\right)$ time for a general $m \times n$ dimensional $A$, which is superior to existing quantum algorithms, where $\kappa$ is the condition number, $r$ is the rank of matrix $A$ and $\epsilon$ is the precision parameter. Meanwhile, we also design a quantum circuit for the homogeneous linear equations and achieve an exponential improvement. The coefficient matrix $A$ in our scheme is a sparsity-independent and non-square matrix, which can be applied in more general situations. Our research provides a universal quantum linear system solver and can enrich the research scope of quantum computation.


Keywords: system identification; linear systems of equations; quantum algorithm; time complexity

## 1. Introduction

System identification [1-3] is a common method to determine the mathematical model describing the behavior of classical systems. Thus, the future evolution of the system can be predicted through the identified system model, which is widely applied to common weather forecast, flood forecast, market trend, etc. The traditional system identification method, namely the classical identification method, mainly includes least squares method [4], impulse response method and maximum likelihood method [5,6]. Existing studies [2,3] found that solving linear systems of equations is the basis of system identification problems. In fact, not only system identification problems, the application of linear equations involves various fields of science and engineering, including machine learning [7], partial differential equations [8], classic control system, and so on. Therefore, solving linear systems of equations for general matrices is of great significance.

Due to the importance of linear systems of equations in various fields, the solution of linear equations has become an enduring issue, and many algorithms derived therefrom. The classical solvers mainly include: matrix elimination method [9] and Kaczmarz method [10]. The most famous one of the former is the Gaussian elimination method, which is often used to solve small linear systems of equations and is suitable for a general coefficient matrix. The Kaczmarz method is generally more practical in the field of largescale linear equations. The running time for these classical solvers scales as $O\left(n^{3}\right)$, where $n$ is the size of the matrix, which will cost a lot of computing resources in solving large-scale linear systems. However, quantum computation [11-13] is capable of greatly reducing the
time complexity for matrix operation and numerical calculation, which can be regarded as a promising attempt as a computing tool to improve the identification efficiency.

Quantum computation is an emerging computing technology that regulates quantum information units to perform high-efficiency calculations based on the laws of quantum mechanics, including coherent superposition and entanglement [14]. In 1994, Shor proposed the algorithm for prime factorization [15] with exponential acceleration over classical algorithms, which shows the potential of quantum computation for the first time. Since then, quantum computation has reached an era of rapid development. In recent years, scholars have also made significant progress in quantum algorithm research, including Grover algorithm [16], quantum simulation [17-19], duality algorithm [20-22], linear systems of equations solver [23-25], matrix multiplication algorithm [26,27], and so on. For the high-dimensional linear systems of equations, there have been breakthroughs in the field of quantum computation. In 2009, Harrow, Hassidim and Lloyd [23] proposed the quantum linear system algorithm (HHL) to obtain the quantum state $|x\rangle=\left|A^{-1} b\right\rangle$ corresponding to the solution of $A x=b$ in time $O(\operatorname{poly} \log (n))$, where the sparse matrix $A \in R^{n \times n}$ and $x, b \in R^{n}$, which can improve the computational efficiency with an exponential speedup over classical algorithms. The HHL algorithm is of great significance in the field of quantum information processing and has a wide range of applications in big data, machine learning, numerical computing and other scenarios. In 2018, Wossnig et al. [28] proposed a sparsity-independent quantum linear system algorithm (QLSA) based on a quantum singular value estimation algorithm (QSVE). After that, Shao and Xiang [29] modified the QSVE algorithm to adapt to the non-Hermitian case. Current algorithms for linear systems have been widely applied in the emerging research area of quantum information processing. However, existing quantum algorithms have different restrictions on matrix $A$, such as the most typical one of HHL algorithm, which requires $A$ to be a sparse Hermitian matrix so that the unitary transformation $e^{i A t}[30,31]$ can be realized in a constant time. At present, the quantum algorithm suitable for arbitrary linear system of equations has not been fully studied.

Without loss of generality, existing quantum algorithms assumed that the coefficient matrix $A$ is Hermitian as it is well known that the general case can be reduced to the Hermitian case by embedding a general rectangular matrix $M$ into a block antidiagonal Hermitian matrix with the elements of $M^{\dagger}$ and $M$ in the lower and upper half, respectively [28]. Different from previous algorithms, we proposed a modified quantum scheme to solve the cases of general matrices directly, which can reduce the time complexity of solving the linear system of equations. Moreover, it may not be easy to expand $A$ into a Hermitian matrix when $A$ is given as quantum information. However, our scheme does not need such expansion and works well on the original non-Hermitian matrix, and hence it can be implemented more efficiently. Based on this idea, this paper considers three cases of the solution of linear systems and proposes a quantum linear system algorithm for general matrices, where $A$ is not required to be sparse or square, which can effectively improve the computational efficiency and expand the application range of quantum computation. For the homogeneous linear equations, we design the corresponding quantum circuit to ensure the completeness of the solution, which supplies exponential speed-up over classical algorithms. Meanwhile, we modify the quantum phase estimation (QPE) circuit to determine the sign of the phase by setting a sign qubit, which can be widely applied to various quantum algorithms.

The rest of our paper is organized as follows. Section 2 analyzes a general model of classical identification system based on semi-tensor product and shows the detailed process of our quantum algorithms. In Section 3, we make a time complexity comparison between existing algorithms and our algorithms. Then, we perform a numerical simulation to clarify the process of quantum algorithm in Section 4. Finally, we conclude in Section 5.

## 2. Quantum Algorithms for System Identification

### 2.1. The Classical System Identification Problem

Consider a general discrete model of system identification as follows:

$$
\begin{equation*}
x(i+1)=A x(i)+B u(i) \tag{1}
\end{equation*}
$$

where $x(i)$ is an $n$ dimensional system state of the $i$-th sampling, $u(i)$ is the input with dimension $m, A$ is an $n \times n$ system matrix and $B$ is an $n \times m$ matrix. The goal of system identification is to estimate the matrices $A$ and $B$ from a set of inputs $\{u(i)\}$ and states $\{x(i)\}$.

System identification problems can be expressed in terms of the semi-tensor product method [32]. As a kind of special matrix multiplication, the semi-tensor product generalizes the ordinary matrix multiplication to the general case. $T \otimes S$ denotes the Kronecker product of matrices $T_{m \times n}$ and $S_{p \times q}$, which is expressed as

$$
T \otimes S=\left[\begin{array}{cccc}
t_{1,1} S & t_{1,2} S & \cdots & t_{1, n} S  \tag{2}\\
t_{2,1} S & t_{2,2} S & \cdots & t_{2, n} S \\
\vdots & \vdots & \vdots & \vdots \\
t_{m, 1} S & t_{m, 2} S & \cdots & t_{m, n} S
\end{array}\right]
$$

Just as a computational tool for solving the model, $T \ltimes S$ denotes the semi-tensor product of matrices $T$ and $S$ :

$$
\begin{equation*}
T \ltimes S=\left(T \otimes I_{l / n}\right)\left(S \otimes I_{l / p}\right) \tag{3}
\end{equation*}
$$

where $l=\operatorname{lcm}(n, p)$ is the least common multiple of $n$ and $p$. The semi-tensor product is the generalization of matrix multiplication. When $n=p$, there are $l=n=p$ and $T \ltimes S=T S$.

$$
\text { Define } V_{C}(S)=\left[\begin{array}{c}
s_{1} \\
s_{2} \\
\vdots \\
s_{n}
\end{array}\right] \text {, where } s_{i} \text { is the } i \text { th column vector of the matrix } S \text {. Therefore, }
$$ we may estimate $A$ and $B$ from a set of $u(i)$ and $x(i)$.

$$
\begin{align*}
x(i+1) & =A x(i)+B u(i) \\
& =\left[\begin{array}{c}
a_{11} x_{1}(i)+\cdots+a_{1 n} x_{n}(i) \\
\vdots \\
a_{n 1} x_{1}(i)+\cdots+a_{n n} x_{n}(i)
\end{array}\right]+\left[\begin{array}{c}
b_{11} u_{1}(i)+\cdots+b_{1 m} u_{m}(i) \\
\vdots \\
b_{n 1} u_{1}(i)+\cdots+b_{n m} u_{m}(i)
\end{array}\right] \\
& =x(i)^{T} \otimes I_{n} \cdot V_{C}(A)+u(i)^{T} \otimes I_{n} \cdot V_{C}(B)  \tag{4}\\
& =x(i)^{T} \ltimes V_{C}(A)+u(i)^{T} \ltimes V_{C}(B) \\
& =\left(x(i)^{T}, u(i)^{T}\right) \ltimes\left[\begin{array}{c}
V_{C}(A) \\
V_{C}(B)
\end{array}\right]
\end{align*}
$$

where $x(i)^{T}$ is a $1 \times n$ matrix and $V_{C}(A)$ is an $n^{2} \times 1$ matrix. According to Equation (3), the least common multiple lcm $\left(n, n^{2}\right)=n^{2}$, and $x(i)^{T} \ltimes V_{C}(A)=\left(x(i)^{T} \otimes I_{n}\right)\left(V_{C}(A) \otimes I_{1}\right)$.

Suppose there are $N+1$ observed samples, and

$$
W=\left[\begin{array}{c}
x(2)  \tag{5}\\
\vdots \\
x(N+1)
\end{array}\right], H=\left[\begin{array}{c}
x(1)^{T}, u(1)^{T} \\
\vdots \\
x(N)^{T}, u(N)^{T}
\end{array}\right], Y=\left[\begin{array}{c}
V_{C}(A) \\
V_{C}(B)
\end{array}\right] .
$$

Then we have

$$
\begin{gather*}
H \ltimes Y=W \\
\Downarrow  \tag{6}\\
\left(H \otimes I_{n}\right) Y=W
\end{gather*}
$$

The Equation (6) is a linear system of equations, and the task is to find the solution $Y$. In the Equation (6), $H \otimes I_{n}$ is an $N n \times(m+n) n$ matrix, where $n$ is the dimension of system states, $m$ is the dimension of the input, and $N$ is the number of samples. For the high-dimensional identification system, the time complexity of classical algorithms is enormous and existing quantum algorithms can not directly solve the non-square linear systems of equations In order to reduce the cost of computing resources, it is necessary to propose a quantum algorithm for general linear equations.

### 2.2. The Quantum Linear System Algorithm for General Matrices

Inspired by the singular value estimation algorithm $[23,28,29]$, we propose a quantum algorithm for general linear systems of equations as follows.

Given a general linear equation $A x=b$, the singular value decomposition is

$$
\begin{equation*}
A=\sum_{i} \sigma_{i} \mu_{i} v_{i}^{T} \tag{7}
\end{equation*}
$$

where $A \in R^{m \times n}, x \in R^{n}$ and $b \in R^{m}, \sigma_{i}$ is the singular value of $A, \mu_{i} \in R^{m}$ and $v_{i} \in R^{n}$ are the left and right singular vectors, and $\mu_{i}^{T} \mu_{i}=v_{i}^{T} v_{i}=1, \mu_{i}^{T} \mu_{j}=v_{i}^{T} v_{j}=0(i \neq j)$.

Let the rank of $A$ be $r(r \leq m, n)$ and the rank of $[A b]$ be $q$; the relation between the solution vector $x$ of $A x=b$ and the $r, q$ is:

$$
\begin{cases}\text { approximate solution } \hat{x}, & r=n \text { and } r<q  \tag{8}\\ \text { unique solution } x, & r=n=q \\ \text { general solution } \bar{x}, & r<n .\end{cases}
$$

The linear system of equations $A x=b$ can be solved by a mathematical optimization technique of minimizing the sum of squares of errors between the solution and the actual data, which is the so-called least squares method

$$
\begin{equation*}
e=\|A x-b\|^{2} \tag{9}
\end{equation*}
$$

In the Equation (7), $\left\{\mu_{i}\right\} \in R^{m}$ and $\left\{v_{i}\right\} \in R^{n}$ are a set of basis in $m$ and $n$ dimensional spaces. Therefore, $x$ and $b$ can be expressed as $x=\sum_{i}^{n} \alpha_{i} v_{i}, b=\sum_{i}^{m} \beta_{i} \mu_{i}$, and

$$
\begin{align*}
e & =\|A x-b\|^{2} \\
& =\left\|\sum_{i=1}^{r} \sigma_{i} \mu_{i} v_{i}^{T} \sum_{i=1}^{n} \alpha_{i} v_{i}-\sum_{i=1}^{m} \beta_{i} \mu_{i}\right\|^{2} \\
& =\left\|\sum_{i=1}^{r}\left(\sigma_{i} \alpha_{i}-\beta_{i}\right) \mu_{i}-\sum_{i=r+1}^{m} \beta_{i} \mu_{i}\right\|^{2}  \tag{10}\\
& =\sum_{i=1}^{r}\left(\sigma_{i} \alpha_{i}-\beta_{i}\right)^{2}+\sum_{i=r+1}^{m} \beta_{i}^{2}
\end{align*}
$$

When $\alpha_{i}=\beta_{i} / \sigma_{i}, e_{m}=\min \|A x-b\|^{2}=\sum_{i=r+1}^{m} \beta_{i}^{2}$.
Note that when $r<n, \alpha_{i}(i=r+1, \ldots, n)$ is not assigned, and the equation $A x=b$ has infinitely many solutions. In engineering, we usually want to find out the lowest energy solution state $x$ with $\langle x \mid x\rangle$ minimality, that is

$$
\begin{cases}\alpha_{i}=\beta_{i} / \sigma_{i}, &  \tag{11}\\ \alpha_{i}=0, & \\ i \in[1, r] \\ \hline r+1, n]\end{cases}
$$

The goal is to convert the state $b=\sum_{i=1}^{m} \beta_{i} \mu_{i}$ to $x=\sum_{i=1}^{r} \beta_{i} / \sigma_{i} v_{i}$, whose detailed quantum process of our scheme is described as follows.

The following mappings to access to the data structure can be performed in $O($ polylog $(m n))$ time

$$
\begin{align*}
& U_{P}:|\xi\rangle|0\rangle=\sum \xi_{i}|i\rangle|0\rangle \rightarrow \sum \xi_{i}\left|i, A_{i}\right\rangle \\
& U_{Q}:|0\rangle|\xi\rangle=\sum \xi_{j}|0\rangle|j\rangle \rightarrow \sum \xi_{j}\left|A_{F}, j\right\rangle \tag{12}
\end{align*}
$$

The data structure is based on an array of binary trees, each binary tree contains enough leaves that store the squared amplitudes of the corresponding matrix entry, which can be found in $[28,33]$ with a detailed description of such a binary tree memory structure. In order to facilitate mathematical operation, we define two degenerate operators $P$ and $Q$ that operate only on valid input information $|\xi\rangle$, where the dimension of the input state $|\xi\rangle|0\rangle$ is reduced to the dimension of valid information $|\xi\rangle$, so $P$ and $Q$ are called degenerate operators. The maps $P$ and $Q$ append an arbitrary input state $|\xi\rangle$ to a register that encodes:

$$
\begin{align*}
& P:|\xi\rangle=\sum \xi_{i}|i\rangle \rightarrow \sum \xi_{i}\left|i, A_{i}\right\rangle=|P \xi\rangle \\
& Q:|\xi\rangle=\sum \xi_{j}|j\rangle \rightarrow \sum \xi_{j}\left|A_{F}, j\right\rangle=|Q \xi\rangle \tag{13}
\end{align*}
$$

where $\left|i, A_{i}\right\rangle=\frac{1}{\left\|A_{i}\right\|} \sum_{j=1}^{n} A_{i j}|i, j\rangle$ and $\left|A_{F}, j\right\rangle=\frac{1}{\|A\|_{F}} \sum_{i=1}^{m}\left\|A_{i}\right\||i, j\rangle$. That is, $P=\sum_{i=1}^{m}|i\rangle\left|A_{i}\right\rangle\langle i|$ and $Q=\sum_{j=1}^{n}\left|A_{F}\right\rangle|j\rangle\langle j|$.

Based on the above definition, it is easy to obtain $\left(P^{+} Q\right)_{i j}=\left\langle i, A_{i} \mid A_{F}, j\right\rangle=\frac{A_{i j}}{\left\|A_{F}\right\|}$. Similarly, it follows that $P$ and $Q$ have orthonormal columns and thus $P^{\dagger} P=I_{m}$ and $Q^{\dagger} Q=I_{n}$. Let $S=\left(2 P P^{\dagger}-I\right)\left(2 Q Q^{\dagger}-I\right)$, when $m=n$, we can obtain

$$
\begin{align*}
S Q\left|v_{i}\right\rangle & =\frac{2 \sigma_{i}}{\|A\|_{F}} P\left|\mu_{i}\right\rangle-Q\left|v_{i}\right\rangle \\
S P\left|\mu_{i}\right\rangle & =\left(\frac{4 \sigma_{i}^{2}}{\|A\|_{F}^{2}}-1\right) P\left|\mu_{i}\right\rangle-\frac{2 \sigma_{i}}{\|A\|_{F}} Q\left|v_{i}\right\rangle \tag{14}
\end{align*}
$$

The eigenvalues of $S$ are $\mathrm{e}^{ \pm 2 \pi \mathrm{i} \varphi_{i}}$, and the corresponding eigenvectors are $\omega_{i}^{ \pm}\left|w_{i}^{ \pm}\right\rangle=$ $-P\left|\mu_{i}\right\rangle+\mathrm{e}^{\mp 2 \pi \mathrm{i} \varphi_{i}} Q\left|v_{i}\right\rangle$, where $\varphi_{i}$ is the phase of eigenvalues and $\omega_{i}^{ \pm}$is the norm of eigenvectors. Then, it can be obtained

$$
\begin{align*}
Q\left|v_{i}\right\rangle & =\frac{1}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\omega_{i}^{+}\left|w_{i}^{+}\right\rangle-\omega_{i}^{-}\left|w_{i}^{-}\right\rangle\right) \\
P\left|\mu_{i}\right\rangle & =\frac{1}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\mathrm{e}^{\pi \mathrm{i} \varphi_{i}} \omega_{i}^{+}\left|w_{i}^{+}\right\rangle-\mathrm{e}^{-\pi \mathrm{i} \varphi_{i}} \omega_{i}^{-}\left|w_{i}^{-}\right\rangle\right) \tag{15}
\end{align*}
$$

Through phase rotation, the process of $\sum_{i=1}^{n} \beta_{i}\left|\mu_{i}\right\rangle \mapsto \sum_{i=1}^{n} \beta_{i}\left|v_{i}\right\rangle$ is achievable [28,29]. It is worth noting that the above step is avoidable for the case of the coefficient matrix $A$ being Hermitian. At this point, the singular value decomposition is $A=\sum_{i} \sigma_{i} \mu_{i} \mu_{i}^{T}$, and the task is to convert $|b\rangle=\sum_{i} \beta_{i}\left|\mu_{i}\right\rangle$ to the solution $|x\rangle=\sum_{i} \beta_{i} / \sigma_{i}\left|\mu_{i}\right\rangle$ such that $A x=b$. However, for the case of non-Hermitian, it is necessary to realize the transformation of quantum states $\left|\mu_{i}\right\rangle$ to $\left|v_{i}\right\rangle$.

For a general linear system of equations with $m \neq n$, the above derivation will have some changes. For $i \in[1, r]$, Equations (14) and (15) are valid. While $i>r, A\left|v_{i}\right\rangle=0, A^{\dagger}\left|\mu_{i}\right\rangle=0$, and we can obtain

$$
\begin{align*}
S Q\left|v_{i}\right\rangle & =\left(2 P P^{+}-I\right)\left(2 Q Q^{+}-I\right) Q\left|v_{i}\right\rangle \\
& =\left(2 P P^{+}-I\right) Q\left|v_{i}\right\rangle \\
& =\frac{2}{\|A\|_{F}} P A\left|v_{i}\right\rangle-Q\left|v_{i}\right\rangle  \tag{16}\\
& =-Q\left|v_{i}\right\rangle,
\end{align*}
$$

and

$$
\begin{align*}
S P\left|\mu_{i}\right\rangle & =\left(2 P P^{\dagger}-I\right)\left(2 Q Q^{\dagger}-I\right) P\left|\mu_{i}\right\rangle \\
& =\left(2 P P^{\dagger}-I\right)\left(\frac{2}{\|A\|_{F}} Q A^{\dagger}\left|\mu_{i}\right\rangle-P\left|\mu_{i}\right\rangle\right)  \tag{17}\\
& =\left(2 P P^{\dagger}-I\right)\left(-P\left|\mu_{i}\right\rangle\right) \\
& =-P\left|\mu_{i}\right\rangle
\end{align*}
$$

At this point, $\mathrm{e}^{2 \pi \mathrm{i} \varphi_{i}}=-1$ is the eigenvalue of $S$, that is, $\varphi_{i}= \pm 1 / 2$, and the corresponding eigenvectors are $Q\left|v_{i}\right\rangle$ and $P\left|\mu_{i}\right\rangle$. In order to achieve $|b\rangle=\sum_{i=1}^{m} \beta_{i}\left|\mu_{i}\right\rangle=\sum_{i=1}^{r} \beta_{i}\left|\mu_{i}\right\rangle+$ $\sum_{i=r+1}^{m} \beta_{i}\left|\mu_{i}\right\rangle \mapsto|x\rangle=\sum_{i=1}^{r} \beta_{i} / \sigma_{i}\left|v_{i}\right\rangle$, we first need to eliminate the formula $\sum_{i=r+1}^{m} \beta_{i}\left|\mu_{i}\right\rangle$.

Based on these definitions, we show the basic procedure of our algorithm:

1. Preparing the initial quantum state $|b\rangle=\sum_{i=1}^{m} b_{i}|i\rangle$, which can be represented as:

$$
\begin{equation*}
|b\rangle=\sum_{i=1}^{m} \beta_{i}\left|\mu_{i}\right\rangle \tag{18}
\end{equation*}
$$

2. Apply $P$ in the initial state $|b\rangle$

$$
\begin{align*}
P|b\rangle & =\sum_{i=1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle \\
& =\sum_{i=1}^{r} \frac{\beta_{i}}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\mathrm{e}^{\pi \mathrm{i} \varphi_{i}} \omega_{i}^{+}\left|w_{i}^{+}\right\rangle-\mathrm{e}^{-\pi \mathrm{i} \varphi_{i}} \omega_{i}^{-}\left|w_{i}^{-}\right\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle \tag{19}
\end{align*}
$$

3. Perform phase estimation on input $P|b\rangle$ for $S=\left(2 P P^{\dagger}-I\right)\left(2 Q Q^{\dagger}-I\right)$, as shown in Figure 1, then we obtain the following state

$$
\begin{equation*}
\sum_{i=1}^{r} \frac{\beta_{i}}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\mathrm{e}^{\pi \mathrm{i} \varphi_{i}} \omega_{i}^{+}\left|w_{i}^{+}, \varphi_{i}\right\rangle-\mathrm{e}^{-\pi \mathrm{i} \varphi_{i}} \omega_{i}^{-}\left|w_{i}^{-},-\varphi_{i}\right\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle\left| \pm \frac{1}{2}\right\rangle \tag{20}
\end{equation*}
$$

where $\mathrm{e}^{2 \pi \mathrm{i} \varphi_{i}}$ is the eigenvalue of $S$ and $\left|\frac{1}{2}\right\rangle=|01000 \ldots\rangle,\left|-\frac{1}{2}\right\rangle=|11000 \ldots\rangle$.


Figure 1. The modified quantum circuit for phase estimation. Set the $\left|x_{1}\right\rangle$ to be the sign bit, $\left|x_{1}\right\rangle=|0\rangle$ means $\varphi_{i}$ is a positive value, otherwise it is negative. The state $\left|\varphi_{i}\right\rangle=\left|x_{1}\right\rangle_{1}\left|x_{2}\right\rangle_{2} \ldots\left|x_{k}\right\rangle_{k}$ and the phase value $\varphi_{i}=\sum_{j=2}^{k} 2^{-j+1} x_{j}-x_{1}$. The quantum circuit can estimate the phase value $\varphi_{i} \in(-1,1)$.
4. Apply a phase shift operator controlled by the phase $\varphi_{i}$, then we obtain

$$
\begin{equation*}
\sum_{i=1}^{r} \frac{\beta_{i}}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\omega_{i}^{+}\left|w_{i}^{+}, \varphi_{i}\right\rangle-\omega_{i}^{-}\left|w_{i}^{-},-\varphi_{i}\right\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle\left| \pm \frac{1}{2}\right\rangle \tag{21}
\end{equation*}
$$

5. Perform a controlled rotation on the ancillary qubit based on the register storing phase value $\varphi_{i}$ and will obtain

$$
\begin{equation*}
\sum_{i=1}^{r} \frac{\beta_{i}}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\omega_{i}^{+}\left|w_{i}^{+}, \varphi_{i}\right\rangle-\omega_{i}^{-}\left|w_{i}^{-},-\varphi_{i}\right\rangle\right)\left(\frac{t}{\sigma_{i}}|0\rangle+\sqrt{1-\frac{t^{2}}{\sigma_{i}^{2}}}|1\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle\left| \pm \frac{1}{2}\right\rangle|1\rangle, \tag{22}
\end{equation*}
$$

where $\sigma_{i}=\cos \left(\pi \varphi_{i}\right)\|A\|_{F}$ and $t=\min _{i}\left|\sigma_{i}\right|, i \in[1, r]$.
6. Apply the inverse transformation of step 3 to obtain

$$
\begin{align*}
& \sum_{i=1}^{r} \frac{\beta_{i}}{2 \mathrm{i} \sin \left(\pi \varphi_{i}\right)}\left(\omega_{i}^{+}\left|w_{i}^{+}\right\rangle-\omega_{i}^{-}\left|w_{i}^{-}\right\rangle\right)\left(\frac{t}{\sigma_{i}}|0\rangle+\sqrt{1-\frac{t^{2}}{\sigma_{i}^{2}}}|1\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle| \rangle|1\rangle \\
& =\sum_{i=1}^{r} \beta_{i} Q\left|v_{i}\right\rangle\left(\frac{t}{\sigma_{i}}|0\rangle+\sqrt{1-\frac{t^{2}}{\sigma_{i}^{2}}}|1\rangle\right)+\sum_{i=r+1}^{m} \beta_{i} P\left|\mu_{i}\right\rangle|1\rangle \tag{23}
\end{align*}
$$

7. Measure the ancillary register. When the measurement result is $|0\rangle$, the quantum state will collapse to

$$
\begin{equation*}
\sum_{i=1}^{r} \beta_{i} / \sigma_{i} Q\left|v_{i}\right\rangle \tag{24}
\end{equation*}
$$

8. Apply the inverse of $Q$ and we will obtain the desired state

$$
\begin{equation*}
\sum_{i=1}^{r} \beta_{i} / \sigma_{i}\left|v_{i}\right\rangle \tag{25}
\end{equation*}
$$

which is the particular solution of the equation $A x=b$, that is, the lowest energy solution state.
The quantum gate circuit of our quantum algorithm is shown in Figure 2.


Figure 2. The quantum gate circuit of the particular solution of the equation $A x=b$. The operator $R$ is a quantum controlled rotation gate. When the phase $\varphi_{i}= \pm \frac{1}{2}, R$ is a NOT gate, otherwise $R=R\left(\sigma_{i}^{-1}\right)=\left[\begin{array}{cc}1 / \sigma_{i} & \sqrt{1-1 / \sigma_{i}^{2}} \\ \sqrt{1-1 / \sigma_{i}^{2}} & -1 / \sigma_{i}\end{array}\right]$, where $\sigma_{i}=\cos \left(\pi \varphi_{i}\right)\|A\|_{F}$.

Note that the actual phase value is $\varphi_{i} \in(-1,1)$, which serves as the control qubits of the phase shift operation in the step 4, while the previous quantum phase estimation algorithm outputs phase value $\varphi_{i} \in(0,1)$. Therefore, we design a modified quantum phase
estimation circuit to determine the sign of the phase in Figure 1. In the modified QPE circuit, we can estimate the phase value in the range $\varphi \in(-1,1)$.

For the case of $\varphi \in[0,1), \varphi=\sum_{j=1}^{k} 2^{-j+1} x_{j}$. Since $0 \leq \varphi<1$, it is easy to obtain $x_{1}=0$.

While $\varphi \in(-1,0)$, we can obtain $\mathrm{e}^{2 \pi \mathrm{i} 2^{j} \varphi}=\mathrm{e}^{2 \pi \mathrm{i} 2^{j}(2+\varphi)}$, where $j=-1, \ldots, k-1$. Let $\phi=2+\varphi \in(1,2)$, the modified QSV circuit outputs $\phi=\sum_{j=1}^{k} 2^{-j+1} x_{j}$. It is known that $\phi \in(1,2)$, thus we obtain $x_{1}=1$ and $\varphi=\sum_{j=1}^{k} 2^{-j+1} x_{j}-2=\sum_{j=2}^{k} 2^{-j+1} x_{j}-1$.

Therefore, we can obtain

$$
\varphi= \begin{cases}\sum_{j=1}^{k} 2^{-j+1} x_{j}, & x_{1}=0  \tag{26}\\ \sum_{j=2}^{k} 2^{-j+1} x_{j}-1, & x_{1}=1\end{cases}
$$

that is, $\varphi=\sum_{j=2}^{k} 2^{-j+1} x_{j}-x_{1}$.

### 2.3. The Quantum Algorithm for Homogeneous Linear Equations

For the condition of $r<n$, the equation $A x=b$ has infinitely many solutions. Therefore, in order to obtain general solutions of the equation $A x=b$, we need to solve the homogeneous linear equation $A x=0$.

Since $A=\sum_{i=1}^{n} \sigma_{i} \mu_{i} v_{i}^{T}$ and $x=\sum_{i=1}^{n} \alpha_{i} v_{i}$, we can obtain $A x=\sum_{i=1}^{n} \sigma_{i} \alpha_{i} \mu_{i}$. Let $v_{i}(i \in[r+1, n])$ be the right singular vector corresponding to $\sigma_{i}=0$, when $\sigma_{i}=0$ or $\alpha_{i}=0$, $A x=0$ is valid, that is, $x=\sum_{i=r+1}^{n} \alpha_{i} v_{i}$. The description of solving homogeneous linear equations is essentially just finding the projection of a state onto the ground state for an operator [34]. Through the quantum circuit shown in Figure 3, we obtain the combination of the eigenvectors corresponding to $\sigma_{i}=0$ and make the solution of homogeneous linear equations complete.


Figure 3. The quantum gate circuit of homogeneous linear equation $A x=0$. The input state is $|c\rangle=\sum_{i=1}^{n} c_{i}\left|v_{i}\right\rangle$ and the output state is $|x\rangle=\sum_{i=r+1}^{n} c_{i}\left|v_{i}\right\rangle$, where $|x\rangle$ is the combination of right singular vectors corresponding to the singular value 0 of $A$ contained in $|c\rangle$. When the phase $\varphi_{i}= \pm 1 / 2$, the output of the controlled-NOT gate $R_{N}$ is $|1\rangle$, otherwise it outputs $|0\rangle$. We can obtain the solution of the $A x=0$ when an arbitrary input $|c\rangle$ contains right singular vectors of $A$. In order to ensure that the output $|x\rangle$ is complete, we input $n$ linearly independent $|c\rangle=|0\rangle,|1\rangle \ldots|n\rangle$. In addition, the arbitrary $r$ linearly independent $x_{i}$ can form the solution vector basis of the homogeneous linear equation.

Based on QSVE, our quantum algorithms are sparsity-independent and may be applied to non-square dense matrices.

## 3. Algorithms Complexity Analysis

Then, we analyse the time complexity of our quantum algorithms.
The time complexity of our scheme includes the following two parts: quantum data generation and the quantum algorithm process. On the one hand, relying on a binary
tree memory structure detailed as described in $[28,33]$, where the matrix entries associated with matrix $A_{m \times n}$ are stored as suitable data structure, the oracle from classical data to quantum data can be implemented efficiently in time $O\left(\log ^{2} m n\right)$ and the data structure size is $O(w \log m n)$ where $w$ is the number of non zero entries in $A$. On the other hand, based on the quantum singular value estimation algorithm, our algorithm achieves a runtime $O(\kappa$ polylog $(m n) / \delta)$, where $\kappa$ is the condition number of the coefficient matrix $A$, and $\delta$ denotes the precision parameter.

Define that the additive error achieved in output state $\tilde{x}$ is $\epsilon$, which means if $x$ is the exact result and $\tilde{x}$ is the result obtained from quantum algorithms, then $\|x-\tilde{x}\| \leq \epsilon$. In order to achieve accuracy $\epsilon$, the precision parameter of our algorithm needs to reach $\delta=\epsilon /\left(\kappa\|A\|_{F}\right)$. Assuming the spectral norm $\|A\|_{*}$ is bounded by a constant, since $\|A\|_{F} \leq \sqrt{r}\|A\|_{*}$, we have $\|A\|_{F}=O(\sqrt{r})$, where $r$ is the rank of matrix $A$. Therefore, our quantum algorithm has the time complexity of $O\left(\kappa^{2} \sqrt{r}\right.$ polylog $\left.(m n) / \epsilon\right)$. Remarkably, when $A$ is sparse, exponential acceleration is achievable.

In the quantum algorithm of homogeneous linear equations, the time complexity of QSVE is $O(\operatorname{polylog}(m n) / \epsilon)$. In view of the success probability of the ancillary register collapses to $|1\rangle$, we need to repeat the coherent computation $n /(n-r)$ times on average. Therefore, the runtime of the quantum homogeneous linear equation algorithm is given by $O(n$ polylog $(m n) /((n-r) \epsilon))$.

After obtaining the quantum state $|x\rangle$ corresponding to the solution of $A x=b$, we need to simulate the subsequent system states through the identified system, where $x=\left[\begin{array}{l}V_{C}(A) \\ V_{C}(B)\end{array}\right]$. According to Equations (4)-(6), we can obtain

$$
\begin{equation*}
x(i+1)=\langle\zeta(i) \mid x\rangle \tag{27}
\end{equation*}
$$

where $\zeta(i)=\left[x(i)^{T}, u(i)^{T}\right] \otimes I_{n}$. The inner product between pairs of states can be implemented in time $O(\operatorname{ploylog}(m+n))$ by the swap text algorithm [35]. Therefore, we can predict the system state at the next moment based on the known system state $x(i)$ and input $u(i)$.

For the case of general matrix $A_{m \times n}$, previous quantum algorithms generally convert $A$ to a Hermitian matrix:

$$
H=\left[\begin{array}{cc}
0 & A  \tag{28}\\
A^{\dagger} & 0
\end{array}\right]
$$

Based on QSVE, the quantum algorithm of $H\left[\begin{array}{l}0 \\ x\end{array}\right]=\left[\begin{array}{l}b \\ 0\end{array}\right]$ has the time complexity of $O\left(\kappa^{2}\|H\|_{F}\right.$ polylog $\left.(m+n)^{2} / \epsilon\right)$. In addition, the time complexity of our scheme is $O\left(\kappa^{2}\|A\|_{F} \operatorname{polylog}(m n) / \epsilon\right)$, where $\|H\|_{F}=\sqrt{2}\|A\|_{F}$. Let the runtime of our scheme be $T$, so the runtime of existing SVE-based quantum algorithms is $T^{\prime}=\sqrt{2} \frac{\text { poly } \log (m+n)^{2}}{\text { poly } \log (m n)} T$. For the large-scale linear system of equations, there is $T^{\prime} \approx \sqrt{2} T$. Compared to existing quantum algorithms, our scheme can reduce the time complexity of the linear system of equations with a non-square dense matrix.

## 4. Numerical Simulation

To clarify the process of our algorithm and prove the feasibility of algorithms, we perform simulation on an illustrative example.

For simplicity, we consider a first-order discrete model of classical system as follows:

$$
\begin{equation*}
x(i+1)=a x(i)+d u(i) \tag{29}
\end{equation*}
$$

where $x(i)$ is the system state of the $i$-th sampling and $u(i)$ is the input state. The goal of system identification is to estimate coefficients $a$ and $d$ from a set of $u(i)$ and $x(i)$. Assuming that the initial system state $x(1)=3$, the input states $u=\{4,3,0\}$ and the evolved system states $x(2)=-4, x(3)=x(4)=0$, the mathematical model can be transformed into a
general linear systems of equations $A x=b$, where $A=\left[\begin{array}{cc}3 & 4 \\ -4 & 3 \\ 0 & 0\end{array}\right], b=\left[\begin{array}{c}-4 \\ 0 \\ 0\end{array}\right]$. The maps $U_{p}$ and $U_{Q}$ append an arbitrary input state to a register that encodes the Equation (12), which can be realized by quantum gate circuits in Figure 4, and matrix forms of these maps are $P=\frac{1}{5}\left[\begin{array}{ccc}3 & 0 & 0 \\ 4 & 0 & 0 \\ 0 & -4 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & \frac{5 \sqrt{2}}{2} \\ 0 & 0 & \frac{5 \sqrt{2}}{2}\end{array}\right], Q=\frac{\sqrt{2}}{2}\left[\begin{array}{ll}1 & 0 \\ 0 & 1 \\ 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0\end{array}\right]$.


The circuit implementation of $U_{P}$


The circuit implementation of $U_{Q}$

Figure 4. Quantum circuits implementation of $U_{P}$ and $U_{Q}$. The maps $U_{P}$ and $U_{Q}$ consist of quantum control gates, where $R_{1}=\frac{1}{5}\left[\begin{array}{cc}3 & 4 \\ 4 & -3\end{array}\right], R_{2}=\frac{1}{5}\left[\begin{array}{cc}-4 & 3 \\ 3 & 4\end{array}\right], R_{3}=R_{4}=R_{5}=H=\frac{\sqrt{2}}{2}\left[\begin{array}{cc}1 & 1 \\ 1 & -1\end{array}\right]$ and the $X=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ is the quantum inverse gate.

The following shows the detailed procedure of the numerical simulation:

1. Preparing the initial state $|b\rangle=|0\rangle$.
2. Apply $P$ in the initial state $|b\rangle, P|b\rangle=\frac{3}{5}|0\rangle+\frac{4}{5}|1\rangle$.
3. Perform phase estimation on $P|b\rangle$ for $S=\left(2 P P^{\dagger}-I\right)\left(2 Q Q^{\dagger}-I\right)=\frac{1}{25}\left[\begin{array}{cccccc}0 & 0 & -7 & 24 & 0 & 0 \\ 0 & 0 & 24 & 7 & 0 & 0 \\ 7 & -24 & 0 & 0 & 0 & 0 \\ -24 & -7 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 25 \\ 0 & 0 & 0 & 0 & 25 & 0\end{array}\right]$, then we obtain the following state

$$
\begin{equation*}
-\frac{3 \sqrt{2} \mathrm{i}}{10}\left(\mathrm{e}^{\frac{1}{4} \pi \mathrm{i}} \omega_{1}\left|w_{1}, \frac{1}{4}\right\rangle-\mathrm{e}^{-\frac{1}{4} \pi \mathrm{i}} \omega_{2}\left|w_{2},-\frac{1}{4}\right\rangle\right)-\frac{2 \sqrt{2} \mathrm{i}}{5}\left(\mathrm{e}^{\frac{3}{4} \pi \mathrm{i}} \omega_{3}\left|w_{3}, \frac{3}{4}\right\rangle-\mathrm{e}^{-\frac{1}{4} \pi \mathrm{i}} \omega_{4}\left|w_{4},-\frac{3}{4}\right\rangle\right), \tag{30}
\end{equation*}
$$

where the eigenvalues of $S$ are $\lambda_{i}=\mathrm{i}, \mathrm{i},-\mathrm{i},-\mathrm{i}, 1,-1$, and $\omega_{i}\left|w_{i}\right\rangle$ is the corresponding eigenvector.
4. Change the phase, then we obtain

$$
\begin{equation*}
-\frac{3 \sqrt{2} \mathrm{i}}{10}\left(\omega_{1}\left|w_{1}, \frac{1}{4}\right\rangle-\omega_{2}\left|w_{2},-\frac{1}{4}\right\rangle\right)-\frac{2 \sqrt{2} \mathrm{i}}{5}\left(\omega_{3}\left|w_{3}, \frac{3}{4}\right\rangle-\omega_{4}\left|w_{4},-\frac{3}{4}\right\rangle\right) \tag{31}
\end{equation*}
$$

5. Perform a controlled rotation on the ancillary qubit based on the register storing phase value:

$$
\begin{equation*}
-\frac{3 \sqrt{2} \mathrm{i}}{10}\left(\omega_{1}\left|w_{1}, \frac{1}{4}\right\rangle-\omega_{2}\left|w_{2},-\frac{1}{4}\right\rangle\right)\left(\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right)-\frac{2 \sqrt{2} \mathrm{i}}{5}\left(\omega_{3}\left|w_{3}, \frac{3}{4}\right\rangle-\omega_{4}\left|w_{4},-\frac{3}{4}\right\rangle\right)\left(-\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right) \tag{32}
\end{equation*}
$$

where $\sigma_{1}=\cos \left( \pm \frac{1}{4} \pi\right)\|A\|_{F}=5, \sigma_{2}=\cos \left( \pm \frac{3}{4} \pi\right)\|A\|_{F}=-5$.
6. Apply the inverse transformation of step 3 to obtain

$$
\begin{equation*}
-\frac{3 \sqrt{2} \mathrm{i}}{10}\left(\omega_{1}\left|w_{1}\right\rangle-\omega_{2}\left|w_{2}\right\rangle\right)\left(\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right)-\frac{2 \sqrt{2} \mathrm{i}}{5}\left(\omega_{3}\left|w_{3}\right\rangle-\omega_{4}\left|w_{4}\right\rangle\right)\left(-\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right) \tag{33}
\end{equation*}
$$

7. Apply the inverse of $Q$ and we will obtain the desired state

$$
\begin{equation*}
\frac{3}{5}|0\rangle\left(\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right)-\frac{4}{5}|1\rangle\left(-\frac{1}{5}|0\rangle+\frac{2 \sqrt{6}}{5}|1\rangle\right) \tag{34}
\end{equation*}
$$

8. Measure the ancillary register. When the result is $|0\rangle$, the quantum state will collapse to

$$
\begin{equation*}
\frac{3}{5}|0\rangle+\frac{4}{5}|1\rangle \tag{35}
\end{equation*}
$$

that is proportional to the solution of the equation $A x=b$, so we obtain $a=\frac{3}{5} \mathrm{C}$ and $d=\frac{4}{5} C$. Substituting $a$ and $d$ into Equation (29), we obtain $C=-\frac{4}{5}$. So far, the first-order discrete identification model is:

$$
\begin{equation*}
x(i+1)=-\frac{12}{25} x(i)-\frac{16}{25} u(i) \tag{36}
\end{equation*}
$$

We simulated a 6-qubit quantum circuit diagram on the Origin Cloud, as shown in Figure 5.


Figure 5. The 6 -qubit quantum circuit diagram on the Origin Cloud. The quantum circuit is based on quantum phase estimation, where $\mathrm{q}[5]$ is the ancillary qubit and $\mathrm{q}[4]$ is the register storing input and output information. From left to right, the controlled rotation gate is $R Y_{1}=\frac{1}{5}\left[\begin{array}{cc}3 & -4 \\ 4 & 3\end{array}\right]$ that generates the initial state $P|b\rangle, R Y_{2}=\frac{1}{\sigma_{1}}\left[\begin{array}{cc}t & -\sqrt{\sigma_{1}^{2}-t^{2}} \\ \sqrt{\sigma_{1}^{2}-t^{2}} & t\end{array}\right]$ and $R Y_{3}=\frac{1}{\sigma_{2}}\left[\begin{array}{cc}t & -\sqrt{\sigma_{2}^{2}-t^{2}} \\ \sqrt{\sigma_{2}^{2}-t^{2}} & t\end{array}\right]$, where $t=\frac{5 \sqrt{2}}{2}$. The controlled gates $s_{1}=\frac{1}{25}\left[\begin{array}{cc}-7 & 24 \\ 24 & 7\end{array}\right], s_{2}=\frac{1}{25}\left[\begin{array}{cc}7 & -24 \\ -24 & -7\end{array}\right], z_{1}=\left[\begin{array}{cc}e^{-\frac{1}{4} \pi i} & 0 \\ 0 & e^{-\frac{1}{4} \pi i}\end{array}\right]$ and $r z=\left[\begin{array}{cc}e^{-\frac{3}{4} \pi i} & 0 \\ 0 & e^{-\frac{3}{4} \pi i}\end{array}\right]$ are applied on the register q[4].

According to the simulation result in Figure 6, when the ancillary qubit $\mathrm{q}[5]=0$ and the register storing phase information is restored to $\mathrm{q}[0]=\mathrm{q}[1]=\mathrm{q}[2]=0$, the probabilities of the output qubit $\mathrm{q}[4]$ are $P\{|0\rangle\}=0.086$ and $P\{|1\rangle\}=0.16$. Therefore, the amplitudes of q[4] are $A\{|0\rangle\}=\sqrt{P\{|0\rangle\} /(P\{|0\rangle\}+P\{|1\rangle\})}=0.59$ and $A\{|1\rangle\}=$ $\sqrt{P\{|1\rangle\} /(P\{|0\rangle\}+P\{|1\rangle\})}=0.81$, and the solution quantum state is $\mathrm{q}[4]=0.59|0\rangle+$ $0.81|1\rangle$, which is consistent with the expected quantum state based on our algorithm.


Figure 6. The simulation result of the quantum circuit.
As a comparison, we simulated a second-order discrete system identification model $x(i+1)=A^{\prime} x(i)+B^{\prime} u(i)$, where $A^{\prime}$ is a $2 \times 2$ matrix and $B^{\prime}$ is a $2 \times 1$ matrix. Assuming that the initial system state $x(1)=\left[\begin{array}{l}1 \\ 0\end{array}\right]$, the input $u=\{1,2,3\}$ and the evolved system states $x(2)=\left[\begin{array}{l}1 \\ 1\end{array}\right]$, the mathematical model can be transformed into $A x=b$, where $A=\left[\begin{array}{llllll}1 & 0 & 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 1\end{array}\right]$ and $b=\left[\begin{array}{l}1 \\ 1\end{array}\right]$. Due to insufficient samples, the linear equation has infinite solutions. Consider the structural features of the coefficient matrix $A$, which is reduced to $\left[\begin{array}{llll}1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1\end{array}\right]$.

When the ancillary qubit $\mathrm{q}[6]=0$ and the register $\mathrm{q}[5]$ is restored to 0 , the probabilities of the output qubits $\mathrm{q}[4]$ and $\mathrm{q}[3]$ are shown in the Figure 7. Thus, the solution quantum state is $|x\rangle=0.493|00\rangle+0.5|01\rangle+0.516|10\rangle+0.485|11\rangle$, which is the lowest energy solution among infinitely many solutions. So far, according to the existing samples, the secondorder discrete identification model with the lowest energy is: $x(i+1)=\left[\begin{array}{cc}0.493 & 0 \\ 0.5 & 0\end{array}\right] x(i)+$ $\left[\begin{array}{l}0.516 \\ 0.485\end{array}\right] u(i)$.



Figure 7. Quantum circuit and simulation result of the two-dimensional discrete system identification model.

## 5. Conclusions

This paper develops a quantum algorithm of general linear equations for solving classical system identification problems. Our scheme can be finished in time $O\left(\kappa^{2} \sqrt{r} \operatorname{polylog}(m n) / \epsilon\right)$ for an $m \times n$ dimensional linear systems of equations $A x=b$, where $\kappa$ is the condition number of the linear equation, $r$ is the rank of the matrix $A$ and $\epsilon$ is the precision parameter, which is superior to existing algorithms. For the linear equation with non-square coefficient matrix, we discuss three cases of solutions, including the unique solution, approximate solution and infinitely many solutions. Our algorithm can obtain the unique solution, the approximate solution with the minimum error and the lowest energy solution among infinitely many solutions, which adapts to all cases of linear systems of equations. For the case of infinitely many solutions, we design a quantum circuit to obtain general solutions in time $O(n$ polylog $(m n) /((n-r) \epsilon))$, which can achieve an exponential improvement over classical algorithms. In addition, we design a modified QPE circuit to obtain a wider range of phase values, which can expand the application range of quantum phase estimation.

Based on QSVE, our algorithms is sparsity-independent compared with HHL algorithm. Meanwhile, we have extended the existing quantum linear system algorithms to general equations, which can effectively enrich the application area of linear systems of equations. For large-scale linear systems, such as machine learning, numerical calculation of partial differential equations, etc., our algorithms will have a wider range of applications and is of research significance. In the future work, we will focus on how our algorithms are implemented on quantum computers and how to apply on them to real practical problems.
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#### Abstract

In this paper, quantum correlation (QC) swapping between two Werner-like states, which are transformed from Werner states undergoing local and nonlocal unitary operations, are studied. Bell states measures are performed in the middle node to realize the QC swapping and correspondingly final correlated sates are obtained. Two different QC quantifiers, i.e., measurement-induced disturbance (MID) and ameliorated MID, are employed to characterize and quantify all the concerned QCs in the swapping process. All QCs in the concerned states are evaluated analytically and numerically. Correspondingly, their characteristics and properties are exposed in detail. It is exposed that, through the QC swapping process, one can obtain the long-distance QC indeed. Moreover, the similarities of monotony features of MID and AMID between the initial states and final states are exposed and analyzed.
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## 1. Introduction

Quantum entanglement swapping is the core technique in quantum entanglement repeaters. Quantum entanglement repeaters are usually employed to realize long-distance quantum entanglements in some quantum tasks in quantum information processing [1-7]. Entanglement swapping can make a null-entanglement bipartite system entangled. Additionally, entanglement swapping can be utilized to enhance quantum entanglement [8].

Today, as is known to all, quantum correlations (QCs) no longer equal to quantum entanglement [9-18]. This recognition was exposed in 2001. Recently, Ollivier and Zurek [19] made a surprising discovery, in that there are indeed existing quantum correlation different from entanglement (QCDE). Later, numerous findings [20-35] about the recognition and applications of QCDEs appeared. Now, QCDE has become a hot field in the research of quantum information and computation.

As the quantum entanglement was generalized to quantum correlation, which can be quantum entanglement or QCDE, quantum entanglement swapping can also be generalized to quantum correlation swapping [36-44]. In quantum correlation swapping, the concerned quantum correlation may be quantum entanglement, QCDE, or both. Obviously, quantum correlation swapping is a general extentson of quantum entanglement swapping. Similarly, the realization of QCDE swapping can be in the same way with entanglement swapping. In many processes, the entanglement swapping and QCDE swapping can be realized simultaneously.

In the studies of quantum correlation swapping, three main aspects are of concern. One is the selection of initial states before QC swapping. Another is the selection of the middle measurement to realize the QC swapping. The last is the QC quantifiers, which are
used to quantify the QCs in all the concerned states in the QC swapping process. Hence, one can see that complexities in the QC swapping stem from the above three aspects. Moreover, for the three aspects, one can see that many different selections can be used. Hence, many different properties can be exposed and revealed.

In this paper, a special QC swapping case will be considered. That is to say, two Wernerlike states are taken as initial states; the four Bell state measurements are utilized to realize the QC swapping; and measurement-induced disturbance (MID) [20] and ameliorated MID (AMID) [23] are utilized to quantify the QCs in the concerned states.

The following is summarized for the rest of the paper. In Section 2, the Werner-like initial state QC swapping is described in detail. In Section 3, QCs in both the initial states and final states are quantified by MID. In Section 4, QCs in both the initial states and final states are quantified by AMID. In Section 5, QCs in the initial states, MID or AMID, are analyzed, discussed and compared. Lastly, in Section 6, a summary is provided.

## 2. Swapping QCs in Two Werner States Undergoing Local and Nonlocal Unitary Operations

In the QC swapping process, the two initial states are taken as a special kind of quantum-correlated states. It is called as Werner-like state because it is transformed from the famous Werner state undergoing local and nonlocal unitary operations.

Usually, a two-qubit Werner state can be written as

$$
\begin{equation*}
\varrho^{W}(z)=\frac{1-z}{4} \mathbf{I}+z\left|\phi^{+}\right\rangle\left\langle\phi^{+}\right| \tag{1}
\end{equation*}
$$

where I denotes a unit operator, $\left|\phi^{+}\right\rangle=(|00\rangle+|11\rangle) / \sqrt{2}, z$ is real, and $z \in(0,1]$. When $z \leq 1 / 3$, Werner state $\varrho^{W}(z)$ is separable, while $z>1 / 3$, this state is entangled.

Through unitary operation $U \in U(4)$, one can transform the Werner state $\varrho^{W}(z)$ to Werner-like state $\sigma(z, c)$, i.e., $\sigma=U \varrho^{W} U^{+}$. Correspondingly, the Werner-like state $\sigma_{a b}(z, c)$ can be written as [44]

$$
\begin{equation*}
\sigma(z, c)=\frac{1-z}{4} I+z|\psi\rangle\langle\psi| \tag{2}
\end{equation*}
$$

where $|\psi\rangle=U\left|\phi^{+}\right\rangle=\sqrt{c}|00\rangle+\sqrt{1-c}|11\rangle$ with $c \in(0,1]$.
As for the QC swapping process in this study, the two initial Werner-like states are respectively written as

$$
\begin{align*}
& \sigma_{a b}\left(z_{1}, c_{1}\right)=\frac{1-z_{1}}{4} I_{a b}+z_{1}\left|\psi_{1}\right\rangle_{a b}\left\langle\psi_{1}\right|  \tag{3}\\
& \sigma_{c d}\left(z_{2}, c_{2}\right)=\frac{1-z_{2}}{4} I_{c d}+z_{2}\left|\psi_{2}\right\rangle_{c d}\left\langle\psi_{2}\right| \tag{4}
\end{align*}
$$

where $\left|\psi_{i}\right\rangle=\sqrt{c_{i}}|00\rangle+\sqrt{1-c_{i}}|11\rangle, z_{i}, c_{i} \in(0,1]$ characterize the Werner-like states, and $I$ is unit operator. $a, b, c$ and $d$ are four subsystems in the whole system, where $a$ and $c$ are located at a same place.

The QC swapping process can be described as follows. Alice has two particles $a$ and $c$, Bob has a particle $b$ and David has a particle $d$. Initially, $a$ and $b$ are in Werner-like state $\rho_{a b}$, while $c$ and $d$ are in Werner-like state $\rho_{c d}$. When Alice performs the middle measurement $a$ and $c$, simultaneously, $b$ and $d$ will be in the final state $\rho_{b d}$. That is to say, initially, Bob and David have no any correlation. However, after the middle measurement performed by Alice, Bob and David will be correlated.

In the realization of QC swapping, the middle bipartite measurements are needed. In this paper, the following four qubit Bell states are selected as the middle bipartite measurements, i.e.,

$$
\begin{equation*}
|\Phi\rangle_{a c}^{ \pm}=\frac{1}{\sqrt{2}}(|00\rangle \pm|11\rangle) \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
|\Psi\rangle_{a c}^{ \pm}=\frac{1}{\sqrt{2}}(|01\rangle \pm|10\rangle) \tag{6}
\end{equation*}
$$

By performing one of the middle measurements on the product states of Equations (3) and (4), a final state can be obtained. Corresponding to the four middle measurements, four final states appear. As for the two Bell states in Equation (5), the two final states can be obtained as the following:

$$
\begin{align*}
\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right) & =\frac{1}{N}\left\{W_{0}|0\rangle_{b}\langle 0||0\rangle_{d}\langle 0|+W_{1}|0\rangle_{b}\langle 0||1\rangle_{d}\langle 1|+W_{2}|1\rangle_{b}\langle 1||0\rangle_{d}\langle 0|+W_{3}|1\rangle_{b}\langle 1||1\rangle_{d}\langle 1|\right] \\
& \left. \pm z_{1} z_{2} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)}\left(|0\rangle_{b}\langle 1||0\rangle_{d}\langle 1|+|1\rangle_{b}\langle 0||1\rangle_{d}\langle 0|\right)\right\}, \tag{7}
\end{align*}
$$

where

$$
\begin{equation*}
N=W_{0}+W_{1}+W_{2}+W_{3} \tag{8}
\end{equation*}
$$

and

$$
\begin{align*}
& W_{0}=\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right)\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right)+\frac{1-z_{1}}{4} \frac{1-z_{2}}{4},  \tag{9}\\
& W_{1}=\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right)\left[\frac{1-z_{2}}{4}\right]+\left[\frac{1-z_{2}}{4}+z_{2}\left(1-c_{2}\right)\right]\left(\frac{1-z_{1}}{4}\right), \\
& W_{2}=\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right)\left(\frac{1-z_{1}}{4}\right)+\left[\frac{1-z_{1}}{4}+z_{1}\left(1-c_{1}\right)\right]\left[\frac{1-z_{2}}{4}\right], \\
& W_{3}=\left[\left(\frac{1-z_{1}}{4}+z_{1}\left(1-c_{1}\right)\right]\left[\frac{1-z_{2}}{4}+z_{2}\left(1-c_{2}\right)\right]+\frac{1-z_{1}}{4} \frac{1-z_{2}}{4} .\right.
\end{align*}
$$

Note that the $\pm$ in Equation (7) corresponds to the middle measurements in Equation (5).
As for the two Bell states in Equation (6), the two final states can be obtained as the following:

$$
\begin{align*}
\sigma_{b d}^{\prime \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right) & =\frac{1}{N^{\prime}}\left\{W_{0}^{\prime}|0\rangle_{b}\langle 0||0\rangle_{d}\langle 0|+W_{1}^{\prime}|0\rangle_{b}\langle 0||1\rangle_{d}\langle 1|+W_{2}^{\prime}|1\rangle_{b}\langle 1||0\rangle_{d}\langle 0|+W_{3}^{\prime}|1\rangle_{b}\langle 1||1\rangle_{d}\langle 1|\right] \\
& \left. \pm z_{1} z_{2} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)}\left(|0\rangle_{b}\langle 1||0\rangle_{d}\langle 1|+|1\rangle_{b}\langle 0||1\rangle_{d}\langle 0|\right)\right\}, \tag{10}
\end{align*}
$$

where

$$
\begin{equation*}
N^{\prime}=W_{0}^{\prime}+W_{1}^{\prime}+W_{2}^{\prime}+W_{3}^{\prime} \tag{11}
\end{equation*}
$$

and

$$
\begin{align*}
& W_{0}^{\prime}=\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right) \frac{1-z_{2}}{4}+\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right) \frac{1-z_{1}}{4},  \tag{12}\\
& W_{1}^{\prime}=\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right)\left[\frac{1-z_{2}}{4}+z_{2}\left(1-c_{2}\right)\right]+\left(\frac{1-z_{1}}{4}\right)\left(\frac{1-z_{2}}{4}\right), \\
& W_{2}^{\prime}=\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right)\left[\frac{1-z_{1}}{4}+z_{1}\left(1-c_{1}\right)\right]+\left(\frac{1-z_{1}}{4}\right)\left(\frac{1-z_{2}}{4}\right), \\
& W_{3}^{\prime}=\left[\left(\frac{1-z_{1}}{4}+z_{1}\left(1-c_{1}\right)\right] \frac{1-z_{2}}{4}+\left[\frac{1-z_{2}}{4}+z_{2}\left(1-c_{2}\right)\right] \frac{1-z_{1}}{4} .\right.
\end{align*}
$$

Here in Equation (10), the $\pm$ correspond to the middle measurements in Equation (6).

## 3. MID in the Concerned States

Measurement-induced disturbance (MID) is a QC measure [22] that has been attracting considerable attention for its easy computability. MID is defined as the difference between the total correlation and its classical correlation, where, for a given concerned state, the
classical correlation is determined by measuring both subsystems with the eigenvectors of marginal states as the measuring bases.

### 3.1. MIDs in the Two Initial Werner-Like States

For the two initial Werner-like states $\sigma_{a b}\left(z_{1}, c_{1}\right)$ and $\sigma_{c d}\left(z_{2}, c_{2}\right)$, their MIDs [45] are

$$
\begin{align*}
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{a b}\left(z_{1}, c_{1}\right)\right]= & -\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right) \log _{2}\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right)-\left(\frac{1+3 z_{1}}{4}-z_{1} c_{1}\right) \log _{2}\left(\frac{1+3 z_{1}}{4}-z_{1} c_{1}\right) \\
& +\left(\frac{1-z_{1}}{4}\right) \log _{2}\left(\frac{1-z_{1}}{4}\right)+\left(\frac{1+3 z_{1}}{4}\right) \log _{2}\left(\frac{1+3 z_{1}}{4}\right),  \tag{13}\\
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{c d}\left(z_{2}, c_{2}\right)\right]= & -\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right) \log _{2}\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right)-\left(\frac{1+3 z_{2}}{4}-z_{2} c_{2}\right) \log _{2}\left(\frac{1+3 z_{2}}{4}-z_{2} c_{2}\right) \\
& +\left(\frac{1-z_{2}}{4}\right) \log _{2}\left(\frac{1-z_{2}}{4}\right)+\left(\frac{1+3 z_{2}}{4}\right) \log _{2}\left(\frac{1+3 z_{2}}{4}\right) . \tag{14}
\end{align*}
$$

### 3.2. MIDs in the Final States $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

Now let us inspect the final state $\sigma_{b d}^{ \pm}$in Equation (7). Obviously, $\sigma_{b d}^{+}$and $\sigma_{b d}^{-}$are different. However, the difference is minor and it is located at the position $\pm$. In the following calculations, one can find that the MID in $\sigma_{b d}^{+}$is equivalent to that in $\sigma_{b d}^{-}$. That it to say, in the calculation of MIDs, the position + or - can be ignored. Hence, for convenience, in the following, $\sigma_{b d}^{ \pm}$can be obtained by $\sigma_{b d}$.

In the final state $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, the total correlation can be obtained as the following

$$
\begin{equation*}
\mathcal{I}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]=S\left[\sigma_{b}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]+S\left[\sigma_{d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]-S\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] \tag{15}
\end{equation*}
$$

where $S[\cdot]$ is von Neumann entropy, $\sigma_{b}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ and $\sigma_{d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ represent marginal states of $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ which take the form as

$$
\left.\begin{array}{l}
\sigma_{b}(x, y, \kappa)=\frac{1}{4}\left[\left(w_{0}+w_{1}\right)|0\rangle_{b}\langle 0|+\left(w_{2}+w_{3}\right)|1\rangle_{b}\langle 1|\right], \\
\sigma_{d}(x, y, \kappa)=\frac{1}{4}\left[\left(w_{0}+w_{2}\right)|0\rangle_{d}\langle 0|+\left(w_{1}+w_{3}\right)|1\rangle_{d}\langle 1|\right], \tag{16}
\end{array}\right\}
$$

where $w_{0}=\frac{4}{N} W_{0}, w_{3}=\frac{4}{N} W_{3}, w_{1}=\frac{4}{N} W_{1}, w_{2}=\frac{4}{N} W_{2}$, and $W_{i}^{\prime}$ 's are functions of $z_{1}, z_{2}, c_{1}$ and $c_{2}$ given by Equation (9). Easily, one can obtain

$$
\begin{align*}
S\left[\sigma_{b}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]= & \frac{1}{4}\left[8-w_{01} \log _{2} w_{01}-w_{23} \log _{2} w_{23}\right]  \tag{17}\\
S\left[\sigma_{d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]= & \frac{1}{4}\left[8-w_{02} \log _{2} w_{02}-w_{13} \log _{2} w_{13}\right]  \tag{18}\\
S\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]= & -\frac{1}{4}\left[w_{1} \log _{2} w_{1}+w_{2} \log _{2} w_{2}-2 w_{12}-3 w_{03}\right] \\
& -\frac{1}{8}\left[\left(w_{03}+\xi\right) \log _{2}\left(w_{03}+\xi\right)+\left(w_{03}-\xi\right) \log _{2}\left(w_{03}-\xi\right)\right] \tag{19}
\end{align*}
$$

where $w_{m n}=w_{m}+w_{n}$ and $\xi=\sqrt{\left(w_{3}-w_{0}\right)^{2}+16 \zeta}$ with $\zeta=4 c_{1}\left(1-c_{1}\right) c_{2}\left(1-c_{2}\right) z_{1}^{2} z_{2}^{2} / N^{2}$.
To calculate MID in the final state $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, its marginal states are needed. It is because that the eigenvectors of marginal states are taken as the measuring bases to aquire the classical correlation. Using the marginal states in Equation (16) as measuring bases to measure both subsystems simultaneously, four different outcomes can be obtained. For each outcome, its own probability may be occured. Let $p_{b d}^{(i j)}$ denote its occurrence probability where $|i j\rangle_{b d}$ is the corresponding outcome. It is easy to work out the occurrence probability as

$$
\begin{equation*}
p_{b d}^{(00)}=\frac{1}{4} w_{0}, \quad p_{b d}^{(01)}=\frac{1}{4} w_{1}, \quad p_{b d}^{(10)}=\frac{1}{4} w_{2}, \quad p_{b d}^{(11)}=\frac{1}{4} w_{3} . \tag{20}
\end{equation*}
$$

Integrating above probabilities, the single-partite probability distributions can be obtained:

$$
\left.\begin{array}{ll}
p_{b}^{(0)}=p_{b d}^{(00)}+p_{b d}^{(01)}=\frac{1}{4} w_{01}, & p_{b}^{(1)}=p_{b d}^{(10)}+p_{b d}^{(11)}=\frac{1}{4} w_{23}  \tag{21}\\
p_{d}^{(0)}=p_{b d}^{(00)}+p_{b d}^{(10)}=\frac{1}{4} w_{02}, & p_{d}^{(1)}=p_{b d}^{(01)}+p_{b d}^{(11)}=\frac{1}{4} w_{13} .
\end{array}\right\}
$$

Utilizing Equations (20) and (21), the classical correlation in the final state $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ can be obtained, i.e.,

$$
\begin{align*}
\mathcal{C}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] & =\frac{1}{4}\left(w_{0} \log _{2} w_{0}+w_{1} \log _{2} w_{1}+w_{2} \log _{2} w_{2}+w_{3} \log _{2} w_{3}\right)+2 \\
& -\frac{1}{4}\left(w_{01} \log _{2} w_{01}+w_{02} \log _{2} w_{02}+w_{13} \log _{2} w_{13}+w_{23} \log _{2} w_{23}\right) \tag{22}
\end{align*}
$$

Finally, MID in the final state $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ can be extracted as

$$
\begin{align*}
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] & =I\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]-\mathcal{C}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] \\
& =\left[\left(w_{03}+\xi\right) \log _{2}\left(w_{03}+\xi\right)+\left(w_{03}-\xi\right) \log _{2}\left(w_{03}-\xi\right)\right. \\
& \left.-2 w_{0} \log _{2} w_{0}-2 w_{3} \log _{2} w_{3}-2 w_{03}\right] / 8 . \tag{23}
\end{align*}
$$

### 3.3. MID in the Final States $\sigma_{b d}^{\prime \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

From Equation (10), it is easy to find the difference between $\sigma_{b d}^{\prime+}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ and $\sigma_{b d}^{\prime-}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$. It is + or - . Similar to that in Section 3.2, MIDs in the two final states are equivalent, i.e., MID in $\sigma_{b d}^{\prime+}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ is equivalent with that in $\sigma_{b d}^{\prime-}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$. Hence, for convenience in the context, $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ is considered instead.

Morovere, compare $\sigma_{b d}^{\prime \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ in Equation (10) with $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ in Equation (7), one can find that the two kinds of states have similar structure, only parameters in them are different. Hence, according to this similarity and the obtained MID of $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ in Equation (22), one can directly accquire MID in $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ as the following

$$
\begin{align*}
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] & =\left[\left(w_{03}^{\prime}+\xi^{\prime}\right) \log _{2}\left(w_{03}^{\prime}+\xi^{\prime}\right)+\left(w_{03}^{\prime}-\xi^{\prime}\right) \log _{2}\left(w_{03}^{\prime}-\xi^{\prime}\right)\right. \\
& \left.-2 w_{0}^{\prime} \log _{2} w_{0}^{\prime}-2 w_{3}^{\prime} \log _{2} w_{3}^{\prime}-2 w_{03}^{\prime}\right] / 8 \tag{24}
\end{align*}
$$

where all the $w^{\prime}$ are quantities related to those in Equation (23) with $W^{\prime} s$ are replaced by $W^{\prime \prime} s$. W's and $W^{\prime \prime} s$ are listed in Equations (9) and (12), respectively.

## 4. AMID in the Concerned States

Another QC measure, ameliorated measurement-induced disturbance (AMID), was put forward in 2011, in which the corresponding maximal classical correlation is special. The special aspect is that, to find the maximal classical correlation, optimization procedure to rehearse all joint local measurements is needed. Correspondingly, AMID is defined as the discrepancy between total correlation and the obtained maximal classical correlation.

### 4.1. AMID in the Two Werner-Like Initial States

For the two initial Werner-like states $\sigma_{a b}\left(z_{1}, c_{1}\right)$ and $\sigma_{c d}\left(z_{2}, c_{2}\right)$, their AMIDs [45] are

$$
\begin{align*}
\mathcal{Q}_{\mathrm{A}}\left[\sigma_{a b}\left(z_{1}, c_{1}\right)\right]= & -\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right) \log _{2}\left(\frac{1-z_{1}}{4}+z_{1} c_{1}\right)-\left(\frac{1+3 z_{1}}{4}-z_{1} c_{1}\right) \log _{2}\left(\frac{1+3 z_{1}}{4}-z_{1} c_{1}\right) \\
& +\left(\frac{1-z_{1}}{4}\right) \log _{2}\left(\frac{1-z_{1}}{4}\right)+\left(\frac{1+3 z_{1}}{4}\right) \log _{2}\left(\frac{1+3 z_{1}}{4}\right) \tag{25}
\end{align*}
$$

$$
\begin{align*}
\mathcal{Q}_{\mathrm{A}}\left[\sigma_{c d}\left(z_{2}, c_{2}\right)\right]= & -\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right) \log _{2}\left(\frac{1-z_{2}}{4}+z_{2} c_{2}\right)-\left(\frac{1+3 z_{2}}{4}-z_{2} c_{2}\right) \log _{2}\left(\frac{1+3 z_{2}}{4}-z_{2} c_{2}\right) \\
& +\left(\frac{1-z_{2}}{4}\right) \log _{2}\left(\frac{1-z_{2}}{4}\right)+\left(\frac{1+3 z_{2}}{4}\right) \log _{2}\left(\frac{1+3 z_{2}}{4}\right) \tag{26}
\end{align*}
$$

### 4.2. AMIDs in the Final States $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

In order to evaluate AMID in $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, a general joint local measurement should first be parameterized. It can be parameterized as $\left\{\Omega_{b}^{(i)}\left(\alpha_{1}, \phi_{1}, \tau_{1}\right) \otimes \Lambda_{d}^{(j)}\left(\alpha_{2}, \phi_{2}, \tau_{2}\right)\right.$, $i, j=0,1\}$, where $\Omega^{(k)}$ and $\Lambda^{(k)}$ take the same forms as that of $\Pi^{(k)}$ described as the following three-parameter forms:

$$
\begin{equation*}
\left\{\Pi^{(0)}(\alpha, \phi, \tau)=\left|0^{\prime}\right\rangle\left\langle 0^{\prime}\right|, \quad \Pi^{(1)}(\alpha, \phi, \tau)=\left|1^{\prime}\right\rangle\left\langle 1^{\prime}\right|\right\} \tag{27}
\end{equation*}
$$

with

$$
\binom{\left|0^{\prime}\right\rangle}{\left|1^{\prime}\right\rangle}=\left(\begin{array}{cc}
\cos \alpha e^{i \phi} & \sin \alpha e^{i \tau}  \tag{28}\\
-\sin \alpha e^{-i \tau} & \cos \alpha e^{-i \phi}
\end{array}\right)\binom{|0\rangle}{|1\rangle},
$$

where $\alpha \in[0, \pi / 2], \phi \in[0,2 \pi]$ and $\tau \in[0,2 \pi]$.
If both subsystems are measured by using the parameterized measuring bases (Appendix A), four different outcomes can be obtained as

$$
\begin{equation*}
p_{b d}^{(i j)}=\operatorname{Tr}_{b d} \Omega_{b}^{(i)}\left(\alpha_{1}, \phi_{1}, \tau_{1}\right) \otimes \Lambda_{d}^{(j)}\left(\alpha_{2}, \phi_{2}, \tau_{2}\right) \sigma_{b d} \tag{29}
\end{equation*}
$$

Through some tedious deductions, one can obtain

where $\mathcal{F}\left(s_{1}, s_{2}, s_{3}\right) \equiv \frac{1}{4}\left(s_{1} \sin ^{2} s_{3}+s_{2} \cos ^{2} s_{3}\right)$ and $\omega=\phi_{1}+\phi_{2}-\tau_{1}-\tau_{2}$. Combining these bipartite probability distributions, the single-partite probability distributions can be obtained as:

$$
\left.\begin{array}{l}
p_{b}^{(0)}=p_{b d}^{(00)}+p_{b d}^{(01)}=\frac{1}{4}\left(w_{23} \sin ^{2} \alpha_{1}+w_{01} \cos ^{2} \alpha_{1}\right), \\
p_{b}^{(1)}=p_{b d}^{(10)}+p_{b d}^{(11)}=\frac{1}{4}\left(w_{01} \sin ^{2} \alpha_{1}+w_{23} \cos ^{2} \alpha_{1}\right),  \tag{31}\\
p_{d}^{(0)}=p_{b d}^{(00)}+p_{b d}^{(10)}=\frac{1}{4}\left(w_{13} \sin ^{2} \alpha_{2}+w_{02} \cos ^{2} \alpha_{2}\right), \\
p_{d}^{(1)}=p_{b d}^{(01)}+p_{b d}^{(11)}=\frac{1}{4}\left(w_{02} \sin ^{2} \alpha_{2}+w_{13} \cos ^{2} \alpha_{2}\right) .
\end{array}\right\}
$$

Accordingly, the general classical correlation obtained via measure can be expressed as

$$
\begin{equation*}
\mathcal{C}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]=-\sum_{i=0}^{1} p_{b}^{(i)} \log _{2} p_{b}^{(i)}-\sum_{i=0}^{1} p_{d}^{(i)} \log _{2} p_{d}^{(i)}+\sum_{i=0}^{1} \sum_{j=0}^{1} p_{b d}^{(i j)} \log _{2} p_{b d}^{(i j)} . \tag{32}
\end{equation*}
$$

Correspondingly, the usual classical correlation is taken as the maximal one:

$$
\begin{equation*}
\mathcal{C}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]=\max _{\left\{\Omega_{b}^{(i) \otimes} \otimes \Lambda_{d}^{(j)}\right\}} \mathcal{C}\left[\rho_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] . \tag{33}
\end{equation*}
$$

In order to obtain the maximal value, the extreme points should first be worked out. That is to say, the derivative equations $\partial \mathcal{C}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] / \partial \alpha_{1}=\partial \mathcal{C}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] / \partial \alpha_{2}$ $=\partial \mathcal{C}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] / \partial \omega=0$ should be solved first. However, it is not easy to solve these equations. Fortunately, through observation one can find that the extreme points are $\alpha_{1}=\alpha_{2}=0, \pi / 4, \pi / 2$ and $\omega=0$. Moreover, through comparing these three points
with other points, we find that the value of classical correlation corresponding to this point $\alpha_{1}=\alpha_{2}=0, \pi / 4, \pi / 2$ and $\omega=0$ is the maximal. Hence, the maximal classical correlation can be expressed

$$
\begin{align*}
\mathcal{C}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]= & \frac{1}{2}\left[\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right. \\
& \left.+\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right] \tag{34}
\end{align*}
$$

Finally, AMID can be obtained as the discrepancy between the total correlation (Equation (15)) and the maximal classical correlation (Equation (34)), i.e.,

$$
\begin{align*}
Q_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] & =\mathcal{I}\left[\sigma_{b d}\right]-\mathcal{C}_{\mathrm{A}}\left[\sigma_{b d}\right] \\
& =\frac{1}{8}\left[\left(w_{03}+\xi\right) \log _{2}\left(w_{03}+\xi\right)+\left(w_{03}-\xi\right) \log _{2}\left(w_{03}-\xi\right)\right] \\
& -\frac{1}{4}\left[w_{01} \log _{2} w_{01}+g_{23} \log _{2} w_{23}+w_{02} \log _{2} w_{02}+w_{13} \log _{2} w_{13}\right] \\
& -\frac{1}{2}\left[\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right. \\
& \left.+\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right] \\
& +\frac{1}{4}\left[w_{1} \log _{2} w_{1}+w_{2} \log _{2} w_{2}-w_{03}\right]+2 . \tag{35}
\end{align*}
$$

4.3. AMIDs in the Final States $\sigma_{b d}^{\prime \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

Similar to Section 4.2, one can find that AMIDs in the two states $\sigma_{b d}^{\prime+}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ and $\sigma_{b,}^{\prime-}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ are equivalent, and hence one can use $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ as the surrogate of $\sigma_{b d}^{\prime \prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$.

Similar to that in Section 4.3, due to the equivalent structure of $\sigma_{b d}^{\prime \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ and $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, one can obtain AMID $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ as

$$
\begin{align*}
Q_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] & =\frac{1}{8}\left[\left(w_{03}^{\prime}+\xi^{\prime}\right) \log _{2}\left(w_{03}^{\prime}+\xi^{\prime}\right)+\left(w_{03}^{\prime}-\xi^{\prime}\right) \log _{2}\left(w_{03}^{\prime}-\xi^{\prime}\right)\right] \\
& -\frac{1}{4}\left[w_{01}^{\prime} \log _{2} w_{01}^{\prime}+w_{23}^{\prime} \log _{2} w_{23}^{\prime}+w_{02}^{\prime} \log _{2} w_{02}^{\prime}+w_{13}^{\prime} \log _{2} w_{13}^{\prime}\right] \\
& -\frac{1}{2}\left[\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1+\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right. \\
& \left.+\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right) \log _{2}\left(1-\frac{2}{N} \sqrt{c_{1} c_{2}\left(1-c_{1}\right)\left(1-c_{2}\right)} z_{1} z_{2}\right)\right] \\
& +\frac{1}{4}\left[w_{1}^{\prime} \log _{2} w_{1}^{\prime}+w_{2}^{\prime} \log _{2} w_{2}^{\prime}-w_{03}^{\prime}\right]+2 . \tag{36}
\end{align*}
$$

where all the $w^{\prime}$ quantities related to those in Equation (23) with $W^{\prime} s$ are replaced by $W^{\prime}$ s. $W^{\prime} s$ and $W^{\prime \prime} s$ that are listed in Equations (9) and (12), respectively.

## 5. Analyses, Comparisons and Discussion

In the previous two sections, MID and AMID have been respectively utilized to quantify all QCs in the initial and final states. In this section, let us make some analyses, discussions and comparisons.

### 5.1. Features of QCs in the Initail Werner-Like States

The Werner-like state in Equation (2) is comprised of two terms. They are mingled with the weight $z$. One is $I$, a null quantum correlation maximally mixed state. Another state $|\psi\rangle$ is an entangled pure state. QC in the $|\psi\rangle$ increases with $c \in[0,1 / 2]$. Hence, for a fixed $c$, the QC in it is determined. Moreover, the bigger $z$ is, the larger weight of $|\psi\rangle$. Hence,
naturally, a larger QC can be induced by the two mixtures. Particularly, the Werner-like state becomes a Werner state when $c=0.5$.

To be specific, MID and AMID in the initial Werner-like states have the common features: (i) $c=0.5$ is a symmetrical point of QC; (ii) for given $c$, MID is an increasing function of $z$ and arrives the maximum at $z=1$; (iii) for a fixed $z$, QC increases with $c$ in the region $[0,1 / 2]$ and reaches maximum at $c=1 / 2$.

### 5.2. Monotony Features of MIDs in the Final States

### 5.2.1. Monotony Features of MIDs in the Final State $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

Now let us turn to the monotonic properties of the QCs in the final states (see Equations (23), (24), (34) and (35)). As mentioned, QCs in the final state are determined by four parameters, i.e., $z_{1}, z_{2}, c_{1}, c_{2}$. Obviously, there are two kinds in the four parameters. One kind is $\left(z_{1}, z_{2}\right)$ and another is $\left(c_{1}, c_{2}\right)$. To find the the monotonic properties is not an easy, because it is quite difficult to judge whether the partial derivatives $\partial Q\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right] / \partial v_{i}$, $v=z, c$ and $i=1,2$ are bigger than zero. Hence, we have no choice but to utilize the vast numerical investigations.

To obtain the monotony features of MIDs in the final states, vast numerical calculations have been made. Some typical figures are listed in Figures 1-3. Through the vast numerical calculations, the following properties have been found:
(1) For given $\left(z_{1}, z_{2}\right), \mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{1}$ and $c_{2}$. To be concrete, $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is increasing in $c_{1} \in(0,1 / 2]$ and decreasing in $c_{1} \in(1 / 2,1)$. Meanwhile, $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is also increasing in $c_{2} \in(0,1 / 2]$ and decreasing in $c_{2} \in(1 / 2,1)$. In other words, $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{1}=c_{2}=0.5$. From Figure 1, one can see that $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{2}=0.5$ and the maximal point occurs at $c_{2}=0.5$. Moreover, the bigger $z_{2}$ is, the bigger the maximal value that can be obtained.


Figure 1. Variation of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\right]$ with $c_{1}$ and $c_{2}$ for three sets of $z_{1}$ and $z_{2}$.


Figure 2. Variation of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\right]$ with $c_{2}$ for $z_{1}=0.5, c_{1}=0.5$ and $z_{2}=0.3,0.6,0.9$, respectively.


Figure 3. Variation of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\right]$ with $z_{2}$ for $c_{1}=0.5, c_{2}=0.5$ and $z_{1}=0.3,0.6,0.9$, respectively.
Moreover, a similarity property can be found, i.e., MID in the final state has a similar symmetry property with that in the initial state. That is to say, MIDs in both the two kind states increase in $c_{i} \in(0,1 / 2]$ ( $i$ is 1 or 2 ) and decrease in $c_{i} \in[1 / 2,1)$.

Moreover, One can find that this symmetry property of MID in the final state is similar to that in the initial Werner-like state in Equations (13) and (14). To be concrete, MIDs in both the final state and the initial Werner-like state increase with $c_{i}(i$ is 1 or 2 ) in the region $(0,1 / 2]$ and decrease with $c_{i}$ in the region $[1 / 2,1)$. Moreover, there exists an obvious symmetry in $c_{1}=c_{2}=0.5$. That is to say, taking the final state as example

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5-\alpha, c_{2}=0.5-\beta\right)\right]=\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5+\alpha, c_{2}=0.5+\beta\right)\right] . \tag{37}
\end{equation*}
$$

In Equation (37), $\alpha$ and $\beta$ are both defined in the region $[0,1 / 2]$. This property means that the symmetrical property with $c_{i}$ is unchanged during the QC swapping process. In addition, if $z_{1}$ and $z_{2}$ are bigger, the quantities of QC are larger.
(2) For given $\left(c_{1}, c_{2}\right)$, in the final state MID increases with $z_{1}$ or $z_{2}$ in $z_{i} \in(0,1)$, $i=1,2$ (see Figure 3). Variations of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ with $z_{2}$ for $c_{1}=0.5, c_{2}=0.5$ and $z_{1}=0.3,0.6,0.9$ are plotted respectively in Figure 3. Obviously, one can see that MID in the final state is an increasing function of $z_{i}, i=1,2$.

### 5.2.2. Monotony Features of MIDs in the Final State

As for $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, QC quantified by MID is expressed in Equation (24). Some features can be exposed through numerical calculations. See Figures 4 and 5.


Figure 4. Variation of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\right]$ with $c_{1}$ and $c_{2}$ for three sets of $z_{1}$ and $z_{2}$.


Figure 5. Variation of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\right]$ with $c_{1}=0.5, c_{2}=0.5$ for several sets of $z_{1}$ and $z_{2}$.
(a) For given $c_{2}$ and $\left(z_{1}, z_{2}\right), \mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\right]$ first increases then decreases with $c_{1} \in(0,1]$. The maximal points ( $c_{1 m}$ ), i.e., the transition points, vary with parameters. Not only the maximal points and but also the shape of the curves are determined by the value of $c_{2}$. To be specific, the smaller the value of $\left|c_{2}-0.5\right|$ is, the bigger maximal value of $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\right]$ is. Moreover, for a given set of $\left(z_{1}, z_{2}\right)$,

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5-\alpha, c_{2}=0.5-\beta\right)\right]=\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5+\alpha, c_{2}=0.5+\beta\right)\right] \tag{38}
\end{equation*}
$$

where $\alpha \in(0,1 / 2), \beta \in(0,1 / 2)$.
(b) $\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}^{\prime}\right]$ is an increasing function of $z_{1} \in[0,1]$ within $z_{2} \in[0,0.58]$. However, when $z_{2} \in[0.58,1], \mathcal{Q}_{\mathrm{M}}\left[\rho_{b d}^{\prime}\right]$ first increases then decreases in $z_{1} \in[0,1]$. Moreover, the bigger $z_{2} \in[0.58,1]$ is, the smaller of transtion point is.

### 5.3. Monotony Feature of AMIDs in the Final States

### 5.3.1. Monotony Features of AMIDs in the Final State $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

Now let us look at the monotony features of AMIDs in the final states $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$. Vast numerical calculations have also been made. Some typical figures are listed in Figures 6-8. Through the vast numerical calculations and comparisons, the following properties can be exposed:
(1) $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{1}$ and $c_{2}$ for given $\left(z_{1}, z_{2}\right)$, i.e., $\mathcal{Q}_{\mathrm{A}}$ $\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is increasing in $c_{i} \in(0,1 / 2]$ and decreasing in $c_{i} \in(1 / 2,1), i=1,2$. Moreover, $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{1}=c_{2}=0.5$. and arrives its maximum at this point. From Figure 2 , one can see that $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ is symmetrical regarding $c_{2}=0.5$ and the maximal point occurs at $c_{2}=0.5$. Moreover, the bigger $z_{1}$ or $z_{2}$ is , the bigger maximal value can be obtained.
(2) AMID in the final state $\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$ is an increasing function with $z_{i}$ in the region $z_{i} \in(0,1), i=1,2$, for given $\left(c_{1}, c_{2}\right)$. See Figure 6. In Figure 6, variations of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)\right]$ with $z_{2}$ for $c_{1}=0.5, c_{2}=0.5$ and $z_{1}=0.3,0.6,0.9$ are plotted respectively. Obviously, one can see that MID in the final state increase with $z_{i}, i=1,2$.


Figure 6. Variation of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\right]$ with $c_{1}$ and $c_{2}$ for three sets of $z_{1}$ and $z_{2}$.


Figure 7. Variation of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\right]$ with $c_{2}$ for $z_{1}=0.5, c_{1}=0.5$ and $z_{2}=0.3,0.6,0.9$, respectively.


Figure 8. Variation of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\right]$ with $z_{2}$ for $c_{1}=0.5, c_{2}=0.5$ and $z_{1}=0.3,0.6,0.9$, respectively.

### 5.3.2. Monotony Features of AMIDs in the Final State $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$

To achieve the properties of AMID in the final state $\sigma_{b d}^{\prime}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, we also utilized vast numerical calculations. Some typical figures are listed in Figures 9 and 10. Through the vast numerical calculations and comparisons, the following properties can be exposed.
(a) For given $\mathcal{c}_{2}$ and $\left(z_{1}, z_{2}\right), \mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ first increases then decreases with $\mathcal{c}_{1} \in(0,1]$. The maximal points $\left(c_{1 m}\right)$, i.e., the transition points, are changed with different parameters. The maximal points and the shape of the curves are determined by the value of $c_{2}$. Concretely, the closer the value of $c_{1}$ to 0.5 is, the larger maximal value of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ can be obtained. Moreover, for a given set of $\left(z_{1}, z_{2}\right)$,
$\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5-\alpha, c_{2}=0.5-\beta\right)\right]=\mathcal{Q}_{\mathrm{M}}\left[\sigma_{b d}\left(z_{1}, z_{2}, c_{1}=0.5+\alpha, c_{2}=0.5+\beta\right)\right]$
where $\alpha \in(0,1 / 2), \beta \in(0,1 / 2)$.
(b) $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ is an increasing function of $z_{1} \in[0,1]$ within $z_{2} \in[0,0.58]$. However, when $z_{2} \in[0.58,1], \mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ first increases then decreases in $z_{1} \in[0,1]$. Moreover, the bigger of $z_{2} \in[0.58,1]$, the smaller of transtion point is.


Figure 9. Variation of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ with $c_{1}$ and $c_{2}$ for three sets of $z_{1}$ and $z_{2}$.


Figure 10. Variation of $\mathcal{Q}_{\mathrm{A}}\left[\sigma_{b d}^{\prime}\right]$ with $c_{1}$ and $c_{2}$ for three sets of $z_{1}$ and $z_{2}$.

### 5.4. Comparisons between MID and AMID in the Final States

In this section, let us make some comparisons between them MID and AMID. From the last sections, through many comparisons, one can obtain the following conclusions:
(i) The properties of MID in the final state $\sigma_{b d}$ are similar to those of AMID in the final state $\sigma_{b d}$. Comparing Figures 1-3 with Figures 6-8, it is easy to obtain this conclusion. Re-
gardless of the QC-MID or AMID—QCs in the final state $\sigma_{b d}$ are monotonically increasing function of $z_{i}(\mathrm{i}=1,2)$. Additionally, they increase when $c_{i} \in[0,1 / 2]$ and symmetrically decrease when $c_{i} \in[1 / 2,1]$. These properties are manly due to the middle measurements in Equation (5) during the QC swapping process. In other words, the middle measurements in Equation (5) do not change the QC properties before and after the QC swapping process To be concrete, the dependent relations of QCs on the parameters ( $z_{i}$ and $c_{i}, i=1,2$ ) in the initial states are retained in the final states.
(ii) The properties of MID in the final state $\sigma_{b d}^{\prime}$ are similar to those of AMID in the final state $\sigma_{b d}^{\prime}$. Comparing Figures 4 and 5 with Figures 9 and 10, one can easily obtain this result. If $c_{2}=0.5$, then QCs (MID or AMID) in the final state $\sigma_{b d}^{\prime}$ are symmetrical regarding $c_{1}=0.5$. Moreover, they are increasing in $c_{1} \in[0,1 / 2]$ and decreasing in $c_{1} \in[1 / 2,1]$. However, when $c_{2} \neq 0.5$, the symmetry disappears. QCs (MID or AMID) in the final state $\rho_{b d}^{\prime}$ still first increase then decrease, but the transition points are no longer equal to 0.5 . As for the dependent relation of QCs (MID or AMID) in the final state $\sigma_{b d}^{\prime}$ on $z_{i}$, some transitions emerge. For example, if $z_{2} \in[0.58,1]$, QCs (MID or AMID) in the final state $\sigma_{b d}^{\prime}$ first increase then decrease. Obviously, the properties of QCs (MID or AMID) in the final state $\sigma_{b d}^{\prime}$ on the parameters are no longer similar to those in the two initial states. This is mainly due to the middle measurements in Equation (6). That is to say, the middle measurements in Equation (6) changes the properties during the QC swapping process.
(iii) There are some distinct differences between QCs (MID or AMID) in the final state $\sigma_{b d}$ and those in the final state $\sigma_{b d}^{\prime}$. From (i) and (ii), one can see the distict differences. Properties in the QCs (MID or AMID) in the final state $\sigma_{b d}$ are similar to those in the two initial states. However, properties in the QCs (MID or AMID) in the final state $\sigma_{b d}^{\prime}$ are no longer similar to those in the two initial states. The distict differences are mainly due to the two kinds of different measurements in Equations (5) and (6).
(iv) The long-distance QC can be realized indeed. From the above discussions, one can find that QCs in the final states are bigger than zero. That is to say, from the two initial states, i.e., two short-QC owners, one can obtain a final state through QC swapping process. Moreover, the final state is a long-distance QC owner.

In addition, let us look at the influences of entanglement of the initial Werner-like states on the QC swapping in this study. For each of the two Werner-like states in Equations (3) and (4), it is entangled, if and only if $1 / 2 \leq c<1 / 2(1+\sqrt{(z+1)(3 z-1)} / 2 z)$ [44]. Hence, one can see that being entangled or not in each one of the initial Werner-like states is determined by this criterion condition. If the criterion condition is not satisfied, there is no entanglement in the Werner-like state, and thus no entanglement swapping. However, from the conclusions discussed above, one can see that the swapping of QC, MID or AMID, is not influenced by the entanglement criterion condition. That is to say, whether entangled or separable in the initial Werner-like states, it does not affect the quantum correlation swapping in this study.

In [42], we discussed quantum correlation swapping between Werner and separable states. In this paper, we discuss the quantum correlation swapping between two Wernerlike states. The differences between the two cases can be listed as the following: (1) In the former case, the two initial states are Werner and separable states. The Werner state can be an entanglement state, the while separable state has no entanglement in it. In the latter case, the Werner-like state can be entangled. Moreover, the Werner-like state is a state from the Werner state undergoing local or nonlocal unitary operations. (2) In the former case, there are only two parameters concerned. One is in the Werner state and another is in the separable state. In the latter case, there are four parameters concerned. A Werner-like state has two parameters, one from the original Werner state and another from the unitary operations. (3) The obtained quantities and properties are distinctly different.

Finally, let us make some simple remarks. In this study, we consider a special case of quantum correlation swapping. The two initial states we considered are two Werner-like states. A Werner-like state is determined by two parameters. For convenience, we select the
four Bell states with no parameters in them. Hence, in the final states, there are four parameters. In this work, we respectively study the dependence relations on the four parameters.

## 6. Summary

In this paper, the QC swapping with two Werner-like states has been considered. MID and AMID have been utilized to quantify all the QCs in the concerned states. Some distinct features about these obtained QCs have been revealed. Especially, it is found that the monotony features of MID and AMID in the two final states are similar to those in the two initial states, while those in two other final states are not. To be specific, the monotony features of MID and AMID in the two final states in Equation (7) are similar to those in the two initial states. However, the monotony features of MID and AMID in the two final states in Equation (9) are different from those in the two initial states. All these obtained distinct properties will be valuable in the field of quantum information processing.
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## Appendix A

In order to evaluate AMID in $\sigma_{b d}^{ \pm}\left(z_{1}, z_{2}, c_{1}, c_{2}\right)$, a general joint local measurement can be parameterized as $\left\{\Omega_{b}^{(i)}\left(\alpha_{1}, \phi_{1}, \tau_{1}\right) \otimes \Lambda_{d}^{(j)}\left(\alpha_{2}, \phi_{2}, \tau_{2}\right), i, j=0,1\right\}$, where $\Omega^{(k)}$ and $\Lambda^{(k)}$ take the same forms as that in Equations (27) and (28). If the parameterized measuring bases are used to measure both subsystems, then four different outcomes may occur. Those in Equation (29) are occurrence probabilities of different outcomes. After some tedious deductions, one can obtain those in Equation (30).
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