
Edited by

Novel Research 
in Low-Dimensional 
Systems

Orion Ciftja
Printed Edition of the Special Issue Published in Nanomaterials

www.mdpi.com/journal/nanomaterials



Novel Research in Low-Dimensional
Systems





Novel Research in Low-Dimensional
Systems

Editor

Orion Ciftja

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editor

Orion Ciftja

Physics

Prairie View A&M University

Prairie View

United States

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Nanomaterials (ISSN 2079-4991) (available at: www.mdpi.com/journal/nanomaterials/special

issues/lowdimensional systems).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

www.mdpi.com/journal/nanomaterials/special_issues/lowdimensional_systems
www.mdpi.com/journal/nanomaterials/special_issues/lowdimensional_systems


Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Orion Ciftja
Special Issue: Novel Research in Low-Dimensional Systems
Reprinted from: Nanomaterials 2023, 13, 364, doi:10.3390/nano13020364 . . . . . . . . . . . . . . . 1

Christoph Metzke, Fabian Kühnel, Jonas Weber and Günther Benstetter
Scanning Thermal Microscopy of Ultrathin Films: Numerical Studies Regarding Cantilever
Displacement, Thermal Contact Areas, Heat Fluxes, and Heat Distribution
Reprinted from: Nanomaterials 2021, 11, 491, doi:10.3390/nano11020491 . . . . . . . . . . . . . . . 5

Konrad Jerzy Kapcia
Charge-Order on the Triangular Lattice: A Mean-Field Study for the Lattice S = 1/2 Fermionic
Gas
Reprinted from: Nanomaterials 2021, 11, 1181, doi:10.3390/nano11051181 . . . . . . . . . . . . . . 25

Orion Ciftja
Energy Stored and Capacitance of a Circular Parallel Plate Nanocapacitor
Reprinted from: Nanomaterials 2021, 11, 1255, doi:10.3390/nano11051255 . . . . . . . . . . . . . . 45

Zhiyong Wu, Lei Zhang, Tingyin Ning, Hong Su, Irene Ling Li and Shuangchen Ruan et al.
Graphene Nanoribbon Gap Waveguides for Dispersionless and Low-Loss Propagation with
Deep-Subwavelength Confinement
Reprinted from: Nanomaterials 2021, 11, 1302, doi:10.3390/nano11051302 . . . . . . . . . . . . . . 57

Chunbao Du, Ting Du, Joey Tianyi Zhou, Yanan Zhu, Xingang Jia and Yuan Cheng
Enhanced Stability and Mechanical Properties of a Graphene–Protein Nanocomposite Film by
a Facile Non-Covalent Self-Assembly Approach
Reprinted from: Nanomaterials 2022, 12, 1181, doi:10.3390/nano12071181 . . . . . . . . . . . . . . 67

Suhui Wang, Xu Zhang, Yi Wang, Tengxiao Guo and Shuya Cao
Influence of Ink Properties on the Morphology of Long-Wave Infrared HgSe Quantum Dot
Films
Reprinted from: Nanomaterials 2022, 12, 2180, doi:10.3390/nano12132180 . . . . . . . . . . . . . . 79

Abdulrahman S. Alotabi, Yanting Yin, Ahmad Redaa, Siriluck Tesana, Gregory F. Metha and
Gunther G. Andersson
Effect of TiO2 Film Thickness on the Stability of Au9 Clusters with a CrOx Layer
Reprinted from: Nanomaterials 2022, 12, 3218, doi:10.3390/nano12183218 . . . . . . . . . . . . . . 91

Demid S. Abramkin and Victor V. Atuchin
Novel InGaSb/AlP Quantum Dots for Non-Volatile Memories
Reprinted from: Nanomaterials 2022, 12, 3794, doi:10.3390/nano12213794 . . . . . . . . . . . . . . 103

Benjamin McNaughton, Nicola Pinto, Andrea Perali and Milorad V. Milošević
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Editorial

Novel Research in Low-Dimensional Systems
Orion Ciftja

Department of Physics, Prairie View A&M University, Prairie View, TX 77446, USA; ogciftja@pvamu.edu

Low-dimensional systems exhibit unique properties that have attracted considerable
attention during the last few decades. Notably, the fabrication of low-dimensional systems
and devices with lengths that measure in the nanometer range has opened up investigations
in a “new” type of science—nanoscience. A bulk three-dimensional system’s properties
are typically insensitive to the size (as long as the size is macroscopic). However, all these
considerations change when the size of such systems is reduced to the nanometer range.
A known fact is that, unlike their bulk counterparts, many low-dimensional systems tend
to exhibit novel and unique phenomena of great interest to many scientific disciplines.
Furthermore, in the case of nanostructures, many of them manifest size-dependent prop-
erties, as well as behaviors that are strongly dictated by the rules of quantum mechanics.
Therefore, understanding their properties is both highly interesting and rewarding be-
cause of the various possible technological applications. A great deal of progress has been
achieved in the field of material science, including the fabrication of novel materials with
length scales in the nanometer range [1–6]. Systems such as carbon nanotubes, nanowires,
quantum dots, thin films, etc., manifest amazing properties and are already featured in
several emerging technologies and advanced applications. The application of new and
extraordinary experimental tools in the field has created an urgent need for an improved
understanding of the new physical phenomena that occur in such low-dimensional sys-
tems. This has drawn the interest of many experimental and theoretical groups around
the world [7–12]. The aim of this Special Issue is to provide an overview of the current
research in low-dimensional systems by attracting contributions from specialists in the
field. This way, we try to provide important insights on the large variety of scientifically
fascinating and technologically important phenomena that are being investigated. The
covered topics include original research articles on the fundamental and applied aspects of
physics in various low-dimensional systems, such as quantum dots, graphene nanosystems,
ultrathin films, superconducting nanofilms, novel nanoscale devices, etc. The present
Special Issue includes research papers from both theoretical and experimental groups,
with many phenomena studied from a multi-disciplinary perspective. There are 10 re-
search papers in this Special Issue, which explore important developments in the field of
low-dimensional systems.

The first paper by Metzke et al. [13] illustrates the use of atomic force microscopy
(AFM)-based scanning thermal microscopy techniques to characterize the thermal proper-
ties of nanoscale systems. Specifically speaking, this work focuses on theoretical studies
of ultrathin films with anisotropic thermal properties, such as hexagonal boron nitride
(h-BN), and compares the results with a bulk silicon (Si) sample. The second paper by Kap-
cia [14] investigates the charge order on triangular lattices for fermionic particles that are
described by an extended Hubbard model. A triangular lattice is formed by a single layer
of graphene or graphite surfaces, as well as the (111) surface of face-centered cubic crys-
tals.The author uses an extension of the lattice gas model for S = 1/2 fermionic particles
on a two-dimensional triangular (hexagonal) lattice to analyze the system within the mean
field approximation. The model’s qualitative differences considering hypercubic lattices
are also discussed.The third paper by Ciftja [15] represents a theoretical study of a nanoca-
pacitor’s electric properties. Such properties can be very different from the expected bulk
properties due to the finite-size effects for small length scales. Additionally, a theoretical
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model for a circular parallel-plate nanocapacitor is considered, and analytic expressions for
the nanocapacitor’s stored electrostatic energy and capacitance are derived. The obtained
results can be easily used to incorporate the effects of a dielectric thin film in case the space
between the circular plates of the nanocapacitor is filled with such a film. The fourth paper
by Wu et al. [16] considers a graphene nanoribbon gap waveguide as a candidate system
for guiding dispersionless gap surface-plasmon polaritons with deep-subwavelength con-
finement and low loss. An analytical model is developed to analyze the system, in which
a reflection phase shift is employed to successfully deal with the influence caused by the
boundaries of the graphene nanoribbon. The proposed setup may be of great interest in
studying dispersionless and low-loss nanophotonic devices and may have various potential
technological applications. The fifth paper by Du et al. [17] focuses on the properties of
graphene-based nanocomposite films. Nanocomposite films of this nature are in high
demand due to their superior photoelectric and thermal properties; however, their stability
and mechanical properties pose challenges. Motivated by these facts, this work illustrates
a facile approach that can be used to prepare various nanocomposite films through the
non-covalent self-assembly of graphene oxide and biocompatible proteins. Various charac-
terization techniques were employed to characterize the properties of such nanocomposites
and to track the interactions between graphene oxide and proteins. It is suggested that this
strategy should be facile and effective for fabricating well-designed bio-nanocomposites for
universal functional applications. The sixth paper by Wang et al. [18] reports the findings
of a study on the influence of ink properties on the morphology of long-wave infrared
HgSe quantum-dot films. The main focus of the analysis are the various factors affecting
the morphology of the films, including ink surface tension, particle size, and solute vol-
ume fraction. This work is important for the morphology control of the filter film arrays,
which are core components to many optoelectronic devices and for detecting targets by
spectroscopic methods. The various system properties were analyzed in terms of different
changing variables. The seventh paper by Alotabi et al. [19] studies the effect of TiO2 film
thickness on the stability of Au9 clusters with a CrOx layer. The high-purity TiO2 films are
fabricated via radio-frequency magnetron sputtering techniques, which allow the reliable
control of film thickness and uniform morphology. The change in surface roughness upon
heating two TiO2 films with different thicknesses was investigated. Chemically-synthesized
phosphine-protected Au9 clusters covered by a photo-deposited CrOx layer were used as a
probe. It was found that the high mobility of the thick TiO2 film after heating leads to a
significant agglomeration of the Au9 clusters, even when protected by the CrOx layer. The
eighth paper by Abramkin and Atuchin [20] is a theoretical analysis of hole states energy
spectra in novel InGaSb/AlP self-assembled III-V quantum dots. These materials may have
possible applications in non-volatile memories. Material intermixing and the formation
of strained structures were also taken into account. The authors found that adjusting the
values of various parameters allows one to find an optimal device configuration for possible
non-volatile memory applications. The search for novel self-assembled quantum dots with
hole-localization energy that allow a long charge storage is very important to the field of
non-volatile memory applications. The ninth paper by McNaughton et al. [21] studies the
causes and consequences of ordering and the dynamic phases of confined vortex rows in
superconducting nanostripes. Superconducting nanostripes are a fundamental component
in superconducting electronics, and they are crucial components for various applications in
the field of quantum technology. Therefore, understanding the behavior of vortices under
nanoscale confinement in superconducting circuits is important for the development of
superconducting electronics and quantum technologies. Numerical simulations based on
the Ginzburg–Landau theory for non-homogeneous superconductivity in the presence of
magnetic fields are also carried out. The findings lead to the understanding of how lateral
confinement organises vortices in a long superconducting nanostripe. A phase diagram of
vortex configurations as a function of the stripe width and magnetic field is also presented.
The tenth paper by Sharma et al. [22] sheds light on complex phase-fluctuation effects cor-
related with granularity in superconducting NbN nanofilms. Superconducting nanofilms
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are tunable systems that can result in the Berezinskii–Kosterlitz–Thouless superconducting
transition when the system approaches the two-dimensional regime. Reducing the dimen-
sionality further to quasi one-dimensional superconducting nanostructures with disorder
can generate quantum and thermal phase slips of the order parameter. Experimental stud-
ies of these phenomena are difficult. As a result, the characterization of superconducting
NbN nanofilms under different conditions carried out in this study can be very useful for
future work.
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Abstract: New micro- and nanoscale devices require electrically isolating materials with specific
thermal properties. One option to characterize these thermal properties is the atomic force microscopy
(AFM)-based scanning thermal microscopy (SThM) technique. It enables qualitative mapping of
local thermal conductivities of ultrathin films. To fully understand and correctly interpret the results
of practical SThM measurements, it is essential to have detailed knowledge about the heat transfer
process between the probe and the sample. However, little can be found in the literature so far.
Therefore, this work focuses on theoretical SThM studies of ultrathin films with anisotropic thermal
properties such as hexagonal boron nitride (h-BN) and compares the results with a bulk silicon (Si)
sample. Energy fluxes from the probe to the sample between 0.6 µW and 126.8 µW are found for
different cases with a tip radius of approximately 300 nm. A present thermal interface resistance (TIR)
between bulk Si and ultrathin h-BN on top can fully suppress a further heat penetration. The time
until heat propagation within the sample is stationary is found to be below 1 µs, which may justify
higher tip velocities in practical SThM investigations of up to 20 µms−1. It is also demonstrated that
there is almost no influence of convection and radiation, whereas a possible TIR between probe and
sample must be considered.

Keywords: scanning thermal microscopy (SThM); numerical study; finite element analysis (FEA);
boron nitride; h-BN; ultrathin films; heat transfer; thermal contact; penetration depth; stationary time

1. Introduction

Since the thermal properties of thin films vary significantly from those of the corre-
sponding bulk materials [1–4], new promising materials for micro and nanoscale devices
require a detailed investigation with advanced techniques. Moreover, due to several atomic
and molecular effects, such as grain boundaries, or the transition to ballistic heat transport,
the thermal characterization becomes increasingly challenging. Methods for thin-film ther-
mal characterization are also limited by various factors such as film thickness or anisotropic
material properties. One possible method is SThM, which is specifically designed to char-
acterize the local thermal properties of thin films. SThM is applied in an AFM system
together with additional measurement equipment. It is a method in which a cantilever is in
direct physical contact with a sample. The sample is scanned in a special pattern to obtain
local thermal properties. SThM thermal images are likely to be influenced by the sample’s
topography, which has been explained in literature in recent years [5–12]. To ensure a
correct interpretation of the recorded measurement results, a deep understanding of heat
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transfer during SThM measurements is essential to comprehend the origin and impact of
those and further effects. This work aims to provide these insights.

In this work, the goal is to accurately predict the heat transfer process during realistic
SThM measurements of ultrathin films such as h-BN and a bulk Si sample. Therefore,
theoretical calculations and finite element analysis (FEA) are performed. FEA is a versatile
tool to simulate, e.g., heat transfer or mechanical problems that can be described by
mathematical equations. Similar SThM measurements with h-BN have been performed
in recent works [12]. We tried to create theoretical measurement setups that comply
with real scenarios so that the theoretical results may be adopted by other researchers to
compare them with practical measurements or to explain certain effects of SThM applied
to ultrathin films.

The literature in recent years especially focused on qualitative local thermal properties.
Leitgeb, Fladischer et al. investigated 500 nm tungsten films employing SThM based on
the 3ωmethod and compared the results to the time domain thermoreflectance technique.
Said tungsten films would have a thermal conductivity between 151.4 Wm−1K−1 and
156.0 Wm−1K−1 depending on the heat treatment [13,14]. Chen et al. estimated the thermal
conductivity of a single SiO2 nanoparticle at 300 K to 0.95 ± 0.08 Wm−1K−1 using SThM.
They also found out that the TIR between the probe and the nanoparticle accounts for
70% of the total thermal resistance. Therefore, TIRs would have to be considered in
thermal conductivity measurements [15]. Existing TIRs from metal/non-metal and non-
metal/non-metal contacts within a sample were studied by Park et al. using ultrahigh
vacuum SThM. They suggest the presented method to be used actively for nanoscale TIR
measurements and show the significant contribution of TIRs to the entire heat dissipation
at the nanoscale [16]. Chirtoc et al. conclude that the heat management of nanofabricated
thermal probes might be optimized by decreasing the TIRs between tip and sample [17].
To obtain local thermal properties using SThM, a tip calibration is necessary. A new
calibration method for local temperature measurements is introduced by Nguyen et al.,
whose active thermal microchips could be used for different SThM probes. In addition,
they estimate the TIRs between tip and sample, which would have a great impact on the
results [18]. Recent literature demonstrates the necessity of detailed insights into the heat
transfer process of SThM measurements, but also the great possibilities of SThM. This work
aims to provide values regarding energy fluxes, heat distribution and the influence of
possible TIRs between tip and sample. Said values can hardly be found in the literature,
especially for h-BN or Si samples, which are interesting in our field of research. We want
to support other researchers to fully understand and interpret upcoming effects in their
practical SThM investigations.

The measurement and simulation procedure applied in this research work is a se-
quence of interdependent steps. First, the geometry of a used SThM probe was investigated
via SEM (Section 4.1). The information of the SEM images provided the fundamentals to
model the probe in SolidWorks (SW). The geometry was then imported into COMSOL Mul-
tiphysics (CM). Here, the cantilever displacement under specific forces (Section 4.2) was
simulated. After a theoretical calculation of the thermal contact area (TCA) between tip and
sample (Section 4.3), we were able to model realistic measurement scenarios using a sample
with an ultrathin top surface, which exhibits anisotropic thermal conductivity (Section 4.4).
Parametric sweep studies enabled the simulation of different probe temperatures and
various anisotropic material properties. Subsequently, these simulations were compared
to those with a standard bulk Si sample with isotropic thermal properties (Section 4.5).
Both simulation setups deliver particular results concerning the heat distribution and the
heat fluxes from tip to sample. Henceforth, the time until the heat transfer process becomes
stationary was investigated (Section 4.6). The influence of convection and radiation on the
present simulations was also taken into account (Section 4.7), as well as the influence of a
possible TIR between tip and sample (Section 4.8). Finally, the applied meshing strategy is
verified to demonstrate the reliability of our results (Section 4.9).
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2. Materials and Methods

AFM is a method to characterize surfaces according to topographical, mechanical,
and electrical properties on a nanometer scale. One of the key parts is a microfabricated
probe with an ultrasharp tip to contact the sample surface. Tip radii are in the small nm
range (depending on the desired application), e.g., Bruker VITA-DM-NANOTA-200 with
a tip radius of up to 30 nm and a tip height of 3–6 µm for a new tip [19,20]. The sample
is scanned with a predefined number of lines and readings per line, which results in a
line-by-line image. SThM is a method to qualitatively map local thermal conductivities
and temperatures as a subcategory of AFM that requires additional measuring equipment.
In standard applications, SThM measurements are performed in contact mode. Here,
the tip is in direct physical contact with the surface under investigation. The force between
tip and sample is held constant in most cases and can be defined by the user during the
measurement. Typically, the force of contact mode measurements is within the range of
10 nN to 100 nN [21]. Moreover, a thermal signal is measured and assigned simultaneously
to the corresponding topography. Thereunto, a thermal resistive probe is heated with
a specific heating power. The temperature of the probe depends on the heat exchange
between tip and sample and, therefore, on the sample’s local thermal conductivity. If the
local thermal conductivity of the sample is high, more heat can spread into the sample,
causing a temperature decrease of the probe. The AFM relies on a feedback algorithm and
a Wheatstone bridge to evaluate the local thermal conductivities. As a result, SThM mea-
surements create two images simultaneously, one topography and one thermal image of
the same position. Such images can be found in [12]. For more details regarding the SThM
measurement process, please refer to [22].

In our field of research, special focus is on the thermal characterization of ultrathin
films such as h-BN with thicknesses of approximately 10 nm, which are supposed to have
anisotropic thermal properties. Recent works demonstrated the possibility of such SThM
measurements [12]. This work continues said research and compares it to “standard” SThM
measurements of bulk Si with isotropic thermal properties. We deploy the following SThM
probe, soft- and hardware:

• Thermal probe: SThM probe Bruker VITA-DM-NANOTA-200 (Bruker Corporation,
Billerica, MA, USA) [19,20]; The thermal probe is made from crystalline Si and can
be heated repeatedly and reliably up to temperatures of 350 ◦C, according to manu-
facturer information. Consecutively, we use the term “probe” for the whole thermal
probe (as it can be purchased), the term “cantilever” for the flexible mechanical part of
the probe, and the term “tip” only for the sharp area on the front side of the probe,
which is in direct contact with the surface of the samples.

• SEM investigation: Zeiss ULTRA 55 (Carl Zeiss AG, Oberkochen, Germany);
• Modeling process: SolidWorks 2020 (SW; Dassault Systemes Deutschland GmbH,

Stuttgart, Germany);
• Simulations: COMSOL Multiphysics 5.5 (CM; Comsol Multiphysics GmbH, Göttingen,

Germany), which is a versatile FEA tool to simulate, e.g., heat transfer or mechanical
problems that can be described by mathematical equations.

3. Theoretical Background
3.1. Cantilever Displacement

The displacement of a beam w(l), which is fixed at one end and stressed by a single
force F at the other end, can be calculated using Equation (1), where l is the cantilever
length and E Young’s modulus. The moment of inertia I of a cantilever with a rectangular
cross-section can be calculated with I =

(
b · h3

)
/12, in which b is the width and h is the

height of the cantilever [23].

w(l) =
1
3
· F · l3

E · I in [m] (1)
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The bending stress σb can be calculated according to Equation (2) by the division of
the bending moment Mb = F · l and the moment of resistance W =

(
b · h2

)
/6 (in case

of a rectangular beam) [23].

σb =
Mb
W

in
[
Nm−2

]
(2)

In Section 4.2, Equations (1) and (2) are used to calculate the cantilever displacement
and the bending stress in SThM measurements.

3.2. Hertzian Surface Pressure

Hertzian surface pressure occurs when two rigid bodies touch each other. In the special
case of a sphere with radius R, Poisson’s ratio ν1 and Young’s modulus E1 touching a flat
surface with Poisson’s ratio ν2 and Young’s modulus E2 under a force F, the indentation
depth d can be calculated using Equation (3) [24].

d =
3

√(
3F

4 E′ ·
√

R

)2
in [m] (3)

E’ is the combined Young’s modulus and can be calculated according to Equation (4) [24].

E′ =
E1 · E2(

1− ν2
1
)
· E2 +

(
1− ν2

2
)
· E1

in
[
Nm−2

]
(4)

The touching radius r can then be calculated with r =
√

R · d [24]. It must be
stated that using the touching radius r does not lead to the mathematical exact contact
area as the contact area is not a flat circle but a small section of a sphere. However,
the calculated indentation depths are by far smaller than the touching radius (d(r) = r2/R;
e.g., d = 0.1 nm and r = 5.7 nm with rtip = 300 nm and tip force = 100 nN) and can thus be
neglected. We, therefore, use the touching radius r for the calculation of the TCAs in SThM
measurements (Section 4.3) as an adequate approximation for the simulations in Section
4.4 to Section 4.9.

3.3. Heat Transfer

Equation (5) represents the general heat conduction equation in the three-dimensional
case without inner heat sources, in which the quotient k/(ρ · c) is expressed by the thermal
diffusivity a [25].

dT
dt

=
k
ρ · c ·

(
∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2

)
= a · ∆T (5)

If there are inner heat sources h(t) (e.g., joule heating or chemical reactions), the inho-
mogeneous heat conduction Equation (6) follows (5) [25]. In this work, thermal conduction
is applied to the entire geometry of the simulations in Section 4.4 to Section 4.9. CM solves
said equations using numerical methods.

dT
dt

= a · ∆T + h(t) (6)

Convection is a mass bound energy transport caused by macroscopic particle move-
ment. Considering free convection, this flow mainly results from the temperature-dependent
particle movement and the thermal buoyancy. The reason for this is that fluids normally ex-
pand with increasing temperatures and therefore exhibit lower densities. Forced convection
occurs if, e.g., a ventilator causes the flow field. Forced convection then overlaps with free
convection. The influence of free convection is studied in Section 4.7 using Equation (7),
where α is the heat transfer coefficient, which depends on the materials, surfaces and
ambient conditions, Aconv the convective area and T2 and T1 the temperatures of the mate-
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rial and the surrounding fluid (e.g., air), respectively [25]. In this work, the influence of
convection can be neglected. This is further discussed in Section 4.7.

.
Qconv = α ·Aconv · (T2 − T1) in [W] (7)

Thermal radiation is not mass bound. Therefore, it occurs even under high vacuum
conditions. Electromagnetic waves run from one body surface to another. Each body
absorbs and emits radiation. In the special case of a small body with an area Arad and
temperature T2 surrounded by a much greater emissive area with a temperature T1, the net
radiative heat flow of the body can be calculated with Equation (8), using the Stefan-
Boltzmann law [25].

.
Qrad = −εrad · σ ·Arad ·

(
T4

2 − T4
1

)
in [W] (8)

The negative radiation constant −εrad depends on the considered body, and σ is the
Stefan-Boltzmann constant. When T2 is greater than T1 the sign of

.
Qrad is negative which

means, that the considered body loses energy. In this work, the influence of radiation of
the heated SThM cantilever can be neglected. This is further discussed in Section 4.7.

4. Results and Discussion
4.1. SEM Investigation of a Used SThM Tip

To obtain vital information about the geometry of the cantilever and tip, we performed
an SEM investigation of the thermal SThM probe Bruker VITA-DM-NANOTA-200 [20],
which was already in use. This facilitated modeling the probe in detail in SW and paved the
way for the simulations. SEM investigations require a conductive connection between the
sample and the holder to avoid electrical overcharging caused by trapped electrons from
the electron beam. Therefore, the probe was fixed on a sample holder using conductive
silver and gold in a sputtering process. Figure 1a–c shows the probe before and after the
preparation process, as well as inside the sample chamber of the SEM. To collect precise
geometry data, the probe was investigated in two positions, one side view and one top
view. The results are depicted in Figure 1d–i. Therefore, the tip radius was estimated to be
approximately 300 nm. The geometry data for the simulations were created upon these
images and are depicted in Figure 1j.

We assume a tip radius of 300 nm to represent an “average” used probe. However,
an “average” used probe can hardly be defined as it depends on various factors such
as the number of measurements, tip velocities and forces, sample materials, and many
more. Mostly, SThM probes are used as long as they deliver reliable results, and from our
experience, such tips exhibit tip radii within the region of 300 nm. Furthermore, new tips
may degrade much faster than used tips, which is the reason why larger tip radii of around
300 nm may occur more often in practical SThM measurements. As the main residue is not
located directly at the TCA (see Figure 1f), we assume it to have no influence. However,
residues may increase the TIR between tip and sample. This effect is further discussed in
Section 4.8.

9



Nanomaterials 2021, 11, 491
Nanomaterials 2021, 11, 491 6 of 21 
 

 

 
Figure 1. (a) Photography image of the scanning thermal microscopy (SThM) probe Bruker VITA-DM-NANOTA-200 be-
fore preparation for SEM. (b) SEM image of a fully prepared tip. The sputtering area, wires for the heating current, and 
the cantilever are visible. (c) Image of the sample fixation inside the SEM. (d) Side-view close-up of the tip in (e) and (f). 
(g) Top-view close-up of the tip in (h) and (i). (j) Dimensions of the probe used for the simulations and isometric view. 
This SEM investigation made it possible to estimate the geometry of the cantilever and the radius of the used tip, which is 
approximately 300 nm. 

4.2. Cantilever Displacement and Von Mises Stress 
To study the displacement and the von Mises stress of the cantilever, a 3D-simulation 

was set up. The cantilever (geometry see Figure 1j) is fixed by the two connectors on one 
end. The simulated load is applied directly to the cantilever tip on the other end. All other 
edges and areas are set to be free. Moreover, gravity is set to a value of 9.81 ms−2 in the z-
direction. For the cantilever, the material bulk Si was used with Young’s modulus of 
131 GPa and a Poisson’s ratio of 0.221 [26]. The mesh was built with the option Physics-

Figure 1. (a) Photography image of the scanning thermal microscopy (SThM) probe Bruker VITA-DM-NANOTA-200 before
preparation for SEM. (b) SEM image of a fully prepared tip. The sputtering area, wires for the heating current, and the
cantilever are visible. (c) Image of the sample fixation inside the SEM. (d) Side-view close-up of the tip in (e,f). (g) Top-view
close-up of the tip in (h,i). (j) Dimensions of the probe used for the simulations and isometric view. This SEM investigation
made it possible to estimate the geometry of the cantilever and the radius of the used tip, which is approximately 300 nm.

4.2. Cantilever Displacement and Von Mises Stress

To study the displacement and the von Mises stress of the cantilever, a 3D-simulation
was set up. The cantilever (geometry see Figure 1j) is fixed by the two connectors on one
end. The simulated load is applied directly to the cantilever tip on the other end. All other
edges and areas are set to be free. Moreover, gravity is set to a value of 9.81 ms−2 in the
z-direction. For the cantilever, the material bulk Si was used with Young’s modulus of
131 GPa and a Poisson’s ratio of 0.221 [26]. The mesh was built with the option Physics-
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controlled extremely fine, which provides the finest automatically built mesh in CM. The study
was performed in the stationary regime.

Figure 2a illustrates the total displacement in µm, (b) represents the von Mises stress
in Nm−2 under a tip force of 100 nN, which acts directed towards the tip in the negative
z-direction. Logically, the total displacement reaches its maximum value at the largest
x-coordinate, whereas the von Mises stress achieves its maximum directly at the clamping.
Here are some important simulation results for a tip force of 100 nN. The simulation results
for 10 nN and 1000 nN can be derived by the multiplication of the following values with
0.1 and 10, respectively:

• Total displacement: 0.114 µm at the center point of the tip and 0.119 µm at the free
end of the cantilever;

• Maximum von Mises stress at the fixed end of the cantilever: 1.26 × 106 Nm−2.
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Figure 2. Simulation results under a tip force of 100 nN. (a) Total displacement in µm. (b) Von Mises stress in Nm−2.

These values were also calculated manually for a simplified cantilever with a rect-
angular cross-section (b = 24.5 µm, h = 2 µm and l = 194.5 µm) fixed on only one end
using the Equations (1) and (2). The results of the calculations are w (l = 194.5 µm) =
0.115 µm and σb = 1.19 × 106 Nm−2. Compared to the simulation results above (0.114 µm
and 1.26 × 106 Nm−2), it is obvious that the exact geometry around the tip has just little
influence on the displacement and the maximum von Mises stress. The breaking strength
of Si is assumed to be in the range from 5 × 107 Nm−2 to 20 × 107 Nm−2 [27]. Compared
to the maximum von Mises stress at the fixed end of the cantilever (1.26 × 106 Nm−2),
there is a safety factor of approximately 40 to 160 before the cantilever breaks. Based on
this calculation, the maximum tip forces that can be applied to the tip without breaking the
cantilever are in the range from 4 µN to 16 µN. However, such values will not be reached
in reasonable SThM measurements.

4.3. Calculation of TCAs in Realistic SThM Investigations

To estimate TCAs between an SThM probe and different samples, we performed a
mathematical evaluation regarding Equations (3) and (4). We calculated six different cases:
a new Si probe with a tip radius of 30 nm and an “average” used to probe with a tip radius
of 300 nm each combined with the Si sample, SiO2 sample and h-BN sample. The tip radius
(300 nm) for an “average” used probe was determined by SEM investigations (Section 4.1).
For the calculations, we used the material properties in Table 1. The calculated thermal
contact areas are depicted in Figure 3.
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Table 1. Material properties are used for the theoretical calculation of the thermal contact areas
(TCAs) in Figure 3. Values for SiO2 are approximated from the predefined material in COMSOL
Multiphysics (CM).

Material Si SiO2 h-BN

Young’s modulus (GPa) 131 [26] 70 850 [28]
Poisson’s ratio (–) 0.221 [26] 0.157 0.2 [29]
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represent a new probe with a tip radius of 30 nm, and the blue curves represent an “average” used probe with a tip radius
of 300 nm. A similar investigation can be found in [30].

We chose the above described tip-sample combinations for reasons of reusability as
these configurations are comparatively common and might also occur in similar SThM
investigations of other researchers. We also used the calculated TCAs of the h-BN curves to
calculate the thermal contact radius (TCR) for the simulations in Section 4.4 to Section 4.9.

Appropriate material properties for h-BN are not easy to estimate, as in ultrathin (2D)
materials, they are also strongly dependent on factors such as material orientation and exact
film thickness. However, in our calculations concerning the h-BN sample, the Poisson’s
ratio has just little influence on the calculated contact area. The main factor is Young’s
modulus, as it is assumed to be extremely high in comparison to Si and SiO2. Consequently,
if other researchers might find different values of Young’s modulus of h-BN appropriate
for their individual case, the contact areas can be approximated to lie in between the h-BN
and SiO2 curves in Figure 3. Prerequisites are a similar measurement setup and Young’s
modulus between 70 and 850 GPa. Nevertheless, it must be stated that the lower Young’s
modulus, the higher becomes the influence of different values for the Poisson’s ratio.

For our simulations, we assume the calculated ideal contact areas in this section to
be realistic, as the impact of surface roughness decreases with lower surface roughnesses.
We also assume roughness to be neglectable as we work with samples exhibiting surface
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roughnesses in the sub-nm area. In the following sections, we use the calculated TCAs to
simulate the heat transfer in SThM measurements.

4.4. Heat Spreading in SThM Measurements Regarding Ultrathin h-BN Film

To study the heat spreading in SThM measurements on a sample with an ultrathin
h-BN film on top, this simulation was set up.

Simulation setup: For the cantilever (dimensions see Figure 1j), the CM-predefined
material bulk Si was set. The rectangular sample (footprint 100 µm × 100 µm) consists of
the CM-predefined material h-BN with a thickness of 10 nm on top of 10 µm thick bulk Si.
Regarding the anisotropic thermal properties of h-BN, we assume a cross-plane thermal
conductivity of h-BN of 1 Wm−1K−1. The in-plane thermal conductivity of h-BN was
defined using the parameter k, which varies depending on the simulations [31]. The thermal
contact resistance between h-BN and bulk Si is assumed to be 4× 10−8 Km2W−1. However,
this value can only be estimated and will vary in practical measurements depending on
material quality, ambient conditions and manufacturing processes. We chose this value
inspired by investigations on similar material stacks such as graphene/Si [32] since the
atomic structure of graphene is similar to h-BN. Villaroman et al. estimate the thermal
contact resistance between graphene and Si to 3.1–4.9 × 10−8 Km2W−1 [32]. Values in the
same order of magnitude can be found in [33,34].

The initial value for the temperature was set to 293.15 K for all boundaries. Between
tip and sample, an ideal thermal contact was defined. We calculated the TCR of the TCA
as follows: With Figure 3 (blue squared h-BN curve), we assumed a realistic TCA of
~103.4 nm2 for rtip = 300 nm and a tip force of 100 nN, which leads to a TCR of ~5.7 nm
(TCA = TCR2 ·Π). This appears to be a realistic value for an ideal thermal contact between
a used SThM probe and a sample with an ultrathin h-BN film on top. The temperature of the
topside of the cantilever is defined using the parameter temp, which varies between 50 ◦C
and 200 ◦C depending on the simulations. These are appropriate cantilever temperatures for
practical SThM investigations [12]. The remaining outer areas of the cantilever were defined
as thermal isolating as well as the top surface of the sample, while the remaining outer
areas of the sample take over the ambient temperature of exactly 293.15 K. An overview of
the simulation setup and boundary conditions is given in Figure 4. The center point of the
TCA defines the origin of the coordinate system.
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Meshing strategy: To simulate the thermal contact with sufficient resolution, a user-
controlled mesh was created. We defined the maximum dimension of a triangular mesh
element for the smallest area of the entire simulation, the TCA of the cantilever, to 0.2 nm.
Moreover, a circle with a radius of 500 nm around the TCA was defined, in which the
maximum dimension of a mesh element is 5 nm. For the remaining geometry of the
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cantilever and sample, we used the predefined meshing strategy with element size normal.
In the present simulations, this meshing strategy represents a good tradeoff between
accuracy and simulation time and delivers trustworthy results. The meshing strategy is
evaluated in Section 4.9, in which the reliability of our results is demonstrated. Figure 5
illustrates the applied meshing strategy in more detail.
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Parametric studies: To investigate the cross- and in-plane heat distribution for differ-
ent cases, a parametric sweep study in the stationary regime was performed. Every single
combination of the parameters k and temp was calculated, which are defined as follows:

• k: Ratio between in-plane and cross-plane thermal conductivity k = λ‖/λ⊥ with
λ⊥ = 1 Wm−1K−1 [31]. In the parametric sweep studies in this section, k resembles
the values 1, 2, 5, 10, 20, 50, and 100;

• temp: Temperature of the top surface of the SThM cantilever (boundary condition in
Figure 4). In the parametric sweeps, temp takes on the values from 50 ◦C to 200 ◦C
in steps of 25 ◦C. For reasons of better differentiation and easier comparison with
practical measurements, temp is always specified in ◦C, whereas all other temperatures
are specified in K.

Simplifications: Simulations can never represent the real world as the results are
only as good as the chosen simulation model. We tried to create the simulation models
as realistic as possible. However, with regards to simulation time and the reusability of
our results, we also had to introduce simplifications. The chosen simplifications do not
decisively influence our results and are therefore justified. The main simplifications are
listed below:

• We assume an ideal thermal contact between tip and sample in Section 4.4 to Section 4.7.
TIRs in practical SThM measurements are quite hard to estimate as they depend on
numerous factors such as surface roughness, material combination, vertical steps,
tip material and geometry, contaminations, tip force, and some more. Due to these
numerous influences, TIR will also vary greatly during a single SThM measurement.
In literature, values in the range of 10−8 Km2W−1 to 10−10 Km2W−1 for different
probes, samples, and measurement scenarios can be found [35–37]. Indeed, we assume
the TIR to vary in a broader range due to the great number of possible measurement
scenarios. To realize a comparison between the simulations in Sections 4.4 and 4.5,
we assume an ideal thermal contact in said sections. The influence of a possible TIR is
further studied in Section 4.8. It must also be stated that the present investigation in
Section 4.4 focuses on ultrathin h-BN samples, which in fact are super flat as they are
built of a stack of single h-BN layers. Roughnesses of high-quality h-BN are assumed
to be less than 0.4 nm [38], which is significantly lower compared to a tip radius of
300 nm. As surface roughness has a great impact on TIR, values for h-BN samples
should be lower compared to samples with higher roughnesses;
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• We neglect a possible water meniscus around the tip. Other researchers also propose
that a water meniscus can often be neglected in SThM measurements [22]. On one
hand, a present water drop could cause heat conduction and may increase the amount
of heat flux between tip and sample slightly. On the other hand, SThM measurements
can also be performed under high vacuum conditions, where the appearance of a water
meniscus can be excluded. We, therefore, focus on simulations without a possible
water meniscus;

• In practical SThM measurements, the probe is scanning over the surface with a specific
velocity. This is not presentable in simulations in the stationary regime, where a
motionless probe is assumed. However, we justify such simulations in Section 4.6
through the investigation of the time until heat distribution is stationary;

• We also neglect radiation and convection as the influence on our simulated cases is
neglectable. This is further discussed in Section 4.7.

Results: To compare single measurements, it is necessary to define useful measurable
parameters. Hence, we define the thermal active radius (TAR) located on the top surface
of the sample starting at the geometric center point of the tip. The temperature until the
TAR is greater than 294.15 K, which represents a temperature rise of 1 K in comparison
to ambient conditions. In Figure 6b, the heat flow in the z-direction is investigated. It is
obvious that with increasing temp, the temperature at TCA also increases. However,
an increasing k results in a greater heat spreading in x and y-direction, which leads to a
stronger temperature decrease within the ultrathin h-BN film and the tip (compare curves
of the same color each in Figure 6b. It can also be observed that the heat penetration
in z-direction ends at the z-coordinate 10 nm, which is exactly where the h-BN ends.
The thermal contact resistance between h-BN and Si causes this rapid temperature decrease.
Thus, no heat is transferred into the bulk Si. The green curve in Figure 6a illustrates the
isothermal line of the TAR. With increasing k and temp, this line moves to greater values of
x, which can also be seen in Figure 7b–d.
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spreading on the x/y-plane of h-BN increases. Furthermore, we can see that the heat 
spreading effect between k = 1 and k = 10 is greater than between k = 10 and k = 100 (com-
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Figure 6. Simulation regarding ultrathin (10 nm) h-BN film on top of Si. (a) Stationary heat distribution for k = 1 and
temp = 100 ◦C on the x/z-plane through the center of TCA (y = 0). (b) Temperature curves along the z-coordinate through
the center point of TCA for various simulated cases.

Figure 7a illustrates the heat distribution along the x-direction (y = z = 0). It can be
seen that higher values of k result in a greater TAR. This can also be seen in Figure 7b–d
for the special case temp = 100 ◦C. With an increasing k, the green isothermal circle line
of the TAR moves to greater values (64 nm @ k = 1 and 232 nm @ k = 100), indicating
that heat spreading on the x/y-plane of h-BN increases. Furthermore, we can see that the
heat spreading effect between k = 1 and k = 10 is greater than between k = 10 and k = 100
(compare curves of the same color in Figure 7a. There seems to be a kind of saturation
effect for an increasing k. Surely, the temperature of TCA increases with increasing temp
(Figure 7a). A higher k leads to an effective greater thermal conductivity of h-BN. The small
TCA then has an increased proportion of the entire thermal resistance, which is the reason
for lower temperatures at the TCA with temp = const. and k increasing.
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A comparison of the NTEFs to measured values of other researchers is quite hard. 
There is an almost infinite number of possible measurement setups, and our specific setup 
could not be found in literature so far, to the best of our knowledge. However, the follow-
ing references used different setups but may verify our simulated range of the NTEFs. 
Hwang et al. measured heat fluxes during null-point SThM in the range of approximately 

Figure 7. Simulation regarding ultrathin (10 nm) hexagonal boron nitride (h-BN) film on top of Si. (a) Temperature curves
along the x-coordinate on the top surface (y = z = 0) for different simulated cases. (b) to (d) Heat distribution and thermal
active radius (TAR) on x/y-plane for temp = 100 ◦C and k = 1 in (b), k = 10 in (c) and k = 100 in (d). (e) TAR in dependency
of temp and k for all simulated cases. (f) Interpolated color plot of the simulated TARs in (e). (g) normal total energy flux
(NTEF) through the TCA in dependency of temp and k for all simulated cases. (h) Interpolated color plot of the simulated
NTEFs in (g).

Figure 7e shows the simulated values for the TAR as a graphical representation.
The TAR increases with an increasing temp, but there seems to be a kind of saturation effect.
The TAR logically also increases with higher k as heat spreading is greater there. Values for
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the TAR lie in between 46 nm (@ temp = 50 ◦C and k = 1) and 357 nm (@ temp = 100 ◦C and
k = 100). Figure 7f delivers a color plot of the TARs in dependency of k (x-axes) and temp
(y-axes). This color plot was created using the simulated values in Figure 7e). Intermediate
points are interpolated. Depending on the case, other researchers can estimate the TAR
for their research using Figure 7a–f. The thermal penetration depths for all cases is exactly
10 nm.

We also simulated the normal total energy flux (NTEF) in the stationary state, which flows
through the small TCA for every case. Figure 7g illustrates the simulated cases. The NTEF
seems to increase nearly linearly for an increasing temp. The NTEF also increases with
greater k. Values for the NTEF vary from 0.6 µW (@ temp = 50 ◦C and k = 1) to 32.9 µW
(@ temp = 100 ◦C and k = 100). Figure 7h shows a color plot of the NTEF in dependency
of k (x-axes) and temp (y-axes). This color plot was created using the simulated values in
Figure 7g. Intermediate points are interpolated. It, therefore, allows a rough estimation for
other research for different cases.

A comparison of the NTEFs to measured values of other researchers is quite hard.
There is an almost infinite number of possible measurement setups, and our specific setup
could not be found in literature so far, to the best of our knowledge. However, the fol-
lowing references used different setups but may verify our simulated range of the NTEFs.
Hwang et al. measured heat fluxes during null-point SThM in the range of approximately
1 µW (Teflon-coated surface) and 6 µW (SiO2 surface) using a thermocouple probe [39].
Assy and Gomès used a Wollaston wire probe at 140 ◦C and a Kelvin nanotechnology
probe at 65 ◦C on germanium and Si samples. They calculated the probe Joule power
relative difference ∆P/P = (Pc − Pa)/Pc, where Pc and Pa represent the probe Joule power
in contact and out of contact, respectively. Unfortunately, only relative values of ∆P/P
ranging from 0.003 to 0.058 are presented [40].

4.5. Heat Spreading in SThM Measurements Regarding a Bulk Si Sample

To compare the results of Section 4.4 to a realistic SThM measurement with a bulk Si
sample, this simulation was set up. The only difference to the simulation in Section 4.4 is
that the 10 nm thick h-BN layer is removed. The main results are presented in Figure 8.

Figure 8a shows the heat distribution for temp = 100 ◦C on the x/z-plane, whereas (c)
shows the same heat distribution on the x/y-plane. Since the Si sample features isotropic
thermal conductivity, the heat spreading is more or less circular around the tip. The green
line is the TAR-line, where the temperature rise regarding the ambient temperature of
293.15 K is 1 K. As a reason of the mesh density, this line is not exactly a semicircle. The ideal
semicircle is represented by the red dotted line, which overlaps the green semicircle. It can
be seen that there is only a little deviation from the ideal semicircle caused by the mesh
density. Compared to the h-BN sample (Section 4.4), we can see that the penetration
depth is not limited by a TCR at 10 nm, and therefore, the penetration depth is much
larger than for the h-BN sample. Figure 8b illustrates the temperature drop in z-direction
exactly through the center of the TCA for all simulated cases. It is obvious that with
increasing temp, the temperature at the TCA and in general also increases. Temperatures at
z = 0 nm, which is directly at the physical center point of the TCA, are in between 301.8 K
(@ temp = 50 ◦C) and 336.1 K (@ temp = 200 ◦C). Compared to the h-BN sample, we can
see that the temperature drop within the cantilever is much higher. This is because Si has
a higher overall thermal conductivity than h-BN, whereby the thermal resistance of the
small TCA creates a greater proportion of the entire thermal resistance. Figure 8d shows
the temperature curves along the x-direction (y = z = 0). As expected, with an increasing
temp the curves also rise.

Figure 8e illustrates the TAR and the NTEF in dependency of temp for all simulated
cases of the Si sample and compares them to the simulations of the isotropic case (k = 1) of
the h-BN sample in Section 4.4. It is obvious that the NTEFs are significantly greater for the
Si sample and increase with increasing temp. In general, the NTEFs for the Si sample are in
between 28.3 µW (@ temp = 50 ◦C) and 126.8 µW (@ temp = 200 ◦C), the TARs are ranging
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from 29 nm (@ temp = 50 ◦C) to 132 nm (@ temp = 200 ◦C). The TARs of the Si sample are
greater compared to the h-BN sample from temp ≈ 90 ◦C upwards. Values for the NTEF
are also significantly greater compared to the maximum curves of the h-BN sample with
k = 100 in Figure 7g. The root cause for this is the greater overall thermal conductivity of Si.
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4.6. Stationary Time of Heat Distribution

To study the time until heat dissipation is stationary (tstat), we performed the subse-
quent simulations. The simulations are based on Sections 4.4 and 4.5, with the difference
being time-dependent instead of stationary. We consider the minimum and maximum
case regarding the NTEF through the TCA for both the h-BN and the Si sample. We con-
sider the time-dependent temperature curve for the geometric center point of the TCA.
Those four curves are depicted in Figure 9.
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As a result, we can say that the tstat for every simulated case is below 1 µs. In general,
it seems that higher cantilever temperatures lead to a slightly greater tstat. In practical SThM
measurements, the cantilever is usually moving over the sample with a specific velocity.
This is not representable in simulations. The tip velocity in practical SThM measurements
is normally below 20 µms−1 [12], which means that in 1 µs, the tip moves less than 20 pm.
This is by far smaller than the atomic radius of Si or the lattice constant of h-BN. Therefore,
simulations in the stationary regime in Sections 4.4 and 4.5, which assume a motionless
cantilever, are justified.

4.7. Influence of Convection and Radiation

To study the influence of radiation, we set up the same simulation as in Section 4.5,
with the only difference of surface radiation being enabled for all areas which were isolated
in Section 4.5. Surface emissivity εrad of Si was set to 0.67 [41]. We also consider the
minimum and maximum cases regarding the NTEF. By comparing the NTEF and the
TAR for the minimum and maximum cases, we obtain the same results whether radiation
being enabled or disabled (28.3 µW and 29 nm @ temp = 50 ◦C; 126.8 µW and 132 nm @
temp = 200 ◦C; compare also Figure 8e). Therefore, we can say that the influence of radiation
can be neglected in our simulations. To roughly estimate the amount of radiative heat
losses, a radiative area Arad with a radius of 100 nm and a constant surface temperature T2
of 393.15 K with an ambient temperature T1 of 293.15 K and an εrad of 0.67 is considered.
Using Equation (8), we calculate radiative heat losses of ~19.7 pW.

To roughly estimate the influence of convection a manual calculation with a convective
heat transfer coefficient α of −5 Wm−2 K−1 [42], a convective area Aconv with a radius
of 100 nm, a constant surface temperature T2 of 393.15 K and an ambient temperature T1
of 293.15 K is considered. Using Equation (7), we reach a loss of power caused by free
convection of ~15.7 pW.

Finally, we may state that estimated convective and radiative heat losses in this work
are extremely low compared to the simulated NTEF in Figures 7g and 8e. A comparative
simulation also shows no differences regarding the NTEF and the TAR with radiation being
enabled or disabled. Therefore, we neglect the influence of convection and radiation in our
simulations. Furthermore, in the literature, the influence of radiation and convection is
neglected in special cases of SThM measurements [22].

19



Nanomaterials 2021, 11, 491

4.8. Influence of the TIR at the TCA regarding the TAR and the NTEF

To study the influence of a possible TIR between probe and sample directly at the
TCA, these simulations were set up. TIRs in practical SThM measurements are quite
hard to estimate as they depend on numerous factors such as surface roughness, material
combination, vertical steps, tip material and geometry, contaminations, residue, tip force,
and some more. Due to these numerous influences, the TIR will also vary significantly
during a single SThM measurement. In literature, values in the range of 10−8 Km2W−1 to
10−10 Km2W−1 for different probes, samples, and measurement cases can be found [35–37].
Indeed, we assume the TIR to vary in a broader range due to the great number of possible
measurement scenarios. To enable a comparison of the simulations in Sections 4.4 and 4.5,
we assume an ideal thermal contact in said sections. In contrast, here, the influence of a
varying TIR is investigated. Figure 10 illustrates the simulation results. We created the same
simulations as in Section 4.4 (with k = 1) and Section 4.5 for temp = 50 ◦C and temp = 200 ◦C
with the difference of varying the TIR from 5 × 10−7 Km2W−1 to 1 × 10−13 Km2W−1.
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The case with an ultrathin h-BN film on the top surface is demonstrated in Figure 10a,
representing ultrathin films with low thermal conductivities. It can be deduced that both,
the TAR and the NTEF increase with decreasing TIR and converge exactly at the same values
for the corresponding case in Section 4.4 (46 nm and 0.6 µW @ temp = 50 ◦C; 79 nm and
3.8 µW @ temp = 200 ◦C). This convergence starts approximately from 1 × 10−10 Km2W−1

downwards. Figure 10b represents the case of the bulk Si sample as a sample with high
thermal conductivity. Values for the TAR and the NTEF also converge at similar values
compared to the corresponding cases in Section 4.5 (29 nm and 28.3 µW @ temp = 50 ◦C;
132 nm and 126.8 µW @ temp = 200 ◦C). Compared to the h-BN sample, this convergence
effect starts with significantly lower TIR values at approximately 1 × 10−12 Km2W−1.
However, it seems that in samples with a higher thermal conductivity, the influence of the
TIR also increases. Nevertheless, it must be stated that SThM measurements with different
material combinations cannot be compared directly, as the TIR depends on numerous
influence factors as listed above. As a result, we may conclude that a TIR at the TCA
has some influence and will reduce the ideal simulated values of the TAR and the NTEF
in Sections 4.4 and 4.5. This effect should be considered by other researchers assuming
specific values for the TIR.

4.9. Mesh Verification

To demonstrate the reliability of the results, we set up two parametric simulations.
They are based on the simulations in Section 4.4 (h-BN sample) and Section 4.5 (Si sample).
For the h-BN sample, the minimum case regarding the NTEF with temp = 50 ◦C and k = 1
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was simulated, whereas for the Si sample, the maximum case regarding the NTEF with
temp = 200 ◦C was performed. The sweep parameter in these simulations is the maximum
size of a triangular mesh element within the TCA (see Figure 5 right). This parameter
was swept between 0.09 nm and 10 nm to obtain information about the dependency of
the NTEFs and the TARs on the mesh density and to confront them with the simulation
time. Additionally, the maximum size in the circle around the TCA (see Figure 5 center) is
defined to be 25 times larger than the maximum size within the TCA. Figure 11 illustrates
the findings.
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It is obvious that with a finer mesh (left part of the x-axis), the values for the NTEFs
and the TARs show a kind of saturation effect. For the h-BN sample, there is only little
change for x values smaller than 0.2 nm, which was the chosen mesh density in all previous
simulations. For the Si sample, this saturation effect starts below 0.4 nm on the x-axis.
On the other hand, the simulation times increase enormously with x values below 0.2 nm
(h-BN sample) and 0.1 nm (Si sample). The final results of the present work were obtained
by performing 60 single simulations, excluding the significantly larger number of “pre-
simulations”. Therefore, the chosen meshing strategy with a maximum size of a triangular
mesh element at the TCA of 0.2 nm provides a good compromise between accuracy and
simulation time.

5. Conclusions

This work provides detailed insights into the heat transfer process during realistic
SThM measurements. An SEM investigation of a used SThM probe made it possible to
model an “average” used probe and calculate realistic values for the TCAs. Realistic values
for thermal penetration depths, TARs, and NTEFs through the tip in contact with an h-BN
or a Si sample, respectively, are provided. This allows other researchers to estimate said
values for their special measurement setup and may help to interpret practical SThM
measurements correctly or to explain occurring effects such as topography influences.
In addition, the presented values for the TARs may help to evaluate the lateral resolution
of SThM measurements as the TARs help to interpret the effect of adjacent layers. Similar
to the proposal of other researchers [22], it could be shown that the influence of convection
and radiation may be neglected in such studies.

From the authors’ point of view, one of the most interesting findings of this study
is the great impact of possible TIRs, which may not be neglected. This work may also
justify higher tip velocities in practical SThM measurements as tstat is estimated below
1 µs. As a single SThM measurement can take more than 1 h, a possible increase of the
tip velocities may accelerate practical measurements without a loss of thermal accuracy.
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However, tstat only represents the stationary time of the heat propagation of the tip-sample
contact. The time constant of the entire probe may slow down the sensing mechanism.
In recent practical measurements, we tried to use higher tip velocities and compared the
thermal images to a tip velocity of 1 µms−1 without significant differences. Said practical
observation, therefore, agrees with the theoretical findings in this work and may justify
tip velocities of up to 20 µms−1. Nevertheless, the values obtained in this work are only
theoretical results, which could hardly be verified as almost no comparative results can
be found in the literature so far. In the future, similar practical measurements need to be
performed to verify the presented values.
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Abstract: The adsorbed atoms exhibit tendency to occupy a triangular lattice formed by periodic
potential of the underlying crystal surface. Such a lattice is formed by, e.g., a single layer of graphane
or the graphite surfaces as well as (111) surface of face-cubic center crystals. In the present work, an
extension of the lattice gas model to S = 1/2 fermionic particles on the two-dimensional triangular
(hexagonal) lattice is analyzed. In such a model, each lattice site can be occupied not by only one
particle, but by two particles, which interact with each other by onsite U and intersite W1 and
W2 (nearest and next-nearest-neighbor, respectively) density-density interaction. The investigated
hamiltonian has a form of the extended Hubbard model in the atomic limit (i.e., the zero-bandwidth
limit). In the analysis of the phase diagrams and thermodynamic properties of this model with
repulsive W1 > 0, the variational approach is used, which treats the onsite interaction term exactly
and the intersite interactions within the mean-field approximation. The ground state (T = 0) diagram
for W2 ≤ 0 as well as finite temperature (T > 0) phase diagrams for W2 = 0 are presented. Two
different types of charge order within

√
3×
√

3 unit cell can occur. At T = 0, for W2 = 0 phase
separated states are degenerated with homogeneous phases (but T > 0 removes this degeneration),
whereas attractive W2 < 0 stabilizes phase separation at incommensurate fillings. For U/W1 < 0 and
U/W1 > 1/2 only the phase with two different concentrations occurs (together with two different
phase separated states occurring), whereas for small repulsive 0 < U/W1 < 1/2 the other ordered
phase also appears (with tree different concentrations in sublattices). The qualitative differences with
the model considered on hypercubic lattices are also discussed.

Keywords: charge order; triangular lattice; extended Hubbard model; atomic limit; mean-field
theory; phase diagram; longer-range interactions; thermodynamic properties; fermionic lattice gas;
adsorption on the surface

1. Introduction

It is a well known fact that the classical lattice gas model is useful phenomenological
model for various phenomena. It has been studied in the context of experimental studies
of adsobed gas layers on crystaline substrates (cf., for example pioneering works [1–4]).
For instance, the adsorbed atoms exhibit tendency to occupy a triangular lattice formed
by periodic potential of the underlying crystal surface. This lattice is shown in Figure 1a.
Such a lattice is formed by, e.g., a single layer of graphane or the graphite surface [i.e.,
the honeycomb lattice; (0001) hexagonal closed-packed (hcp) surface], and (111) face-
centered cubic (fcc) surface. Atoms from (111) fcc surface are organized in the triangular
lattice, whereas the triangular lattice is a dual lattice for the honeycomb lattice [5]. Note
also that arrangements of atoms on (110) base-centered cubic (bcc) surface as well as on
(111) bcc surface (if one neglects the interactions associated with other layers under surface)
are quite close to the triangular lattice. One should mention that the triangular lattice and
the honeycomb lattice are two examples of two-dimensional hexagonal Bravais lattices.
Formally, the triangular lattice is a hexagonal lattice with a one-site basis, whereas the
honeycomb lattice is a hexagonal lattice with a two-site basis. The classical lattice gas
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model is equivalent with the S = 1/2 Ising model in the external field [1,6–9] (the results
for this model on the triangular lattice will be discussed in more details in Section 2).

In the present work, an extension of the lattice gas model to S = 1/2 fermionic
particles is analyzed. Such a model has a form of the atomic limit of the extended Hubbard
model [10], cf. (1). In this model, each lattice site can be occupied not by only one particle
as in the model discussed in previous paragraph, but also by two particles. In addition to
long-range (i.e., intersite) interactions between fermions, the particles located at the same
site can also interact with each other via onsite Hubbard U interaction. For a description of
the interacting fermionic particles on the lattice, the single-orbital extended Hubbard model
with intersite density-density interactions has been used widely [11–19]. It is one of the
simplest model capturing the interplay between the Mott localization (onsite interactions)
and the charge-order phenomenon [15–25]. However, in some systems the inclusion of
other interactions and orbitals is necessary [11–14,26,27].

(a)  A
 B
 C

NO

(b)

DCO TCO
Figure 1. (a) The schema of the triangular lattice on which the extended Hubbard model in the atomic limit is studied
in the present work. The lattice is divided into three equivalent sublattices (α = A, B, C) denoted by different symbols.
The dash-dotted line denotes the boundaries of

√
3×
√

3 unit cell. By solid and dashed lines all nearest neighbors and all
next-nearest neighbors of a chosen site from sublattice A are indicated, respectively. (b) There different types of particle
arrangements in

√
3×
√

3 unit cells (i.e., the tri-sublattice assumption) corresponding to NO, DCO, TCO phases (as labeled).
Symbol shapes on each panel correspond to respective concentrations at the lattice sites.

This work can be palced among recent theoretical and experimental studies of ad-
sorption of various atoms on (i) the (0001) hcp surface of the graphite [28–32] or of other
materials [33,34] and (ii) the (111) fcc surface of metals and semimetals [34–39]. Although
in the mentioned works the adsorbed particles on surface are rather classical and the analy-
sis of classical lattice gas can give some predictions, taking into account of the quantum
properties of adsorbed particles is necessary for, e.g., a description of experiments with
He4 and He3 [28,40,41]. Moreover, there is plethora of recent experimental and theoretical
studies of quasi-two-dimensional systems, e.g., NaxCoO2 [42], NbSe2 [43–47], TiSe2 [48],
TaSe2 [49], VSe2 [50], TaS2 [51], and other transition metals dichalcogenides [52] as well as
organic conductors [53,54], where various charge-ordered patterns have been observed on
the triangular lattice. However, for such phenomena the atomic limit of the model studies
is less reliable and more realistic description includes also electron hoping term as in the
extended Hubbard model [15–19] or coupling with phonons as in the Holstein-Hubbard
model [55]. In such cases, results obtained for atomic limit can be treated as a benchmark
for models including the itinerant properties of fermionic particles.

The present work is organized as follows. In Section 2 the model and the methods
(together with the most important equations) are presented. Section 3 is devoted to
the discussion of ground state phase diagrams of the model with non-zero next-nearest
neighbor interactions. Next, the finite temperature properties of the model with only
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the nearest-neighbor interactions are presented in Section 4. Finally, the most important
conclusions and supplementary discussion are included in Section 5.

2. The Model and the Method

The extended Hubbard model in the zero-bandwidth limit (i.e., in the atomic limit)
with interactions restricted to the second neighbors (or, equivalently, the next-nearest
neighbors) can be expressed as:

Ĥ = U ∑
i

n̂i↑n̂i↓ +
1
2

W1

z1
∑
〈i,j〉1

n̂in̂j +
1
2

W2

z2
∑
〈i,j〉2

n̂in̂j − µ ∑
i

n̂i, (1)

where n̂i = ∑σ n̂iσ, n̂iσ = ĉ†
iσ ĉiσ, and ĉ†

iσ (ĉiσ) denotes the creation (annihilation) operator
of an electron with spin σ at the site i. U is the onsite density interaction, W1 and W2
are the intersite density-density interactions between the nearest neighbors (NN) and the
next-nearest neighbors (NNNs), respectively. z1 and z2 are numbers of NN and NNNs,
respectively. µ is the chemical potential determining the total concentration n of electrons
in the system by the relation n = (1/L)∑i 〈n̂i〉, where 0 ≤ n ≤ 2 and L is the total number
of lattice sites. In this work phase diagrams emerging from this model are inspected. The
analyses are performed in the grand canonical ensemble.

In this work the mean-field decoupling of the intersite term is used in the follow-
ing form

n̂in̂j = 〈n̂i〉n̂j + n̂i〈n̂j〉 − 〈n̂i〉〈n̂j〉, (2)

which is an exact treatment only in the limit of large coordination number (zn → ∞; or
limit of infinite dimensions) [10–13,56–58]. Thus, for the two-dimensional triangular lattice
(with z1 = z2 = 6) it is an approximation in the general case. It should be underlined
that the treatment of the onsite term is rigorous in the present work. Please note that
that the interactions U, W1 and W2 should be treated as effective parameters for fermionic
particles including all possible contributions and renormalizations originating from other
(sub-)systems.

Model (1) for W2 6= 0 has been intensively studied on the hypercubic lattices (see,
e.g., [59–68] and references therein). Also the case of two-dimensional square lattice was
investigated in detail for W2 = 0 [61–64] as well as for W2 6= 0 [65–69]. There are also
rigorous results for one-dimensional chain for W2 = 0 [70,71] and W2 6= 0 [72].

In [73] the model with W2 = 0 was investigated on the triangular lattice at half-filling
by using a classical Monte Carlo method, and a critical phase, characterized by algebraic
decay of the charge correlation function, belonging to the universality class of the two-
dimensional XY model with a Z6 anisotropy was found in the intermediate-temperature
regime. Some preliminary results for model (1) on the triangular lattice and for large
attractive U < 0 and W2 = 0 within the mean-field approximation were presented in [74].

The model in the limit U → −∞ is equivalent with the S = 1/2 Ising model with
antiferromagnetic (ferromagnetic) Jn interactions if Wn interaction in model (1) are repul-
sive, i.e., Wn > 0 (attractive, i.e., Wn < 0, respectively). The relation between interaction
parameters in both models is very simple, namely Jn = −Wn. There is plethora of the
results obtained for the Ising model on the triangular lattice. One should mention the
following works (not assuming a comprehensive review): (a) exact solution in the absence
of the external field H, i.e., for H = 0 (only with NN interactions, at arbitrary temper-
ature) [5,75–79]; (b) for the model with NNN interactions included: ground state exact
results [2], Bethe-Peierls approximation [1], Monte Carlo simulation both for H = 0 [80]
and H 6= 0 [3] (and other methods, e.g., [81,82]); (c) exact ground state results for the
model with up to 3rd nearest-neighbor interactions for both H = 0 case [83] and H 6= 0
case [4,84]. The most important information arising from these analyses is that only for
W2 ≤ 0 (and arbitrary W1) one can expect that consideration of

√
3×
√

3 unit cells (i.e.,
tri-subblatice orderings) is enough to find all ordered states (particle arrangements) in
the model. The reason is that the range of W2 interaction is larger than the size of the
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unit cell. Thus, this is the point for that the present analysis of the model including only√
3×
√

3 unit cell orderings with restriction to W2 ≤ 0 is justified. One should not expect
occurrence of any other phases beyond the tri-sublattice assumption in the studied range
of the model parameters.

Please note that for W2 > 0 it is necessary to consider a larger unit cell to find the
true phase diagram of the model even in the U → −∞ limit (cf., e.g., [2,4,81]). This is a
similar situation as for model (1) on the square lattice, where for W2 > 0 and any U not
only checker-board order occurs (the two-sublattice assumption), but also other different
arrangements of particles are present (the four-sublattice assumption, e.g., various stripes
orders) [67,68].

2.1. General Definitions of Phases Existing in the Investigated System

In the systems analyzed only three nonequivalent homogeneous phases can exist
(within the tree-sublattice assumption used). They are determined by the relations between
concentrations nα’s in each sublattice α (nα = (3/L)∑i∈α〈n̂i〉), but a few equivalent solu-
tions exist due to change of sublattice indexes. For intuitive understanding of rather compli-
cated phase diagrams each pattern is marked with adequate abbreviation. The nonordered
(NO) phase is defined by nA = nB = nC (all three nα’s are equal), the charge-ordered phase
with two different concentrations in sublattices (DCO phase) is defined by nA = nB 6= nC,
nB = nC 6= nA, or nC = nA 6= nB (two and only two out of three nα’s are equal, 3 equiv-
alent solution), whereas in the charge-ordered phase with three different concentrations
in sublattices (TCO phase) nA 6= nB, nB 6= nC, and nA 6= nC (all three nα’s are different, 6
equivalent solutions). All these phases are schematically illustrated in Figure 1b. These
phases exist in several equivalent solutions due to the equivalence of three sublattices
forming the triangular lattice. Each of these patterns can be realized in a few distinct forms
depending on specific electron concentrations on each sublattice (cf. Tables 1 and 2 for
T = 0). In addition, the degeneracy of the ground state solutions is contained in Table 1
(including charge and spin degrees of freedom).

2.2. Expressions for the Ground State

In the ground state (i.e., for T = 0), the grand canonical potential ω0 per site of
model (1) can be found as

ω0 = 〈Ĥ〉/L = ED + EW + Eµ, (3)

where contributions associated with the onsite interaction, the intersite interactions, and the
chemical potential, respectively, has the following forms

ED =
U
6
[nA(nA − 1) + nB(nB − 1) + nC(nC − 1)], (4)

EW =
1
6

W1(nAnB + nBnC + nCnA) +
1
6

W2(n2
A + n2

B + n2
C), (5)

Eµ = − 1
3 µ(nA + nB + nC). (6)

In the above expressions, concentrations nα at T = 0 take the values from {0, 1, 2} set
(cf. also Table 1). Please note that the above equations are the exact expressions for ω0 of
model (1) on the triangular lattice.

The free energy per site of homogeneous phases at T = 0 within the mean-field
approximation is obtained as

f0 = 〈Ĥ + µ ∑
i

n̂i〉/L = UDocc + EW , (7)

where EW is expressed by (5). Docc = (1/L)∑i〈n̂i↑n̂i↓〉 denotes the double occupancy and
this quantity is found to be exact, cf. Table 2. One should underline that above expression
for f0 is an approximate result for model (1) on the triangular lattice. Here, it is assumed
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that concentration nα are as defined in Table 2 and they are the same in each
√

3×
√

3
unit cell in the system. Formally, it could be treated as exact one only if the numbers zn
(n = 1, 2) goes to infinity.

The expressions presented in this subsection (for W2 = 0) can be obtained as the
T → 0 limit of the equations for T > 0 included in Section 2.3.

2.3. Expressions for Finite Temperatures

For finite temperatures (T > 0), the expressions given in [59] for the three-sublattice
assumption takes the following forms (cf. also these in [68] given for the four-sublattice
assumption). In approach used, the onsite U term is treated exactly and for the intersite
W1 term the mean-field approximation (2) is used. For a grand canonical potential ω (per
lattice site) in the case of the lattice presented in Figure 1 one obtains

ω = −1
6 ∑

α

Φαnα −
1

3β ∑
α

(ln Zα). (8)

where β = 1/(kBT) is inverted temperature, coefficients Φα are defined as Φα = µ− µα,

Zα = 1 + 2 exp(βµα) + exp [β(2µα −U)], (9)

and µα is a local chemical potential in α sublattice (α ∈ {A, B, C})

µA = µ− 1
2 W1(nB + nC), µB = µ− 1

2 W1(nA + nC), µC = µ− 1
2 W1(nA + nB). (10)

For electron concentration nα in each sublattice in arbitrary temperature T > 0 one gets

nα =
2

Zα
{exp (βµα) + exp [β(2µα −U)]} (for α ∈ {A, B, C}). (11)

The set of three Equations (11) for nA, nB, and nC determines the (homogeneous)
phase occurring in the system for fixed model parameters U, W1, and µ. If n = (1/3)(nA +
nB + nC) is fixed, one has also set of three equations, but it is solved with respect to µ, nA,
and nB (the third nα is obviously found as nC = 3n− nA − nB).

The free energy f per site is derived as

f = ω +
1
3

µ(nA + nB + nC), (12)

where ω and nα’s are expressed by (8)–(11).

2.4. Macroscopic Phase Separation

The free energy fPS of the (macroscopic) phase separated state (as a function of total
electron concentration n; and at any temperature T ≥ 0) is calculated from

fPS(n) =
n− n−

n+ − n−
f+(n+) +

n+ − n
n+ − n−

f−(n−), (13)

where f±(n±) are free energies of separating homogeneous phases with concentrations
n±. The factor before f±(n±) is associated with a fraction of the system, which is occupied
by the phase with concentration n±. Such defined phase separated states can exist only
for n fulfilling the condition n− < n < n+. For n± only the homogeneous phase exists
in the system (one homogeneous phase occupies the whole system). Concentrations n±
are simply determined at the ground state, whereas for T > 0 they can be found as
concentrations at the first-order (discontinuous) boundary for fixed µ or by minimizing the
free energy fPS [i.e., (13)] with respect to n+ and n− (for n fixed). For more details of the
so-called Maxwell’s construction and macroscopic phase separations see, e.g., [59,68,85,86].
The interface energy between two separating phases is neglected here.
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Table 1. Homogeneous phases (zn → ∞, n = 1, 2) or
√

3×
√

3 unit cells (the triangular lattice) at
T = 0 (for fixed µ). Star “∗” in superscript indicates that the phase is obtained by the particle-hole
transformation (i.e., nα → 2− nα; the NO1 and TCO phases are invariant under this transformation).
In the brackets also an alternative name is given. The degeneration dc × ds of the unit cells (equal to
the degeneration of the ground state for zn → ∞ limit) and degeneration Dc × Ds of the ground state
phases constructed from the corresponding unit cells for the triangular lattice is given (with respect
to charge and spin degrees of freedom).

Phase nA nB nC dc × ds Dc × Ds ω0

NO0 (NO∗2) 0 0 0 1× 1 1× 1 0
NO1 (NO∗1) 1 1 1 1× 8 1× 2L (−2µ + W1 + W2)/2
NO2 (NO∗0) 2 2 2 1× 1 1× 1 −2µ + U + 2W1 + 2W2

DCO1 0 0 1 3× 2 3× 2L/3 (−2µ + W2)/6
DCO∗1 1 2 2 3× 2 3× 2L/3 (−10µ + 4U + 8W1 + 9W2)/6
DCO2 0 0 2 3× 1 3× 1 (−2µ + U + 2W2)/3
DCO∗2 0 2 2 3× 1 3× 1 (−4µ + 2U + 2W1 + 4W2)/3
DCO3 0 1 1 3× 4 3× 4L/3 (−4µ + W1 + 2W2)/6
DCO∗3 1 1 2 3× 4 3× 4L/3 (−8µ + 2U + 5W1 + 6W2)/6

TCO (TCO∗) 0 1 2 6× 2 6× 2L/3 (−6µ + 2U + 2W1 + 5W2)/6

Table 2. Homogeneous phases at T = 0 (for fixed n) defined by nα’s and Docc. ns and n f define the
range [ns, n f ] of n, where the phase is correctly defined. In the last column, the phase separated state
degenerated with the homogeneous phase in range (ns, n f ) for W2 = 0 is mentioned. Star “∗” in
superscript indicates that the phase is obtained by the particle-hole transformation (i.e., nα → 2− nα;
TCOA, TCO∗A, TCOB, and TCO∗B phases are invariant under this transformation).

Phase nA nB nC Docc ns n f PS

DCOA 0 0 3n n/2 0 2/3 NO0/DCO2
DCOB 0 0 3n 0 0 1/3 NO0/DCO1
DCOC 0 0 3n n− 1/3 1/3 2/3 DCO1/DCO2
DCOD 3n− 2 1 1 0 2/3 1 DCO3/NO1

TCOA 0 3n− 2 2 n/2 2/3 4/3 DCO2/DCO∗2
TCOB 0 3n− 2 2 1/3 2/3 1 DCO2/TCO
TCOC 0 3n− 1 1 0 1/3 2/3 DCO1/DCO3

DCO∗A 3n− 4 2 2 n/2 4/3 2 DCO∗2/NO2
DCO∗B 3n− 4 2 2 n− 1 5/3 2 DCO∗1/NO2
DCO∗C 3n− 4 2 2 2/3 4/3 5/3 DCO∗2/DCO∗1
DCO∗D 1 1 3n− 2 n− 1 1 4/3 NO1/DCO∗3
TCO∗A 0 3n− 2 2 n/2 2/3 4/3 DCO2/DCO∗2
TCO∗B 0 3n− 2 2 n− 2/3 1 4/3 TCO∗/DCO∗2
TCO∗C 1 3n− 3 2 n− 1 4/3 5/3 DCO∗3/DCO∗1

3. Results for the Ground State (W1 > 0 and W2 ≤ 0)
3.1. Analysis for Fixed Chemical Potential µ

The ground state diagram for model (1) as a function of (shifted) chemical potential
µ̄ = µ−W1 −W2 is shown in Figure 2. The diagram is determined by comparison of the
grand canonical potentials ω0’s of all phases collected in Table 1 [cf. (3)]. It consists of
several regions, where the NO phase occurs (3 regions: NO0, NO1 and NO2), the DCO
phase occurs (6 regions: DCO1, DCO2, DCO3, DCO∗1 , DCO∗2 , and DCO∗3) and the TCO
phase occurs (1 region).

All boundaries between the phases in Figure 2 are associated with a discontinuous
change of at least one of the nα. The only boundaries associated with a discontinuous jump
of two nα’s are: DCO2–DCO3 (DCO∗2–DCO∗3) and TCO–NO1. At the boundaries ω0’s of
the phases are the same. It means that both phases can coexist in the system provided
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that a formation of the interface between two phases does not require additional energy.
For W2 = 0, only the boundaries DCO2–DCO3 (DCO∗2–DCO∗3) and TCO–NO1 have finite
degeneracy (6 and 7, respectively, modulo spin degrees of freedom) and the interface
between different types of

√
3×
√

3 unit cells increases the energy of the system. Thus,
the mentioned phases from neighboring regions cannot coexist at the boundaries. The
other boundaries exhibit infinite degeneracy (it is larger than 3 · 2L/3 modulo spin) and
entropy per site in the thermodynamic limit is non-zero. It means that at these boundaries
both types of unit cells from neighboring regions can mix with any ratio and the formation
of the interface between two phases does not change energy of the system. However,
some conditions for arrangement of the cells can exist. For example, the DCO2 phase with
(0, 0, 2) can mix with the DCO∗2 phase with (0, 2, 2) or (2, 0, 2), but not with the DCO∗2
phase with (2, 2, 0). Please note that it is also possible to mix all three unit cells: (0, 0, 2),
(0, 2, 2), and (2, 0, 2). In such a case, (0, 2, 2) and (2, 0, 2) cells of the DCO∗2 phase cannot be
located next to each other, i.e., they need to be separated by (0, 0, 2) unit cells of the DCO2
phase. Thus, the degeneracy of the DCO2–DCO∗2 boundary is indeed larger than 3 · 2L/3

modulo spin. This is so-called macroscopic degeneracy, cf. [68]). In such a case, we say that
the microscopic phase separation occurs. For W2 < 0 these degeneracies are removed and all
boundaries exhibit finite degeneracy (neglecting spin degrees of freedom). In this case the
phases cannot be mixed on a microscopic level.
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Figure 2. Ground state phase diagram of the model on the triangular lattice as a function of shifted
chemical potential µ̄ = µ −W1 −W2 for W1 > 0 and W2 ≤ 0 (|k| = |W2|/W1). The regions are
labeled by the names of the phases defined in Table 1 and numbers corresponding to concentrations
in each sublattice nA, nB and nC.

Please also note that for W2 = 0 as well as for W2 < 0 inside the regions shown in
Figure 2, the

√
3×
√

3 unit cells of the same type with different orientation cannot mix. It
denotes that orientation of one type of the unit cell determines the orientation of other unit
cells (of the same type). Thus, the degeneracy of the state of the system is finite (modulo
spin) and the system exhibits the long-range order at the ground state inside each region of
Figure 2. This is different from the case of two dimensional square lattice, where inside
some regions different unit cells (elementary blocks) of the same phase can mix with each
other [67,68].

One should underline that the discussed above ground state results for fixed chemical
potential are the exact results for model (1) on the triangular lattice. This is due to the
fact that the model is equivalent with a classical spin model, namely the S = 1 Blume-
Cappel model with two-fold degenerated value of S = 0 (or the S = 1 classical Blume-
Cappel with temperature-dependent anizotropy without degeneration), cf. [10,60,63]. For
such a model, the mean-field approximation is an exact theory at the ground state and
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fixed external magnetic field (which corresponds to the fixed chemical potential in the
model investigated).

3.2. Analysis for Fixed Particle Concentration n

The ground state diagram as a function of particle concentration n is shown in Figure 3.
The rectangular regions are labeled by the abbreviations of homogeneous phases (cf.
Table 2). At commensurate filling, i.e., i/3 (i = 0, 1, 2, 3, 4, 5, 6; but only on the vertical
boundaries indicated in Figure 3) the homogeneous phase occurs, which can be found
in Table 1 and Figure 2. On the horizontal boundaries the phases from both neighboring
regions have the same energies.

For W2 = 0 phase separated states (mentioned in the last column of Table 2) are
degenerated with the corresponding homogeneous phases inside all regions of the phase
diagram. This degeneracy can be removed in finite temperatures and in some regions
the phase separated states can be stable at T > 0 (such regions are indicated by slantwise
patter in Figure 3, cf. also Section 4). E.g., for W2 = 0, the TCO phase can exist only in
the range of 0 < U/W1 < 1/2 at T 6= 0. For W2 < 0 the phase separated states have
lower energies and they occur on the phase diagram (inside the rectangular regions of
Figure 3). Obviously, at commensurate filling and for any W2 ≤ 0, the homogeneous states
can only occur (i.e., solid vertical lines in Figure 3). Please note that the following bound-
aries between homogeneous states (obtained by comparing only energies of homogeneous
phases): (i) the DCOA and DCOB phases, (ii) the DCOA and DCOC phases, and (iii) the
TCOA and TCOB phases are located at U/W1 = 0 (and these corresponding for n > 1;
the dashed line in Figure 3). For W2 < 0 these lines do not overlap with the boundaries
between corresponding phase separated states at U/W1 − |k| = 0 (or U/|W2| = 1), but in
such a case the homogeneous states have higher energies than the phase separated states.
In fact, the homogeneous states for W2 < 0 are unstable (i.e., ∂µ/∂n < 0) inside the regions
of Figure 1. For W2 < 0 they are stable only for commensurate fillings (solid lines in
Figure 3).

For the system on the square lattice the similar observation can be made (Figure 1
from [59])—compare HCOA–LCOA and HCOA–HCOB boundaries at U/W1 = 0 with
PS1A–PS1B and PS1A–PS1B boundaries at U/|W2| = 1, respectively. In [68] the boundaries
between homogeneous phases for W2 < 0 are not shown in Figure 3. Only boundaries
between corresponding phase separated states are correctly presented in that figure for
W2 < 0. For U/W1 > 0, the CBOA phase (corresponding to the HCOA phase from [59])
is not the phase with the lowest energy (among homogeneous phases) in any range of n
(but for U/W1 < 0 it has the lowest energy among all homogeneous states). However,
the corresponding phase separated state NO0/CBO2 (i.e., PS1A from [59]) can occur for
U/W1 > 0 (and for U/|W2| < 1) as shown in Figure 3 of [68].

The vertical boundaries for homogeneous phases (i.e., the transitions with changing
n) are associated with continuous changes of all nα’s and Docc, but the chemical poten-
tial µ (calculated as µ = ∂ f /∂n) changes discontinuously. Boundaries DCOA–DCOB,
DCOA–DCOC, and TCOA–TCOB (and other transitions for fixed n at U/W1 = 0) between
homogeneous phases are associated with discontinuous change of only Docc. One should
note that it is similar to transition between two checker-board ordered phases on the square
lattice, namely CBOA–CBOB and CBOA–CBOC boundaries, cf. [68] (or the HCOA–LCOA
and HCOA–HCOB boundaries, respectively, from [59]). At the other horizontal boundaries
(i.e., transitions for fixed n at U/W1 − |k| = 1/2 in Figure 3) two of nα’s and Docc change
discontinuously. At commensurate fillings transitions with changing U/W1 occur only at
points indicated by squares in Figure 3.

All horizontal boundaries between phase separated states (which are stable for
W2 < 0) are connected with discontinuous changes of Docc. These boundaries located at
U/W1 − |k| = 0 are also associated to a discontinuous change of particle concentration in
one of the domains.
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The diagram presented in Figure 3 is constructed by the comparison of (free) energies
of various homogeneous phases and phase separated states collected in Table 1. The ener-
gies of homogeneous phases are calculated from (7), whereas energies of phase separated
states are calculated from (13). Please note that it is easy to calculate energies of f±(n±) of
separating homogeneous phase (with commensurate fillings) at the ground state by just
taking µ = 0 in ω0’s collected in Table 1. Obviously, one can also calculate energies of the
phases collected in Table 2 at these fillings (from both neighboring regions). For example,
the DCOB phase and the DCOC phase at n = 1/3 reduce to DCO1 phase.
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Figure 3. Ground state phase diagram of the model as a function of particle concentration n for
W1 > 0 and W2 ≤ 0 (|k| = |W2|/W1). The regions are labeled by the names of the homogeneous
phases (cf. Table 2). For W2 = 0 all homogeneous phases are degenerated with macroscopic phase
separated states indicated in the last column of Table 2. In regions filled by slantwise pattern the
phase separated states occurs at infinitesimally T > 0 for W2 = 0. For W2 < 0 the phase separated
states occur inside the regions, whereas at the vertical boundaries for commensurate filling the
homogeneous states (defined in Table 1) still exist. The boundary at U/W1 = 0 (schematically
indicated by dashed green line) denotes the boundaries between homogeneous phases, which do not
overlap with the boundaries between phase separated states for W2 < 0. Squares denote transitions
for fixed n between homogeneous phase at commensurate fillings.

4. Results for Finite Temperatures (W1 > 0 and W2 = 0)

One can distinguish four ranges of U interaction, where the system exhibits qual-
itatively different behavior, namely: (i) U/W1 < 0, (ii) 0 < U/W1 < (1/3) ln(2), (iii)
(1/3) ln(2) < U/W1 < 1/2, and (iv) U/W1 > 1/2. In Figures 4–7, the exemplary finite
temperature phase diagrams occurring in each of these ranges of onsite interaction are
presented. All diagrams are found by investigation of the behavior of nα’s determined
by (11) in the solution corresponding to the lowest grand canonical potential [Equation (8),
when µ is fixed] or to the lowest free energy [Equations (12) and (13) if n is fixed]. The set
of three nonlinear Equations (11) has usually several nonequivalent solutions and thus it is
extremely important to find a solution, which has the minimal adequate thermodynamic
potential. In Figure 8 the behavior of nα’s as a function of temperature or chemical potential
is shown for some representative model parameters. Figure 9 presents the phase diagram
of the system for half-filling.
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Figure 4. Phase diagrams of the model for U/W1 = −1.00 as a function of (a) chemical potential µ̄/W1 and (b) particle
concentration n (W1 > 0, W2 = 0). All transitions are first order and regions of phase separated state (PS1:NO/DCO and
PS2:DCO/DCO) occurrence are present on panel (b). NO and DCO denote homogeneous phases defined in Figure 1b.
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Figure 5. Phase diagrams of the model for U/W1 = 0.75 as a function of (a) chemical potential µ̄/W1 and (b) particle
concentration n (W1 > 0, W2 = 0). All transitions are first order. Other denotations as in Figure 4.

For U/W1 < 0 and U/W1 > 1/2 the phase diagrams of the model are similar and the
DCO phase is only ordered homogeneous one occurring on the diagrams. In the first range,
there are two regions of ordered phase occurrence (cf. Figure 4 and [74]), whereas in the
second case one can distinguish four regions of the DCO phase stability (cf. Figure 5). The
NO–DCO transitions for fixed µ are discontinuous for any values of onsite interaction and
chemical potential in discussed range of model parameters and thus phase separated state
PS1:NO/DCO occurs in define ranges of n. In this state domains of the NO and the DCO
phases coexist.

For U/W1 < 0 the temperature of NO–DCO transition is maximal for µ̄ = 0 (i.e.,
at half-filling)–Figure 4a. Its maximal value TM monotonously decreases with increasing
of U from kBTM/W1 = 1/2 for U → −∞ and at U = 0 it is equal to 1/4. This transition
exhibits re-entrant behavior (for fixed |µ̄| > 1). At T = TM and µ̄ = 0 and at only this point,
this transition exhibits properties of a second order transition (cf. Figure 8a). In particular,
with increasing T for fixed µ̄ = 0 nα’s changes continuously at TM, but two equivalent
solutions still exist for any T < TM (similarly as in the ferromagnetic Ising model at zero
field [9]). At µ̄ = 0 and T < TM the discontinuous transition between two DCO phases
occurs. In the DCO phase for µ̄ < 0 (n < 1) [connecting with the DCO1 (DCOA) region
at T = 0] the relation nA = nB < nC is fulfilled, whereas in the DCO phase for µ̄ > 0
(n > 1) [connecting with the DCO∗1 (DCO∗A) region at T = 0] the relation nA < nB = nC
occurs (nC can be larger than 1 for some temperatures), cf. also Figure 8g,h as well as [74].
Both discontinuous transitions for fixed chemical potential are associated with occurrence
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of phase separated states. On the diagrams obtained for fixed n three region of phase
separated states occurs (Figure 4b). For W2 = 0 the PS1:NO/DCO phase separated state
occurs only for T > 0. For T → 0 the concentrations in both domains of the PS1 state
approach 0 (or 2), whereas for T → TM they approach to 1. Near n = 1 the PS2:DCO/DCO
state is stable for 0 ≤ T < TM. In this state domains of two DCO phases (with different
particle concentrations) coexist in the system.
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the remaining are first order. Other denotations as in Figure 4. The diagrams are shown only for
µ̄ ≤ 0 and n ≤ 1, but they are symmetric with respect to µ̄ = 0 and n = 1, respectively.
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For U/W1 > 1/2 the diagrams are similar, but the double occupancy of sites is strongly
reduced due to repulsive U (Figure 5). Thus, their structure exhibits two lobs of the DCO
phase occurrence in cotrary to the case of U/W1 < 0, where a single lob of the DCO phase
is present (as expected from previous studies of the model, cf. [10,59,60]). The maximal
value kBTM/W1 of NO–DCO transition occurs for µ̄/W1 corresponding approximately
quarter fillings (i.e., near n = 1/2 and n = 3/2). With increasing U it decreases and finally
in the limit U → +∞ it reaches 1/8. At this point DCO–NO boundary exhibits features
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of continuous transition as discussed previously. In this range, the phase diagrams are
(almost) symmetric with respect to these fillings (when one considers only one part of the
diagram for 0 < n < 1 or for 1 < n < 2).

The most complex diagrams are obtained for 0 < U/W1 < 1/2, where the TCO phase
appears at T = 0 and for finite temperatures near half-filling. For 0 < U/W1 < (1/3) ln(2)
the region of the TCO phase is separated from the NO phase by the region of DCO phase,
Figure 6a. The TCO–DCO transition is continuous (cf. Figure 8g,h for U/W1 = 0.35) and
its maximal temperature is located for half-filling (at µ̄ = 0 or n = 1). At this point two first-
order NO–DCO and two second-order TCO–DCO boundaries merge (for fixed chemical
potential). It is the only point for fixed U/W1 in this range of model parameters, where a
direct continuous transition from the TCO phase to the NO phase is possible (Figure 8b).
The continuous TCO–DCO transition temperature can be also found as a solution of (11)
and (A4) as discussed in Appendix A. Similarly as for U/W1 < 0, the temperature of NO–
DCO transition is maximal at half-filling. For fixed n, the narrow regions of PS1:NO/DCO
states are present between the NO region and DCO regions. Please note that for T > 0 there
is no signatures of the discontinuous DCO1–DCO2 (DCO∗1–DCO∗2) boundary occurring at
T = 0. It is due to the fact that the discontinuous jumps of nα’s occurring for T = 0 at these
boundaries are changed into continuous evolutions of sublattice concentrations at T > 0
and there is no criteria for distinction of these two DCO phases at finite temperatures (cf.
also [59–61]). From the same reason, there is no boundary at T > 0 for fixed n associated
to the DCOB–DCOC (DCO∗B–DCO∗C) line occurring at T = 0 (Figure 6b). However, strong
reduction of one nα from the case where nα ≈ 2 to the case of nα ≈ 1 is visible (some kind
of a smooth crossover inside the DCO region), cf. Figure 8f–h for U/W1 = 0.35.
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For (1/3) ln(2) < U/W1 < 1/2, the maximum of the NO–DCO transition temperature
is shifted towards larger |µ̄|/W1 (or smaller |1− n|). This is associated with forming of
the two-lob structure of the diagram found for U/W1 > 1/2. Inside the regions of the
DCO phase occurrence discontinuous transitions between two DCO phases appear—See
Figure 7a as well as Figure 8e,i. These new regions of the DCO phase at T > 0 [with
nA < nB = nC (for µ̄ < 0 or n < 1); cf. Figure 8e,i] are connected with the DCO3
and DCO∗3 regions occurring at the ground state. The boundaries DCO–DCO weakly
dependent on µ̄ are associated with occurrence of phase separated PS2:DCO/DCO states
(at high temperatures) in some ranges of n, cf. Figure 7b. The other DCO–DCO transitions
(which are almost temperature-independent) are not connected with phase separated
states. Also the first-order TCO–NO line is present near half-filling, cf. Figure 8d. One
should underline that all four lines (three first-order boundaries: DCO–NO, DCO–DCO,
TCO–NO and the second-order TCO–DCO boundary) merge at single point with numeric
accuracy. However, it cannot be excluded that the DCO–NO and TCO–DCO boundaries
connect with the temperature-independent line in slightly different points, what could
result in, e.g., the TCO–DCO–NO sequence of transition with increasing temperature
for small range of chemical potential µ̄. All of these almost temperature-independent
boundaries (i.e., the DCO–DCO and the TCO–NO lines) are located at temperature, which
decreases with increasing U/W1 and approaches 0 at U/W1 = 1/2 [i.e., they connect with
the DCO2–DCO3 (DCO∗2–DCO∗3) and TCO–NO1 boundaries at T = 0 for fixed µ or with the
TCO–DCOD (TCO∗–DCO∗D) lines at T = 0 for fixed n]. From the analysis of (11) similarly
as it was done in the case of the square lattice [10] (see also Appendix A) one obtains that
the point, where the TCO–NO transition changes its order at half-filling, is kBT/W1 = 1/6
and U/W1 = (1/3) ln(2).
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Figure 9. Phase diagram of the model for half-filling (µ̄ = 0 or n = 1) as a function of onsite
interaction U/W1 (W1 > 0 and W2 = 0). The order-disorder boundary for U/W1 < (1/3) ln(2) is a
line consisting of some higher-order critical points as discussed in the text.

For better overview of the system behavior, the phase diagram of the model for half-
filling (µ̄ = 0 or n = 1) is presented in Figure 9. The temperature of the order-disorder
transition decreases with increasing U/W1. In low temperatures and for U/W1 < 0,
the DCO phases exist in the system (precisely, if µ is fixed—at µ̄ = 0 the DCO–DCO
discontinuous boundary occurs; whereas if n is fixed—the PS2:DCO/DCO state is stable
at n = 1), cf. also Figure 4. For 0 < U/W1 < 1/2 the TCO phase is stable below the
order-disorder line, but for (1/3) ln(2) < U/W1 < 1/2 and kBT/W1 < 1/6 the TCO–
NO phase transition is discontinuous (cf. also Figure 7). For U/W1 < (1/3) ln(2) the
order-disorder boundary presented in Figure 9 is a merging point of several boundaries as
presented in Figures 4 and 6, and discussed previously. Thus, formally this order-disorder
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boundary for U/W1 < (1/3) ln(2) occurring at half-filling is a line of some critical points
of a higher order.

Please note that the order-disorder transition is discontinuous for any value of onsite
interaction and chemical potential [excluding only the TCO–NO boundary for half-filling and
0 < U/W1 < (1/3) ln(2)] in contrast to the case of two- [10,59,60] or four-sublattice [67,68]
assumptions, where it can be continuous one for some range of model parameters). In [74]
also metastable phases have been discussed in detail for the large onsite attraction limit and
the triangular lattice.

5. Final Remarks

In this work, the mean-field approximation was used to investigate the atomic limit of
extended Hubbard model [hamiltonian (1)] on the triangular lattice. The phase diagram
was determined for the model with intersite repulsion between the nearest neighbors
(W1 > 0). The effects of attractive next-nearest-neighbor interaction (W2 < 0) were
discussed in the ground state. The most important findings of this work are that (i) two
different arrangements of particles (i.e., two different charge-ordered phases: the DCO and
TCO states) can occur in the system and (ii) attractive W2 < 0 or finite T > 0 removes the
degeneration between homogeneous phases and phase separated states occurring at T = 0
for W2 = 0. It was shown that TCO phase is stable in intermediate range of onsite repulsion
0 < U/W1 < 1/2 (for W2 = 0). All transition from the ordered phases to the NO are
discontinuous for fixed chemical potential (apart from TCO–NO boundary at half-filling
for 0 < U/W1 < (1/3) ln(2)) and the DCO–NO boundaries at single points corresponding
to n = 1/2, 1, 3/2 as discussed in Section 4), thus the phase separated states occur on the
phase diagram for fixed particle concentration.

One should stress that hamiltonian (1) is interesting not only from statistical point
of view as a relatively simple toy model for phase transition investigations. Although it
is oversimplified for quantitative description of bulk condensed matter systems, it can
be useful in qualitative analysis of, e.g., experimental studies of adsorbed gas layers on
crystalline substrates.

Additionally, one notes that the mean-field results for model (1) with attractive W1 < 0
and W2 ≤ 0 are the same for both two-sublattice and tri-sublattice assumptions. In such a
case, three different nonordered phases exist with the discontinuous first-order transition
between them (at µ̄ = 0 for U < 0 or for |µ̄| 6= 0 for U/(|W1| + |W2|) > 1), and thus
for fixed n, several so-called electron-droplet states (phase separations NO/NO) exist
(cf. [60,68,87,88], particularly Figure 2 of [60]).

Notice that the mean-field decoupling of the intersite term is an approximation for
purely two-dimensional model investigated, which overestimates the stability of ordered
phases. For example, the order-disorder transition for the ferromagnetic Ising model
is overestimated by the factor two (for the honeycomb, square and triangular lattices
rigorous solution gives kBTc/|J| as 0.506, 0.568, 0.607, respectively, whereas the mean-field
approximation gives kBTc/|J| = 1) [76]. Moreover, the results for the antiferromagnetic
Ising model on the triangular lattice [the limit U → ±∞ of model (1)] do not predict
long-range order at zero field [1,3,76] and T > 0 [corresponding to n = 1 or n = 1/2, 3/2,
respectively, in the case of model (1)]. However, longer-range interactions [3] or weak
interactions between adsorbed particles and the adsorbent material occurring in realistic
systems could stabilize such an order (such systems are rather quasi-two-dimensional).
It should be also mentioned that the charge Berezinskii-Kosterlitz-Thouless-like phase
was found in the intermediate-temperature regime between the charge-ordered phase
(with long-range order, coresponding to the TCO phase here) and disordered phases in the
investigated model [73].

The recent progress in the field of optical lattices and a creation of the triangular lattice
by laser trapping [89,90] could enable testing predictions of the present work. The fermionic
gases in harmonic traps are fully controllable systems. Note also that the superconductivity
in the twisted-bilayer graphene [91–96] is driven by the angle between the graphene layers.
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It is associated with an occurrence of the Moiré pattern (the triangular lattice with very
large supercell). Hetero-bilayer transition metals dichalcogenides system is the other field
where this pattern appears [97,98]. This makes further studies of properties of different
models on the triangular lattice desirable.
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P. Piekarz, and A. Ptok for very useful discussions on some issues raised in this work. The author
also thanks R. Micnas and I. Ostrowska for careful reading of the manuscript.

Conflicts of Interest: The author declares no conflict of interest. The funders had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript,
or in the decision to publish the results.

Abbreviations
The following abbreviations are used in this manuscript:

NO Non-ordered phase with the same concentrations in all three sublattices
DCO Charge-ordered phase with two different concentrations in sublattices
TCO Charge-ordered phase with three different concentrations in sublattices

Appendix A. Analytic Expressions for Continuous Transition Temperatures

Equations (11) can be written in a different form, namely nα = fα, where fα ≡ 2(tα +
t2
αa)/(1 + 2tα + t2

αa), tα ≡ exp(βµα) and a ≡ exp(−βU). One can define ∆ ≡ (nA − nB)/2
and χ ≡ (nB − nC)/2. From (10) one gets:

µA = µ−W1

[
n− 1

3 (2∆ + χ)
]
, (A1)

µB = µ−W1

[
n + 1

3 (∆− χ)
]
, (A2)

µC = µ−W1

[
n + 1

3 (∆ + 2χ)
]
. (A3)

Taking the limit χ → 0 of both sides of the equation ( fB − fC)/(2χ) = 1 (using
de l’Hospital theorem) one gets (gB − gC)/2 = 1, where gα ≡ ∂ fα

∂χ = ∂ fα

∂tα

∂tα
∂µα

∂µα

∂χ . One

easily finds that ∂ fα/∂tα = 2(1 + 2tαa + t2
αa)/(1 + 2tα + t2

αa)2, ∂tα/∂µα = βtα as well as
∂µA/∂χ = −W1/3, ∂µB/∂χ = W1/3, ∂µC/∂χ = −2W1/3. Finally, the equation determin-
ing temperature Tc of a continuous transition (at which nB → nC) has the form

1
βcW1

=

(
1 + 2tBC ā + t2

BC ā
)
tBC(

1 + 2tBC + t2
BC ā
)2 , (A4)
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where tBC ≡ exp(βcµBC), µBC = µ−W1(n + ∆/3) (in the considered limit µB = µC and
nB = nC), ā ≡ exp(−βcU), βc ≡ 1/(kBTc). Concentrations nA and nBC ≡ nB = nC are
calculated from (11) for βc self-consistently. Thus, for fixed µ (or n) one has a set of three
equation which is solved with respect to βc, n (or µ) and ∆.

The solutions of (A4) and (11) with ∆ 6= 0 (i.e., nA 6= nB) correspond to the TCO–DCO
boundaries. Such determined temperatures coincide with those found from the analysis
of (11) and (8) or (12) and presented in Figures 6 and 7, what supports the findings that the
TCO–DCO boundaries are indeed continuous.

The solutions of (A4) and (11) with ∆ = 0 (i.e., nA = nB) correspond to the continuous
DCO–NO boundaries. On the diagrams presented in Section 4 such solutions for Tc
are located inside the regions of the DCO phase occurrence (and they correspond to the
transitions between metastable phases [74] or to vanishing of the NO metastable solution,
cf. [88,99]). In the present case of model (1) studied, they coincide with the DCO–NO
transitions presented in Figures 4–7 only at T = 0 (i.e., for n = 0, 2 as well as for n = 1
and U/W1 > 1/2; or corresponding µ̄) and at T = TM (i.e., maximal temperature of the
DCO–NO transition, occurring for U/W1 < (1/3) ln(2) and n = 1 or µ̄ = 0, as well as
for U/W1 > 1/2 and n ≈ 1/2, 3/2 or corresponding µ̄; for (1/3) ln(2) < U/W1 < 1/2
it is located for some intermediate concentrations 1/2 < n < 1 and 1 < n < 3/2). For
∆ = 0, (A4) and (11) give the following results: (i) for U → −∞: kBTc/W1 = n(2− n)/2;
(ii) for U = 0: kBTc/W1 = n(2− n)/4; and (iii) for U → +∞: kBTc/W1 = n(1− n)/2 (if
n < 1) and kBTc/W1 = (2− n)(n− 1)/2 (if n > 1). Please note that such determined Tc
for ∆ = 0 is two times smaller than corresponding continuous transitions for the model
considered on the hypercubic lattice within the mean-field aprroximation for the intersite
term (for the same U/W1 and n) [10,59,60].
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19. Litak, G.; Wysokiński, K.I. Evolution of the Charge Density Wave Order on the Two-Dimensional Hexagonal Lattice. J. Magn.
Magn. Mater. 2017, 440, 104–107. [CrossRef]

20. Aichhorn, M.; Evertz, H.G.; von der Linden, W.; Potthoff, M. Charge Ordering in Extended Hubbard Models: Variational Cluster
Approach. Phys. Rev. B 2004, 70, 235107. [CrossRef]

21. Tong, N.H.; Shen, S.Q.; Bulla, R. Charge Ordering and Phase Separation in the Infinite Dimensional Extended Hubbard Model.
Phys. Rev. B 2004, 70, 085118. [CrossRef]

22. Amaricci, A.; Camjayi, A.; Haule, K.; Kotliar, G.; Tanasković, D.; Dobrosavljević, V. Extended Hubbard Model: Charge Ordering
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Abstract: Nanocapacitors have received a great deal of attention in recent years due to the promises of
high energy storage density as device scaling continues unabated in the nanoscale era. High energy
storage capacity is a key ingredient for many nanoelectronic applications in which the significant
consumption of energy is required. The electric properties of a nanocapacitor can be strongly modified
from the expected bulk properties due to finite-size effects which means that there is an increased need
for the accurate characterization of its properties. In this work, we considered a theoretical model for
a circular parallel plate nanocapacitor and calculated exactly, in closed analytic form, the electrostatic
energy stored in the nanocapacitor as a function of the size of the circular plates and inter-plate separation.
The exact expression for the energy is used to derive an analytic formula for the geometric capacitance of
this nanocapacitor. The results obtained can be readily amended to incorporate the effects of a dielectric
thin film filling the space between the circular plates of the nanocapacitor.

Keywords: nanocapacitor; energy; capacitance; circular plate; dielectric thin film

PACS: 07.50.-e; 77.55.-g; 77.55.F-

1. Introduction

Extensive research efforts in nanotechnology during the last two decades have led to
great advances in the fabrication of novel materials such as carbon nanotubes, single elec-
tron transistors, nanowires, semiconductor nano dots, to mention a few, with length scales
in the nanometer range [1–18]. New and improved experimental techniques have enabled
the creation of various nanoparticles that can serve as fundamental building blocks in the
assemblage of complex structural components in more elaborate nanoscale systems [19–21].
Additionally, the novel properties of artificially made nanostructures can be exploited to tai-
lor device performance as well as enhance reliability. Nanoelectronic technologies are now
fully focused on the design of nanoscale transistors that, in principle, must be integrated
into nanoscale circuits (nanocircuits). A nanocapacitor is one of the fundamental elements
required to design a feasible nanocircuit with the other elements being the nanoinductors
and nanoresistors [22]. Therefore, the fabrication and characterization of nanocapacitors
are a required step to build prototypes of functional nanocircuits.

Energy storage devices such as supercapacitors and batteries have always drawn much
attention for their potential applications [23]. Conventional batteries can store substantial
amounts of energy but they have the drawback of their charging time that is much longer
than that of a capacitor. As a result, there is a revamped effort to fabricate capacitors with
high energy storage capacity. Such capacitors are essentially parallel-plate electrostatic
capacitors which can store charge on the surfaces of the two metallic conducting plates.
The nanoscale counterpart of such a bulk capacitor, the nanocapacitor, has been shown to
have the capability to make use of densely packed interfaces and thin films. As a result,
nanocapacitors may potentially serve as the basis of next-generation electronic devices [24].
There are many methods used to fabricate nanocapacitors. However, as miniaturization
reaches the nanoscale, all devices fabricated through these approaches start to show size-
dependent properties and are becoming extremely difficult to characterize [25].
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In this work, we introduce a model for a circular parallel plate nanocapacitor consisting
of two identical circular plates placed face-to-face opposite to each other at an arbitrary
separation distance. All spatial dimensions of the system are constrained to be in the
nanoscale. Each of the plates of the nanocapacitor is assumed to be a perfectly two-
dimensional (2D) circular disk with a radius, R, that measures on the nanoscale. The
separation distance between the two circular plates is considered arbitrary, however, of
the same order of magnitude as the radius. Given this layout, one expects the properties
of this nanocapacitor to be very sensitive to the geometry and depend in a non-obvious
way on the size of the circular plates and inter-plate separation distance. For such a model,
we do not consider any quantum effects and/or material-dependent properties that do
affect realistic experimentally manufactured nanocapacitor-related systems [26–29]. The
focus of this work was to introduce a model for a nanocapacitor that would allow us
to obtain an exact expression for the energy stored and/or its capacitance as a function
of size and geometry. The influence of a dielectric material between the plates of the
nanocapacitor can be later added to the model through the addition of a phenomenological
size/thickness-dependent relative permittivity parameter. It was shown that the model
that is currently investigated allows one to obtain an exact expression for the stored energy
and the capacitance of such a nanocapacitor as a function of its size and geometry. It was
found that the energy storage capability of the nanocapacitor when the plates are charged
and its corresponding capacitance depend in a non-obvious way on the separation distance
between the two circular plates.

The article is organized as follows. In Section 2, we explain the theory and the model
that we use to study the nanocapacitor under consideration. In Section 3, we discuss the
results obtained for the energy stored in this nanocapacitor. In Section 4, we provide an
exact expression for the corresponding nanocapacitance. In Section 5, we discuss the scope
of the research in more detail, elaborate on the rationale of the work and add some possible
application examples. In Section 6, we briefly summarize the findings and provide some
concluding remarks.

2. Theory and Model

The schematic model for a circular parallel plate nanocapacitor is depicted in Figure 1.
The circular plates have an identical radius R and contain, respectively, a charge of +Q and
−Q. It is assumed that charge is uniformly distributed over each of the two circular plates.
The respective uniform surface charge densities are denoted as ±σ where σ = Q/(π R2)
represents the surface charge density of the positively charged circular plate. The system
of coordinates is so chosen that the two circular plates lie parallel, opposite to each other,
and perpendicular to the z direction. The positively charged circular plate, denoted 1, lies
in the z = 0 plane. The negatively charged circular plate, denoted 2, lies at some arbitrary
z plane. The origin of the system of coordinates coincides with the center of circular plate 1.
The separation distance between the two parallel circular plates is denoted as d = |z| ≥ 0.

For this choice of the coordinative system, the elementary charges in the circular plate
1 are all confined to the domain, D1 written as

D1 :





0 ≤
√

x2
1 + y2

1 ≤ R

z1 = 0 .

(1)

The elementary charges in the circular plate 2 are all confined in the domain, D2 given as

D2 :





0 ≤
√

x2
2 + y2

2 ≤ R

z2 = z .

(2)
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It is assumed that any two arbitrary elementary charges, dq1 and dq2, interact with
each other via the standard Coulomb interaction potential, ke dq1 dq2/|~r1 −~r2| where ke
is Coulomb’s electric constant and |~r1 −~r2| is the separation distance between the pair of
elementary charges.

Figure 1. Schematic view of a circular parallel plate nanocapacitor. The two circular plates have a
radius R and are at a distance, d = |z| ≥ 0 apart. The respective ±Q charge of each of the circular
plates is assumed to be uniformly spread over the corresponding surfaces.

The energy stored in the nanocapacitor will depend in a non-trivial way on the
geometry of the model since there are no assumptions made about R and d. In turn, this
should lead to a finite-size geometric capacitance that should resemble the macroscopic
one only for d � R, or otherwise, will be strikingly different. At this point, we take
the opportunity to clarify that we use the term “macroscopic capacitor” as opposed to
“nanocapacitor” to describe any device where the standard formula of a parallel plate
capacitor, Cm = ε0 A/d, is used to describe its capacitance (in free space) where A is the
area of the plates and d is their separation distance. In reality, for any capacitor, micro or
macro, the simple textbook formula is only a valid approximation when the separation
distance of the plates is much smaller than their radius (for a circular plate) or length
(for a square plate). To start with, let us write the total electrostatic energy stored in the
nanocapacitor as

U = U11 + U22 + U12 , (3)

where U11 (U22) represent, respectively, the Coulomb self-energy stored in circular plate 1 (2)
while U12 represents the Coulomb electrostatic interaction energy between the two circular
plates of the nanocapacitor separated by an arbitrary distance. The positive Coulomb
self-energy of each of the two circular plates is identical. Thus, one can write the total
electrostatic energy of the circular parallel plate capacitor as

U = 2 U11 + U12 . (4)

The Coulomb self-energy of a uniformly charged circular plate, namely, a uniformly
charged disk is readily available, in the literature [30–32] and one way to write it is:

U11 =
8

3 π

ke Q2

R
. (5)

The calculation of the negative interaction energy, U12, is more difficult from a mathe-
matical point of view. For this reason, we explain all the necessary steps in some detail in
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order to better understand the derivation of the final result. On starts with the following
integral expression:

U12 = −ke σ2
∫

D1

d2ρ1

∫

D2

d2ρ2
1

|~r1 −~r2|
, (6)

where ~ρi = (xi, yi) (i = 1, 2) are 2D position vectors while ~r1 = (x1, y1, z1 = 0) and
~r2 = (x2, y2, z2 = z). To facilitate the calculation of the energy expression in Equation (6),
one writes that quantity as

U12 = −σ
∫

D2

d2ρ2 V(~r2) , (7)

where:
V(~r2) = ke σ

∫

D1

d2ρ1
1

|~r1 −~r2|
, (8)

represents the electrostatic potential due to the circular plate 1 at the location of circular
plate 2. Note that: |~r1 −~r2|2 = |~ρ1 −~ρ2|2 + |z|2. The form of Equation (7) is convenient
since a general formula for the electrostatic potential created by a uniformly charged disk
at some arbitrary point in space is available in the literature [33]. In fact, one may start from
that point and calculate quite generally the electrostatic interaction energy between any
two coaxial parallel uniformly charged disks with different radii and different charges [34].
A general expression that applies to such a situation for two uniformly charged disks with
respective charges Q and Q′ (and radii, R and R′) is given in Ref. [34]. For the current
case of two circular parallel plates in a nanocapacitor, one has Q′ = −Q and R′ = R. By
combining Equations (17) and (19) in Ref. [34] one has:

U12(a) = −
{
−2 a +

2 a
3 π

[
(4− a2) E

(
− 4

a2

)
+ (4 + a2)K

(
− 4

a2

)]}
ke Q2

R
, (9)

where the parameter a = |z|/R ≥ 0 is explicitly shown as an argument of the interaction
energy and:

K(m) =
∫ π/2

0

d θ√
1−m sin2(θ)

, (10)

and:

E(m) =
∫ π/2

0
d θ

√
1−m sin2(θ) , (11)

are, respectively, the complete elliptic integrals of the first and second kind. The notation
adopted above for the complete elliptic integrals of the first and second kind follow that of
Ref. [35].

3. Energy

To calculate the total electrostatic energy of the circular parallel plate nanocapacitor,
we substitute the results from Equations (5) and (9) into the expression provided by
Equation (4). This leads to an exact analytical expression for the total energy stored in a
circular parallel plate nanocapacitor with free space between the plates written in compact
form as

U(a) = F(a)
ke Q2

R
, (12)

where F(a) is the following auxiliary function:

F(a) =

{
16
3 π

+ 2 a− 2 a
3 π

[
(4− a2) E

(
− 4

a2

)
+ (4 + a2)K

(
− 4

a2

)]}
ke Q2

R
. (13)
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Note that, from this point on, the parameter a = |z|/R ≥ 0 is explicitly shown in
the argument of the total energy expression displayed in Equation (12). The reader can
verify that:

U(a = 0) = 0 ; F(a = 0) = 0 . (14)

Therefore, one can expand the expression for F(a) in Equation (13) in a power series
of about a = 0 to obtain the dependence of U(a) for a small a. The result to the lowest
order (linear order) of a parameter, a, is:

Ulinear(a) = 2 a
ke Q2

R
, (15)

where a = |z|/R and |z| is the separation distance between the two circular plates of the
capacitor. One can check that Ulinear(a) in Equation (15) is identical to the expression for
the energy stored in a macroscopic ideal parallel plate capacitor constructed from two very
large uniformly charged circular plates of area A in free space:

Um =
Q2

2 Cm
, (16)

where the capacitance (in free space) is:

Cm = ε0
A
d

= ε0
π R2

|z| . (17)

The equivalence of Ulinear(a) in Equation (15) to Um in Equation (16) is easy to verify
if one starts from Equation (16) and rewrites it in terms of keQ2/R and a = |z|/R without
forgetting that the Coulomb’s electric constant is ke = 1/(4 π ε0).

Figure 2 shows the dependence of the energy, U(a), stored in a circular parallel
plate nanocapacitor as a function of parameter a = |z|/R (solid circles) in conjunction
with Ulinear(a) (solid line), its counterpart for a macroscopic capacitor. The energies are
expressed in units of ke Q2/R. It can be seen that the amount of energy stored in the finite-
size nanocapacitor, U(a), is substantially different from that obtained when the formula
of a macroscopic capacitor Ulinear(a) is used. The differences are sizable even when the
separation distance between the plates is of the order of |z|/R ∝ 10 %.

In fact, we considered this scenario in more detail, and in order to verify how rea-
sonable the approximation is, we calculated the relative difference between the linearized
approximate values (for a macroscopic bulk capacitor) and the exact values of the energy
of the nanocapacitor: ∣∣∣∣

Ulinear(a)−U(a)
U(a)

∣∣∣∣ . (18)

We checked that the relative energy difference was slightly more than 14% for a value
of a = |z|/R = 0.1. This means that the linearized expression of the energy, namely the
expression for the energy of a macroscopic capacitor, is only reliable for very small separa-
tion distances between the plates (note that, for a = 0.05, the relative energy difference is
quite sizable at about 8%).

Obviously, in free space, the energy stored in the nanocapacitor is electrostatic in
origin and depends only on the geometry of the system. Within the framework of this
model, one would account for the presence of a dielectric material between the plates
by introducing a phenomenological size/thickness-dependent relative nanopermittivity
parameter in the expression for the stored energy. As shown in recent work [26], the
nanopermittivity parameter of very thin dielectric films is different from the bulk value
and should be determined experimentally as a function of size and/or the thickness of the
dielectric film in a case-by-case basis.
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Figure 2. Energy stored in a circular parallel plate nanocapacitor, U(a), in units of ke Q2/R as a
function of the parameter a = |z|/R (solid circles) where |z| is the separation distance between the
two identical circular parallel plates placed opposite to each other and R is their radius. The circular
plates contain, respectively, a charge of ±Q. Charge is uniformly spread over each of the two circular
plates resulting in uniform surface charge densities, ±σ. The exact result, U(a), is compared to the
approximate expression, Ulinear(a) which represents the energy of an ideal macroscopic circular
parallel plate capacitor (solid line).

4. Capacitance

The expression for the size-dependent geometric capacitance of the circular parallel
plate nanocapacitor is extracted from the formula of the energy written as a function of the
charge and capacitance:

C(a) =
Q2

2 U(a)
, (19)

where U(a) is given from Equations (12) and (13). One uses Equations (12) and (13) to
write C(a) as:

C(a) = ε0 R
2 π

F(a)
, (20)

where ε0 = 1/(4 π ke) and F(a) is given from Equation (13). The expression in Equation (20)
applies to a circular parallel plate nanocapacitor in free space. One can extend the result in
Equation (20) to the case when there is a dielectric material between the plates by amending
the formula in Equation (20) the following way:

Cε(a) = ε(a) ε0 R
2 π

F(a)
, (21)

where ε(a) represents the relative nanopermittivity of a given dielectric film. The value
of this parameter is expected to be size/thickness-dependent and different from the bulk,
given that properties of a typical material in the nanoscale do not mirror the properties
of the same material in the bulk regime. For example, it has been seen experimentally
that the relative permittivity of a h-BN thin film is almost twice higher than that of its
bulk BN counterpart [26]. In the present model, the role played by a dielectric film
in the nanocapacitor is included in a conventional way by adding a phenomenological
size/thickness-dependent relative nanopermittivity parameter in the expression of the
capacitance. This means that this model may be considered as a genuine candidate to
explain experiments where one notices an increase in the capacitance as a result of the
decrease in the thickness of the nanocapacitor.
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Note that the statement above is self-evident for all cases when the capacitance of a
nanocapacitor is dominated by geometric effects. However, it is not the norm when it comes to
many nanocapacitors whose properties are dominated by quantum effects. In these cases, the
expected behavior is a decrease in the capacitance as a result of the decrease in the thickness of
the dielectric film inside the plates. Recent experiments for a nanocapacitor made of graphene
square plates/electrodes and h-BN dielectric films showed an increase in capacitance with
decrease in thickness [26]. For this reason, this so-called anomalous size-dependent increase
in capacitance was quickly attributed to subtle quantum effects exhibited by these materials.
Note that this type of behavior is the same as that exhibited by the geometric capacitance of
the model in Equation (21) as well as any other variant of such model including the case of a
nanocapacitor with two square plates instead of circular plates.

5. Discussions

At this juncture, it is important to remark that the calculation of the electrostatic
energy stored and/or capacitance of a parallel-plate capacitor is a long-standing problem
in potential theory that has been addressed by many authors [36]. To the best of our
knowledge, an exact analytic solution to the problem (the one that makes the system an
equipotential) does not seem possible. There have been reports from few authors that have
obtained such a solution, but sooner or later, all these attempts have been found faulty. For
example, a recently proposed analytic solution by Atkinson et al. [37] was shown to be
incorrect by Hughes [38]. With few words, an exact solution to this celebrated problem
in potential theory (identifying the solution that makes the system an equipotential) does
not seem possible, in the sense that to this date, no explicit analytical solution that have
been reported are acceptable. To the best of our knowledge, the closest that one comes
to an analytic solution is by using Love’s integral expressions [39] for the potential and
related quantities, which are then solved numerically. For example, numerical values for
the potential in the vicinity of a parallel plate capacitor were calculated using both the Love
integral-equation method and a relaxation method [40]. Similarly, the capacitance of the
circular parallel plate capacitor has been numerically calculated by several authors using
various computational techniques [41–45].

The advantage of the model reported in this work is that it allows us to obtain an
exact analytic expression for the electrostatic energy stored and/or capacitance. We are
certainly not claiming that energy and/or capacitance have never been computed before.
On the contrary, as we already explained, there are several works in this direction, but all of
them are numerical calculations [36]. Another advantage of the model that we report is its
simplicity. Potential theory problems of this nature are very difficult to solve. Calculating
the equilibrium charge distribution on the two plates of the capacitor, namely obtaining the
precise analytic form of the surface charge density that leads to an equipotential surface
(same potential all over the surface) is an unsolvable analytical problem. A single circular
disk/plate represents a rare example for which this problem is analytically solvable. The
equilibrium surface charge density of a charged conducting disk is different from that of
a uniformly charged disk, but the energy stored in such a circular disk does not differ
much from its uniformly charged counterpart. In fact, we found that the relative energy
difference between them is about 8% [32]. Based on these general physical considerations,
we expected that the results for the electrostatic energy stored and/or capacitance obtained
from our model would likely be not very different from this order of accuracy if compared
to numerical values found for the same system.

As is known, capacitors play an important role in integrated circuits such as storing
electrical energy and blocking direct current while allowing alternating currents to propa-
gate. Nanocapacitors, for instance those based on graphene layers as plates, are becoming
critical for advanced electric energy storage and for building nanoelectronic circuits. The
model in this work can be directly applied to predict the capacitance of nanocapacitors
made of graphene plates and hexagonal boron nitride (h-BN) films (as the dielectric mate-
rial filling the space between the two plates). Such a system can achieve superior capacitor
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properties. Furthermore, the thickness can be experimentally tuned up to the thinnest
possible value, essentially consisting of only monolayer materials: h-BN dielectric film
with graphene electrodes [26]. In fact, we argued in a recent work [46] that the anomalous
size-dependent increase in capacitance with a decrease in thickness seen in this family of
h-BN/graphene nanocapacitors [26] is consistent with conventional electrostatic principles
and can be explained without appealing to quantum effects. The effects of the differences
on the geometry of plates, namely a circular plate versus a square plate, are expected to be
small as long as the plates have the same area.

Our results for the stored electrostatic energy and/or capacitance of a circular parallel
plate nanocapacitor may provide a sound theoretical basis to understand various micro-
electromechanical systems (MEMS). Applications of MEMS technology [47,48] is centered
around sensors and actuators. Generally speaking, sensors provide a way to monitor some
physical variables. On the other hand, actuators take an input control signal (such as
voltage or current) and produce a force or torque to generate motion. As a basic example,
reconsider the circular parallel plate nanocapacitor model of this work. If the distance
between the two plates changes as a result of an external force, the overall capacitance
also changes. The change of capacitance can be exactly calculated in this model. The
value is expected to be very accurate since it represents a difference of two quantities
calculated under same conditions. With other words, although the assumption of uniform
charge distribution in each of the plates may introduce some error, the difference of two
capacitances for two different separation distances will tend to be very accurate since these
errors are systemic and will tend to cancel out. As a result, by calculating Cε(a2)− Cε(a1),
one obtains a very accurate sense of the force. In fact, this principle forms the basis for
the electrostatic sensing of position when a parallel plate capacitor is used as an actuator.
Assume that the bottom plate is held fixed, while the top plate is suspended by an ideal
elastic spring that is free to move. One may calibrate the system so that the spring is
initially underformed. This means that a variation of capacitance (in a charge-controlled
actuator) provides us information on the elastic force exerted from the spring on the top
plate, which in turn, provides a sensing of position. The expected high accuracy of the
model used in this application can be very useful to characterize various electrostatic
sensors and actuators that are found in a wide array of MEMS-based devices.

6. Conclusions

We introduced a model for a circular parallel plate nanocapacitor consisting of two
identical uniformly charged circular plates opposite to each other at an arbitrary separation
distance. It is assumed that both the radii of the circular plates and their separation
distance are finite and of the same order of magnitude. An analytic result for the total
energy stored due to such a nanocapacitor has been found. The final result is expressed in
terms of an auxiliary function that depends on a single dimensionless parameter and can
be readily evaluated. As an example for the utility of our result, the energy stored in the
nanocapacitor was calculated not only generally, but also when the two electrodes are in
very close proximity to each other. The result in the latter case was found to converge to the
familiar expression for the energy stored in a macroscopic capacitor. As a second example,
we graphically displayed the relative energy difference between the exact expression and
its macroscopic counterpart showing that the macroscopic formula should be used with
extreme caution and only when the spacing between the two circular plates is very small,
in the order of less than 5% relative to the radius. The exact analytic formula shown in
Equation (13) can help understand how the energy is stored in multi-layered capacitive
nanostructures with circular symmetry [49–53].

The expression for the energy stored in a circular parallel plate nanocapacitor was
used to derive an analytic formula for the corresponding nanocapacitance of the system.
The initial result for the nanocapacitance derived under the assumption of free space
between the two circular plates can be extended to a more general case scenario where
such a space between the plates is filled with a dielectric film. For the given lengths in the
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nanoscale, it is expected that the electric properties of the very thin dielectric film will differ
from its corresponding bulk counterpart as already seen in experiments with graphene
boron nitrade nanocapacitors [26]. For this reason, one must assume a phenomenological
size/thickness-dependent relative nanopermittivity for the dielectric film and extract its
value experimentally.

At this juncture, we also point out that the results obtained thus far can also be helpful
to gauge the accuracy of various theoretical approximations and numerical methods used
to study the properties of systems with circular symmetry. This situation may apply to
certain 2D compositions formed in semiconductor quantum dots, heterostructures or thin
films [54–57] which lead to the creation of a two-dimensional electron gas (2DEG) system.
In particular, the physics of quantum Hall effect (QHE) has at its heart the model of a 2D
system of electrons confined in a neutralizing background represented by a uniformly
charged circular disk lying on the same plane as the layer of electrons [58–63]. A tweak of
this model in the context of QHE studies would be to consider the 2D layer of electrons
as being space separated at some distance above the depleted positively charged jellium
disk region (“the donor charge” region). In this setup, the Hartree term in a Hartree–Fock
method [54] would result in a capacitive-like effect similar to the one presently studied .
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Abstract: Surface plasmon polaritons (SPPs) have been attracting considerable attention owing
to their unique capabilities of manipulating light. However, the intractable dispersion and high
loss are two major obstacles for attaining high-performance plasmonic devices. Here, a graphene
nanoribbon gap waveguide (GNRGW) is proposed for guiding dispersionless gap SPPs (GSPPs)
with deep-subwavelength confinement and low loss. An analytical model is developed to analyze
the GSPPs, in which a reflection phase shift is employed to successfully deal with the influence
caused by the boundaries of the graphene nanoribbon (GNR). It is demonstrated that a pulse with
a 4 µm bandwidth and a 10 nm mode width can propagate in the linear passive system without
waveform distortion, which is very robust against the shape change of the GNR. The decrease in the
pulse amplitude is only 10% for a propagation distance of 1 µm. Furthermore, an array consisting
of several GNRGWs is employed as a multichannel optical switch. When the separation is larger
than 40 nm, each channel can be controlled independently by tuning the chemical potential of the
corresponding GNR. The proposed GNRGW may raise great interest in studying dispersionless
and low-loss nanophotonic devices, with potential applications in the distortionless transmission of
nanoscale signals, electro-optic nanocircuits, and high-density on-chip communications.

Keywords: graphene plasmons; dispersionless; deep-subwavelength gap; electro-optic switch; on-
chip integration

1. Introduction

A perfect slow-light guiding system, concurrently holding the robust broadband
dispersionless transmission, low loss, and deep-subwavelength mode confinement with a
large refractive index, is highly desirable in modern nanophotonics [1]. Although both dis-
persionless and low-loss light-guiding can be simultaneously attained using all-dielectric
structures [2,3], the mode sizes are comparatively large due to the diffraction limit. Surface
plasmon polaritons (SPPs), propagating along the interface between plasmonic (e.g., metal-
lic) and dielectric materials [4–6], are promising candidates for overcoming the diffraction
limit and reducing the mode size to the deep-subwavelength scale [7–11]. The nanoscale
confinement and low propagation loss of electromagnetic wave have been simultane-
ously realized using the hybrid plasmonic waveguide [12–14], metallic V-groove [15,16],
metallic wedge [17,18], graphene monolayer [19,20], and so on [21–26]. However, the
dispersion of SPPs in these waveguides is relatively high. So far, the dispersionless SPPs
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have mainly shown strong field confinement along the one-dimensional (1D) direction
perpendicular to the interface between plasmonic and dielectric materials, while the mode
fields are uniform in the other direction of cross sections [27,28]. Even regardless of the
propagation loss, it is still very challenging to acquire broadband dispersionless SPPs
with a two-dimensional (2D) deep-subwavelength confinement, owing to the strong fre-
quency dispersion of common plasmonic materials [1]. Although some progress has been
made using twisted bilayer plasmonic materials [29], multilayered axially uniform hybrid
plasmonic-dielectric systems [1], and nonlinear graphene configurations [30,31], the robust
dispersionless and deep-subwavelength guiding systems with low propagation loss are
still very underdeveloped both in theory and experiment.

In this study, a graphene nanoribbon gap waveguide (GNRGW), which can be fab-
ricated through a layer-by-layer stacking method [32], is proposed to realize the robust
dispersionless light-guiding with a 2D deep-subwavelength confinement and low loss. An
analytical model is established for the first time, to our knowledge, to study the gap SPPs
(GSPPs) propagating in the GNRGW, in which the influence caused by the boundaries
of the graphene nanoribbon (GNR) is dealt with by introducing a reflection phase shift.
The analytical results agree well with the numerical simulations obtained using COM-
SOL Multiphysics. Significantly, the dispersion relation of the fundamental GSPP mode
is linear within an ultra-wide spectral range (several microns in the frequency domain),
which means that the broadband dispersionless propagation of light can be obtained. The
corresponding mode width is only 10 nm, which is 3 orders of magnitude smaller than
the free-space wavelength, and simultaneously the propagation length could be as long as
10 µm (175λGSPP, λGSPP is the wavelength of the GSPPs). Furthermore, the dispersionless
low-loss propagation with deep-subwavelength mode confinement has strong robustness
against both the width change and the curving of GNRs. When a GNRGW array is em-
ployed as a multichannel optical switch, each channel can be controlled independently by
tuning the chemical potential of the corresponding GNR via the gate voltage, even if the
channel separation is as small as 40 nm. The proposed GNRGW not only possesses robust
dispersionless and low-loss light-guiding properties with 2D deep-subwavelength field
confinement, but also can be integrated with ultra-compact planar optoelectronic devices.

2. Theoretical Model and Method

The GNRGW is schematically shown in Figure 1a. A GNR is separated from an
underlying graphene sheet by a dielectric spacer with a thickness of d and a relative
permittivity of ε3. The asymmetric structure is adopted to avoid the difficulty in alignment
between two graphene layers, which facilitates the fabrication. Theoretically, the excellent
tunability of graphene stems from the Pauli blocking of inter-band transitions [33,34]. The
chemical potentials of the GNR and the graphene sheet can be modified by the applied
voltages V [32,35]. The relationship between them can be written as µc = sgn(n)}vF

√
π|n|,

where vF is the Fermi velocity and n = Cg(V + V0)/e is the charge density. Cg and V0 are the
gate capacitance and offset voltage, respectively [36]. The entire construction is embedded
in the air with a relative permittivity of ε1 = 1, as shown in Figure 1b. The substrate with a
relative permittivity of ε5 is semi-infinitely thick. To prevent unrealistically sharp edges,
both terminations of the GNR are set to be semicircular with a curvature of δ/2, where
δ = 0.34 nm is the thickness of graphene [37–39]. The relative permittivity of graphene, εg, is
calculated using εg = 1 + iσg/(ωε0δ) [40,41], where ε0 and ω are the permittivity of vacuum
and the angular frequency of the incident wave, respectively. The surface conductivity of
graphene, σg, can be evaluated using the Kubo formula [36,42,43], as shown in Figure S1
in Supplementary Materials A.

To analyze GSPPs guided by the GNRGW, the Helmholtz equation is solved using
the method of separation of variables, and their dispersion equation is deduced as (see
Supplementary Materials B)

e2k2δ(ξ1 + ξ2)ζA + (ξ1 − ξ2)ζB

e2k2δ(ξ1 + ξ2)ζC + (ξ1 − ξ2)ζD
= e2k4δ ξ5 + ξ4

ξ5 − ξ4
, (1)
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where
ζA = e2k3d(ξ2 + ξ3)(ξ3 − ξ4) + (ξ2 − ξ3)(ξ3 + ξ4), (2)

ζB = e2k3d(ξ2 − ξ3)(ξ3 − ξ4) + (ξ2 + ξ3)(ξ3 + ξ4), (3)

ζC = e2k3d(ξ2 + ξ3)(ξ3 + ξ4) + (ξ2 − ξ3)(ξ3 − ξ4), (4)

ζD = e2k3d(ξ2 − ξ3)(ξ3 + ξ4) + (ξ2 + ξ3)(ξ3 − ξ4), (5)

ξj = kj/εj (j = 1, 2, 3, 4, or 5), kj = (β2 − εjk0
2 + qx

2)1/2, and k0 = (2π)/λ. β = β1 + iβ2 is
the complex propagation constant along the z-axis; λ is the free-space wavelength; εj is
the relative permittivity at the corresponding region. β2 represents the loss factor of the
propagated electromagnetic waves. The square root of the eigenvalue, qx, is influenced
by the reflection on boundaries of the GNR, and the mode field distribution along the
x direction, closely related to qx, is similar to that of a standing wave. To evaluate the
influence of the boundaries on the GSPPs, a reflection phase shift, ϕ, is introduced for the
first time, which satisfies the following boundary condition:

qx =
mπ − ϕ

L
, (6)

where m is a natural number characterizing the mode order of the GSPPs, and L is the
width of the GNR. The expression of ϕ is derived in detail in Supplementary Materials C
(see Figure S2). When ϕ is determined, qx can be obtained. Then, β can be solved using
Equation (1). The value of the reflection phase shift is negative for m = 0; thus, Equation (6)
can still hold, which means that the fundamental mode can be guided. Significantly, the
reflection phase shift can be employed to evaluate the boundary effect not only in GNRGW,
but also in some other types of plasmonic waveguides with finite widths, such as the metal
nanowire on a metal substrate [44,45] and the metal nanowire on graphene [46,47].
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3. Results and Discussion

The field distributions of the four lowest-order GSPPs supported by the GNRGW
with L = 120 nm are calculated using the commercially available finite element method
package (COMSOL Multiphysics), as shown in Figure 2a. Other parameters are set to be:
ε3 = 11.7 (silicon), ε5 = 2.25 (silica), d = 5.0 nm, both the chemical potentials of the GNR
(µcr) and graphene sheet (µcs) are 1.0 eV, and the angular frequency of the incident wave
ω = 1.78 × 1014 rad/s (or the equivalent wavelength λ = 10.6 µm), unless otherwise stated.
According to the quantum-corrected model (QCM) unfolded in Supplementary Materials
D (see Figures S3 and S4), the quantum tunneling effect is ignorable for a thickness of the
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dielectric spacer larger than 0.8 nm, which is also applicable to metallic nanocavities [48,49].
It can be seen that electromagnetic energy is mainly squeezed into the deep-subwavelength
spacer between the two pieces of graphene. The m-th order mode has m field nodes with
zero intensity along the x direction, and Ey is symmetric and anti-symmetric for even-order
and odd-order modes, respectively. Such GSPP modes could be excited by the near-field
coupling method [50].
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Figure 2. (a) Distributions of the y-components of electric fields, Ey, for the four lowest-order GSPPs.
The locations of graphene are indicated by the green lines. Dependences of the real (b) and imaginary
(c) parts of β on L for the four modes. The solid and dashed lines correspond to the analytical model
and simulation, respectively.

The dependences of real and imaginary parts of β on L are further calculated using
both the analytical model and COMSOL Multiphysics, as shown in Figure 2b,c. β1 and β2
of GSPPs supported by infinitely extended double-layer graphene sheets (corresponding
to L = ∞) are also provided for comparison, as shown by the black horizontal lines. The
cutoff width of the GNR for each mode, Lm, can be predicted by the analytical model
(see Supplementary Materials C), where β1 and β2 tend to 0 and ∞, respectively. When
L < 30 nm, all the high-order GSPPs (m > 0) are cut off. For the fundamental mode (m = 0),
β is independent on L in the range of L > 8 nm, which indicates its strong robustness against
the width change. When L gets smaller from 8 nm, the fundamental GSPP mode gradually
fades, and the edge mode gradually dominates (see Figure S5 in Supplementary Materials
E). Thus, there is an obvious deviation between the analytical and simulated results in
this range, as shown in Figure 2b, despite the fact that the proposed model is accurate for
analyzing the GSPPs. In comparison with the fundamental mode, the complex propagation
constants of the higher-order GSPPs are obviously affected by L.

The dispersion characteristics of guided modes are very important for both the fun-
damental principles and practical device-engineering [24], so the dependences of β1 and
β2 on the angular frequency are calculated for the fundamental GSPP mode in a GNRGW
with L = 10 nm. As shown in Figure 3a, the variation of β2 is very small; thus, the influence
of the propagation loss on the dispersion is insignificant. The propagation length Lp = 1/β2
is approximately 10 µm (175λGSPP for λ = 10.6 µm), which is quite long for a guided
mode with a 10 nm width. The small deviation between the simulated and analytical
results in the high frequency range is caused by the evolution from GSPPs to edge plasmon
modes (see Figure S5 in Supplementary Materials E). Notably, β1 increases linearly with
ω, which means that the fundamental GSPP mode is broadband dispersionless. β1 is two
orders of magnitude larger than the wave vector in free space, and the group velocity is
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vg = dω/dβ1 = c/180, where c is the speed of light in vacuum. The analytical relationship
between β1 and ω is further discussed in Supplementary Materials F (see Figure S6).
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Figure 3. (a) Dependences of the real and imaginary parts of β on the angular frequency of incident
wave for the fundamental GSPP mode. (b) The envelope profiles of pulses with a center wavelength
of 10.6 µm and a FWHM of 4 µm in the frequency domain, probed on the input plane (red solid line)
and the output plane (blue solid line), respectively. The green dashed line shows the pulse on the
output plane without considering the propagation loss. Distributions of Ey on the center planes of
dielectric spacers (y = 0) in GNRGWs with the straight (c), wedge-shaped (d), and curved (e) GNRs,
respectively, for λ = 10.6 µm. The interior areas of the green boxes represent GNRs. All electric field
distributions share the same color legend.

To demonstrate the dispersionless and low-loss propagation of the deep-subwavelength
GSPPs, the evolution of a pulse with a Gaussian envelope is simulated for a propagation
distance of 1 µm. The normalized envelope profile of the input pulse with a center wave-
length of 10.6 µm and a full width at half maximum (FWHM) of 4 µm in the frequency
domain is described by the red solid line in Figure 3b. The peak value of the output pulse,
as shown by the blue solid line in Figure 3b, is 10% smaller than that of the input pulse,
owing to the inevitable propagation loss. However, if the amplitude of the output pulse
is multiplied by 1.10 to ignore the propagation loss, its envelope profile, as shown by
the green dashed line in Figure 3b, entirely coincides with that of the input pulse, which
means a dispersionless propagation. The time-domain envelope profiles of the input and
output pulses are also the same, as shown in Figure S7 in Supplementary Materials G.
In the propagation process, the electromagnetic energy is well confined in the dielectric
spacer covered by the GNR with a width of 10 nm, as shown in Figure 3c, so the mode
width is approximately λ/1000. Therefore, all the propagation characteristics of the broad-
band dispersionless, low loss, and deep-subwavelength mode confinement can be attained
simultaneously using the GNRGW.
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To analyze the robustness of the dispersionless propagation with a deep-subwavelength
mode width against the shape change of the GNR, the evolution of a broadband pulse
propagating in a GNRGW with a wedge-shaped GNR is simulated. The distribution of Ey
indicates that the electromagnetic energy is always confined in the dielectric spacer covered
by the GNR, and the mode width varies with L, as shown in Figure 3d. The electric field on
the output plane is 1.39 times higher than that on the input plane; thus, the wedge-shaped
structure can be used as an effective coupler between wide and narrow GNRGWs. To
ignore the field enhancement caused by the focusing, the frequency- and time-domain
amplitudes of the output pulse are multiplied by 0.72, as shown by the green dashed
line in Figure S8a,b in Supplementary Materials H, and then the envelope profiles of the
input and output pulses entirely coincide. Therefore, the dispersionless propagation in the
GNRGW exhibits excellent robustness against the width change of the GNR. Furthermore,
a GNRGW with a curved GNR is employed to guide the broadband pulse. The distribution
of Ey signifies that the electromagnetic energy can still be confined in the dielectric spacer
covered by the curved GNR, as shown in Figure 3e. The amplitude of the output pulse
is only 0.17% lower than that on the output plane of the straight GNRGW with the same
length; thus, the bending loss is negligible. If the frequency- and time-domain amplitudes
of the output pulse are multiplied by 1.10 to ignore the loss, as shown in Figure S9a,b in
Supplementary Materials H, the envelope profiles completely coincide with those of the
input pulse. Thus, the dispersionless propagation is also very robust against the curving of
the GNR.

The dependences of the real and imaginary parts of β on the chemical potential of
the GNR are further investigated, as shown in Figure 4a. Both β1 and β2 decreases as the
chemical potential increases, so the mode characteristics can be adjusted by modifying the
gate voltage. β1 is much larger than the wave vector of light in vacuum, corresponding to a
deep-subwavelength mode concentration, as shown in the inset of Figure 4a. Therefore, the
GNRGWs can be employed as highly integrated photonic devices. Even if the separation
between two adjacent GNRs is as small as 40 nm, the GSPPs can still propagate in each
channel independently (see Figure S10 in Supplementary Materials I). Moreover, the
dependences of β on ε3 and ε5 (see Figure S11 in Supplementary Materials J) indicate that
the GSPPs can be guided by various GNRGWs with different spacers and substrates; thus,
they are highly compatible with some other planar photonic devices.

The propagation of GSPPs in a GNRGW array with five GNRs is further simulated.
The distributions of Ey on the output plane of the array for GNRs with different chemical
potentials are shown in Figure 4b, and the corresponding distributions on the center plane
of the dielectric spacer are shown in Figure 4c,d, respectively. The left graphene sheet is
used to couple light into the GNRGW array. The interval, l, is set to be 5 nm to separate the
GNRs from the left graphene sheet, which ensures that the chemical potential of each GNR
can be controlled independently by applying the gate voltage. According to Figure 2b, β1
of the fundamental GSPP mode is independent on the width of the GNR in the range of
L > 8 nm; thus, the mode matching condition, β1, of GSPPs supported by the GNRGW on
the right side and by the double-layer graphene sheets on the left side matching each other
can be satisfied by applying the same gate voltage on the two parts. At this time, the light
can be coupled into the corresponding GNRGW, resulting in an “on” state, as shown by
I, III, and V channels in Figure 4c as well as II and IV channels in Figure 4d. When the
mode condition is mismatched, the coupling efficiency decreases sharply, exhibiting an
“off” state, as depicted by II and IV channels in Figure 4c as well as I, III, and V channels in
Figure 4d. Both “on” and “off” states can be controlled independently by each GNRGW via
adjusting the gate voltage, which allow the GNRGW array to be employed as high-density
electro-optical switches with 20 channels per micron.
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I, III, and V channels in Figure 4d. Both “on” and “off” states can be controlled inde-
pendently by each GNRGW via adjusting the gate voltage, which allow the GNRGW 
array to be employed as high-density electro-optical switches with 20 channels per mi-
cron. 

4. Conclusions 
In conclusion, a GNRGW is proposed to realize robust dispersionless light-guiding 

with 2D deep-subwavelength field confinement and low propagation loss. An analytical 
model, which can successfully deal with the influence caused by the extremely narrow 
width of the GNR, is presented to analyze the GSPPs supported by the proposed 
GNRGW. It is demonstrated that when a pulse with a 10 nm mode size and a 4 μm 
bandwidth propagates over 1 μm in the GNRGW, no waveform distortion is observed, 
which is very robust against the shape change of the GNR. Furthermore, an electronically 

Figure 4. (a) Dependences of the real and imaginary parts of β on the chemical potential of the
GNR. The inset in (a) shows the distribution of Ey. (b) Distributions of Ey on the output plane
of a multichannel optical switch, parts (i) and (ii) corresponding to (c) and (d), respectively. (c,d)
Distributions of Ey on the center plane of the dielectric spacer for GNRs with different chemical
potentials. The interior areas of the cyan and red boxes (or lines) represent graphene with chemical
potentials of 1.0 and 0.3 eV, respectively. All electric field distributions share the same color legend.

4. Conclusions

In conclusion, a GNRGW is proposed to realize robust dispersionless light-guiding
with 2D deep-subwavelength field confinement and low propagation loss. An analytical
model, which can successfully deal with the influence caused by the extremely narrow
width of the GNR, is presented to analyze the GSPPs supported by the proposed GNRGW.
It is demonstrated that when a pulse with a 10 nm mode size and a 4 µm bandwidth
propagates over 1 µm in the GNRGW, no waveform distortion is observed, which is very
robust against the shape change of the GNR. Furthermore, an electronically controlled
multichannel optical switch is achieved by using a GNRGW array. Even if the separation
between adjacent GNRGWs is as small as 40 nm, GSPPs in each channel can still be
controlled independently by tuning the chemical potential of the corresponding GNR. The
proposed GNRGW is expected to stimulate a new pathway to realize the highly integrated,
broadband dispersionless photonic devices with deep-subwavelength mode confinement
and low propagation loss.
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corrected model and the classical method, Figure S5: The influence of L on the mode field distribution,
Figure S6: Dependences of β1 and reflection phase shift on the angular frequency of incident waves,
Figure S7: Time-domain envelope profiles of the input and output pulses in a GNRGW with a straight
GNR, Figure S8: Frequency- and time-domain envelope profiles of the input and output pulses in
a GNRGW with a wedge-shaped GNR, Figure S9: Frequency- and time-domain envelope profiles
of the input and output pulses in a GNRGW with a curved GNR, Figure S10: Crosstalk analysis
on two GNRGWs, Figure S11: Dependences of the complex propagation constant on the relative
permittivities of the dielectric spacer and substrate.
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Abstract: Graphene-based nanocomposite films (NCFs) are in high demand due to their superior
photoelectric and thermal properties, but their stability and mechanical properties form a bottleneck.
Herein, a facile approach was used to prepare nacre-mimetic NCFs through the non-covalent self-
assembly of graphene oxide (GO) and biocompatible proteins. Various characterization techniques
were employed to characterize the as-prepared NCFs and to track the interactions between GO and
proteins. The conformational changes of various proteins induced by GO determined the film-forming
ability of NCFs, and the binding of bull serum albumin (BSA)/hemoglobin (HB) on GO’s surface was
beneficial for improving the stability of as-prepared NCFs. Compared with the GO film without any
additive, the indentation hardness and equivalent elastic modulus could be improved by 50.0% and
68.6% for GO–BSA NCF; and 100% and 87.5% for GO–HB NCF. Our strategy should be facile and
effective for fabricating well-designed bio-nanocomposites for universal functional applications.

Keywords: graphene; nanocomposite film; film-forming ability; stability; mechanical properties

1. Introduction

Two-dimensional (2D) nanomaterials have recently opened a new era for flexible
devices owing to their exotic electronic and optical properties [1–3]. Graphene is an
emerging constituent for 2D nanomaterials, and graphene films hold great potential for
meeting various intellectualized functionalities [4–6]. However, the mechanical properties
of pure graphene films have significant flaws, such as limited flexibility and stability [7,8].
Reinforcing components are usually added to produce nanocomposite films (NCFs) to
improve overall characteristics, which opens new avenues for graphene’s use. Synthetic
polymers are used in most graphene-based NCFs owing to their superior designability
and usefulness [9,10]. However, synthetic polymers do not easily decompose naturally,
resulting in considerable solid waste [11,12]. Therefore, the present trend is to develop
environmentally friendly graphene-based NCFs to reduce carbon emissions and allow
more recycling of materials.

Biomacromolecules (BMMs), which are indispensable for in vivo life, including pro-
teins, polypeptides, enzymes, DNA, RNA, lipids, and polysaccharides, are being used in
in vitro applications because of their exceptional functionality and biodegradability [13–17].
When included in NCFs with nanomaterials that have the desired photoelectric and ther-
mal properties, multifarious applications are available, such as biosensors, artificial tissue,
information storage, and drug delivery [18–20]. Various studies report that integrating
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BMMs and graphene has already been done, forming some novel composites will multi-
ple applications [20–25]. For example, Liu et al. employed a simple method to prepare
low-cost graphene and silk-based pressure sensor, which could be used as artificial skin
to monitor the pressure of the human body in real-time [26]. In another case, Chu et al.
fabricated a hybrid scaffold using graphene oxide (GO) and an acellular dermal matrix,
promoting cell proliferation in the wounds of diabetics [27]. Recently, Chang et al. loaded a
heat shock protein 90 inhibitor NVP-AUY922 on a GO-based GO/BaHoF5/PEG nanocom-
posite to perform sensitized photothermal therapy (PTT). The achieved nano-platform,
GO/BaHoF5/PEG/NVP-AUY922, had excellent biocompatibility and made tumor cells
more sensitive to hyperthermia, which could promote the development of low-laser-hazard
PTT [28]. In the work of Zhao et al., photomodule single-layer reduced graphene oxide
(rGO) has been organized into a well-defined multilayer stack with the help of amyloid-
like protein aggregates [29]. The as-fabricated hybrid film reliably adheres to the plastic
substrate with robust interfacial adhesion. The sensitive photothermal effect of rGO in the
bilayer film can be initiated with a blue laser from 100 m away, indicating that the combi-
nation of GO with BMMs exhibited great potential in remote light control of robots and
devices. Our previous work has summarized the bio–nanomaterial interaction mechanisms
at the molecular level of some typical 2D nanomaterials and BMMs, including non-covalent
and covalent interactions, and proposed the challenges for the future development of 2D
materials and biomacromolecules [30]. Despite significant advances, insufficient attention
has been devoted to the stability of graphene-based NCFs in applicable environments
involving acidity, alkalinity, salt, heat, and so on. Furthermore, the production processes of
NCFs with graphene and biomacromolecules at the molecular level, including the species,
conformations, film-forming ability, and mechanical characteristics, need to be investigated
further. As a result, there are still major opportunities in, and obstacles to, extending more
general biomacromolecules, including understanding and controlling molecular pathways.

In this work, after considering the desirability of simplicity, low cost, and reproducibil-
ity for BMMs to be used in scaled-up applications, ordinary and commercialized proteins,
i.e., bovine serum albumin (BSA) and hemoglobin from bovine-blood (HB), were chosen
for assembly with GO to fabricate NCFs (i.e., GO–BSA NCF and GO–HB NCF; Figure 1a).
Using lysozyme (Lyz)-formed NCF (i.e., GO–Lyz NCF) for a comparison, the film-forming
abilities of the NCFs were investigated comprehensively by tracking the experimental
progress and analyzing the microstructures. X-ray photoelectron spectrometry (XPS), scan-
ning electron microscopy (SEM), and circular dichroism (CD) spectroscopy, along with
theoretical simulations, were adopted to reveal the binding mechanism. Moreover, the
stability, thermostability, and mechanical properties were investigated by dissolution ex-
periments, differential scanning calorimetry (DSC), and nanometer indentation. Although
the structures and properties of BSA, HB, and Lyz are different, consistent stability and
improved mechanical strength were achieved, which might provide some inspiration for
fabricating other stable nanocomposites.
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Figure 1. Scheme of self-assembly of GO with BSA/HB for GO–BSA and GO–HB NCF (a). Possible
binding mechanism of a GO sheet with BSA/HB and the fabrication of a NCF (b).

2. Materials and Methods
2.1. Experimental Materials

GO with a thickness of 1.2–5 nm and a lateral size of 50 nm to 3 µm was purchased
from Hangzhou Nano-Mall Technology Co., Ltd., Hangzhou, China. BSA, HB, and Lyz
were supplied by Macklin. NaCl (AR, >99.5%), HCl (AR, 36.0–38.0%), and NaOH (AR,
>99.6%) were products of Sinopharm Chemical Reagent Co., Ltd., Shanghai, China.

2.2. Fabrication of NCF

The fabrication of NCF was conducted by using simple vacuum filtration. Typically,
protein (i.e., BSA, HB, or Lyz) was dissolved in the deionized water to form the homoge-
neous solution with 4 mg mL−1. After that, the aqueous GO solution (4 mg mL−1, 5 mL)
was added to the protein solution (5 mL) after the ultrasonic treatment of the aqueous
GO solution at 100 W, at 20 ◦C, for 30 min. Afterward, the mixed solution was stirred
at room temperature (26.4 ◦C) for 16 h to complete the self-assembly process. Then, the
mixed solution was poured into the filter flask to remove the water and obtain the wettish
NCF. After drying at 30 ◦C in a vacuum drying oven for 2 h, the dried GO–BSA, GO–HB,
and GO–Lyz NCF were kept in a desiccator. The preparation method of the GO film was
the same as that of the above NCFs without adding protein. Notably, the structure and
characteristics of the composite films varied depending on the proportions of GO and
protein [31]. During the experiments, other ratios of GO and protein were also tested,
but the films obtained were all poor. When the amount of GO was higher than protein,
the film was brittle. In the opposite case, the film was thin and difficult to remove from
the substrate.

2.3. Analysis and Characterization

SEM (FEI Talos F200X) was used to observe the morphology and structure of each
film at a high voltage of 10.0 kV. Chemical surface characterization was performed by XPS
(Shimadzu Kratos, Manchester, United Kingdom) with monochromatic Al Ka radiation
(1486.6 eV); the deconvolution method using Gaussian and Lorentz curve fittings was
employed to conduct the semiquantitative analysis of the elements. The thermal properties
of films were characterized by DSC (Nestal DSC214, Selb, Germany). The CD spectroscopy
experiments were carried out using a CD spectrometer (Applied Photophysics Ltd. Chiras-
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can, Leatherhead, UK); the GO–BMM compound solution after self-assembly was diluted
by a factor of 27; CD spectra were obtained by scanning the diluted GO–BMM compound
solution and deducting the background of the GO solution. Secondary structures of BSA
and HB were determined by fitting the far-UV CD data using CDNN algorithms. An
optical microscope (Olympus BX51, Tokyo, Japan) was used to observe the morphology
of GO and GO–BMM solutions at room temperature. The mechanical properties of NCFs
were characterized by a nanometer indentation instrument (UNHT) at room temperature
(28.3 ◦C) with five random positions (RP) and the compression rate of 1 mm min−1; Fm
(mN) and h (nm) were confirmed in the obtained curved; HIT (GPa) and E* (GPa) were
calculated by the supporting analysis software. The stability of films was measured in
separate NaCl, HCl, and NaOH aqueous solutions, each with a concentration of 0.1 M.

3. Results and Discussion
3.1. Structural Property of NCFs

The fabrication of NCFs was conducted using simple vacuum filtration (Figure 1a).
Protein (i.e., BSA, HB, and Lyz; see Figure S1a–c) was dissolved in the deionized water to
form the homogeneous solution and then mixed with the ultrasonically treated GO aqueous
solution. After stirring, the mixed solution was poured into a filter flask to remove the
water and obtain the wettish film. Finally, the GO–BSA, GO–HB, and GO–Lyz NCFs were
obtained after drying. The most spread out BSA, HB, and Lyz were in the three dimensions
of the crystalline state was about 14 × 8 × 5 nm3, which was far less than the size of GO
sheet (50 nm–3 µm) [32]. BSA, HB, and Lyz were more likely to be bound on the surface of
a GO sheet rather than the edge. The interactions between the GO sheet and BSA/HB/Lyz
were dominated by the multiple non-covalent interactions (Figure 1b). Notably, because
protein molecules could not be trapped by the filter membrane, the pure protein film
could only be obtained by solvent evaporation and could not be obtained using vacuum
filtration. GO is a 2D material with a high aspect ratio that is useful for adsorbing protein
molecules as a skeleton when creating films, and its outstanding mechanical strength is
very advantageous [33,34]. To unravel the protein–GO interaction mechanism, specific
experiments were designed, and the results obtained are discussed step by step as follows.

The sizes (layers, transverse, and longitudinal direction) and properties (functional
groups and groups density) of GO were detected first. The GO used in this work was
prepared through a typical Hummers sonication method [35]. The thickness and lateral
size of the GO sheet were 1.2–5 nm and 50 nm to 3 µm, respectively. Therefore, this ensured
that the GO sheet was stretching rather than crimping into spherical particles [36]. XPS
data (Figure S1d) showed the main elements of GO were C and O, and there was very
little N. The functional groups of the GO sheet included the following percentages of the
total carbon: carbonyl (C=O), 2.0%; hydroxyl (-OH), 46.5%; carboxyl (-C=(O)-OH), 2.5%
(Figures 2a and S1e). Those percentages imply that the graphene structure in GO sheet
largely remained intact. The typical elements in BSA, HB, and Lyz other than C and O were
N and S. Figure 2b,c shows the N 1s and S 2p XPS survey spectra of GO–BSA, GO–HB, and
GO–Lyz NCF, further indicating the existence of BSA, HB, and Lyz. Moreover, the different
atomic concentrations of each element in these films could also support the formation of
these NCFs (Figure 2d). The polar binding sites of GO sheets usually existed on the edges
and in the defects on the surface. Therefore, BSA/HB/Lyz was more likely to be bound on
the surface of the GO sheet rather than the edge due to the huge difference between the
size of any of these proteins and that of GO sheets.

The insets in Figures S2a and 3a–c show the megashapes of GO film, GO–BSA NCF,
GO–HB NCF, and GO–Lyz NCF. GO–BSA and GO–HB NCFs had complete structures
and exhibited bendability, whereas the GO film and GO–Lyz NCV were easily broken
quickly. The reasons for this phenomenon were associated with the properties of these
proteins and their binding situations with GO sheet. To further investigate the binding
situations between the GO sheet and these proteins, SEM was employed to discover the
surface microtopography. For the GO film, due to the polar sites on the surface and corner
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of the GO sheet, it was not easy to accomplish the π–π tight stacking in the GO sheets.
That caused the GO film to have an uneven surface with great roughness (Figure S2a). On
the contrary, GO sheet–BSA and GO sheet–HB compounds were achieved by adequate
self-assembly, and their surfaces showed relatively good uniformity (Figure 3a,b). There-
into, BSA and HB played the role of plasticizer to adjust the interfacial compatibility of GO.
However, for the GO–Lyz NCF, its microscopic surface was the same as that of the GO film
(Figure 3c), which meant the effect of this approach was negligible. These differences were
also reflected in the GO sheet–protein compound solutions macroscopically. For both GO
sheet–BSA and GO sheet–HB, the compound solutions, after a 16 h self-assembly process
before suction filtration, were stable suspensions without precipitation or aggregation
(Figure S3b,c). Most interestingly, both GO sheet–BSA and GO sheet–HB compound solu-
tions were stable in polar aqueous solutions, which were more stable than the GO solution
(Figure S3a), indicating that the external surfaces of GO sheet–BSA and GO sheet–HB
compounds are also polar. Nevertheless, the external surface of GO sheet–Lyz compound
was hydrophobic, and aggregation of the GO sheet–Lyz compound occurred through the
spontaneous hydrophobic interactions, causing the apparent precipitation phenomenon of
GO sheet–Lyz in the aqueous phase (Figure S3d). The stabilities of these compounds in
aqueous solutions were closely related to the properties of the obtained NCFs.

SEM images of the internal cross-section were more valid evidence to confirm the
above analysis. As shown in Figure 3d,e, both GO–BSA NCF and GO–HB NCF displayed a
prominent layered hierarchical structure of natural nacre. Moreover, their compactness and
smoothness in section micromorphology were better than those of GO and GO–Lyz NCFs
when compared with the inter-layer gaps of the latter films (Figures 3f and S2b). Although
GO sheets were stable in the aqueous phase due to their polar sites, there were inevitably
irregular gaps between GO sheets among the π–π tight stacking. By contrast, BSA and HB
had better adhesion to GO sheets to facilitate the mutual attraction and fill the gaps for the
dense structures. For Lyz, the structural change induced by the GO sheet was not beneficial
for the tight and homogeneous binding of GO sheet–Lyz, and the instability of GO sheet–
Lyz in an aqueous solution also caused inhomogeneity of GO–Lyz NCF. The excellent
interfacial compatibility of GO sheet–protein compounds contributed to enhancing the
mechanical properties of NCFs. Thereinto, the conformational changes of proteins induced
by GO sheet were essential. Considering film-forming ability, GO–BSA NCF and GO–HB
NCF are better candidates than GO–Lyz NCF for practical applications. Furthermore, using
the SEM images of interior cross-sections, the thicknesses of GO–BSA and GO–HB NCF
were determined to be around 2.1 and 2.2 µm, respectively.

The mechanical properties of GO–BSA and GO–HB NCF could also be reflected by
the conformational changes of BSA and HB. To prove the secondary structure changes
in BSA/HB induced by GO sheets, CD spectra of BSA and HB aqueous solutions with
and without the addition of GO were obtained. The secondary structures (i.e., α-helix,
β-pleated sheet, β-turn, and random coil) of proteins were confirmed by the positions of
α-helixes (222 and 208 nm positive peaks, 192 nm negative peak), β-pleated sheets (217–218
nm positive peaks, 195–198 nm negative peak), β-turns (220–230 nm weak positive peaks,
180–190 nm strong positive peaks, 205 nm negative peak), and random coils (198 nm
positive peaks, 220 nm negative peak) [37]. Figure 2e showed that there were apparent
changes in the secondary structures of BSA and HB before and after binding of GO sheets,
indicating that GO had the apparent effect on the structures of BSA and HB. After analyzing
the data of contents of the secondary structures (Table 1), the changes in the secondary
structures in BSA and HB showed the same pattern, which was a decrease in α-helixes and
increases in β-pleated sheets (antiparallel and parallel), β-turns, and random coils. Before
introducing GO sheets, α-helixes predominated in BSA and HB with the contents of 50.7
and 46.0%, respectively. After interactions with GO sheets, the α-helix contents of BSA
and HB decreased to 14.6 and 16.4%, respectively. Our previous work has revealed the
binding mechanism of the α-helix fragments of BSA with graphene by using molecular
dynamics simulations [38]. The adsorption of an α-helix on the surface of graphene induces
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a transition from to the 310-helix structure, which was reflected in the substantial increase
in random coils from 24.1 to 42.2% for BSA in this work. This induction mode might
also work for HB because the content of the random coils of HB increased from 26.5 to
41.4%. For the β-pleated sheets (antiparallel and parallel), the tiled state on GO sheets
was more stable due to the interactions of more binding sites, which was in accordance
with the molecular dynamics simulations of our previous work that showed graphene
was advantageous to the stability of β-pleated sheets [39]. The increase in β-turns always
accompanied the increase in β-pleated sheets. Therefore, the increases in contents of the
β-pleated sheets (antiparallel and parallel) and random coils in BSA and HB were beneficial
for the self-assembly of GO sheet with BSA and HB.

Figure 2. C 1s high magnification of films (a). N 1s high magnification of GO film (b). S 2p high
magnification of films (c). The atomic compositions of films (d). CD spectra of BSA and HB with and
without GO induction (e). DSC curves of GO film, BSA, HB, GO–BSA NCF, and GO–HB NCF with a
heating rate of 5 ◦C min−1 in N2 flow from 25 to 100 ◦C (f).

Figure 3. SEM images of surface (a–c); photographs with a uniform diameter of about 5 cm (insets of
(a,c,e)). Internal cross-sections (d–f) of GO–BSA NCF, GO–HB NCF, and GO–Lyz NCF.
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Table 1. The contents of the secondary structure elements of BSA and HB with and without GO.

Secondary Structure BSA (%) BSA in the Presence of GO
Sheet (%) HB (%) HB in the Presence of GO

Sheet (%)

α-Helix 50.7 14.6 46.0 16.4

β-Pleated sheet Antiparallel 5.6 11.6 5.8 11.1
Parallel 5.2 14.3 6.5 13.7

β-Turn 14.4 17.3 15.2 17.4
Random coil 24.1 42.2 26.5 41.4

3.2. Stability of NCFs

The thermostability of films is very important to determine their applications at
different temperatures. The thermostability of GO film, GO–BSA NCF, and GO–HB NCF
was characterized by DSC. As shown in Figure 2f, heat release of the GO film proceeded
the increase in temperature, indicating that the GO sheet was very sensitive to heat. After
binding with BSA and HB, only transient heat release occurred in GO–BSA and GO–HB
NCFs, and then the heat flows were maintained within a stable range, implying that
GO–BSA and GO–HB NCF were thermostable. It is not difficult to see that BSA and
HB also exhibited continuous heat release and absorption around 60–70 ◦C due to their
conformational changes with the temperature change. The glass transition is the transition
of amorphous material from a glassy state to a high elastic state. As shown in the inset of
Figure 2f, the glass-transition temperatures of GO–BSA and GO–HB NCFs were confirmed
to be 25.3 and 25.4 ◦C, respectively, which belong to the scope of room temperature. This
indicates that the GO–BSA and GO–HB NCF could be kept in high elastic states at room
temperature and remain stable. It was advantageous for GO–BSA and GO–HB NCFs to
fully utilize their flexibility for stability. Before the self-assembly process of GO with BSA
or HB, the conformational changes of BSA or HB were completed, so the film-forming
process would not induce a conformational change in BSA or HB. That is to say, the film-
forming process would only involve the self-assembly of “GO sheet-BSA/HB compounds.”
Combined with the results of CD spectra, it could be concluded that the introduction of BSA
or HB on the surface of a GO sheet was helpful to improving the thermostability, which is
attributed to the increased contents of the β-pleated sheets (antiparallel and parallel) and
random coils.

The stability of films in various complex environments is also essential for their actual
applications. It has been confirmed that the functional groups of the GO sheet were OH
and –COOH. Even so, there were many hydrophobic areas on the surface of the GO
sheet. The formation of the GO film was caused by the polar and non-polar interactions
of GO sheets. The polar interactions included hydrogen bonding of –OH with –OH, –OH
with –COOH, and –COOH with –COOH; non-polar interactions were π–π stacking. The
GO film was barely stable in the aqueous phase and was dissolved partly after 7 days
(Figure S4a). After ultrasonication, the mutual attraction of GO sheets could not conquer
the destructive effect from outside that dissolved GO film easily. –COOH↔–COO−+H+

was a dynamic equilibrium process and water could break the hydrogen bonding to a
certain degree. GO films were stable in acidic, alkaline, and saline environments for a
standing time of 7 days (Figure S4b–d). However, they were unstable under ultrasonication
in alkaline and saline environments because the films were dissolved easily, which we
attribute to different dissolution mechanisms. The increase in –COO− groups facilitated
the electrostatic repulsion in an alkaline environment, and the saline ions destroyed the
electrostatic attraction in a saline environment. Both cases were not beneficial for the
stability the GO films. By contrast, GO films were still stable in an acidic environment,
even under ultrasonication, because the increase in –COOH groups could tremendously
enhance the mutual attraction of GO sheets. After determining the stability and instability
mechanisms of GO films in the above environments, the assembly mechanisms of GO–BSA
and GO–HB NCFs were also analyzed. The main functional groups of BSA and HB are
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–NH3, –COOH, hydrophobic chains (benzene ring and alkyl chain), and other polar groups
(–OH, –C(=O)–NH–). The formation of GO–BSA and GO–HB NCFs meant self-assembly of
GO sheet–BSA and GO sheet–HB compounds, respectively, which still involved multiple
non-covalent interactions, as in the formation of GO films. The process was markedly
different for BSA and HB, in types of interactions and binding strengths, owing to their
uniqueness. Therefore, the stability of GO–BSA and GO–HB NCFs differed significantly in
different environments. GO–BSA NCF was very stable in aqueous, acidic, alkaline, and
saline environments with or without ultrasonic treatment, indicating that the favorable
interactions for film-forming were far stronger than the adverse interactions (Figure 4a–d).
There was no denying that the confirmation of interactions is very complex and needs
precision instruments and testing [40,41]. GO–HB NCF was very stable in acidic and saline
environments regardless of ultrasonic treatment (Figure 4f,h), but it can dissolve easily in
aqueous and alkaline environments with ultrasonic treatment (Figure 4e,g). The stability of
these films will determine their ranges of application, which is the case for all BMMs with
a unique characteristics.

Figure 4. The stability of the GO–BSA NCF in aqueous (a), HCl (b), NaOH (c), and NaCl (d) solutions
at room temperature. Stability of GO–HB NCF in aqueous (e), HCl (f), NaOH (g) and NaCl solution
(h) with different treatments at room temperature.

3.3. Mechanical Properties of NCFs

The mechanical properties of GO film, GO–BSA NCF and GO–HB NCF were charac-
terized by nanoindentation with five random positions (RP) under the maximum applied
load (Fm, mN) of 5 mN. Generally, there are three stages, namely, loading, holding, and
unloading (Figure 5a), which are very apparent in HIT-h curves. There were significant
differences in the tracks of five HIT-h curves of the GO films, indicating that the uniformity
of GO films was relatively poor (Figure 5b), which is in accordance with the results of
SEM in Figure S2a: the surfaces of GO films were uneven with large roughness. However,
the tracks for GO–BSA and GO–HB NCFs (Figure 5c,d) were nearly identical, indicating
that the uniformity of GO–BSA NCF and GO–HB NCF is much better than that of GO
film. In addition, the corresponding indentation hardness (HIT, GPa) and equivalent elastic
modulus (E*, GPa) of each HIT-h curve can be calculated. Figure 5e,f shows the HIT and E*
of each RP of a GO film, GO–BSA NCF, and GO–HB NCF, and there are no abrupt values,
indicating these films had good structural homogeneity and no flaws. Numerous studies
have strived to improve the mechanical properties of GO-based films because their limited
mechanical properties have hindered practical applications [42–44]. Here, the average
HIT and E* of GO–BSA NCF were 0.12 and 2.7 GPa, respectively; the average HIT and
E* of GO–HB NCF were 0.16 and 3.0 GPa, respectively. Compared with average the HIT
(0.08 GPa) and E* (1.6 GPa) of GO film, the mechanical properties of GO–BSA and GO–HB
NCF were very much improved. Under Fm of 5 mN, the depths of indentation of GO–BSA
and GO–HB NCF were around 1300 and 1200 nm, which were lower than that of GO
film (1600–2000 nm), indicating that the existence of BSA and HB in interlayers of films
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could store the stress. BSA and HB served as filling agents and plasticizers to complement
the stretchability of GO. In the work of Li et al., the functional groups on GO sheets had
a significant influence on the mechanical properties of a GO–silk-based nanocomposite,
and the oxygen-containing groups of GO could form hydrogen bonding with silk fibroins
at the interface to improve the adhesive force [45]. A similar principle applies for BSA
and HB, because BSA or HB could bind to the surface of a GO sheet strongly through
hydrogen bonding, in addition the spontaneous hydrophobic interactions, which would
shield the sheet from water molecules surrounding GO–BSA NFC or GO–HB NCF, thereby
stabilizing their structures [45]. Therefore, the resistance to instantaneous and continuous
external forces in GO–BSA and GO–HB NCF is significantly improved over that of GO
films, meaning that GO–BSA and GO–HB NCFs exhibit enhanced applicability. In the
previous work of Shao and Fan et al., bacterial cellulose and chitosan were fabricated with
GO to improve the mechanical properties of GO–bacterial cellulose and GO–chitosan NCF,
respectively, and the assembly process only involved hydrogen bonding and electrostatic
interactions [46,47]. Compared with Shao’s work with an E* of 0.5 GPa, GO–BSA NCF and
GO–HB NCF had significant advantages in terms of mechanical properties [46]. In addition,
although the HIT (0.40 GPa) and E* (6.5 GPa) of GO–chitosan NCF in Fan’s work were
much higher than those of GO–BSA and GO–HB NCF, GO–chitosan NCF was extremely
unstable in an acidic environment, which will handicap its applicability [47]. Therefore,
combining GO and well matched BMMs is an effective and fantastic strategy to construct
nacre-like NCFs with good stability and enhanced mechanical properties.

Figure 5. Typical scheme of nanoindentation load–displacement curve (a). Representative nanoin-
dentation load–displacement curves for GO film (b), GO–BSA NCF (c), GO–HB NCF (d) with five RP.
The corresponding HIT (e) and E* (f) of the GO film, GO–BSA NCF, and GO–HB NCF.

4. Conclusions

In summary, GO–BMM-based NCFs with nacre-mimetic structures were fabricated
with GO and proteins through a green and straightforward non-covalent self-assembly
process. The sequences and conformational features of BSA, HB, and Lyz determined
their film-forming ability with GO sheets, implying that GO–BSA and GO–HB, which are
stable compounds in an aqueous solution, are outstanding candidates for fabricating stable
NCFs. The GO sheet induced increases in the presence of β-pleated sheets, β-turns, and
random coils in BSA and HB, along with a decrease in the presence α-helixes, which was
more beneficial for the NCFs with dense and uniform microstructures. Compared with the
GO film, GO–BSA and GO–HB NCF exhibited good thermostability below 100 ◦C, and
remained remarkably stable in acidic and saline environments. GO–BSA NCF could be
kept stable in an alkaline environment, which endows it with broader application potential.
Moreover, GO–BSA and GO–HB NCF exhibited significant advantages through appreciable
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HIT enhancements of 50.0% and 100%; and enhancements in E* by 68.6% and 87.5%, re-
spectively. The binding of BMMs into interlayers of 2D nanomaterials could synergistically
provide enhancements while maintaining the films’ respective characteristics, making them
promising for flexible devices.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/nano12071181/s1. Figure S1: The crystal structures of BSA
(a, PDB code 4F5S), HB (b, PDB code 1FN3), and Lyz (c, PDB code 253L) with the style of newcartoon;
wide scan of XPS survey spectra of films (d); atomic concentration of C in GO film (e). Figure S2:
SEM images of surfaces (a); photographs with uniform diameter of about 5 cm (insets of a). Internal
cross section (b) of GO film. Figure S3: Optical microscope photographs of the GO solution (a),
GO–BSA compound solution (b), GO–HB compound solution (c) and GO–Lyz compound solution
(d); Figure S4: The stability of GO film in aqueous (a), HCl (b), NaOH (c), and NaCl (d) solutions at
room temperature.
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Abstract: As the core device of the miniature quantum dot (QD) spectrometer, the morphology
control of the filter film array cannot be ignored. We eliminated strong interference from additives
on the spectrum of a long-wave infrared (LWIR) QD filter film by selecting volatile additives. This
work is significant for detecting targets by spectroscopic methods. In this work, a filter film with
characteristic spectral bands located in the LWIR was obtained by the natural evaporation of QD ink,
which was prepared by mixing various volatile organic solvents with HgSe QD–toluene solution.
The factors affecting the morphology of HgSe LWIR films, including ink surface tension, particle size,
and solute volume fraction, were the main focus of the analysis. The experimental results suggested
that the film slipped in the evaporation process, and the multilayer annular deposition formed when
the surface tension of the ink was no more than 24.86 mN/m. The “coffee ring” and the multilayer
annular deposition essentially disappeared when the solute particles were larger than 188.11 nm.
QDs in the film were accumulated, and a “gully” morphology appeared when the solute volume
fraction was greater than 0.1. In addition, both the increase rate of the film height and the decrease
rate of the transmission slowed down. The relationship between film height and transmission was
obtained by fitting, and the curve conformed to the Lambert–Beer law. Therefore, a uniform and
flat film without “coffee rings” can be prepared by adjusting the surface tension, particle size, and
volume fraction. This method could provide an empirical method for the preparation of LWIR QD
filter film arrays.

Keywords: HgSe QD; long-wave infrared; evaporated film; morphology

1. Introduction

Nanomaterial inkjet printing technology is a cutting-edge technology for the micro-
distribution and precise printing of ink droplets by controlling the nozzle voltage, air
pressure, platform temperature, and motion trajectory, which can achieve the high-precision
patterned deposition of nanomaterials. This technology has attracted extensive attention in
the fields of display panel printing [1–4], microelectronic component fabrication [5–7], and
flexible printing [8–10] in recent years due to the advantages of rapidity, convenience, and
low cost.

As is known to all, semiconductor QDs are synthetic nanomaterials. When the size of
a semiconductor quantum dot is smaller than or comparable to the exciton Bohr radius in
all three directions, the electron motion is confined and forms a split energy level [11–21].
Therefore, it has many unique optoelectronic properties different from those of bulk mate-
rials, such as broad absorption spectra, narrow symmetrical emission spectra, and large
Stokes shifts. Its spectrum can be tuned by adjusting various parameters, such as the
synthesis time, material ratio, and core–shell structure [22,23]. In addition to the QD’s
unique optical properties, it also has the advantages of low cost, multiple types, and easy
integration. Therefore, people have used QDs as filter materials to prepare visible-light
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(Vis) and near-infrared (NIR) filter film arrays and QD micro-spectrometers [24–29]. The
existing filter films and their working bands are shown in Table 1.

Table 1. Existing filter films and their working bands.

Type of QD Filter Array Operating Range Reference

CdS, CdSe QD filter array Vis: 390–690 nm [13,14]
CdSxSe1−x nanowire filter

array Vis: 500–630 nm [15]

Perovskite QD filter array Vis–NIR: 250–1000 nm [16]
PbS, PbSe QD filter array NIR: 900–1700 nm [17,18]

Using a QD filter film array prepared by inkjet printing technology as the spectroscopic
element of a micro-spectrometer is an effective method to miniaturize the spectrometer.
The uniformity of the filter film directly determines the error when the detector detects the
light intensity and affects the performance of the spectrometer. Therefore, it is necessary
to control the film morphology. There are many factors that affect the morphology of
thin films, and they are usually divided into external environmental factors and internal
characteristic factors. External environmental factors mainly include ambient temperature,
substrate temperature, substrate roughness, droplet size, etc., while internal characteristic
factors refer to the ink characteristics, including ink surface tension, solute particle size,
concentration, viscosity, etc. In terms of ink conditioning, surfactants or adhesives are
usually added to regulate the surface tension of the ink solvent. The effect of capillary
flow on particles can be overcome by triggering a tension gradient (Marangoni flow) [30]
in droplets [31–35], so a uniform and flat film without “coffee rings” can be obtained [36].
Sometimes, increasing the particle size or changing the particle shape can reduce the effect
of capillary force and weaken the “coffee ring” effect [37–39]. The solute volume fraction
can also be varied to adjust the degree of sparsity or density on deposition patterns [40,41].
As mentioned above, optimizing the film morphology by adjusting the properties of the
solvent has excellent effects in printing display panels and preparing visible-light or near-
infrared filter films.

The characteristic spectral peak of HgSe QDs used in this study was located in the long-
wave infrared at 12.5 µm [42]. The ink cannot be modified simply by adding active agents
or polymers when preparing a long-wave infrared filter film. Because most surfactants or
adhesives are difficult to evaporate and have strong absorption in the long-wave infrared
band, the specific filtering function will not be achieved. Therefore, volatile organic solvents
were used to modify the ink in this study. The effects of ink surface tension, particle
agglomeration, and the solute volume fraction on the morphology of nanomaterials were
investigated.

Eight kinds of evaporable organic solvents (isopropanol, n-octane, ethanol, ethyl
acetate, butyl acetate, acetone, chloroform, and toluene) were used as surface tension
modifiers. QD inks with different surface tensions were prepared by mixing the organic
with toluene–QD solution (toluene was used to ensure the dispersion of QDs). Due to
the large difference in polarity between n-octane and toluene, the agglomeration degree
of QDs can be regulated by adding n-octane to the QD solution. QD inks with different
agglomerated particle sizes could be obtained by mixing different proportions of n-octane
and toluene–QD solution. QD inks with different solute volume fractions were prepared
by mixing different proportions of toluene and toluene–QD solution. Then, 0.5 µL of the
QD solution was dropped on a glass slide with a pipette, simulating the situation of ink
droplets on the substrate in inkjet printing. The effects of the surface tension, particle size,
and solute volume fraction of the ink solvent on the film morphology were analyzed. The
fitting curve of the relationship between the solute volume fraction and transmittance was
obtained. The results can provide a reference for the preparation of long-wave infrared QD
filter films with specific transmittance and good morphology.
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2. Materials and Methods

The materials and devices used in our experiments are as follows.
The characteristic absorption peak of the QD that we used is 12.5 µm. The QD solution

was prepared by dissolving 50 mg of HgSe QDs in 1 mL of toluene. A 50 mg/mL HgSe
QD–toluene solution was used as the solute, and isopropanol, n-octane, ethanol, ethyl
acetate, butyl acetate, acetone, chloroform, and toluene were used as different solvents.
Eight kinds of QD inks with different solvents were obtained by mixing the solute with
solvents in a 1:1 volume ratio. Then, the inks were put into an ultrasonic instrument
(Kunshan KQ-50B, Beijing, China) and shaken for 10 min. The surface tension of the inks
was measured by an automatic surface tensiometer (Zhongchen POWEREACH, Shanghai,
China) with the platinum plate method at 11.2 ◦C. Then, 0.5 µL of QD inks were dropped
by pipette on glass slides, and the films were observed by using an optical microscope
(Mingmei ML31, Guangzhou, China) after the solvent evaporated naturally.

The HgSe QD solution was used as the solute, and the solvent was prepared by mixing
toluene and n-octane in volume ratios of 5:5, 4:6, 3:7, 2:8, and 1:9, followed by ultrasonic
vibration for 10 min. After that, the inks were obtained by mixing the solvents and the
solute with ultrasonic vibration for 10 min. The sampling amount is shown in Table 2.

Table 2. Sampling amount.

QD Solution (µL) Toluene (µL) N-Octane (µL) Ratio of Toluene to
N-Octane

10 40 50 5:5
10 30 60 4:6
10 20 70 3:7
10 10 80 2:8
10 0 90 1:9

The surface tension of the inks was measured by an automatic surface tensiometer.
Then, 0.5 µL of QD inks was dropped by pipette on glass slides. The films were observed
using an optical microscope after the solvent evaporated naturally. The area and num-
ber of the particles and the “coffee ring” width were counted and measured using the
measurement mode.

The HgSe QD solution was used as the solute, and toluene was used as the solvent.
Eight kinds of QD inks with volume fractions ϕµ of 0.01, 0.025, 0.05, 0.075, 0.1, 0.25, 0.5,
and 0.75 were obtained by mixing different volumes of toluene with the solute (the effect
of QD volume on solute volume was ignored in the calculation), followed by ultrasonic
vibration for 10 min, where ϕµ = Va/(Va + Vb), Va is the volume of QD solution, and Vb
is the volume of toluene. Then, 0.5 µL of QD inks was dropped by pipette on glass slides,
and the films were observed using an optical microscope and atomic force microscope
after the solvent evaporated naturally. Next, 0.5 µL of QD ink was dropped on the ZnSe
window using a pipette. The infrared absorption spectrum of the film was measured using
a Fourier transform infrared spectrometer (Thermo iS50 FT-IR, Beijing, China) after the
solvent evaporated naturally.

All substrates in the experiments were washed three times with acetone, ethanol, and
distilled water sequentially and dried in a vacuum desiccator (DZF-6050, Beijing, China).

3. Results
3.1. Influence of Ink Surface Tension on FILM Morphology

The morphologies of films prepared with eight different solvent inks as observed
under an optical microscope are shown in Figure 1.
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Figure 1. Morphologies of films prepared with different QD inks.

It can be seen in Figure 1 that the morphologies of the films prepared with QD inks
with different solvents are different, but they can be roughly divided into three types:
the first type is multilayer annular deposition (isopropanol and n-octane as solvents); the
second type is nonspecific deposition (ethanol, ethyl acetate, and butyl acetate as solvents);
and the third type is “gully” deposition (acetone, chloroform, and toluene as solvents).
Then, the ink properties were measured and calculated to explore the reasons for film
formation.

The surface tension γg–l of the ink and the droplet radius R were measured, and the
contact angle θ of the droplet, the work of adhesion Wa, the work of immersion Wi, and the
spreading coefficient S were calculated, as shown in Table 3.

Table 3. Calculated values of droplet property parameters.

Solvent Isopropanol N-Octane Ethanol Ethyl
Acetate

Butyl
Acetate Acetone Chloroform Toluene

Surface tension
γg–l (mN/m) 24.10 24.86 25.63 26.53 26.73 27.29 28.02 28.83

Radius R (mm) 2.33 2.17 2.16 2.11 2.07 1.98 1.79 1.62
Contact angle θ (◦) 2.89 3.55 3.63 3.88 4.11 4.67 6.38 8.50

Wa (J/m2) 48.16 49.68 51.22 52.99 53.39 54.50 55.87 57.35
Wi (J/m2) −24.06 −24.82 −25.58 −26.46 −26.66 −27.20 −27.85 −28.52

S 0.03 0.05 0.05 0.06 0.07 0.09 0.17 0.32

Due to the small contact angle of the droplet, it cannot be measured by a contact angle
meter. However, the droplet can be regarded as a spherical cap with a volume of 0.5 µL,
and then the contact angle can be calculated by measuring the droplet radius R (Figure 2a).
The calculation formula is

V =
πh2

3
(3r− h) =

πh
6

(
3R2 + h2

)
= 0.5 (1)

θ = arccos
R2 − h2

R2 + h2 (2)
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between the droplet and substrate.

The liquid–solid interface wetting of droplets on the substrate can be described by
Young’s wetting equation [43] (Figure 2b):

γs–g = γl–s + γl–g cos θ (3)

Therefore, Wa, Wi, and S can be calculated from the Gibbs free energy change values
during the contact transition of the three solid–liquid–gas interfaces when the droplet is in
contact with the substrate [44] (γg–l = −γl–g):

Wa = ∆G = γl–s − γl–g − γs–g = −γg–l(1 + cos θ) (4)

Wi = ∆G = γl–s − γg–s = −γg–l cos θ (5)

S = −∆G = γg–s − γg–l − γl–s = γg–l(cos θ − 1) (6)

As can be seen in Table 3, the relationship between solvents for the parameters γg−l , θ,
Wa, and S was isopropanol < n-octane < ethanol < ethyl acetate < butyl acetate < acetone <
chloroform < toluene. The relationship between solvents for the parameters R and Wi was
isopropanol > n-octane > ethanol > ethyl acetate > butyl acetate > acetone > chloroform >
toluene.

The adhesion of droplets to the substrate increased with the increase in |Wa|. The
droplets can wet the substrate when Wi ≤ 0, and the wetting ability decreased with the
increase in |Wi|. The liquid can spread automatically on the substrate when S ≥ 0, and the
spreading ability decreased with the increase in S.

Among the above inks, the θ of inks with isopropanol and n-octane as solvents was
no more than 24.86 mN/m. The droplets had weak adhesion and strong wetting and
spreading abilities on the substrate due to the small Wa, and the phenomenon of multilayer
ring deposition was more likely to occur. In contrast, the θ and Wa of the inks with
toluene and chloroform as solvents were higher. Thus, the droplets had stronger adhesion
and weaker wetting and spreading abilities on the substrate with no multilayer annular
deposition. Therefore, the film-forming property and uniformity can be improved by
appropriately increasing the surface tension of the ink.

3.2. Effect of Particle Size on Film Morphology

It was found that the content of the organic solvent in the ink can affect the agglom-
eration degree of QDs, which in turn affects the morphology of the film. Due to the large
difference in polarity, it will cause obvious agglomeration with the addition of n-octane to
the QD–toluene solution. Different agglomerated particles can be obtained by adjusting
the ratio between n-octane and toluene. Therefore, inks with volume ratios of toluene to
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n-octane of 5:5, 4:6, 3:7, 2:8, and 1:9 were prepared. The surface tension, particle size, and
“coffee ring” width of the films were measured. The film morphology under the microscope
is shown in Figure 3. The particle size distribution in the film is shown in Figure 4. The ink
surface tension, film particle size, and “coffee ring” width are shown in Table 4.
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Figure 3. The morphologies of films prepared with different QD inks. The volume ratios of toluene
to n-octane in the inks are 5:5, 4:6, 3:7, 2:8, and 1:9.
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Figure 4. Particle size distribution diagram. The volume ratios of toluene and n-octane in the inks
are 5:5, 4:6, 3:7, 2:8, and 1:9.

Table 4. Ink surface tension, particle size, and “coffee ring” width.

Volume Ratio of Toluene to
N-Octane 5:5 4:6 3:7 2:8 1:9

Surface tension γ (mN/m) 24.86 24.49 24.36 23.15 22.85
Size (nm) 38.79 106.31 151.78 183.27 294.89

Coffee ring width (µm) 31.41 38.76 50.42 53.23 -

It can be seen in Table 4 that the surface tension of the ink and the dispersion ability of
QDs decreased with the increase in n-octane content. The particle size of the QDs increased,
and the “coffee ring” became wider due to agglomeration. It can be seen from the discussion
in Section 3.1 that the smaller the surface tension of the ink, the more likely the film has
the morphology of multilayer ring deposition. However, the number of “coffee rings” in
Figure 3 decreases as the surface tension decreases. This was because the dispersion ability
of QDs decreased as the n-octane content increased. It was difficult for the capillary flow in
the droplet to push the large particles toward the contact line due to agglomeration. The
liquid film evaporated to dryness before the large particles reached the contact line, so the
“coffee ring” widened. When the agglomerated particle size of QDs was equal to 188.11
nm, the “coffee ring” and multilayer ring deposition essentially disappeared. When the
particle size was equal to 303.89 nm, the large-size particles were primarily concentrated in
the center of the film. The “coffee ring” and multilayer annular deposition disappeared
completely. Therefore, the film-forming property and uniformity can be improved by
appropriately increasing the size of the particle.

3.3. Effect of Solute Volume Fraction on Film Morphology

It was found that toluene had the best dispersing effect on QDs. Therefore, toluene
was used as the solvent, and QD inks with solute volume fractions of 0.025, 0.05, 0.075,
0.1, 0.25, 0.5, and 0.75 were prepared. The thin films were obtained by evaporation. The
morphologies of QD films were observed with an optical microscope, as shown in Figure 5a.
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Figure 5. (a) The morphologies of films prepared by inks with solute volume fractions of 0.025, 0.05,
0.075, 0.1, 0.25, 0.5, and 0.75 under the microscope. (b) The evaporation process when the solute
volume fraction was 0.5. (c) The schematic side and top views of the liquid film evaporation process
when the solute volume fraction was 0.5.

The experimental results show that the solute volume fraction was not the factor
that determined the formation of the “coffee ring”. This was only determined by the
characteristic of the solvent. Since the solute cannot unpin the contact line and redirect
the flow, the evaporation rate of the edge of the liquid film was greater than that of the
center when the solvent was constant. In order to keep the contact line pinned, there must
be a continuous, radially outward capillary flow from the center to the contact line to
compensate for the evaporative removal of the liquid, eventually forming a “coffee ring”.

When the solute volume fraction was less than 0.1, some QDs were deposited on the
glass slide before they moved to the edge due to the flash evaporation rate of the solvent
and finally formed a uniform QD film. When the solute volume fraction was greater than
0.1 (for example, ϕµ of 0.5), the film evaporation process was more complicated and formed
a gully-like morphology, as shown in Figure 5b. The schematic side and top views of the
liquid film evaporation process are shown in Figure 5c.

As can be seen in Figure 5b, when the ink contacts the substrate, it forms a liquid film.
Then, the three-phase contact line is pinned at once. The QDs in the liquid film began to
move to the three-phase contact line. At this time, the evaporation mode was the constant
contact radius model (CCR). When the evaporation proceeded for 15 s, the reverse “coffee
ring” ‘a’ appeared, gradually widened, and moved toward the center of the liquid film. At
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the same time, some QDs in ring ‘a’ diffused toward the “coffee ring” under the action of
capillary force. The “coffee ring” continued to widen. When the evaporation proceeded for
40 s, the liquid film was released from the pinned “coffee ring”, and the short-term constant
contact angle (CCA model) evaporation mode occurred. The pinned ring ‘b’ was the new
three-phase contact line, and the film continued to evaporate in CCR mode. As the liquid
film gradually became thinner, the temperature difference between the edge and center of
the liquid film became smaller, and the moving speed of ring ‘a’ to the center slowed down.
When the evaporation progressed to around 70% (at 50 s), ring ‘a’ was fixed and flushed
out within 5 s. At the same time, the stably distributed QDs in the center of the liquid film
also began to move rapidly to the edge. The liquid film was too thin to be fixed after 15 s,
so it shrunk rapidly toward the center and evaporated to dryness. QDs piled up on the
edges, eventually forming a “gully” morphology of varying depths. Therefore, in order
to avoid the appearance of the “gully” and obtain a more uniform and flat QD film, the
volume fraction of the ink solute should not be greater than 0.1.

3.4. Infrared Transmittance Analysis of Thin Films

In order to analyze the relationship between film morphology and film transmittance
and to provide an empirical method for the subsequent preparation of long-wave infrared
QD films, the film morphology was characterized by atomic force microscopy. The 3D
surface topography was recorded using a Nanosurf Flex-Axiom atomic force microscope
(Nanosurf, AG) in soft tapping mode with a scan speed of 6.25 µm/s to obtain 104 ×
104-pixel images. The experiments were carried out at room temperature (297 ± 1 K) using
cantilevers with the following nominal properties for force–distance curve measurements:
a length of 125 µm, a width of 25 µm, a thickness of 2.1 µm, a tip radius of 10 nm, a force
constant of 5 N/m, and a resonance frequency of 150 kHz, as shown in Figure 6.

It can be seen in Figure 6a,b that the QDs are distributed in islands on the substrate.
The QDs became denser and higher with the increase in the solute volume fraction. It can
be seen in Figure 6c that the shape of the QDs appears broader, and the cross-sectional
diameter became larger with the further increase in the solute volume fraction.

The arithmetic mean heights (Sa) of films with solute volume fractions of 0.025, 0.05,
0.075, 0.1, 0.25, 0.5, and 0.75 were 53.90 nm, 55.25 nm, 59.23 nm, 61.83 nm, 66.13 nm,
66.82 nm, ands 72.25 nm, respectively, as shown in Figure 7a. The transmissions of films
with solute volume fractions of 0.025, 0.05, 0.075, 0.1, 0.25, 0.5, and 0.75 were 88.65%, 81.27%,
61.91%, 59.14%, 45.36%, 37.38%, and 33.85%, respectively, as shown in Figure 7b. The fitting
curve of the film height and transmission is shown in Figure 7c.

It can be seen in Figure 7c that the increase rate of the height of the film and the decrease
rate of the transmission at the characteristic peak became slower when the solute volume
fraction was 0.1. There was a linear relationship between the height and transmission,
which conformed to the Lambert–Beer law. This result can provide an important reference
for the preparation of thin films with specific transmission.
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Figure 6. (a) Contour map of the film. (b) Three-dimensional images of the film under AFM.
(c) Sectional view of the film’s diagonal. (The volume fractions of ink solute are 0.025, 0.075, 0.25, and
0.75.).
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Figure 7. (a) Transmittance of films prepared from QD inks with different solute volume fractions.
(b) Height of films prepared from QD inks with different solute volume fractions. (c) The fitting
function of solute volume fraction and film transmittance.
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4. Conclusions

HgSe QD inks with characteristic spectral bands located in the long-wave infrared
were prepared by mixing various organic solvents with a toluene solution of QDs. Among
them, QD inks with different tensions were first obtained by mixing eight kinds of organic
solvents (isopropanol, n-octane, ethanol, ethyl acetate, butyl acetate, acetone, chloroform,
and toluene) with the QD–toluene solution. Secondly, due to the large difference in polarity,
QD inks with different agglomerated particle sizes were obtained by mixing different
proportions of n-octane and QD–toluene solution. QD inks with different solute volume
fractions were then prepared by mixing different proportions of toluene and toluene–QD
solution. Finally, films with different morphologies were obtained by naturally evaporating
QD ink droplets on the substrate. The effects of the surface tension, particle size, and
volume fraction on the film morphology were emphasized in the analysis. After that, the
infrared transmission spectra of the films were measured. The experimental results suggest
that the film slipped in the evaporation process, and the multilayer annular deposition
formed when the surface tension of the ink was no more than 24.86 mN/m. The “coffee ring”
and the multilayer annular deposition essentially disappeared when the solute particles
were larger than 188.11 nm. When the solute volume fraction was greater than 0.1, the
QDs in the film were accumulated, and a “gully” morphology appeared. In addition, the
increase rate of the film height and the decrease rate of transmission slowed down. The
relationship between the film height and transmission was fitted, and the curve conformed
to the Lambert–Beer law. Therefore, the morphology of the film can be improved by
adjusting the surface tension of the film, the particle size of the solute, and the volume
fraction of the solute. Therefore, a uniform and flat film without “coffee rings” can be
prepared by adjusting the surface tension, particle size, and volume fraction. This approach
could provide an empirical method for the preparation of LWIR QD filter film arrays. It
was also found that the evaporation rate, temperature or type of substrate, and shape of
solute particles also affected the film morphology in the experiment. The above factors can
be discussed and analyzed in detail in subsequent research. In addition, agglomeration
easily occurs due to the large specific surface area of nanoparticles. Therefore, it is also
important to modify and passivate the surface to avoid agglomeration when synthesizing
nanomaterials, and QD filter films with good morphology can be prepared by improving
the ink uniformity.
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Abstract: Radio frequency (RF) magnetron sputtering allows the fabrication of TiO2 films with high
purity, reliable control of film thickness, and uniform morphology. In the present study, the change
in surface roughness upon heating two different thicknesses of RF sputter-deposited TiO2 films was
investigated. As a measure of the process of the change in surface morphology, chemically -synthesised
phosphine-protected Au9 clusters covered by a photodeposited CrOx layer were used as a probe.
Subsequent to the deposition of the Au9 clusters and the CrOx layer, samples were heated to 200 °C to
remove the triphenylphosphine ligands from the Au9 cluster. After heating, the thick TiO2 film was
found to be mobile, in contrast to the thin TiO2 film. The influence of the mobility of the TiO2 films on
the Au9 clusters was investigated with X-ray photoelectron spectroscopy. It was found that the high
mobility of the thick TiO2 film after heating leads to a significant agglomeration of the Au9 clusters,
even when protected by the CrOx layer. The thin TiO2 film has a much lower mobility when being
heated, resulting in only minor agglomeration of the Au9 clusters covered with the CrOx layer.

Keywords: RF magnetron sputtering; TiO2 film; morphology; triphenylphosphine; Au9; gold clusters;
photodeposition; CrOx; Cr(OH)3; Cr2O3 layer

1. Introduction

Titanium dioxide (TiO2) is a semiconductor widely used for a large range of photocat-
alytic applications and is also an ideal model system for various types of studies [1,2]. There
are various techniques to prepare TiO2 films, such as sol-gel [3], evaporation [4], chemical
vapour deposition [5], atomic layer deposition [6] and radio frequency (RF) magnetron
sputtering [7]. Each of these methods has advantages and disadvantages in regard to fabri-
cation costs, uniformity of the film morphology, thermal stability, purity and preparation
time. Therefore, the best method of choice for TiO2 film preparation depends on which
application the film will be used in.

Amongst the above-named methods, RF magnetron sputtering is known to produce
high-purity TiO2 films with uniform thickness, ease of use and strong film adhesion to the
substrate [8]. The properties of these films are significantly impacted by the sputtering
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conditions, such as RF power, gas pressure, substrate type, substrate temperature and target-
to-substrate distance [9–14]. For instance, it has been reported that control of TiO2 film
thickness is possible by modulating the deposition time and the gas sputtering pressure [15].

TiO2 films prepared with the RF magnetron sputtering method can be amorphous
or have a rutile, anatase, or brookite crystal structure. It is well known that the physical
properties of TiO2 films depend highly on the post-deposition treatment, including heat
treatment conditions [16–18]. Çörekçi et al. reported that a correlation between heating
treatment and surface morphology with different TiO2 film thicknesses. It was observed
that an increase in surface roughness and grain sizes occurred during heating depending on
TiO2 film thicknesses, which also increased with film thickness. This is because increasing
temperatures transform TiO2 from amorphous to anatase and then to rutile [17], and
these phase transitions affect the surface morphology of the TiO2 film, which includes the
roughness and crystallinity of the surface [19].

The aim of this study is to investigate the influence of heat treatment on the sur-
face morphology of RF sputter-deposited TiO2 films with two different thicknesses, and
the effect this has on size-specific Au clusters deposited on the surface. TiO2 films have
attracted interest as substrates for investigating the role of Au clusters as cocatalysts in
photocatalysis [20,21]. In these studies, TiO2 films had been heated as part of the sam-
ple preparation procedure. The change in morphology, including surface mobility, upon
heating, can lead to agglomeration of the Au clusters. Understanding the change in sur-
face morphology upon heating, thus, is important when using TiO2 as a substrate for
investigating the cocatalyst properties. In the present work, phosphine-protected Au9
clusters covered by a photodeposited CrOx layer were used as probes for the TiO2 mobility
during the change of morphology upon heating. Scanning electron microscopy (SEM),
X-ray diffraction (XRD), laser scanning confocal microscope (LSCM) and X-ray photoelec-
tron spectroscopy (XPS), have been applied to characterise the thickness, crystal structure,
surface morphology and chemical composition and size of the Au cluster. The importance
of the present work is to show that morphology changes in RF sputter-deposited TiO2
depend on the thickness of the TiO2 layer, and that Au9 clusters can be used to probe
morphology changes in the surface.

2. Experimental Methods and Techniques
2.1. Material and Sample Preparation
2.1.1. Preparation of TiO2 Films

The RF magnetron sputtering method was used to prepare TiO2 films on a silicon
wafer under high vacuum conditions (HHV/Edwards TF500 sputter coater) [22]. Before
the deposition, the silicon wafer was cleaned with ethanol and acetone and then dried in a
stream of dry nitrogen. The TiO2 film was deposited onto a p-type silicon wafer substrate
by sputtering a 99.9% pure TiO2 ceramic target with 500 W sputtering power using Ar+

(flow rate of 5 sccm) for 50 min. The sputter coating chamber was held under vacuum at
2 × 10−5 mbar. This process resulted in TiO2 films formed on the silicon wafer with a
native oxide layer of TiO2.

TiO2 films with two different thickness were fabricated applying the above-described
procedure. The TiO2 films had different colours based on light interference [23]: a TiO2/Si
wafer with a purple colour and a TiO2/Si wafer with a gold-like colour (see Figure S1). The
difference in colour of the films is related to the difference in light interference patterns
within the films due to their difference in film thickness [24]. The thickness of TiO2P is
~400 nm, while TiO2G is ~1100 nm (vide infra). The TiO2 wafers were cut into 1 cm × 1 cm
pieces and used without further treatment. The two TiO2 wafers are hereafter referred to as
(i) TiO2P and (ii) TiO2G.

2.1.2. Deposition of Au9 Clusters

The deposition procedure of Au9(PPh3)8(NO3)3 (Au9) was identical for both the TiO2P
and TiO2G samples. Phosphine-protected Au9 clusters were synthesised as reported
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previously [25]. A UV-Vis spectrum of the Au9 cluster is shown in Figure S2. The TiO2
films were immersed in Au9 methanol solutions (2 mL) for 30 min at concentrations of
0.006, 0.06 and 0.6 mM. The TiO2 samples were rinsed by quickly dipping them into pure
methanol and then dried in a stream of dry nitrogen. These samples are hereafter referred
to as (i) TiO2P-Au9 and (ii) TiO2G-Au9.

2.1.3. Photodeposition of CrOx Layer

Photodeposition of the CrOx layer was the same for both TiO2-Au9 samples (TiO2P-
Au9 and TiO2G-Au9). A 0.5 mM potassium chromate solution was prepared by dissolving
K2CrO4 (≥99%, Sigma-Aldrich) in deionised water. The TiO2-Au9 samples were immersed
into the K2CrO4 solution (1 mL) and irradiated for 1 h using a UV LED (Vishay, VLMU3510-
365-130) with ~1 cm between the sample and the irradiation source. The UV LED had a
radiant power of 690 mW at 365 nm wavelength. After photodeposition, the samples were
washed by dipping them into deionised water and dried in a stream of dry nitrogen [26].
These samples are hereafter referred to as (i) TiO2P-Au9-CrOx and (ii) TiO2G-Au9-CrOx.

2.1.4. Heat Treatment

To remove the phosphine ligands from Au9 clusters, all samples were treated with
heating at 200 °C for 10 min under ultra-high vacuum (1 × 10−8 mbar) in the XPS chamber.

2.2. Characterization Methods
2.2.1. Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy (SEM-EDAX)

The thickness of TiO2 films (TiO2P and TiO2G) was determined by combining SEM
imaging and SEM-EDAX (FEI Inspect F50 microscope) scans on cross-sections of the TiO2
samples. Cross-sectional images were recorded at a magnification of up to 100 k with
15 keV electron energy.

2.2.2. X-ray Diffraction (XRD)

The crystal and phase structure of the TiO2 films (TiO2P and TiO2G) before and after
heating were analysed using XRD. A Bruker D8 Advance apparatus was used to record the
XRD patterns with an irradiation source of Co-Kα (λ = 1.789 Å) operating at 35 kV and 28 mA.

2.2.3. Laser Scanning Confocal Microscope (LSCM)

The surface morphology of TiO2 films (TiO2P and TiO2G) was measured using a
LSCM (Olympus LEXT OLS5000-SAF 3D LSCM) with 100x/0.80NA and 50x/0.60NA LEXT
objective lenses. The Olympus Data Analysis software was used to calculate the arithmetic
mean deviation (Ra) and root mean square deviation (Rq) values.

2.2.4. X-ray Photoelectron Spectroscopy (XPS)

XPS analysis was performed using an X-ray source with Mg Kα line (hv = 1253.6 eV).
A detailed description of the equipment has been given previously [27]. Survey spectrum
scans were performed with a pass energy of 40 eV using a SPECS PHOIBOS-HSA 3500
hemispherical analyser. High-resolution XPS spectra were recorded for C, O, P, Si, Ti, Cr
and Au with a pass energy of 10 eV. All XPS binding energy scales were normalised using
the C 1 s peak at 285 eV. The peaks were fitted to calculate relative intensities considering
atomic sensitivity factors. XPS was recorded immediately after sample preparation and
heating, thus, reducing the number of atmospheric exposures.

3. Results and Discussion
3.1. Influence of the Thickness of the TiO2 Films

The influence of the thickness of the RF sputter-deposited TiO2 on the change in film
morphology upon heating is investigated. First, we will determine the thickness of the
TiO2 films for TiO2P and TiO2G and describe the crystallinity and morphology of both
samples before and after heating. Then, the XPS results will be reported for both TiO2P and
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TiO2G. Subsequently, the agglomeration of Au9 clusters beneath a Cr2O3 overlayer upon
heating of the two films is determined and discussed.

3.2. Determination of the TiO2 Film Thickness

Figure 1 shows cross-section SEM images of TiO2P and TiO2G with line measurements
of the thickness of the TiO2 films. These SEM images clearly show that the thickness of
the film for the TiO2P and TiO2G samples is ~400 nm and ~1100 nm, respectively; the
film thickness of TiO2G is more than two times greater than for TiO2P. To confirm the film
thickness, EDAX was further processed at the same image spots as SEM. Cross-section
SEM-EDAX elemental maps of Ti, O and Si of TiO2P and TiO2G are shown in Figure S3.
The EDAX elemental maps confirm that the thickness of the TiO2 film for TiO2G is larger
than for TiO2P.
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Figure 1. Cross-section SEM images of the (A) TiO2P [28] and (B) TiO2G layer.

3.3. Crystal Structure of the TiO2P and TiO2G before and after Heating

To assess the crystal structure of the TiO2 film for TiO2P and TiO2G, XRD was con-
ducted (Figure 2). There are no observable anatase, rutile or brookite crystal phase
peaks [29], indicating that the films have an amorphous crystal structure. The crystal-
lographic state of the TiO2 is known to be transformed upon heating. The XRD patterns of
TiO2 films (TiO2P and TiO2G) after heating at 200 ◦C for 10 min are shown in Figure 2. Both
spectra show an anatase peak at 29.8◦, which confirms that the crystal structure of TiO2P
and TiO2G has changed to the anatase phase after heating. The intensity of the anatase
diffraction peak for TiO2G is more than two times higher than for TiO2P, which is due to
the difference in the total amount of TiO2 in each film. The TiO2G layer is more than two
times thicker than TiO2P, so we also expect that there is more than twice as much anatase in
the TiO2G film. Thus, the percentage change in crystal structure in the films is comparable.
The formation of the anatase phase strongly suggests the TiO2 film could be mobile during
the heating process, which could influence the morphology of the TiO2 films, as will be
discussed below.

3.4. Morphology of the TiO2P and TiO2G Layer before and after Heating

LSCM was conducted on both TiO2 films before and after heating to compare their
morphology. Figure 3 shows the surface morphology of TiO2P and TiO2G before and after
heating over an area of 16 × 16 µm and the determined Ra and Rq values. The 3D profiles
of the same spots are displayed in Figure S4. Before heating, the Ra (and Rq) values of the
TiO2P and TiO2G are 0.6 nm (0.8 nm) and 1.0 nm (1.3 nm), respectively. However, after
heating, the values become 1.0 nm (1.2 nm) and 12.7 nm (14.7 nm), respectively. The change
in Ra (and Rq) for TiO2P is small after heating, especially in comparison to TiO2G, which is
12 times higher after heating. The Ra (and Rq) values were also calculated over a much
larger area of 595 × 595 µm and show a similar change (Figure S5). The change in the Ra
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(and Rq) values indicates that both the TiO2P and TiO2G increase in surface roughness after
heating. The XRD results show that the TiO2G and TiO2P have the same fraction of anatase
after heating, so the total amount of anatase in TiO2G is larger compared to TiO2P (vide
supra). Çörekçi et al. noted a similar finding in their study of different thicknesses of TiO2
films heated at different temperatures [19]. The authors reported that the surface roughness
of the thicker TiO2 film (300 nm) increased more compared to thinner films (220 and
260 nm) upon heating. In our study, a large change in the surface roughness was observed
clearly with the thicker film (more than two times thicker) by a factor of six. Çörekçi et al.
assumed that the increase in surface roughness was due to increases in the grain sizes
with increasing film thickness and the recrystallization in the TiO2 films during heating. A
number of studies have reported comparable findings that the surface morphology of the
TiO2 films changes upon heating [17,30]. Thus, we conclude that the thicker TiO2G film is
more mobile during heating in comparison to the thinner film in the TiO2P sample.
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Figure 2. XRD patterns of the Si wafer, TiO2P and TiO2P after heating, TiO2G and TiO2G after heating
to 200 ◦C. The positions of the diffraction peaks for anatase, rutile and brookite, as well as Si, are
indicated using the standard XRD patterns (anatase PDF 01-075-1537, rutile PDF 01-071-4809, brookite
PDF 04-007-0758 and Si PDF 00-013-0542).

3.5. Au9 Clusters on TiO2P and TiO2G; a Probe for Mobility during Heating

In order to provide insight into the mobility of the TiO2 during the recrystallisation process,
Au9 clusters were deposited onto the TiO2 films and analysed with XPS. XPS was used to
investigate the size of phosphine-protected Au9 clusters deposited onto TiO2P and TiO2G. In
addition, the effect of the CrOx overlayer on the Au9 clusters was investigated, also with XPS.
Figures 4 and 5 show the peak positions and relative intensities of Au 4f7/2 peaks in the XP
spectra of three different concentrations (0.006, 0.06 and 0.6 mM) of TiO2P-Au9, TiO2G-Au9,
TiO2P-Au9-CrOx and TiO2G-Au9-CrOx before and after heating. Tables S1 and S2 show a
summary of all the Au 4f7/2 peak positions and full-width-half-maximum (FWHM). Note that
all the Au 4f spectra for both substrates (TiO2P and TiO2G) are shown in Figures S6 and S7. The
TiO2P XPS results will be first presented, followed by the TiO2G results.
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Figure 4. XPS results of TiO2P-Au9 for three different Au9 concentrations: (A) position of Au 4f7/2

and (B) relative intensity of Au before and after heating. TiO2P-Au9-CrOx (C) position of Au 4f7/2

and (D) relative intensity of Au before and after photodeposition of the CrOx layer and after heating.
Note that the vertical scales of (B,D) are different and that the samples in (A,C) are different but are
prepared in the same manner.
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Figure 5. XPS results of Au9 deposited on TiO2G for three different Au9 concentrations: (A) position
of Au 4f7/2 and (B) relative intensity of Au before and after heating. TiO2G-Au9 with the CrOx layer:
(C) position of Au 4f7/2 and (D) relative intensity of Au before and after photodeposition of the CrOx

layer and after heating. Note that the vertical scales of (B,D) are different and that the samples in
(A,C) are different but are prepared in the same manner.

3.6. XPS of TiO2P Sample

Without the CrOx layer and before heating, the Au 4f7/2 peaks appeared at 85.1–85.4 eV
with an FWHM of 1.7–1.8 eV (Figure 4A), whereas after heating, the Au 4f7/2 peaks shifted to
slightly lower binding energies (84.7–84.8 eV) and FWHM (1.5–1.6 eV), and also showed a
decrease in relative Au intensity across all Au9 concentrations (Figure 4B). The results of the
samples covered with a CrOx layer are shown in Figure 4C,D. The Au 4f7/2 peak positions of
TiO2P-Au9 after CrOx deposition but before heating were observed at 85.3 eV and an FWHM
of 1.6 eV for all three concentrations. Note that the Au relative intensities decrease after the
photodeposition of the CrOx layer, confirming the coverage of Au clusters with the CrOx
layer (Figure 4D). After heating, the XPS peak position decreases slightly to 85.0 eV with
no significant change in FWHM. The relative Au intensities also remained unchanged upon
heating. XPS has been shown previously to be a reliable indicator of the size of phosphine-
protected Au9 clusters through the final state effect [21,28,31–36]. Generally, non-agglomerated
Au9 clusters on TiO2 appear at a high binding peak (HBP) between 85.0–85.4 eV with an
FWHM of 1.7 ± 0.2 eV, and agglomerated Au9 clusters shift toward a low binding peak
(LBP) at 84 eV with a decreasing FWHM that corresponds to bulk Au [28,31–35]. This XPS
interpretation has been confirmed by correlating the XPS results with other techniques, such
as HRTEM [33,34]. Here, the Au 4f7/2 peak positions of TiO2P-Au9 without the CrOx layer
after heating indicate a small degree of agglomeration of the Au9 clusters for all concentrations.
This is further confirmed by a small decrease in Au intensity after heating, indicating that some
of the gold is attenuated due to some larger, agglomerated particles. Electrons emitted from
the part of the clusters facing toward the substrate are attenuated when leaving the sample,
which decreases the overall Au intensity [31,32]. Therefore, the same total amount of gold
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deposited on the surface will have a lower intensity for large gold particles than that of small
gold clusters. In contrast to the CrOx layer of the Au 4f7/2 peaks, positions are unchanged
after heating and there is no further decrease in the Au relative intensities, indicating that
Au clusters remain non-agglomerated clusters with CrOx coverage (see Scheme 1A). It is
important to note that there is a decrease in Au intensity after photodeposition of the CrOx
layer due to the coverage of Au9 clusters (Figure 4D). These results are in agreement with our
previous report showing that CrOx overlayers inhibit the agglomeration of Au clusters [28].
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Scheme 1. Schematic illustration of the experimental procedure for preparing (A) TiO2P-Au9-CrOx

and (B) TiO2G-Au9-CrOx.

The P 2p spectra of TiO2P-Au9 without and with the CrOx layer before and after
heating are shown in Figure S8 and the peak positions are discussed in the Supplementary
Section. The Cr 2p spectra for TiO2P-Au9-CrOx before and after heating at the three different
concentrations are shown in Figure S9. A summary of all the Cr 2p3/2 peak positions is
shown in Table S3 and the peak positions are discussed in the Supplementary Section.

3.7. XPS of TiO2G Sample

For the thicker film, TiO2G-Au9, the Au 4f7/2 peak positions before heating for all
three different concentrations appeared at the HBP at 85.3 ± 0.1 eV (Figure 5A) and
an FWHM of 1.8 ± 0.2 eV, corresponding to non-agglomerated Au clusters. However,
after heating, the Au 4f7/2 shifted toward lower energy (84.6–84.9 eV) and an FWHM of
1.5–1.7 eV with a decrease in Au intensity (Figure 5B), indicating that Au clusters are
partially agglomerated. With the CrOx layer deposited before heating, the Au 4f7/2 peak
positions are observed at the HBP position at 85.3–85.5 eV (Figure 5C), with a decrease in
Au 4f7/2 intensity due to the coverage of the CrOx layer on Au9 clusters (Figure 5D). There
is a slight increase in the binding energy of the Au 4f peak after the photodeposition of
CrOx, and we do not know if this is a significant change or not. However, the position
found can be used as an indication of the presence of non-agglomerated Au clusters. With
the CrOx layer after heating, the Au 4f7/2 peak positions have further shifted to lower
energy (84.3–84.8 eV) positions and an FWHM of 1.3–1.8 eV with a decrease in Au intensity,
which is attributed to further agglomeration of the Au clusters based on the final state effect
(see Scheme 1B). The degree of agglomeration increases with increasing Au9 concentration
for both cases (without and with the CrOx layer). Note here the difference; Au clusters on
the surface of TiO2G undergo increased agglomeration after heating, even in the presence of
the CrOx layer. This is different to the TiO2P, where Au clusters are less likely to agglomerate
under the CrOx layer after heating. This difference will be further discussed below.

The chemical state of the phosphorous ligands of TiO2G-Au9 without and with the CrOx
layer, both before and after heating, was determined using the P 2p region (see Figure S10
for more information and accompanying text). Figure S11 shows the Cr 2p spectra for
TiO2G-Au9-CrOx before and after heating of the three different concentrations. All the Cr
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2p3/2 peak positions are given in Table S4 and the peak positions are discussed in the
Supplementary Section.

3.8. Effect of the TiO2 Film Thickness

The protective effect of the CrOx layer on the agglomeration of Au9 clusters is not
the same for both the TiO2P and TiO2G substrates. The agglomeration of Au9 clusters is
inhibited on TiO2P with the CrOx overlayer but not on TiO2G, which shows a higher degree
of agglomeration. The coverage of the CrOx layer on Au9 clusters for both substrates is
demonstrated by the decrease in the Au-XPS intensities. After heating, it is observed that
the relative amount of CrOx decreases for both films (Table S5). Our previous studies on a
similar system revealed that the CrOx layer diffuses into a TiO2 film after heating to 600 °C
due to the differences in surface energy between TiO2 and CrOx [26]. In this study, both films
were heated to only 200 °C, however, CrOx on TiO2G experienced more diffusion of CrOx
into the film compared to TiO2P. One possibility for the higher degree of Au9 agglomeration
and CrOx diffusion is the mobility of the TiO2 film. Cluster agglomeration can be due to
either (i) growth of the clusters over the surface or (ii) mobility of the substrate. In the
case of (i), the cluster growth and agglomeration on a substrate can be ascribed to either
Smoluchowski ripening or Ostwald ripening mechanisms. For Smoluchowski ripening,
the agglomeration of clusters is caused by the collision and coalescence of entire clusters
to larger particles [37]. For Ostwald ripening, the growth of larger particles takes place by
the detachment of single atoms, which diffuse onto a nearby cluster or nanoparticle [38].
In the case of (ii), a section of the substrate to which a cluster is adsorbed moves closer to
another section of the substrate, which has another adsorbed cluster. The significant change
in the surface morphology of TiO2G after heating (Ra: 11.7 nm and Rq: 13.4 nm) compared
to TiO2P (Ra: 0.4 nm and Rq: 0.5 nm) strongly suggests that the agglomeration of the Au9
clusters with different concentrations on TiO2G after heating is due to the high distortion of
the surface upon heating. A higher mobility of the TiO2 substrate during heating means
that the local surface beneath an Au cluster moves larger distances compared to a substrate
which exhibits lower mobility during heating (see Scheme 2). The high mobility of the thick
film is assumed to be due to the recrystallisation during heating, which is in agreement
with previous studies [17,19,30]. With increasing mobility, the likelihood of close contact
between two or more Au clusters increases, and thus the likelihood of agglomeration is
also increased. Furthermore, the degree of agglomeration of the Au clusters is larger for the
thicker TiO2G substrate compared to the thinner TiO2P substrate.
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Scheme 2. Schematic illustration showing the agglomeration mechanism of Au9 clusters on the
TiO2G film during heating.

4. Conclusions

In summary, the change in surface morphology of two different film thicknesses of
RF sputter-deposited TiO2 (~400 nm and ~1100 nm) was examined and compared upon
heating. After heating, the thick TiO2 film showed a larger change in surface morphology,
which is associated with higher mobility during heating compared to the thin TiO2 film.
The difference in mobility is attributed to the differences in the total amount of amorphous
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TiO2 transformed to anatase in each of the films, which then results in differences in the
morphology of the surface upon heating. Au9 clusters were used as a probe for TiO2
mobility. Au9 clusters were deposited onto the two different TiO2 films, followed by
photodeposition of the CrOx layer. After heating, the Au clusters on the thicker film
showed a larger degree of agglomeration compared to the thinner film. The higher mobility
of the thick film during heating increased the probability of close encounters of Au clusters,
which resulted in agglomeration of the Au9 clusters even in the presence of a CrOx overlayer.
In contrast, the lower mobility of the thin film resulted in less agglomeration of the Au9
clusters after heating.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/nano12183218/s1. The supporting information shows the EDAX-
SEM elemental mapping of the TiO2P and TiO2G cross-section images, the details of the XP spectra,
their fitting, and quantification. Figure S1: A photo of the TiO2P (lift) and TiO2G (right) films.
Figure S2: UV-Vis spectrum of Au9(PPh3)8(NO3)3 in Methanol. Figure S3: Cross-section SEM-EDAX
elemental maps of Ti, O and Si of TiO2P and TiO2G. Note that the scale bars are different. Figure S4:
3D Profile of (A) TiO2P before heating, (B) TiO2P after heating, (C) before heating, TiO2G and (D)
TiO2G after heating (area 16 × 16 µm). Figure S5: Surface morphology with the average of Ra and
Rq values of (A) TiO2P before heating, (B) TiO2P after heating, (C) before heating, TiO2G and (D)
TiO2G after heating. (area 595 × 595 µm). It is important to know that the scale bars are different.
Figure S6: XP spectra of Au 4f of (A) TiO2P-Au9: after Au9 deposition (blue) and after heating
(grey) (B) TiO2P-Au9-CrOx: after Au9 deposition (blue), after CrOx layer photodeposited (orange)
and after heating (grey). Figure S7: XP spectra of Au 4f of (A) TiO2G-Au9: after Au9 deposition
(blue) and after heating (grey) (B) TiO2G-Au9-CrOx: after Au9 deposition (blue), after CrOx layer
photodeposited (orange) and after heating (grey). Figure S8: XP spectra of P 2p of (A) TiO2P-Au9:
after Au9 deposition (blue) and after heating (grey) (B) TiO2P-Au9-CrOx: after Au9 deposition (blue),
after CrOx layer photodeposited (orange), and after heating (grey). Figure S9: XP spectra of Cr 2p
of the TiO2P-Au9-CrOx sample of (A) 0.006mM sample, (B) 0.06mM sample and (C) 0.6mM sample:
after CrOx layer photodeposited (orange) and after heating (grey). Figure S10: XP spectra of P
2p of (A) TiO2G-Au9: after Au9 deposition (blue) and after heating (grey) (B) TiO2G-Au9-CrOx:
after Au9 deposition (blue), after CrOx layer photodeposited (orange), and after heating (grey).
Figure S11: XP spectra of Cr 2p of the TiO2G-Au9-CrOx sample of (A) 0.006mM sample, (B) 0.06mM
sample and (C) 0.6mM sample: after CrOx layer photodeposited (orange) and after heating (grey).
Table S1: XPS Au 4f7/2 peak positions and FWHM of TiO2P-Au9 and TiO2P-Au9-CrOx. Table S2: XPS
Au 4f7/2 peak positions and FWHM of TiO2G-Au9 and TiO2G-Au9-CrOx. Table S3: XPS Cr 2p3/2
peak positions and FWHM of TiO2P-Au9-CrOx. Table S4: XPS Cr 2p3/2 peak positions and FWHM
of TiO2G-Au9-CrOx. Table S5: XPS relative amount of Cr 2p3/2 to Ti 2p3/2 of TiO2P-Au9-CrOx and
TiO2G-Au9-CrOx. References [39–44] are cited in the supplementary materials.
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Abstract: Non-volatile memories based on the flash architecture with self-assembled III–V quantum
dots (SAQDs) used as a floating gate are one of the prospective directions for universal memories.
The central goal of this field is the search for a novel SAQD with hole localization energy (Eloc)
sufficient for a long charge storage (10 years). In the present work, the hole states’ energy spectrum in
novel InGaSb/AlP SAQDs was analyzed theoretically with a focus on its possible application in non-
volatile memories. Material intermixing and formation of strained SAQDs from a GaxAl1−xSbyP1−y,
InxAl1−xSbyP1−y or an InxGa1−xSbyP1−y alloy were taken into account. Critical sizes of SAQDs, with
respect to the introduction of misfit dislocation as a function of alloy composition, were estimated us-
ing the force-balancing model. A variation in SAQDs’ composition together with dot sizes allowed us
to find that the optimal configuration for the non-volatile memory application is GaSbP/AlP SAQDs
with the 0.55–0.65 Sb fraction and a height of 4–4.5 nm, providing the Eloc value of 1.35–1.50 eV.
Additionally, the hole energy spectra in unstrained InSb/AlP and GaSb/AlP SAQDs were calculated.
Eloc values up to 1.65–1.70 eV were predicted, and that makes unstrained InGaSb/AlP SAQDs a
prospective object for the non-volatile memory application.

Keywords: QD-Flash; self-assembled quantum dots; quantum dots memories; non-volatile memories;
universal memories; hole localization; quaternary alloy; strain

1. Introduction

Semiconductor self-assembled quantum dots (SAQDs) are nanocrystals of a narrow
bandgap material grown into a matrix or a shell of a wider bandgap material. In contrast to
colloidal SAQDs [1,2], the epitaxial SAQDs formation occurs in Stranski–Krastanov growth
mode as a result of surface relief reorganization [3]. One of the crucial advantages of this
self-organized growth mode is the formation of a nanoscale objects array without using
nanoscale lithography. The flexibility of the SAQD energy spectrum, caused by quantum
confinement effects and the alloy composition variation, makes them widely applicable in
broad areas of modern electronics and optoelectronics [4–11]. The energy bands offset at an
SAQD/matrix heterointerface provide a charge carrier localization into SAQDs, and that
opens up the prospective of using SAQDs for charge storage in non-volatile memory cells.
The most interesting object in this research field is the construction of a flash memory with
a III–V SAQD array used as a floating gate. The basic principles of such memory cells were
formulated in [12,13]. The basic idea consists in the hole localization in the SAQD potential
that permits controlling the underlying channel conductivity by the field effect, as shown
in the schematic diagram presented in Figure 1 [12].
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Figure 1. (a) Schematic cross section of the layered structure. (b) Sketch of the SAQD–Flash prototype.
Hall-contacts were used for the transport measurements of 2DHG [12].

The fabrication of the first high-temperature SAQD flash memory prototype, based
on InAs/AlGaAs SAQDs [13,14], reveals the main advantages of III–V SAQD flash cells in
comparison with traditional Si/SiO2-based ones. First of all, a significantly faster access
time (about 20 ns) was mentioned [13], and that is comparable to a dynamic random-access
memory (DRAM), in contrast to microsecond times common for a Si/SiO2-based flash
memory in the framework of planar technology. As is clearly seen in Figure 2 [12], the
fast access is caused by (i) the direct hole capture into an SAQD at the writing mode with
the rate limited by the hole energy relaxation and recharging of the structure capacitance
(f cutoff ~ 1/(RC)) only and (ii) the tunnel hole emission at the erase mode [13,15]. Miniatur-
ization of the cell III–V of the SAQD-memory will minimize the limitation of the write/erase
rate caused by recharging the capacitance of the structure and allow it to approach the
limit determined by the hole capture time in the SAQD (less than 1 ps [16]). Second, in
traditional Si/SiO2-based flash memories, hot charge-carriers are used for the write/erase
procedure, and it leads to a damaging of the structure and low endurance (<106 cycles).
The direct hole capture into SAQDs, according to the SAQD flash concept, will solve this
problem and allow a significant increase in endurance. Additionally, the advantage of
using III–V materials is that III–V FETs are noticeably superior to Si FETs in their speed
characteristics [17]. This allows us to hope for an increase in the speed of reading data from
the memory cells due to the higher mobility of charge carriers in the transistor channel. In
addition, the similarity of the structure of materials III–V and Si, as well as close values
of technological norms of lithography and other post-growth processes for Si and III–V
chips [18], suggest that: (i) the planar cell density of III–V SAQD-memory can reach that of
planar Si flash and DRAM, and (ii) III–V flash technology can walk the path that Si flash
technology has traveled and take full advantage of the 3D memory architecture. All these
SAQD flash memory features are a perspective for the creation of universal memory, which
combines the advantages of a fast DRAM memory and a long storage time of a non-volatile
flash memory, and that allows for expecting a revolution in computer architecture. It is also
necessary to note that some of the III–V materials are characterized by a high probability
of optical interband transitions. This allows us to hope for the development of memory
with optical access, which will accelerate the transition to computing systems based on the
principles of photonics.
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Figure 2. Schematic illustration of the (a) storage, (b) write and (c) erase operations in the SAQD–Flash
concept [12].

Nevertheless, developing an SAQD-based non-volatile memory is still far from being
finished. The main problem arising in this way is the insufficient hole localization energy
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in known SAQDs (Eloc) resulting in a low charge storage time. Actually, the first high-
temperature prototype based on InAs/AlGaAs SAQDs [13,14] was characterized by a
storage time of about few milliseconds, caused by Eloc lower than 0.8 eV. Thus, it became
clear that the main weak point of this technology is the insufficient hole localization energy
in presently available III–V SAQDs. Further investigations were focused on the SAQD
formation in III–V heterosystems with a higher Eloc value. This trend has involved such
well-known SAQDs system as GaSb/GaAs [19–21] and relatively novel heterosystems, for
instance, GaSb/AlGaAs [22,23], GaSb/AlAs [24], InSb/AlAs [25], InGaAs/GaP [26,27],
GaSb/GaP [28,29], InGaSb/GaP [30,31] and others, as discussed in [32]. The highest Eloc
value was obtained for GaSbP/GaP SAQDs (about 1.18 eV [29]), and it results in a storage
time of about four days. As is mentioned in Ref. [32], a storage time longer than 10 years
may be reached at Eloc > 1.3–1.5 eV.

Despite the impressively long charge storage in GaSbP/GaP SAQDs, this is not yet
sufficient for a non-volatile memory cell. As it appears, a further increase in Eloc can be
realized by increasing SAQD sizes and/or by the increase in the Sb content in ternary
alloy GaSbP. However, it inevitably leads to a rise in strain level and a risk of plastic
SAQD relaxation. On the other hand, it is possible to increase the hole localization by
downshifting the matrix valence band top using AlP instead of GaP. Indeed, the valence
band top in AlP lies ~0.5 eV lower than the GaP valence band top [33]. According to
the simplest estimations, this allows us to expect an increase in the localization energy
by the same 0.5 eV. According to calculations [12,13,32], an increase in the localization
energy by 50 meV provides an increase in the charge storage time at room temperature
by one order of magnitude. That is, ceteris paribus, replacing the matrix material from
GaP to AlP can increase the storage time by 10 orders of magnitude, which corresponds
to 108 years. However, despite such optimistic forecasts, the InGaSb/AlP heterosystem
remains unexplored either theoretically or experimentally. Earlier, the Sb-based SAQDs
in the AlP matrix were just briefly mentioned in [29,32,34], and no detailed SAQD energy
spectrum calculations and, especially, attempts of epitaxial growth can be found in the
literature. Embedding AlGaP barriers in the heterostructures with InGaSb/GaP SAQDs [31]
and AlP barriers growing close to InGaAs/GaP SAQDs [27] were only discussed.

In this contribution, we report on the InGaSb/AlP SAQDs’ energy spectrum calcula-
tions, taking into account the material intermixing and SAQD formation from the alloy
with Al and P atoms. It is shown that strained GaSbP/AlP SAQDs are optimal for the
non-volatile memory fabrication and allow for expecting the hole localization energy (up
to 2.04 eV) along with the minimal elastic strain. Additionally, the unstrained InGaSb/AlP
SAQD hole energy spectrum was investigated. The hole localization energy values are
predicted up to Eloc = 1.65–1.70 eV, and it precipitates the prospects of using unstrained
InGaSb/AlP SAQDs for non-volatile memory applications.

2. Calculation Procedure

As was mentioned, a significant variation in the SAQD energy spectrum, provided by
a strong influence of SAQD geometry and alloy composition on the energy level position,
is the key feature inducing the technological interest in SAQD heterostructures. On the
other hand, the energy spectrum’s sensitivity to SAQD parameters makes the spectrum
prediction a complicated task, requiring a wide range of parameters’ variation. The present
work is aimed at the theoretical investigation of the energy spectrum for novel InGaSb/AlP
SAQDs depending on SAQD sizes and the alloy composition with the focus on hole
localization energy.

First, we need to discuss the SAQD shape, which was used for modeling. Here, it is
necessary to observe the available experimental data related to the III–V SAQD formation.
InAs/GaAs is the most investigated III–V heterosystem. There is a huge quantity of exper-
imental data indicating that, for the InAs/GaAs SAQDs, the nanostructures of different
shapes, including disks, truncated cones, lenses, pyramids or truncated pyramids, can
be produced by Stranski–Krastanov growth techniques [6,35–40]. Comparatively, SAQDs
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formed in the III-phosphide matrixes were rarely studied. The experimental data related
to InGaAs/GaP [26], GaSb/GaP [41] and InGaSb/GaP [30] SAQDs allow us to use the
truncated pyramid shape for modeling InGaSb/AlP SAQDs. Following [41], where the dot
shapes were discussed in detail, we select a pyramid with a square base oriented along
[011]-like directions and limited by lateral (111) and top (100) facets with the SAQD aspect
ratio of 1:4. The SAQD shape used for modeling is shown in Figure 3.
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Besides the shape factor, the SAQD energy spectrum may be affected by elastic de-
formation. All III-phosphides and III-antimonides are of the same crystal structure (zinc
blend) type, but the crystals are characterized by quite different lattice constants. In the
most strained case of the InSb/AlP pair, the difference is as high as 15% [33]. Therefore,
the nanoislands are inevitably formed with elastic strains. According to the model-solid
theory [42], a strain leads to an energy band shift that, consequently, has its effect on
the SAQD energy spectrum. Unfortunately, when the elastic energy of SAQD exceeds
some critical level, plastic relaxation processes can occur and threading dislocations can be
generated [43–46]. A distortion of translation symmetry in the dislocation core results in
the appearance of deep centers close to the SAQDs, and it could lead to the tunnel hole
escape from an SAQD and, consequently, to a dramatic shortening of hole storage time.
Moreover, threading dislocations provide an electric bypass in the heterostructure that
hinders the band-bending control by the gate bias. Thus, the calculation of critical SAQD
sizes, accounting for the effects related to the introduction of dislocations, is an important
task in our modeling.

Furthermore, material intermixing and SAQDs formation from the solid alloy result in
the change in basic material parameters, such as lattice constant, bandgap and valence band
offset [33], that also influence the strain value and energy band positions. The InxGa1−xSb
deposition on AlP can, in general, result in the InxGa1−xSbyP1−y/AlP SAQDs formation.
The material intermixing can occur during the III-Sb deposition stage due to bulk interdiffu-
sion [47–50], as well as during the growth of cap AlP layers due to the material segregation
and exchange reaction between the SAQD and the AlP matrix [51–59]. In order to sim-
plify calculations, we considered SAQDs consisting of quaternary alloys GaxAl1−xSbyP1−y,
InxAl1−xSbyP1−y and InxGa1−xSbyP1−y. As is shown below, this simplification does not
decrease the interest in our results, but allows us to demonstrate the main regularity of
the SAQD energy spectrum depending on the alloy composition. Thus, the calculation
procedure can be subdivided into the following stages: (i) calculation of critical SAQD size
depending on the SAQD alloy composition, (ii) taking into account the effect of material
mixing on the SAQD material parameters, (iii) calculations of strain distribution in SAQDs,
(iv) SAQD band alignment calculations and (v) charge carrier energy level calculations. Let
us describe this algorithm in detail.

2.1. Critical Sizes Calculation

The introduction of the dislocation occurs when the critical SAQD elastic energy level
is reached [43–46], and it is governed by SAQD sizes and SAQD/matrix lattice constant
mismatch f dependent on the SAQD alloy composition. Thus, we need to calculate the criti-
cal sizes of SAQD as a function of the alloy composition. The force-balance approach [60,61]
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was used for the critical SAQD sizes calculation. This approach was developed by Fischer
for the prediction of critical thickness when the dislocations are introduced in strained
films, and, also, it was successfully used for the critical thickness prediction in the GeSi/Si
layers [61]. For the III–V SAQD, the approach was first used in [60]. In the framework of this
approach, the equilibrium situation is provided by the competition of two forces: (i) strain-
assisted force that leads to the dislocation introduction and (ii) dislocation loop tension
directed to the minimization of the total dislocation length. To simplify the calculations, in
our case, the problem was simplified to the interaction between two 90◦ Lomer dislocations.
Indeed, as is presented by the SAQD sketch given in Figure 4 [60], 60◦ dislocations in the
SAQD can join and form 90◦ Lomer dislocations. These Lomer dislocations, lying at the
bottom and top SAQD heterointerfaces, form the dislocation dipole (i.e., dislocations with
equal, but opposite Burgers vectors).
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Figure 4. Location of dislocation loops around the SAQD; 60◦ dislocations tend to combine into
Lomer dislocations (L). A dislocation loop (left) fails to wrap around the dot and threads towards the
surface [60].

A distance between dislocations in a dipole corresponding to a dot height can be
obtained from the equilibrium condition on the forces acting on dislocation loops, and it
leads to the absence of excess shear stress τexc:

τexc = cosλ cosϕ
2G(1 + ν)
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where λ = 60◦ is the angle between the Burgers vector and the direction in the interface
plane that is normal to the dislocation line, ϕ = 35.3◦ is the angle between the slip plane and
the strained interface normal, G is the shear modulus, ν = 0.31 is the Poisson ratio (close for
all binary antimonides and phosphides), f is the lattice mismatch between an SAQD alloy
and AlP matrix, b =a/

√
2 is the Burgers vector magnitude (a is the SAQD lattice constant), h

is the separation between two segments of the dislocation dipole and p is the lateral separa-
tion between two dislocations. Since the introduction of one dislocation was considered, the
p value was increased to the infinity. Solving this transcendent equation by the graphical
method (see sample plot in Figure S1 in the Supplementary Materials) and varying f and b
according to the alloy composition by the linear Vegard law for quaternary alloys of general-
ized composition AxB1−xCyD1−y ( aABCD = xy · aAC + (1 − x)y · aBC + (1 − x)(1 − y) ·
aBD + x(1 − y) · aAD), we obtained the critical SAQD height (hc) as a function of alloy
composition. The obtained hc values were used for consequent calculations.

107



Nanomaterials 2022, 12, 3794

2.2. Effect of Alloy Composition

The formation of a solid alloy from different atom species results in a disorder and
material parameter fluctuation on a micro scale, comparable with few interatomic dis-
tances [62–65]. However, typical SAQD sizes of several nanometers [3–11] significantly
exceed this distance, and this fact allows us to neglect the disorder and consider a solid
alloy as a material with averaged constant parameters governed by the alloy composition.
Material parameters for quaternary alloys of the AxB1−xCyD1−y type were calculated in the
quadratic approach using expression [33]:

PABCD = xy · PAC + (1 − x)y · PBC + (1 − x)(1 − y) · PBD + x(1 − y) · PAD+
+x(1 − x)y · CABC + (1 − x)y(1 − y) · CBCD + x(1 − x)(1 − y) · CABD + xy(1 − y) · CACD

(4)

where x and y are the fractions of corresponding atoms, Pij is the parameter value for binary
compounds and Cijk is the bowing parameters for the corresponding ternary alloys.

During the SAQD formation, material intermixing processes may result in the distribu-
tion of alloy composition over the SAQD bulk. The studies of composition variation in the
well-known ternary alloy InxGa1−xAs/GaAs SAQDs yielded a reverse triangle distribution
of the In content along the growth axis [35,36], where the In content rises to the SAQD top.
However, quaternary and more complicated alloy SAQDs have not been investigated in
such detail. In one of few contributions related to the consideration of multielement alloy
SAQDs, the experimental data were reported for the atom distributions in InGaAsSb/GaP
SAQDs grown on the GaAs sublayer [66]. The non-uniform element distributions along
the growth direction were determined. The trends of element distribution were close to
the triangle shapes, but the peak positions for In and Sb were shifted to the SAQD top
in reference to the peak positions for Ga, P and As, and that was caused by drastically
different segregation effects. However, the available data are not essential to see how
the element profiles are changed as a function of average element content. Therefore, in
order to simplify the calculation procedure, we used the SAQD model with a fixed alloy
composition over the SAQD bulk.

2.3. Strain Distribution

Since the typical SAQD size drastically exceeds the interplanar distances in III–V mate-
rials, the SAQD material can be considered as a continuous matter. The strain was calculated
in the framework of the model-solid approach [42]. A thin 2D layer coherently strained
to the surrounding matrix and arranged along the (100) plane is schematically presented
in Figure 5. Both layer and matrix materials are related to the zinc blend type. The lateral
lattice constant of the thin layer is equal to the lattice constant of the unstrained matrix:

a|| = amat (5)
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Therefore, the lateral component of deformation tensor εxx can be written as:

εxx = εyy =
a|| − a0

a0
=

amat
a0
− 1 = f (6)

where a0 is the unstrained lattice constant of thin layer material. According to the model-
solid approach, the in-plane deformation induces the corresponding deformation along the
growth axis. The lattice constant of the thin layer in the growth axis direction is:

a⊥ = a0

(
1− 2

C12

C11
εxx

)
(7)

where C12 and C11 are the elastic constants of a thin layer material. Thus, the component of
the deformation tensor along the growth axis is:

εzz =
a⊥
a0
− 1 = −2

C12

C11
f (8)

In this simple case, the deformation is almost localized in the thin strained layer, in con-
trast to the case of 3D SAQD, where the surrounding matrix layers are also strained [67–70].
The strain distribution over the SAQD volume and attached matrix material was calculated
by the elastic energy minimization technique. This technique is based on the mesh point
positions’ variation until the total elastic energy of the system reaches a minimum. The
calculations were performed using the Nextnano++ program package [71].

2.4. Band Alignment Calculation

The SAQD band alignment was calculated in two steps [42]. First, the band alignment
for an unstrained SAQD was obtained using the valence band offsets (VBO) and bandgap
energy values for the solid alloy [33]. Then, the band edge shift due to the elastic strain was
taken into account using deformation potentials [42]. The strain itself can be divided into
the hydrostatic strain H = εxx + εyy + εzz, that controls the change in the unit cell volume,
and biaxial strain I = εzz − εxx, that accounts for the distortion of the unit cell shape. A
hydrostatic strain leads to a change in charge density in a crystal, and that has the effect
on bandgaps. The biaxial strain results in the reduction in the unit cell symmetry, and it
affects the degenerated energy bands’ splitting in X electron valleys and heavy-, light- and
spin-orbital splitting hole sub-bands at the point of the Brillouin zone for the zinc blend
type crystals. Note that L electron valleys are not subject to splitting in the case of the (100)
oriented interface. The band edge shifting due to hydrostatic strain H can be calculated by
the following simple expression:

∆EH
i = ai H (9)

where index i means the electron , X or L valley, or valence band and ai, is the corresponding
hydrostatic deformation potential. The X electron band edge splits into XZ sub-bands,
where the electron quasi-momentum is orthogonal to the interface, and XXY sub-band,
where the electron quasi-momentum is parallel to the interface plane. The corresponding
energy shifts were determined by expressions:

∆EZ =
2
3

bX I (10)

∆EXY = −1
3

bX I (11)

where bX is the shear deformation potential for the X electron valley. Note that, for the
typical case of a narrow bandgap material layer with high lattice constant embedded into
a wide bandgap material matrix with low lattice constant, the value of biaxial strain I is
positive. In combination with the positive values of bX for all III–V materials (see Section 2.6
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Materials Parameters and Supplementary Materials), this fact makes ∆EZ positive and ∆EXY
negative. The energy splitting for hole subbands is described by relations:

∆Elh = −1
6

∆0 +
1
4

δE001 +
1
2

(
∆2

0 + ∆0δE001 +
9
4
(δE001)

2
) 1

2
(12)

∆Ehh =
1
3

∆0 −
1
2

δE001 (13)

∆ESO = −1
6

∆0 +
1
4

δE001 −
1
2

(
∆2

0 + ∆0δE001 +
9
4
(δE001)

2
) 1

2
(14)

where δE001 = 2bvI, with valence band shear deformation potential bv and ∆0—spin-orbit
splitting. Note that, in these expressions, energy shifts were calculated in relation to
the averaged valence band energy, which lies ∆0/3 lower than the valence band top of
an unstrained zinc blende crystal. For clarity, in order to illustrate the band alignment
formation for a strained thin layer, we present all the above-described stages in Figure 6 by
the example of GaSb/AlP. The band diagram for the unstrained heterojunction is presented
in Figure 6a. The energy shifts due to the hydrostatic strain are accounted for in Figure 6b.
As is clearly seen from the figure, the hydrostatic strain leads to the shifts in electron and
hole band edges without splitting. The total effect of the hydrostatic and biaxial strains on
the band alignment is shown in Figure 6c. The biaxial strain leads to energy band splitting,
as it is governed by Expressions (10) and (11).
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Figure 6. Band alignment for the thin GaSb layer coherently strained to the AlP matrix oriented
along the (100) plane. The calculation is performed for 300 K. The band alignment for the unstrained
GaSb/AlP layer (a), energy shifts due to the hydrostatic strain (b) and the both of the hydrostatic and
the biaxial strains (c) are presented.

2.5. Energy Levels

The crucial feature of SAQDs, that distinguishes them from other low-dimensional
semiconductor heterostructures such as quantum wells or quantum wires, is the 3D charge-
carrier localization due to small SAQD sizes, which is comparable with the de Broglie
wavelengths of electrons and holes. In order to calculate the charge carrier energy levels
in an SAQD, we need to solve the 3D Schrödinger equation for a potential well formed
by the SAQD band alignment. The simplest way is a calculation in the simple band
approach, when charge carriers are considered as quasi-particles and where the effective
mass and the interband interaction is not accounted. However, the interband interaction
might result in a shift of energy levels, and it may be significant. The interaction between
electrons and heavy-, light- and spin-splitting holes can be taken into account in the
framework of the 8-band k × p approach [72]. We perform the test calculation of energy
levels in the unstrained GaSb/AlP SAQD for different sizes using simple band and 8-band
k × p approaches for comparison. The obtained results are shown in Figure 7. The
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calculations were performed using the Nextnano++ program package. This program
package is commonly used for III–V SAQD energy spectrum calculations [25,28,73,74].
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Figure 7. Energy levels for the ground state electrons and holes in unstrained GaSb/AlP SAQDs as a
function of SAQD height. The calculation was performed in the simple band approach (red line-dots)
and in the 8-band k × p approach (blue line-dots). The horizontal dashed lines show the band edge
energies of the valley of the conduction band and the heavy hole sub-band for GaSb. The energy
difference between the hole states, calculated in different approaches, is presented in the inset.

We need to note that the calculations were performed taking into account electrons’
states and heavy-, light- and spin-splitting holes’ states into SAQDs, without a consideration
of the X electrons’ states into the AlP matrix. Nevertheless, in the comparison of the energy
of electrons with the X band edge in AlP shows, the ground electron states of unstrained
GaSb/AlP SAQDs lie in the X valley of a conduction band of AlP. As is clearly seen from
the curve behavior, the energy levels are shifted to the GaSb band edge in the SAQD, as
shown in Figure 7 by dashed lines, with the increase in SAQD sizes. It is caused by reducing
the quantum confinement effects. It is necessary to note that the difference in the electron
energy level position, calculated in different approaches, exceeds 150 meV at the minimal
SAQD height of 1 nm, and the value decreases with the dot size increase. It is topical to
compare this energy difference with the uncertainty of material parameters reported for
III–V compounds. The measurements of the GaSb direct bandgap at 300 K, performed
by the photoreflectance and absorption spectroscopy techniques [75–77], yield the values
in the range of 0.723–0.727 eV. Comparatively, VBO for the GaSb/AlP heterointerface is
known with an accuracy of about 50 meV, as was discussed in [78]. Since this uncertainty
is lower than the obtained energy difference, we conclude that, for a correct prediction of
electron level position, the 8-band k × p approach is more useful. However, as can be seen
in Figure 7, the energy difference between the results found by the simple band and 8-band
k × p approaches for hole states is about 26 meV at the minimal SAQD height and even
falls down lower than 1 meV with a dot size increase. This difference (i) does not exceed
the VBO uncertainty and (ii) is not so significant in comparison with the hole localization
energy, which is about 1.2–1.65 eV. This allows for the conclusion that, for the hole state
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energy calculation with the focus on Eloc, simple band and 8-band k × p approaches yield
close results. Taking into account the easier and faster calculations with the use of the
simple band approach, just this model was used for the following calculations.

2.6. Material Parameters

The material parameters, such as lattice constants, elastic constants, VBO, bandgap
energies for , X and L valleys, spin-orbit splitting energy, effective charge-carrier masses,
hydrostatic and shear deformation potentials and band parameters for 8-band k × p
calculations for AlP, GaP, InP, AlSb, GaSb and InSb, and corresponding bowing parameters
for ternary alloys, which were used for calculations, were taken from [33,79–81]. All used
parameters are presented in Tables S1 and S2 in the Supplementary Materials.

3. Results
3.1. Critical SAQD Sizes

First of all, the critical SAQD sizes calculated for different quaternary alloy composi-
tions are presented in Figure 8.
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As shown in the figure, increasing the Sb fraction in the SAQD composition leads
to a drastic decrease in hc, and this is caused by the increase in related lattice constants
mismatch. At the same time, hc is practically not changed with the variation in Ga fraction
in GaxAl1−xSbyP1−y SAQDs because of close lattice constants in the GaP and AlP and in
the GaSb and AlSb pairs [33]. On the contrary, increasing the In content in InxAl1−xSbyP1−y
and InxGa1−xSbyP1−y SAQDs results in the appreciable hc reduction governed by the trend
of lattice constants mismatch. Note that the hc value, for the most strained InSb, GaSb
and AlSb SAQDs in the AlP matrix, is about 1.6, 2.6 and 2.6 nm, respectively. It is well-
known that the localization energy in the SAQDs decreases with the SAQD size reduction
due to the quantum confinement effect and that Eloc also increases with the increase in
the fraction of narrow bandgap material in the alloy composition. Based on the strong
dependences of hc on the alloy composition (x,y), we expect a competition between the
quantum confinement effect and the alloy composition effect in the determination of the
hole energy level’s position and, consequently, hole localization energy. This competition
would manifest itelf in the nonmonotonic character of Eloc (x,y) dependencies. However,
our expectations are not justified, and the Eloc (x,y) dependencies are monotonic in general,
as will be demonstrated further.
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3.2. Strain Distribution and Band Alignment

The obtained critical SAQD sizes were used for the strain calculations. The calculated
strain distribution in GaSb0.65P0.35/AlP SAQD with the height of 4 nm is presented in
Figure 9. As is shown below, this alloy composition provides the minimal elastic strain along
with the Eloc value sufficient for application in non-volatile memories (~1.50 eV [12,13]).
As is clearly seen in Figure 9, the strain distribution is strongly heterogeneous, and the
deformation is not localized in the SAQD bulk. This provides a partial strain relaxation
into the SAQD and reduces absolute peak values of deformation tensor components down
to εxx = 6.78% and εzz = 4.49%, compared to 6.83%, as governed by the lattice constants
mismatch. The results are in good agreement with the III–V SAQD strains discussed in the
literature [67–70]. Note that the strain distribution is not significantly changed by the alloy
composition variation.
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3.3. Band Alignment and Localization Energy

The calculated band lineups of GaSb0.65P0.35/AlP SAQD are presented in Figure 10.
The band edge trends along the central SAQD axis for the , Xz, XXY and L valleys of
the conduction band and the heavy-, light- and spin-orbital splitting hole sub-bands are
presented in the figure. The ground hole and electron states of the SAQD belong to the
heavy hole band and the XXY valley of conduction band, respectively, forming a band
alignment of type-I. It is known that the heterostructures with the band alignment of type-I
have a potential that localizes electrons and holes into the central narrow-bandgap material,
while the heterostructures with the band alignment of type-II can localize only one kind
of charge-carriers, electrons or holes in the central SAQD region and, for nonlocalized
carriers, the potential works as a barrier [82,83]. The variation in SAQD alloy composition
and size shows that the ground hole state of SAQDs lies in the subband of heavy holes,
independently of the SAQD parameters. However, the composition and/or size variations
can lead to a shift in the ground electron state to the XZ valley of AlP conduction band,
and it leads to the change in the type-I SAQD band alignment to type-II. It is necessary
to note that the similar change in the heterostructure band alignment type was observed
experimentalty for GaSb/GaP [28], GaAs/GaP [84] and InSb/AlAs [85] heterostrucrutes.
Accordingly, the control of the type of heterostructure band alignment is important for
the prediction of the absorption and recombination properties, which are governed by
interband transitions. Since the present study is focused on the hole energy spectrum, a
detailed determination of SAQD parameters controlling the band alignment type is beyond
the scope of this work.

The localization energy Eloc is determined as an energy difference between the ground
hole state and AlP valence band edge with the minimal energy in the SAQD vicinity, as
shown in Figure 10. The dependence of Eloc on the Sb fraction (y) in GaxAl1−xSbyP1−y,
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InxAl1−xSbyP1−y and InxGa1−xSbyP1−y SAQDs, at several fixed Ga or In fractions (x), is
presented in Figure 11.
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As is evident from the curve observation, with the Sb fraction increase, Eloc mono-
tonically increases in all three systems, and a value as high as ~2.04 eV is observed for
pure GaSb/AlP SAQDs. The increase in Ga and In contents in GaxAl1−xSbyP1−y and
InxAl1−xSbyP1−y SAQDs, respectively, also results in the Eloc increase. These results indi-
cate that the variation in Eloc value is mainly determined by the change in alloy composition
due to the changes in VBO. Indeed, as was shown by the SAQD critical size calculations,
the increase in the fraction of narrow band gap material (InSb or GaSb) in the alloy is
accompanied by a reduction in hc. Nevertheless, the continuous Eloc growth with the
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increase in Sb or Ga/In fraction is observed in Figure 11, and it indicates a relatively weak
role of the quantum confinement effect in the formation of the SAQD energy spectrum
due to the high effective mass values for heavy holes. Thus, the nearly linear shape of
the Eloc (y) dependences is governed by the alloy composition variation. This factor is
dominant because the energy position of the SAQD valence band top is proportional to the
alloy composition [33]. The sublinear behavior of the Eloc (y) functions observed for the
InSbyP1−y/AlP SAQDs at y > 0.6 may be explained by a weak contribution of the quantum
confinement effect for SAQDs with hc < 2.5 nm. In the case of InxGa1−xSbyP1−y SAQDs, the
Eloc (y) dependence changes the character smoothly from GaSbyP1−y to InSbyP1−y with an
x increase. Note that, for y > 0.8, Eloc is decreased, with a rise of the In content in an SAQD.

4. Discussion

Let us discuss the calculated results in the light of a possible application of the SAQDs
under consideration in non-volatile memory cells. As was shown, SAQDs formed in
the InGaSb/AlP heterosystem are characterized by a high hole localization energy up to
2.04 eV, and, accordingly, they are prospective objects for non-volatile memory cells. The
variations in solid alloy compositions and sizes of SAQDs allow us to estimate the optimal
SAQDs configuration.

First of all, we need to compare two extreme cases of GaSb/AlP and InSb/AlP SAQDs.
As was obtained, GaSb/AlP SAQD, with the height of 2.6 nm and base lateral size of
10.4 nm, is characterized by Eloc = 2.04 eV, while the 1.6 nm high and 6.4 nm wide InSb/AlP
SAQD has Eloc = 1.82 eV. The lower localization energy in the InSb/AlP SAQD is caused
by a lower valence band discontinuity and stronger quantum confinement effect, as is
clearly seen in Figure 12, where the corresponding band diagrams are given. The higher
Eloc value, in combination with a significantly lower lattice mismatch (10.5% in GaSb/AlP
vs. 15.6% in InSb/AlP [33]), indicates that GaSb/AlP SAQDs are more attractive for the
creation of non-volatile memory cells. However, from the technological point of view,
it is very difficult to prepare pure GaSb SAQDs embedded into the AlP matrix due to
the unavoidable material intermixing during the SAQD formation [28] and the risk of
plastic relaxation of the strain [86]. Moreover, according to the predictions of the hole
storage time [12,13,32,34], the value of Eloc ~ 2 eV corresponds to the giant storage times
of 108–1012 years at room temperature, depending on the hole capture cross-section. Such
giant storage times (>10 years) are evidently redundant for non-volatile memories. Thus,
without loss of memory functionality, an appropriate reduction in Eloc by the material
intermixing is acceptable, with evident benefits of decreasing the SAQD strains. Thus,
let us try to estimate the optimal SAQD configuration under the constraints of required
storage time of 10 years and a minimal strain.
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According to [12,13], the hole storage time can be estimated by relation:

ts =
e

Ea
kT

γT2σinf
(15)

where T is the temperature, σinf is the capture cross-section at a high temperature and γ is
the coefficient independent of temperature. Localization energies of 1.35–1.50 eV are high
enough for the hole storage times of ~10 years, depending on the capture cross-section
σinf which varied in the range of 10−12–10−9 cm2 in GaSb/GaP [29], InGaAs/GaP [27]
and InGaSb/GaP [31] SAQDs, according to the available experimental results. Since the
hole capture cross-section in SAQD is determined not only by the SAQD sizes but also
by the hole–phonon interaction efficiency, Auger scattering and other factors [29], the
prediction of the σinf value for the SAQD with specified alloy composition and size is a
complicated task. Therefore, to simplify the task, the SAQDs were considered with an Eloc
value lying in the range of 1.35–1.50 eV and with the critical dot size. The possible variation
in σinf was not accounted for in the calculations. In Figure 11, the horizontal dashed lines
designate the targeted Eloc range. Crossing these lines with Eloc (y) curves determined for
different x values spotlights a possibility to estimate the alloy composition (x,y) related to
the targeted Eloc level. In Figure 13, the composition parameters (x,y) for GaxAl1−xSbyP1−y,
InxAl1−xSbyP1−y and InxGa1−xSbyP1−y SAQDs obtained by this algorithm are shown with
blue dots.

As is seen in Figure 13, in all alloys under consideration, y decreases on the x increase.
The increase in x from 0 to 1 induces the y decrease from 1 to 0.55/0.65 in GaxAl1−xSbyP1−y
and from 1 to 0.3/0.5 in InxAl1−xSbyP1−y, for Eloc fixed at 1.35 or 1.50 eV, respectively. As to
the InxGa1−xSbyP1−y solid solution, the x variation from 0 to 1 results in the y decrease from
0.5 to 0.3 or from 0.65 to 0.5, depending on the Eloc value fixed at 1.35 or 1.50 eV, respectively.
The dependences of the lattice constants mismatch f in the SAQD alloys and AlP matrix
on the x value are also presented in Figure 13, and they are marked with red dot-lines.
The behavior of f with the x variation in different alloys is principally different. Indeed,
in GaxAl1−xSbyP1−y/AlP, the absolute f value reduces monotonically from 10.5–10% to
6–7%, depending on the Eloc value, on the x variation from 0 to 1. The minimal absolute
f values correspond to GaSbyP1−y/AlP SAQDs, with y lying in the range of 0.55–0.65.
Note that these absolute f values of 6–7% are close to the lattice constants mismatch in the
well-known InAs/GaAs SAQDs [33]. This fact is promising for the epitaxial growth of
GaSbyP1−y/AlP SAQDs because the lattice mismatch is one of the important parameters
controlling the possibility of SAQD formation. The absolute lattice mismatch levels in
InxAl1-xSbyP1-y SAQD are as high as 10–12%, and they are weakly dependent on (x,y)
values, as is clear in Figure 13. This effect is in a good agreement with the higher strain in
the InSb/AlP system in reference to that in the GaSb/AlP system, as was discussed above.
Moreover, in InxGa1−xSbyP1−y SAQD, the absolute f value increases up to 9.5–11.5% at
x = 1, as shown in the bottom panel in Figure 13. Thus, the calculations allow us to point
to the GaSbyP1−y/AlP SAQD with y = 0.55–0.65, height of 4.0–4.5 nm and a base size of
about 16–18 nm as the optimal configuration with minimal strain for providing the required
Eloc = 1.35–1.50 eV.

It is necessary to discuss the perspectives of the epitaxial GaSbP/AlP SAQD growth.
The novel GaSb/AlP heterosystem is most similar to the more investigated GaSb/GaP sys-
tem. As was mentioned in [28,29,41], the GaSb deposition on GaP results in the GaSbP/GaP
SAQD formation, with the Sb fraction lying in the range of 0.3–0.7, depending on the growth
conditions. This information is optimistic for the successful growth of the GaSbP/AlP
SAQDs with the required Sb content. Moreover, as shown above, the optimal configuration
of GaSbP/AlP SAQDs with Sb content in the range of 0.55–0.65 is characterized by the
f level being close to the lattice mismatch observed in the well-known InAs/GaAs het-
erosystem, where the perfectly strained SAQDs had already been obtained. However, some
difficulties in the fabrication of the GaSbP/AlP SAQDs can be assumed due to the Al-Ga
intermixing during the SAQD formation.
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Furthermore, the experimental data related to the formation of GaSb/GaP and GaAs/GaP
SAQDs show a possibility of an exotic plastic strain relaxation mode. According to [84,86,87],
at some growth conditions, a strain relaxation appeared due to the introduction of a system
of 90◦ Lomer dislocations without 60◦ components. In this case, the dislocations lie at the
interfaces, and they do not cross the SAQD bulk. Moreover, as was discussed in [88], the
Lomer dislocation core does not contain dangling bonds, and that frees it from the deep
level formation. The SAQD heterostructures, considered in [84,86,87], demonstrate a high
luminescence intensity along with the radiative exciton recombination into SAQDs, and
that confirms the absence of defect levels in and around SAQDs. Accordingly, it is expected
that the SAQD system, where this strain relaxation mode is realized, may provide a long
charge carrier storage time at appropriate Eloc values. It can be reasonably assumed that
a similar strain relaxation mode can be realized in GaSb/AlP and InSb/AlP heterosys-
tems. Thus, the calculations of Eloc for unstrained GaSb/AlP and InSb/AlP SAQDs are
also interesting. Taking into account that this type of plastic relaxation leads to almost
100% relaxation of elastic deformations [84,86,87], the case of partial relaxation was not
considered in this work.

The calculations were performed for a truncated pyramid SAQD consisting of pure
GaSb and InSb in the AlP matrix. Since the calculation was implemented for the unstrained
SAQDs, the strain effects were not accounted for. The energy level’s position was calculated
in the framework of the simple band approach. The band lineup diagram of unstrained
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GaSb/AlP SAQD was already provided in Figure 6a. This one, for the InSb/AlP system,
is presented in Figure 14a. In the diagrams, it is clearly seen that these lineups are very
similar, especially in the valence band part, and this is explained by the close values of VBO
for the unstrained GaSb/AlP and InSb/AlP heterointerfaces [33]. The hole localization
energy in the unstrained GaSb/AlP and InSb/AlP SAQDs lies in the range of 1.30–1.75 eV
(see Figure 14b), which makes these SAQDs interesting objects for non-volatile memories,
along with the strained InGaSb/AlP SAQDs.
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Additionally, it should be noted that the considered InGaSb/AlP SAQDs might be
attributed to the novel type of semiconductor low-dimensional heterostructures with the
band alignment of type-I and indirect bandgap in some alloy compositions. These SAQDs
are of interest as objects for investigations of localized exciton spin dynamics [89,90] due to
the extremely long radiative lifetime of indirect excitons [91] lying in the microsecond range.
As was demonstrated in [89], the fast bulk spin relaxation mechanisms are suppressed
for trions in SAQDs, and this resulted in long, up to 30 µs, spin relaxation times. The
coexistence of >10 years of hole storage time and microsecond exciton spin relaxation time
in one structure opens the way for the creation of novel prospective hybrid memory devices
based on a positive trion into SAQDs, combining a long charge storage in the floating gate
with fast data processing using a trion spin.

5. Conclusions

The energy spectrum of novel InGaSb/AlP SAQDs was investigated theoretically
with the focus on possible non-volatile memory applications. The detailed calculations of
the energy spectra of strained GaxAl1−xSbyP1−y, InxAl1−xSbyP1−y and InxGa1−xSbyP1−y
SAQDs formed in the AlP matrix were performed for different alloy compositions and
SAQD sizes. The variations were performed, keeping SAQD sizes as critical, with respect
to the introduction of dislocations for different alloy compositions. It was theoretically
elucidated that, among all SAQDs under consideration, the GaSbP/AlP SAQDs with
the Sb fraction in the range of 0.55–0.65 have a minimal SAQD/matrix lattice constant
mismatch and provided Eloc of 1.35–1.50 eV. These Eloc values are sufficient for non-volatile
memory applications. This makes the GaSb/AlP heterosystem the most appropriate one
for non-volatile memory cell fabrication. Additionally, the energy spectra of unstrained
InSb/AlP and GaSb/AlP SAQDs were calculated. In these systems, the values of Eloc up
to 1.65–1.70 eV were predicted, which also makes these SAQDs suitable for non-volatile
memory applications.
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Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/nano12213794/s1, Table S1: Materials parameters for AlP, GaP,
InP, AlSb, GaSb and InSb at 300 K, which were used for the calculations. a0—lattice constant, C11,
C12, C44—elastic constants, Eg

,X,L—bandgaps for , X and L valleys, a,X,L
v—hydrostatic deformation

potentials for the conduction band edge in , X and L points of the Brillouin zone and valence
band, bX,v—shear deformation potential for the conduction band at X point of the Brillouin zone
and valence band, ∆0—energy of spin-orbital splitting in the valence band, VBO—valence band
offsets, m—electron effective mass in the point of the Brillouin zone, mXt and mXl—transversal and
longitudinal electron effective mass in the X point of the Brillouin zone, mLt and mLl—transversal
and longitudinal electron effective mass in the L point of the Brillouin zone, mhh, mlh, mSO—effective
masses for the heavy, light and spin-orbital splitting holes, F—Kane’s parameter, EP—Kane’s matrix
element, γ1,2,3—Luttinger parameters for the valence band. Table S2: Bowing parameters for GaAlP,
InGaP, AlInP, GaAlSb, InGaSb, AlInSb, AlSbP, GaSbP and InSbP [33]. Figure S1: Solving of the
Equation (16) by the graphic method for the case of In0.5Ga0.5Sb0.5P0.5/AlP SAQD. Linear part of
the equation depicted by the blue line, the logarithmic one by the red line. The black arrow points to
the obtained hc value.
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Abstract: Understanding the behaviour of vortices under nanoscale confinement in superconducting
circuits is important for the development of superconducting electronics and quantum technolo-
gies. Using numerical simulations based on the Ginzburg–Landau theory for non-homogeneous
superconductivity in the presence of magnetic fields, we detail how lateral confinement organises
vortices in a long superconducting nanostripe, presenting a phase diagram of vortex configurations
as a function of the stripe width and magnetic field. We discuss why the average vortex density is
reduced and reveal that confinement influences vortex dynamics in the dissipative regime under
sourced electrical current, mapping out transitions between asynchronous and synchronous vortex
rows crossing the nanostripe as the current is varied. Synchronous crossings are of particular interest,
since they cause single-mode modulations in the voltage drop along the stripe in a high (typically
GHz to THz) frequency range.

Keywords: superconducting; nanostripes; vortex; confinement; critical current; flux

1. Introduction

Superconducting nanostripes (SNs) are a fundamental component in superconducting
electronics, and they are crucial for various applications in the field of quantum technology.
Superconducting nanostripe single-photon detectors (SNSPDs), for instance, are used for
quantum communication and applications in astronomy and spectroscopy [1–4]. Other
superconducting electronics include prototypical logic devices [5–7], flux qubits used in
quantum computers [8–10], diodes [11–13], and electromagnetic resonators [14–16]. Nar-
row SNs experience an enhancement of critical parameters [17–20] due to confinement
forces acting on the superconducting condensate [21–26]. Such confinement in narrow
SNs can cause large magnetoresistance oscillations [27–29], where the time-averaged volt-
age/resistance, as a function of the applied magnetic field, exhibits pronounced peaks at
alternating transitions between static and dynamic vortex phases. At higher applied fields,
with multiple rows of vortices or high currents, a continuous motion of vortices causes a
monotonic background on which the resistance oscillations due to entries of additional
vortices are superimposed [27,30]. Commensurate effects between the SN width w and the
number of vortex rows n are observed in the critical current as a function of the out-of-plane
magnetic field H (for fixed w) or w (for fixed H) [31,32]. Optimised operation of some of the
suggested superconducting electronics may be achieved on a specific geometry of vortices.
For example, a single row of vortices was found to be preferable in [7], producing a giant
non-local electrical resistance from vortices moving very far (several microns) from the
local current drive. This effect appears to be important for a feasible long-range information
transfer by vortices that are unaltered by the passing current. Moving vortices, however,
exceed the bare transfer of information in importance. For example, vortices coherently
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crossing SNs can produce electromagnetic radiation [15,16], where higher radiation power
is emitted when multiple vortices exit the SN simultaneously. In narrow SNs, rows of
vortices can cross the SN asynchronously and synchronously [27,33], depending on com-
peting forces (confinement, vortex–vortex interaction, Lorentzian forces), but the criteria for
synchronous crossings are not yet well understood. In this respect, a study on the behaviour
of vortices in SNs with small widths is important in order to reveal the favoured geometry
of vortices for the static case (no sourced current) and the relation to the dynamic case (with
sourced current). Understanding how a vortex lattice is affected by the interaction with
the edge confining force and other dynamic forces is important when considering SNs for
the applications mentioned above. Studying the dynamic dissipative states under strong
confinement in the 1D–2D crossover regime can reveal how vortices cross a SN under
different conditions (w, H, current intensity). Moreover, information on the possible vortex
velocity under confinement [34,35] can be important for both fast information transfer and
the frequency of radiation emitted by moving vortices.

In this work, we investigate how confinement in SNs affects the vortex configurations
by using Ginzburg–Landau simulations [36]. We present a vortex row phase diagram as a
function of H for a given w. An investigation of the dependence on the magnetic field of
the average number of vortices reveals strong confinement effects. With increasing width,
reconfiguration from the vortex rows to the vortex lattice takes place, offering a criterion
for defining quasi-1D-to-2D dimensional crossover, where the SN effectively becomes
a nanofilm in terms of its superconducting properties. Additionally, a commensurate
behaviour of the critical current, Jc1(H), was found when varying H by using a time-
dependent GL approach in order to simulate the effects of the sourced current. We show
that the values of the local minima in Jc1(H) (defined as the onset of vortex motion and
corresponding dissipation) are directly related to the row transitions shown in our vortex
row phase diagram.

Further simulations of the current–voltage (I-V) characteristics in SNs evidenced
transitions among different resistive regimes (Meissner, flux–flow, flux–flow instability,
phase slips, normal state). I-V curves showing similar features to those of our simulations
for SNs have been experimentally measured only for wider structures [37,38]. We find
that for a SN with an average vortex density . 1/80ξ2 (with ξ being the coherence length)
in a flux–flow regime, vortices cross the SN in a periodic/continuous fashion, causing
modulations in the voltage drop that are experimentally detectable. Such a periodic flow
may produce electromagnetic radiation [15] and features characteristic power spectra [39],
which we report by performing fast Fourier transformation of the calculated voltage drop
as a function of time during vortex motion. The recorded average vortex velocity (up to 10s
of km/s) was used to discuss the washboard frequencies [15,16] in the flux–flow regime for
thin SNs of niobium [38].

Provided that the vortex density is sufficiently high, as the sourced current density
is increased, we show transitions of vortex row crossings from quasi-synchronous to syn-
chronous. Synchronised crossings are desirable for small-band electromagnetic emitters
operating in the GHz or THz range. For typical ultra-thin niobium SNs [18], the range of
modulation frequencies in the microwave regime was between 10 and 800 GHz. Asyn-
chronous regimes are disruptive for coherent emissions, but host a number of local dynamic
vortical transitions and transformations that are of fundamental importance for advanced
devices and are unattainable otherwise. The article is organised as follows. We first in-
troduce the theoretical framework and methods used for the numerical simulations. We
then present the results and discussions of all of the above-listed phenomena by using
both stationary and time-dependent Ginzburg–Landau approaches. The main conclusions
of our work are already emphasised in the section that provides the results before being
additionally commented on in the conclusions of the article.
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2. Materials and Methods

The numerical simulations performed in this work were all conducted on SNs such
as that exemplified in Figure 1. The SNs have dimensions with a length L, width w, and
thickness d� ξ, λ, where ξ is the coherence length and λ is the magnetic field penetration
depth of the superconducting state. For sufficiently large values of H, vortices form
in the sample with a normal core of radius ξ and penetration of the magnetic field up
to a characteristic length of λ. In the samples of our interest, which are very thin, the
effective penetration depth Λ = λ2/d by far exceeds the dimensions of the SN, such
that the magnetic response of the superconductor is negligibly small compared to the
applied magnetic field. Simulations of such SNs were performed using the stationary
(SGL) and time-dependent Ginzburg–Landau (TDGL) formalism. In the SGL approach, we
self-consistently solve the coupled equations

(−i∇−A)2Ψ = Ψ
(

1− |Ψ|2
)

, (1)

~j = −κ2∇2A =
1
2i
(Ψ∗∇Ψ−Ψ∇Ψ∗)− |Ψ|2A (2)

where Ψ is the superconducting order parameter, A is the vector potential, and κ = Λ/ξ
is the effective Ginzburg–Landau parameter. We work with dimensionless units, where
the length is given in units of the temperature-dependent coherence length ξ(T) = ξ, the
vector potential A is given in units of ch̄/2eξ, the magnetic field ~H is given in units of
the bulk upper critical field Hc2 = ch̄/2eξ2, the current is given in units of the GL current
jGL = cΦ0/(8π2λ2ξ), and the order parameter Ψ is normalised to its value in the absence
of an applied field or sourced current (Ψ0). We impose the Neumann boundary condition
at the superconductor–insulator boundary at the lateral edges of the SN:

~n · (−i∇−A)Ψ|boundary = 0. (3)

Along the length of the SN (x-axis), we enforce periodic boundary conditions for A
and Ψ (for the unit cell length 32ξ, which is sufficient to capture the physics of interest in
this work), of the form [40]:

A(x0 + Lx) = A(x) +∇χ f (x) (4)

Ψ(x0 + Lx) = Ψ(x) exp
[

i
2e
h̄c

χ f (x)
]

, (5)

where ∇χ f respects the gauge used for the magnetic field. Equations (1) and (2) are
solved numerically on a discretised Cartesian grid according to [36] by iteratively using the
finite-difference method and the link–variable approach [41] until convergence within a
prespecified error is achieved. Then, the supercurrent is calculated from the value of the
order parameter and the vector potential (nearly entirely provided by the external magnetic
field). With this method, we obtain the vortex row configuration–transition diagram as a
function of H and w of the SN.
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Figure 1. Schematic illustration of a superconducting nanostripe with width w, length L, and
thickness d along the x, y, and z directions, respectively, in a homogeneous out-of-plane applied
magnetic field, H. The SN contains an example of a single vortex, with a normal core of radius ∼ ξ,
and a distribution of magnetic field around it characterised by Λ. When a current density J is sourced,
the vortex will experience the Lorentz force, FL.

The generalised time-dependent Ginzburg–Landau formalism [42,43] should instead
be employed to properly study the dynamical properties of the superconducting condensate
(with order parameter Ψ(r, t)) in the presence of an external magnetic field H (with vector
potential A) and sourced current density J, given by

τGLN(0)
u√

1− (Γ|Ψ|)2

[
δΨ
δt

+ i e∗
h̄ ϕΨ +

(
Γ√
2

)2 δ|Ψ|2
δt

Ψ

]

= −
(

a + b|Ψ|2
)

Ψ +
h̄2

2m∗
(∇− ie∗A)∗Ψ,

(6)

∇2 ϕ = ∇[Im{Ψ∗(∇− iA)Ψ}], (7)

where a = α
2m∗γ , b = β

4m∗2γ2 , and Γ = 2τi
h̄
√

2m∗γ . The Ginzburg–Landau order parameter’s
relaxation time is τGL; N(0) is the density of states at the Fermi level; the parameter u = 5.79
in conventional superconductors; e∗ is the effective charge; ϕ is the electrostatic potential; τi
is the electron–phonon inelastic scattering time; α, β, γ are material parameters. Equation (6)
is solved by being coupled with the equation for the electrostatic potential (Equation (7))
by using Neumann boundary conditions at all sample edges, except for the leads into
which sourced current is injected, where Ψ = 0 and ∇ϕ = ±J. This theory is derived for
dirty gapless superconductors, where Cooper-pair breaking occurs due to strong inelastic
electron–phonon scattering, and the physical quantities Ψ and A must relax over a time
scale much longer than τi. The distance over which an electric field can penetrate into the
superconductor and the length over which relaxation processes occur are given by the char-
acteristic inelastic diffusion length Li =

√
Dτi, where D is the diffusion parameter, which

is proportional to the electronic mean free path. In cases where Li << ξ, our simulations
require very fine grid spacing (reflected in a consequently smaller time step in the implicit
Crank–Nicolson method used) to yield physically correct results. In general, supercon-
ducting materials at T close to the superconducting-to-normal transition temperature, Tc,
satisfy the conditions for the slow temporal and spatial variations that are ideally required
for the applicability of the GL formalism. In the TDGL formalism, distances are given in
units of ξ(T) = ξ; time is given in units of τGL = πh̄

8kBTc(1−T/Tc)u
; temperature is given in

units of Tc; the order parameter Ψ is given in units of ∆(0) = 4kBTcu1/2(1− T/Tc)1/2/π;
ϕ is given in units of ϕGL = h̄/e∗τGL; the vector potential A is scaled to A0 = Hc2ξ; the
current density is scaled to J0 = σn ϕ0/ξ. The simulations are performed irrespective of
the temperature T/Tc, and all physical quantities are scaled and normalised by reference
quantities at a given temperature. Note that even though the GL approach is formally
valid close to Tc, experiments have shown the possibility of extending the GL predictions
to a finite T range below Tc (see, e.g., [18] and the references therein). Moreover, in the
simulations, the heat generated by the Joule effect is lost on a time scale shorter than the
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inelastic scattering time, assuming that the heat transfer coefficient is large enough to allow
a fast dissipation. The approach adopted is equivalent to the inclusion of a solution of the
thermal balance equation [34]. Our findings are valid at any temperature, provided that
the coherence length is known at a given temperature.

3. Results

In what follows, by using SGL and TDGL simulations, we study how confinement
forces in narrow SNs affect the stationary vortex configurations and their dynamics under
H and a sourced DC current density, J.

3.1. Equilibrium Vortex Configurations

We started by producing the vortex row phase diagram using the SGL approach,
which showed the conditions for the formation of a number of vortex rows, n, as a function
of H and w of the SN. Each dashed curve in the diagram shown in Figure 2, which plots
the width of the SN versus H, represents the appearance of the nth vortex row (n = 1÷ 5)
in the ground state of the system as the magnetic field is increased. Examples of the
corresponding vortex configurations for a SN of w = 12ξ for different intensities of H are
shown in Figure 3, and they correspond to the pinpointed dots (labelled a–h) in Figure 2.

Figure 2. Equilibrium vortex row phase diagram that plots the SN’s width (in units of ξ) as a function
of the intensity of the applied magnetic field (in units of Hc2) for different numbers of formed vortex
rows (n). The simulations were performed using the SGL approach with periodic boundary conditions
along the length, with a unit cell length of L = 32ξ. The dashed lines denote the threshold for the
formation of an additional vortex row (shown here up to n = 5). The coloured regions represent the
approximated regions for n > 1, which are delimited by solid lines given by the expression Hrow/Hc2

= πn2ξ2
√

3w2 . The circles, which are labelled a–h, relate to the vortex configurations shown in Figure 3. The

black dotted line corresponds to the analytical expression H0/Hc2 = K π2ξ2

2w2 [44], with K = 1.7 [45].

To identify the threshold H for the transition to the vortex row configuration with a
higher n, the ground states were first obtained for each SN at different values of H; then, the
spatial distribution of the superconducting order parameter |Ψ|2 was plotted (similarly to
Figure 3) and carefully analysed, with a focus on the geometrical interpretation of the vortex
configuration. In the SGL approach adopted in our simulations, the SN was considered
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periodic along its length, with a unit cell of L = 32ξ. Several checks that were carried out
by extending the unit cell length until 80ξ confirmed all of the following results.

Early theoretical works [44,46] showed that the magnetic field at which the surface
barrier is suppressed and a single vortex can be stable in a SN is H0/Hc2 = π2ξ2/2w2.
The subsequent experimental observations of vortex penetration fields by Stan et al. [45]
showed a very good agreement with that expression, up to a multiplying constant K. Our
numerical data (black dots in Figure 2) reconfirm that finding, as the vortex penetration
fields were found to nearly ideally match the same functional dependence on w, with a
multiplying constant of K = 1.7.

The approximate criteria for further reconfiguration of the vortex states and the
appearance of additional vortex rows can be obtained in the following way. We consider
an Abrikosov triangular lattice with the lattice parameter a = 1.075

√
φ0/H. The vortices

are arranged in a body-centred hexagonal lattice, so the Wigner–Seitz unit cell is hexagonal
with a unit area per flux quantum of A =

√
3

2 a2. For a narrow SN, to accommodate n rows of
vortices, the spacing, wv, among the vortex rows must obey the inequality wv ≤ w/n. Using
the previous expression for the Abrikosov vortex density, we substitute A =

√
3

2 w2
v =

√
3w2

2n2

to obtain the zeroth-order approximation for the threshold magnetic field required for the

formation of new rows, yielding Hrow/Hc2 = πn2ξ2
√

3w2 . These approximate threshold H values
are shown in Figure 2 by the solid lines that delimit different coloured regions, indicating
transitions among states with different numbers of vortex rows. In general, the behaviour of
threshold H found using the SGL simulations agrees well with the prediction of the formula.
The values are, however, mostly higher than the approximate ones, which is attributed to
the role played by the edge barriers for vortex entry and exit (varying depending on w and
H). In addition, the rearrangement of the vortex lattice with every vortex penetration is
not taken into account in the latter basic analytical formula. Note that such effects of the
vortex–vortex interactions and interactions with the edge Meissner currents (causing the
confinement force) dominate the formation of the vortex configurations in narrow SNs and
present the main point of interest in this work.

Figure 3. Calculated vortex configurations plotted as the Cooper-pair density for the ground state
of a SN of width w = 12ξ in a periodic cell of L = 64ξ at different applied H/Hc2 values: (a) 0.08;
(b) 0.20; (c) 0.42; (d) 0.43; (e) 0.45; (f) 0.77; (g) 0.80; (h) 0.87 (cf. Figure 2). Panels (b,d,g) depict the
vortex states at the nucleation of a second, third and fourth row, respectively. Panels (c,e,h) show
the most lattice-like packing conditions for two, three and four vortex rows, respectively. The white
lines connecting the cores of three neighbouring vortices illustrate the deformation of the Abrikosov
lattice [47] in the SN. The colour bar denotes the values of the Cooper-pair density shown in the panels.
Each depicted configuration is indicated in Figure 2 with an open dot and is labelled accordingly.
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For a SN of w = 12ξ, we show different vortex row configurations in Figure 3 as they
are formed in the ground state at different H values (marked by open dots in Figure 2).
After the formation and growth of the population of the first vortex row (Figure 3a), H is
increased, and the vortices are rearranged into a closely packed “zig-zag” state (Figure 3b).
This close packing is emphasised by a white triangle that progressively deviates from the
equilateral shape expected in the Abrikosov vortex lattice with the increase in H. Obviously,
in this state, the Meissner currents will exert a strong repulsive and confining force on the
vortices from the SN edges (i.e., a strong Bean–Livingston edge barrier [25]), resulting in a
vortex spacing that is far smaller than the above rough analytical estimates (leading to the
solid lines in Figure 2).

Starting from the one-row configuration (Figure 3a), further raising H and n strength-
ens the relevance of the vortex–vortex interaction forces for the resulting vortex configura-
tion, which will increase the separation between the two rows (Figure 3c). At this point, we
observe that additional vortices in the SN cannot uniformly balance the aforementioned
competing force in the entire SN, leading to a local rearrangement of the vortex lattice to
three rows (Figure 3d). Only by further increasing the field and having enough vortices in
the SN can the full three-row state be formed (Figure 3e; notice the nearly ideal triangular
lattice that is formed). For the considered width of the SN, the state with three vortex rows
persists toward a much larger field due to quantum confinement, such that the vortices
very strongly overlap in a closely packed structure (Figure 3f). Nevertheless, in the vicinity
of the bulk upper critical field, a fourth row forms, first locally (Figure 3g) and eventually
in the entire SN (Figure 3h), before the superconductivity is destroyed. No further rows of
vortices can form with the higher field, and the existing vortex rows increasingly overlap
until the normal state is established.

We reiterate that the transitions among rows of vortices and the final arrangement
of vortices in the lattice are strongly affected by the competition of the two forces, which
are both dependent on H. As the magnetic field is increased, the edge Meissner current
also increases up to the penetration of new vortices, while every new vortex changes
the landscape of the vortex–vortex interactions in the SN. As exemplified in Figure 4 for
w = 20ξ, this nontrivial balance of competing forces can lead to a re-entrant behaviour in
terms of the number of vortex rows formed. In such cases, the zig-zag instability of the
vortex row can be “cured” back into a single row by increasing the Meissner currents, as the
lateral confinement forces grow with the increase in the magnetic field. As H is increased
further, the additional penetrating vortices tip the scale in favour of vortex interactions, and
a definite reconfiguration into a state with two rows forms. This re-entrant behaviour was
observed for nearly all SN widths considered in the range of w = 20÷ 60ξ and only for the
transition n = 1→ 2. In such cases, we took the first onset of the zig-zag instability to mark
the n = 1→ 2 transition in Figure 2. Moreover, this range of widths in which such strong
edge effects are detected marks the crossover from the quasi-1D to a 2D film-like behaviour.

As the magnetic field is increased, vortices penetrate the SNs of different widths, vortex
rows are formed, and a gradual evolution from a quasi-1D row pattern into a 2D vortex
lattice is expected. To evaluate this crossover, we calculated the average area occupied by
a single vortex as a function of H in all of the states found and compared this with the
expected behaviour of the Abrikosov vortex lattice area. The strong confinement in the
narrowest SN [25,31] dominates the vortex–vortex interaction, leading to the compression
of the vortices into fewer vortex rows and, consequently, a larger average area per vortex.
This can be seen in Figure 5 for w ≤ 8ξ. As the width of the SN is made larger, the confining
force from the edge current (at a given H) becomes less dominant with respect to the
vortex–vortex interaction, resulting in a progressively closer agreement with the expected
behaviour of a triangular vortex lattice [47]. This tendency is clearly visible upon the
formation of the third vortex row (cf. Figure 5).
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Figure 4. Example of a re-entrant transition between the one- and two-row vortex states in a SN of
width w = 20ξ caused by the competition between the confinement imposed by Meissner currents and
the vortex density while both are changed with increasing H (values are indicated inside the panels).

Figure 5. Area of the Wigner–Seitz unit cell containing a single vortex as a function of the applied
magnetic field for a SN of width w = 6÷ 30ξ and w = 40÷ 80ξ in the inset, for small values of H.
The analytical expression for the Abrikosov vortex lattice (AVL) area, A

ξ2 = 2π Hc2
H , is plotted as a black

line. The open dots in each curve indicate the intensity of H for the formation of the third vortex row,
above which the curves progressively approach the AVL expression when w is increased.

3.2. Vortex Dynamics under Sourced Current

All of the above results were obtained in the stationary case, where no current was
sourced to the SN. A sourced current may change the stationary states or induce vortex
dynamics that are specific to the nanoconfined regime. In what follows, we examine these
non-equilibrium effects through TDGL simulations of time-dependent processes.

When a small transport current flows along a SN under an applied magnetic field
H ≥ Hc1, the present vortices experience a push across the SN, due to Lorentz-type force
(∝ J×H). As the current density is increased, vortices will continue to shift across the
SN, finally leaving the stripe for a sufficiently large Lorentz force. This defines the first
critical current density (Jc1) for which vortices are able to overcome the edge barrier [25,31]
and start to cross the SN continuously, nucleating on one side, moving across the SN, and
exiting at the opposing edge. The critical current depends on the magnetic field H for
a given width w of the SN. The first critical current density as a function of H, Jc1(H) is
shown in Figure 6 for a SN of w = 12ξ. A commensurate effect is observed between H and
n, where the minima in the curve correspond to a transition to a state with an additional
vortex row. Previous works have reported similar behaviours using different theoretical
approaches [48,49], including a comprehensive study that used the TDGL approach [32]
and revealed the relations between n, w, and the applied magnetic field [31]. Additionally,
a similar effect related to this commensurability could be observed in the dependence
on the magnetic field of the resistance, and this effect was reported in [7]. We included
the study of commensurate effects in our work to emphasise the relation between the
local minima and the transition to a new vortex row. The increase in Jc1 from the local
minima as the applied field H is further increased is caused by the competition between
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vortex–vortex interactions and the confinement from the SN’s edge. After a local minimum,
when a new row is formed, the vortex–vortex interactions are strong and the confining
edge currents that produce an entry/exit barrier are reduced and are more easily overcome
with lower sourced currents. As H is increased, the Meissner currents induced at the edge
increase [50], reinforcing the edge barrier. The vortex row phase diagram in Figure 2 can be
used to predict the transition field value, where local minima occur in the Jc1(H) curves,
which is an experimentally verifiable feature. Note, however, that the threshold fields for
the formation of new rows in the presence of a sourced current are somewhat different
from those presented in Figure 2, since the Lorentz push exerted by the current, effectively
increases the confinement experienced by vortices prior to the onset of their motion.

Figure 6. First critical current density normalised to JDP = 0.385JGL as a function of the applied
magnetic field normalised to Hc2 for a SN of width w = 12ξ, which was obtained by using the
TDGL approach. Vertical red lines mark the transition to one-, two- and three-vortex-row states
with magnetic fields of H/Hc2 = 0.09, 0.23 and 0.42, respectively. The insets illustrate the vortex row
configurations with the selected magnetic fields (marked by open dots) for a sourced current density
just below the critical one.

The TDGL approach also allowed us to simulate the voltage–current density (V-J)
characteristics of SNs, which are presented in Figure 7 for stripes with w = 6, 9, 12, 18ξ,
under an applied magnetic field H = 0.25Hc2. The analysis of the V-J characteristics reveals
a number of features related to different resistive regimes in each curve. At low values of
J, stationary vortices are shifted to a new position across the SN due to the Lorentz force
produced by the sourced current, so the resulting voltage drop and resistance remain zero.
An example of this can be seen in Figure 7 (for w = 12ξ) in the states labelled 1 and 2.
When Jc1 is reached, the vortices cross the SN, and their perpetual motion leads to a finite
resistivity value. Snapshots of this flux–flow regime can be seen in the states labelled 3 and
4 in Figure 7. By further increasing J and being in the presence of vortex–vortex interaction
forces, a SN in the dissipative state exhibits flux–flow instability, where vortex cores interact
during dynamics and the ordered lattice structure is lost during motion (the state labelled 5
in Figure 7). At even higher values of J, the vortices align during motion in a slip-streamed
geometry (the vortices tailgate, i.e., subsequent vortices crossing the SN move in the wake
of the previous vortex [33,35]) before a Langer–Ambegaokar phase slip [51] occurs across
the SN. The normal area covered by the phase slip grows laterally with further increases
in J, and additional steps in the V-J curve appear, with every slip-stream being merged
with the growing phase slip, as seen in the states labelled 6–10 in Figure 7. When J reaches
roughly 0.65JDP, the SN transitions to a fully normal state with a linear ohmic behaviour.
Similar V-I curves have been observed both numerically [52] and experimentally for Nb-C
microstrips that were fabricated using focused-ion-beam-induced deposition [38]. In real
materials, the presence of disorder and defects changes the behaviour described in this
work. For example, edge defects are a favourable point for vortex entry, as current crowding
occurs in the local defect region, which leads to favoured positions for vortex penetration.
In addition, disorder on length scales larger than ξ may create bulk pinning regions [31].
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On the other hand, small disordered regions (smaller than ξ) lead to increased inelastic
scattering times, resulting in finite values of Γ. Hence, a viscous condensate will be formed,
changing the dynamic behaviour of vortices and introducing additional resistive states,
such as “vortex channels”. The appearance of such resistive states can be advantageous for
EM emitters, provided that the vortex rows are synchronised, which we discuss next in the
case of negligible disorder and defects.

Next, we discuss how the observed vortex crossings modulate the voltage drop
across the SN and how synchronous and asynchronous crossings affect the spectrum of
frequencies as a consequence of those modulations. In Figures 8–11, we show the voltage
as a function of time, V(t), for different sourced currents J and their corresponding spectra
of frequencies (obtained by the Fourier transform of V(t)) for SNs of w = 6ξ and w = 12ξ
under an applied field H = 0.25Hc2. In each case, we first use the TDGL approach to find
the ground states for each SN with the given magnetic field; then, we sweep J from 0 up to
' JDP in sufficiently small steps (typically' 0.025JDP). At each current step, the simulation
was left to run for a sufficiently long time such that a dynamic equilibrium was reached
(typically up to t = 5× 103 τGL) before recording the data. The thus-obtained V(t) and the
spatial distribution of the superconducting order parameter at each time step were used to
produce Figures 8 and 10.

Figure 7. Normalised voltage drop as a function of the normalised current density for SNs of widths
w = 6, 9, 12, and 18ξ with a magnetic field H = 0.25Hc2. The black and red dots (for w = 6 and 12ξ,
respectively) mark the values of the current density at which the analysis of the modulation frequency
spectra are presented in Figures 9 and 11. Inset: Snapshots of the Cooper-pair density for a SN of
w = 12ξ, numbered 1–10 from left to right, are indicated by open red squares.

In the dissipative state, V(t) increases as vortices move across the SN, with the maxima
corresponding to the exit of a vortex and the minima corresponding to an entry of a
vortex [34,53], leading to modulations of V(t) for both SNs considered (Figures 8 and 10).
Considering the SN of w = 6ξ, which is sourced with the lowest current that causes the
vortex crossing (J = 0.348JDP in this case), V(t) shows evidence of asynchronous vortex
dynamics, with several distinct features having a periodicity of 486 τGL. Even though
the vortices do not cross in synchronised rows, there is a quasi-synchronised behaviour
that manifests in the repetition of vortex crossings in a given dynamic configuration. As
J is increased from 0.348JDP to 0.406JDP (panels A–D in Figure 8), the modulations in the
voltage evolve, and the number of modulations caused by quasi-synchronous crossings
is reduced. Finally, beyond J = 0.444JDP (panel E), there is only one mode that repeats

132



Nanomaterials 2022, 12, 4043

periodically, i.e., the vortex dynamics become fully synchronous, and they accelerate with
the further increase in the current (panel F). The relative spectra of the frequencies for
V(t) are shown in Figure 9 in panels labelled correspondingly to the panels of Figure 8.
The repetitive modes of vortex crossings within the particular dynamic configuration lead
to peaks at specific frequencies. As the current density is increased, the spectra show an
evolution to a single peak, corresponding to the frequency of 0.03τ−1

GL .

Figure 8. Normalised voltage drop as a function of time (normalised to τGL) for a SN of w = 6ξ

under a magnetic field of H = 0.25Hc2 sourced with different current densities of: (A) 0.348JDP,
(B) 0.366JDP, (C) 0.387JDP, (D) 0.406JDP, (E) 0.444JDP, and (F) 0.655JDP. Each panel contains an
illustrative snapshot of the spatial distribution of the Cooper-pair density during the dynamics. The
pale red area in (A) shows the periodicity of the spectrum.

Figure 9. Spectra of the modulation frequencies ν (normalised to τ−1
GL ) of the temporal voltage

signals shown in Figure 8. (A) 0.348JDP, (B) 0.366JDP, (C) 0.387JDP, (D) 0.406JDP, (E) 0.444JDP, and
(F) 0.655JDP.
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Figure 10. Normalised voltage drop as a function of time (normalised to τGL) for a SN of w = 12ξ

under a magnetic field of H = 0.25Hc2, sourced with different current densities: (A) 0.231JDP,
(B) 0.252JDP, (C) 0.270JDP, (D) 0.327JDP, (E) 0.387JDP and (F) 0.504JDP. Each panel contains an
illustrative snapshot of the spatial distribution of the Cooper-pair density during the dynamics.

Figure 11. Spectra of the modulation frequencies ν (normalised to τ−1
GL ) of the temporal voltage

signals shown in Figure 10. (A) 0.231JDP, (B) 0.252JDP, (C) 0.270JDP, (D) 0.327JDP, (E) 0.387JDP and
(F) 0.504JDP.

A similar analysis for a SN with w = 12ξ is shown in Figure 10 because a wider
nanostripe allows the formation of multiple vortex rows in the ground state. Panel A of
Figure 10, shows V(t) at J = 0.231JDP, when the vortices start dissipatively crossing the
SN in a quasi-synchronous fashion. As J is increased to 0.327JDP, the vortex crossings
become increasingly synchronised (panels B–D). However, at J = 0.387JDP, the flux–flow
instability sets in (panel E) and causes an increasingly chaotic behaviour as J is increased to
J = 0.504JDP (panel F). In this regime, the apparent chaotic behaviour is caused by the com-
petition between the standard vortex–vortex repulsion and the effective attractive core–core
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interaction due to preferential tailgating at large vortex velocities, which interchange their
dominance over each vortex during the collective dynamics. For J > 0.52JDP, a phase slip
occurs, which will grow as sourced current density is raised (shown in Figure 7 for the
states labelled 6–10), and the remaining vortices cross the stripe in tailgated rows. This
case of tailgated vortices causes periodic modulations V(τ); however, at such high values
of J, this regime is unstable and, therefore, not considered in the following discussion.
So, we only consider the region of strict flow–flow during the discussion of synchronised
vortex crossings.

The spectra of the frequency modulations (Figure 11) show an analogous behaviour to
that of the narrower SN discussed previously. At low values of J, when the crossings are
quasi-synchronous, we see many mode contributions (i.e., few dominant peaks accompa-
nied by many additional smaller peaks). As J is increased and synchronicity improves, the
smaller contributions disappear, and the frequency component with the largest contribu-
tion is strengthened. However, at the onset of the flux–flow instability (J = 0.387JDP), we
observe a broad contribution centred around the frequency ν = 0.06τ−1

GL (corresponding to
the median frequency of crossing of the vortex lattice as a whole, with many individual
asynchronous crossings being superimposed). At J = 0.504JDP (panel F), the spectrum
loses all order, corresponding to the chaotic behaviour of vortex crossings.

Vortices that continuously cross the SN will cause oscillations in the electric and
magnetic fields, leading to detectable emission of electromagnetic radiation [15,16,54].
The crossing of a single vortex releases a very small amount of energy, whereas multiple
vortices moving coherently will emit a significant (and more easily detectable) amount of
energy [54]. In a coherently moving lattice of vortices, periodic vortex crossing in the SN
will cause the emission of radiation at a frequency of ω = 2πv/a (washboard frequency)
and at harmonics of ω = 2πmv/a (m = 2, 3 . . .), where v is the vortex speed and a is the
lattice spacing (i.e., the distance between two parallel adjacent rows in our case) along the
direction of motion [15]. The highest frequency emitted cannot exceed ∆/h̄, where ∆ is the
superconducting gap of the SN. The theoretically predicted existence of radiation has been
experimentally confirmed [16].

The results of our simulations of the vortex velocity as a function of the sourced current
density are shown in Figure 12a. They evidence a linear dependence at lower values of
J for both of the narrow SNs considered above (which is similar to the behaviour seen
in [52,55]). However, when J is increased to intermediate values, we find a deviation from
the linear dependence, which is due to the increasingly facilitated vortex tailgating. We
use these values of velocities and the frequency spectra to further discuss the potential
for coherent radiation of vortices crossing the SN. In detail, considering the SN of width
w = 6ξ, at J = 0.348JDP, the average velocity is v ≈ 0.03ξτ−1

GL . The corresponding spectrum
of modulations (Figure 9—panel A) shows a number of contributions, with the first five
occurring at ν0 = 0.0021, ν1 = 0.0041, ν2 = 0.0062, ν3 = 0.0083, and ν4 = 0.0104 τ−1

GL , which
are harmonics of the fundamental mode (ν0). The period of the cycle of repeating vortex
crossings in this case is T = 486 τGL, while the wavelength is 14.6ξ (obtained from λ = vt
by using the value of the vortex velocity in Figure 12). As the vortices move in a quasi-
synchronous manner, the washboard frequency [15] is not applicable.

As the sourced current is increased, the vortices cross the SN in a more synchronised
manner. In this case, we can apply the relation for the washboard frequency to the values
of the average vortex velocity v and the frequency of the first harmonic ν0 and obtain the
value for the (virtual) lattice spacing a. By increasing J from 0.366JDP to 0.655JDP, the
values of this lattice spacing decrease from 6.2ξ to 2.8ξ, where the values are extrapolated
from the washboard frequency relation. The combination of increasing Lorentz force and
edge confining forces causes the reduction of a and an increase in the vortex density during
the dynamics. However, in the wider SN (w = 12ξ), we do not observe the same behaviour.
In this case, the value of a remains constant (' 3.6ξ, obtained using the washboard fre-
quency relation) as the current is increased in the dissipative state, until it transitions to
asynchronous crossings for high values of J. At this point, the resultant force on the vortices
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no longer leads to a preferred geometrical dynamic configuration. A combination of the
Lorentz force, edge Meissner current confining forces, vortex–vortex interactions, and vor-
tex nucleation rate results in the asynchronous behaviour. This suggests that in the wider
SN, the vortex–vortex repulsion within the lattice is more deterministic for the resulting
lattice spacing a than the interactions with confining edges during the vortex dynamics.

Figure 12. Panel (a)—Normalised average vortex velocity in units of ξ/τGL versus the normalised
current density sourced to SNs of widths 6ξ and 12ξ under an applied magnetic field of H = 0.25Hc2.
Panel (b)—Histogram of vortex velocities for different values of J relating to different vortex
crossing regimes.

The synchronisation of vortex crossing in a fixed lattice with large sourced currents
was observed and discussed in [33], albeit without identifying an exact regime as such.

To better understand the regime in which synchronous lattice crossings can occur, we
performed a number of additional simulations. Figure 13 shows four other examples of
the modulations in V(t), corresponding to a SN with w = 12ξ and H = 0.2Hc2 (panels
a.i–iv), which realises a single row of vortices in the static case (Figure 2). At J = 0.28JDP,
the SN becomes dissipative with asynchronous vortex crossing behaviour (a.i), until the
point at J ' 0.36JDP, where quasi-synchronous crossings begin (a.ii). The latter continues
(a.iii) until J = 0.48JDP, where the flux–flow instability sets in (a.iv), achieving the normal
state at Jc2 = 0.66JDP. Panels b.i–iv of Figure 13 show similar behaviours for a SN of
width w = 24ξ in an applied magnetic field H = 0.12Hc2 (realising two vortex rows),
which does not transition to synchronised crossings as the sourced current is increased.
However, after increasing the magnetic field applied to either SN, synchronous crossings
will take place (panels c.i–iv and d.i–iv). For SNs of w = 12 and 24ξ at H = 0.50 and 0.15Hc2,
respectively, the vortex configuration comprises three parallel rows. For w = 12ξ (w = 24ξ),
synchronous crossings start at J ' 0.20JDP (J = 0.28JDP) and continue until the onset of
flux–flow instability at J = 0.28JDP (J = 0.42JDP).
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Figure 13. Temporal evolution of the normalised voltage drop with increasing (indicated) values
of the sourced current density for two SNs of widths 12ξ and 24ξ. All plots exhibit the voltage
modulations caused by vortex crossing. Panels (a). i–iv: w = 12ξ, H = 0.20Hc2 (single row of
vortices). Panels (b). i–iv: w = 24ξ, H = 0.12Hc2 (two vortex rows). Panels (c). i–iv: w = 12ξ,
H = 0.50Hc2 (three rows). Panels (d). i–iv: w = 24ξ, H = 0.15Hc2 (three rows). The first panel
in each row corresponds to the onset of the dissipative state; the second and third belong to the
synchronous/quasi-synchronous regime; the fourth is the onset of the flux–flow instability regime.

One can conclude that the frequency of the radiation stemming from coherent vortex
crossings can be tuned with H and/or with J. The applied magnetic field H changes the
vortex density (affecting the number of rows) and, hence, a, while the transport current
directly changes the vortex velocity. Both factors influence the behaviour of vortex crossings,
which, in turn, affect the electromagnetic radiation emitted at frequencies ν = v/a [33]. For
an insight into the values expected in the experiment, we consider the parameters measured
for Nb thin films by Pinto et al. [18]. For example, in a Nb film of thickness d = 20 nm,
ξ(0) ' 8.0 nm, and Tc = 8 K, given a Ginzburg–Landau time of τGL ' 65 fs, our results
show an average velocity of vortices crossing the Nb SN of thickness 20 nm and width
50–100 nm to be in the range 1–10 km/s, with the first harmonic frequencies being in the
range of 1–50 GHz. These values are similar to those reported by Dobrovolskiy et al. [16,38]
and to those of Embon et al. [35]. A thin and narrow superconductor with a high value
of Tc and a small value of τGL (' 1− 10 fs), in which faster vortex crossings could be
realised, could be used as a terahertz radiation source. Such sources are highly sought for a
variety of applications [56], including clinical applications [57] and terahertz time-domain
spectroscopy [58].

137



Nanomaterials 2022, 12, 4043

4. Conclusions

In summary, our comprehensive study details how lateral quantum confinement in
superconducting nanostripes (SNs) leads to experimentally detectable physical effects
in the spatial configurations and dynamical phases of vortices and vortex rows. In the
stationary case, we presented an equilibrium vortex row phase diagram in the parametric
space delimited by the width of the nanostripe and the applied magnetic field. The diagram
showed how the narrowest SNs support a lower number of vortex rows up to relatively
large values of the applied magnetic field, thus exhibiting a lower average vortex density
(for given values of H) that deviates more from the theoretical value attributed to the vortex
density in an Abrikosov lattice. Although the phase diagram predicts the number of rows in
an SN under a given magnetic field without referring to specific superconducting materials,
our work provides an indication of the range of microscopic parameters that can be found
in several families of superconductors, which deserves to be exploited in order to design
novel and advanced quantum devices. At intermediate SN widths, i.e., w = 20÷ 60ξ, we
pointed out that an interplay of vortex interactions, Meissner currents, and the related edge
barrier can lead to a re-entrant behaviour of the vortex row states (1→ 2→ 1) as the field is
increased, which may lead to large magnetoresistance oscillations, as discussed in [30]. In
relation to transport and dynamics, we reported that the critical current (for the very onset
of dissipation) as a function of the magnetic field will exhibit oscillations commensurate
with the formation of every additional vortex row. With sourced current beyond the critical
value, the vortices crossing the SN modulate the voltage drop across the SN, which is also
linked to the emission of electromagnetic radiation. More vortices crossing in synchronicity
causes more radiation power to be emitted for that crossing frequency. We showed that
depending on its width and the applied magnetic field a SN, under a sourced current, enters
the dissipating state, with the vortices crossing relatively slowly and quasi-synchronously
at first. As the current intensity is increased, the crossings become increasingly synchronous,
until flux–flow instability occurs and synchronicity is gradually lost. Not every example
showed the evolution toward synchronised vortex crossings; however, a regime for the
occurrence of the crossing of vortex rows in a fixed lattice was observed for states with
an average vortex area of A . 80ξ2. This is also related to effective confinement, as a
large vortex density is required so that the edge confining forces can adequately act on the
vortex rows and lock them into a dynamically synchronous lattice, with typical crossing
frequencies in GHz-to-THz range, which is beneficial for electromagnetic radiation in the
corresponding frequency bandwidth.
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19. Guidini, A.; Flammia, L.; Milošević, M.V.; Perali, A. BCS-BEC crossover in quantum confined superconductors. J. Supercond. Nov.

Magn. 2016, 29, 711–715. [CrossRef]
20. Saraiva, T.; Cavalcanti, P.; Vagov, A.; Vasenko, A.; Perali, A.; Dell’Anna, L.; Shanenko, A. Multiband material with a quasi-1D

band as a robust high-temperature superconductor. Phys. Rev. Lett. 2020, 125, 217003. [CrossRef] [PubMed]
21. Moshchalkov, V.; Gielen, L.; Strunk, C.; Jonckheere, R.; Qiu, X.; Haesendonck, C.V.; Bruynseraede, Y. Effect of sample topology on

the critical fields of mesoscopic superconductors. Nature 1995, 373, 319–322. [CrossRef]
22. Datta, S. Electronic Transport in Mesoscopic Systems; Cambridge University Press: Cambridge, UK, 1997.
23. Cren, T.; Fokin, D.; Debontridder, F.; Dubost, V.; Roditchev, D. Ultimate vortex confinement studied by scanning tunneling

spectroscopy. Phys. Rev. Lett. 2009, 102, 127005. [CrossRef] [PubMed]
24. Marrocco, N.; Pepe, G.; Capretti, A.; Parlato, L.; Pagliarulo, V.; Peluso, G.; Barone, A.; Cristiano, R.; Ejrnaes, M.; Casaburi, A.; et al.

Strong critical current density enhancement in NiCu/NbN superconducting nanostripes for optical detection. Appl. Phys. Lett.
2010, 97, 092504. [CrossRef]

25. Bean, C.; Livingston, J. Surface barrier in type-II superconductors. Phys. Rev. Lett. 1964, 12, 14. [CrossRef]
26. Flammia, L.; Zhang, L.F.; Covaci, L.; Perali, A.; Milošević, M. Superconducting nanoribbon with a constriction: A quantum-
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34. Jelić, Ž.; Milošević, M.; Silhanek, A. Velocimetry of superconducting vortices based on stroboscopic resonances. Sci. Rep. 2016,
6, 35687. [CrossRef] [PubMed]

139



Nanomaterials 2022, 12, 4043
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53. Jelić, Ž.; Milošević, M.; Van de Vondel, J.; Silhanek, A. Stroboscopic phenomena in superconductors with dynamic pinning

landscape. Sci. Rep. 2015, 5, 14604. [CrossRef]
54. Dolgov, O.; Schopohl, N. Transition radiation of moving Abrikosov vortices. Phys. Rev. B 2000, 61, 12389. [CrossRef]
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Abstract: Superconducting nanofilms are tunable systems that can host a 3D–2D dimensional
crossover leading to the Berezinskii–Kosterlitz–Thouless (BKT) superconducting transition approach-
ing the 2D regime. Reducing the dimensionality further, from 2D to quasi-1D superconducting
nanostructures with disorder, can generate quantum and thermal phase slips (PS) of the order
parameter. Both BKT and PS are complex phase-fluctuation phenomena of difficult experiments.
We characterized superconducting NbN nanofilms thinner than 15 nm, on different substrates, by
temperature-dependent resistivity and current–voltage (I-V) characteristics. Our measurements
evidence clear features related to the emergence of BKT transition and PS events. The contemporary
observation in the same system of BKT transition and PS events, and their tunable evolution in
temperature and thickness was explained as due to the nano-conducting paths forming in a gran-
ular NbN system. In one of the investigated samples, we were able to trace and characterize the
continuous evolution in temperature from quantum to thermal PS. Our analysis established that the
detected complex phase phenomena are strongly related to the interplay between the typical size of
the nano-conductive paths and the superconducting coherence length.

Keywords: NbN; ultrathin films; BKT transition; phase slips; granular superconductivity

1. Introduction

Effects related to thermal and quantum fluctuations in low-dimensional supercon-
ductors, such as phase slips [1–5], quantum criticality [6], superconductor-insulator transi-
tion [7] and quantum-phase transitions [8,9], have been studied for several decades. These
quantum and many-body effects are controlled by several film properties, such as spatial
dimensions, electronic disorder and structural inhomogeneities [10,11].

In recent years, the scientific interest has been focused on quasi 2D and 1D systems,
where the presence of resistive states close to the superconducting transition temperature
Tc has been found to produce detectable effects in the transport properties [10,11].

In such systems, the emerging resistive states are a fundamental phenomenon, which
involves the understanding of advanced concepts as topological excitations, phase disorder
and interplay between different length scales of the superconducting state. These have im-
portant applications in the field of quantum technologies, ultrasonic detectors of radiation,
single photon detector and nanocalorimeters [10,12].

Efforts have been made to study low-dimensional systems theoretically, and from the
experimental side, the attention has been focused on thin films in which a crossover from
3D to 2D Berezinskii–Kosterlitz–Thouless (BKT) transition [13–16] occurs, lowering the
thickness to few nanometers, as is the case, for instance, for NbN films [15,17–20].
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A superconducting-to-normal-state transition in a 2D-XY model was introduced to
explain the formation of thermally excited vortex-anti-vortex pairs (VAP) in ultrathin films,
even in the absence of an applied magnetic field [13], resulting in the BKT topological phase
transition [13,21]. The nature of a BKT transition is completely different from the standard
second-order phase transition given by the Landau paradigm. It is driven by the binding
of topological excitations without any symmetry breaking associated with the onset of the
order parameter [22].

A BKT-like transition is expected to occur even in dirty superconductors, at a reduced
film thickness d, under some physical constraints. A required condition is that the Pearl
length Λ = 2λ2/d (λ being the London penetration depth), exceeds the sample size with
negligible screening effects due to charged supercurrents [23]. Furthermore, λ � w or
d � ξGL (ξGL being the Gintzburg–Landau coherence length) must be fulfilled in order
to detect BKT effects, though some experiments have reported the BKT transition is also
outside the theoretically established limits [24].

To observe this remarkable phenomenon in real systems, two approaches have been
explored. In the first, the BKT theory predicts a universal jump in the film’s superfluid
stiffness, ns, at the characteristic temperature TBKT < TMF, TMF being the mean-field
superconducting transition temperature. This jump is related to the VAP binding through
a logarithmic interaction potential between free vortices. Sourced current can break bound
pairs, producing free vortices, inducing nonlinear effects in I-V curves [24]. For the second
approach, transition is observed in the correlation length, which diverges exponentially
at TBKT , in contrast to the power-law dependence expected within the Ginzburg–Landau
(GL) theory [25,26].

When further reducing film size, fluctuations can result in the formation of multiple
resistive states in I-V curves, at both low and high T ranges. These intermediate states
form due to the change in phase of the order parameter by 2π, and they will result in
a discontinuous voltage jump, forming phase slips. These PS are characteristic of a quasi-1D
system, which form by a river of fast moving vortices (kinematic vortices) driven by the
topological excitations, annihilating in the middle of the sample [13,27]. However, several
superconductors have been explored experimentally to study such topological effects,
including NbSe2 [27], NbN [13], Nb2N [11], Nb [28] and many more.

In particular, NbN is a known and well-studied material, belonging to the family of
strongly coupled type-II superconductors, and it is potentially interesting for several techno-
logical applications, due to its relatively high value of bulk Tc ('16 K). Its small coherence
length, ξ (≈4 nm), requires fabrication of extremely thin films (few nanometers of thickness)
with fine control of their properties to achieve the 2D superconducting regime [29].

In this work, a detailed experimental study was carried out about the electrical proper-
ties of superconducting, NbN ultra-thin films, aimed at investigating the crossover regime
from a quasi-2D BKT phenomenon to a quasi-1D PS mechanism. Outcomes evidenced the
presence of large fluctuation effects mostly close to Tc, and an exponential decrease at lower
temperatures. In one case, the freezing of thermal fluctuations at the lowest temperatures
gave rise to a quantum phase slip (QPS) phenomenon, whereas in the other case two
distinct resistive transitions, below Tc, were detected for one of the thinnest NbN films,
suggesting the unexpected coexistence of a BKT transition and phase-slip phenomena at
the dimensional crossover from 2D to 1D.

Therefore, findings on superconducting to resistive-state transition features in investi-
gated thin films of NbN have been questioning if their origin is due to thermal fluctuations
(e.g., thermal PS), quantum fluctuations (e.g., QPS) [30] or a proximity effect mechanism
among coupled nano-sized superconducting grains [11]. Our study suggests that the
thickness threshold where quantum phase fluctuation effects can start to appear is not yet
clearly defined, since BKT transition or QPS phenomena have been detected even in NbN
films that are nominally 10 nm thick. Hence, specific conditions to detect BKT transitions
and PS events in quasi-2D systems, especially those being granular in nature, deserve to be
further studied both theoretically and experimentally.
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2. Materials And Methods
2.1. Deposition

NbN films with nominal thicknesses of 5, 10 and 15 nm were deposited on several
substrates, such as MgO, Al2O3 and SiO2 (see Table 1), by using DC magnetron sputtering.
The optimized deposition rate was '0.4 nm/s, at a substrate temperature of 600 ◦C and at
200 W of discharge power. The N2/Ar ratio was fixed at 1:7 during the deposition process.

Table 1. NbN film’s properties. Starting from the left, columns are: film acronym (SC: Al2O3 c-cut;
SR: Al2O3 r-cut; MO: MgO; SO: SiO2; the number following the two letters refers to the film thickness
in nm units); resistivity value at 15 K; superconducting transition temperature; superconducting
transition width; superconducting critical-current density at 0 K.

Sample ρ (Ω cm) Tc (K) ∆Tc (K) Jc0 (MA/cm2)

MO5a * 8.0 × 10−5 10.072 0.08 0.40 ± 0.014
MO5b ** 5.8 × 10−4 11.02 0.79 2.24 ± 0.013

MO10 1.2 × 10−4 13.29 0.27 9.98 ± 0.15
MO15 2.4 × 10−4 13.83 0.23 11.40 ± 0.016
SC5 8.0 × 10−5 10.64 0.43 0.90 ± 0.010

SC10 2.4 × 10−4 13.50 0.40 10 ± 0.028
SC15 1.7 × 10−4 12.73 0.24 5.29 ± 0.08
SR5 ** 1.1 × 10−4 11.76 0.68 0.63 ± 0.013
SR10 1.7 × 10−4 12.43 0.30 8.3 ± 0.18
SR15 2.3 × 10−4 12.58 0.38 6.14 ± 0.13
SO5 9.3 × 10−7 9.40 0.46 0.89 ± 0.024

* Both MO5a and MO5b belonged to the same deposition run, but the fabrication process of their Hall bar was
carried out by using slightly different parameters. ** The Hall bar width of this film was 10 µm.

2.2. Fabrication of the Hall Bar

For the electrical characterization, a suitable 8-contact Hall bar geometry was designed
(see inset in Figure 1), by using LibreCAD software. The corresponding optical mask
was realized by using direct laser lithography (at a wavelength of 375 nm) exploiting
a µPG101 laser writer from Heidelberg Instruments. The Hall bar length was fixed at
1000 µm, and bar widths of 10 and 50 µm were chosen. The Hall bars were patterned
by optical lithography with a KarlSuss mask aligner (mod. MJB3) by using a reversible
photoresist (AZ 5214E Photoresists MicroChemicals GmbH), spun at 4000 rpm, resulting
in a nominal thickness of 1.2 µm. Later, an etching step was exploited to define the
final geometry of the NbN Hall bars. In particular, the etching process was carried out
by using deep reactive ion etching (PlasmaPro 100 Cobra Inductively Coupled Plasma
Etching System, Oxford Instrument). The fabrication parameters (etching time, ICP power,
substrate temperature, etc.) were optimized while taking into account the film thicknesses
and typology of substrates. The best etching selectivity between the optical resist and the
NbN thin film was obtained with a mixture of CF4 and Ar with fluxes of 90 and 10 sccm,
respectively, at an operating pressure of 50 mTorr. ICP power and RIE RF power were 500
and 30 W, respectively. All the samples were cleaned with a light-oxygen plasma before
the etching, to eliminate any organic or lithographic residuals. Further, the samples were
glued to a copper holder with a high-thermal-conductivity glue (GE Varnish) in order to
have better temperature control and stability in the cryostat. Aluminum wires (see inset of
Figure 1) were bridge bonded to the pads of the Hall bar and to the pads of a small printed
circuit board, placed close to the sample. A scanning electron microscope (SEM) was used
for the visual inspection to check the intermediate steps of the fabrication process.
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Figure 1. NbN resistivity behavior around Tc, for the set deposited on the Al2O3 r−cut substrate (see
Table 1). Inset: Scanning electron microscopy of a typical Hall bar shaped film with Al wires bonded
to sample pads. Current carrying contacts were located on the top and bottom, along the vertical line;
and a couple of lateral contacts from the same side were used to detect the voltage drop.

2.3. Electrical Characterization

Resistivity, ρ(T), and current–voltage (I-V) characteristics were measured as a function
of temperature in a liquid-free He cryostat (Advanced Research System mod. DE210)
equipped with two Si diode thermometers (Lakeshore mod. DT-670)—one out of two
calibrated [31,32]. A temperature controller Lakeshore mod. 332 was used to read the
temperature of the uncalibrated thermometer, thermally anchored to the second stage
of the cryostat. The film temperature was measured by using one channel of a double
source-meter (Keysight mod. B2912A). The other channel of the instrument was earmarked
for electrical characterization of NbN film properties (ρ and I-V) in the 4-contact geometry,
sourcing the current (0.1 ÷ 100 µA, typically 1 µA for ρ) and detecting the voltage drop.
Either dc or a pulsed mode technique was used.

I-V characteristics was carried out both in dc mode [33] and in pulse mode. For
measurements executed by the pulse-mode technique [34], a sweep of current pulses
of increasing intensities, ranging from tens of µA to few mA, each of duration 1.1 ms,
was used. Due to the high thermal inertia of the cryostat, data were collected without
any thermal stabilization in the whole range of temperatures (≈5÷ 300 K) upon sample
cooling. The maximum T change, detected at the lowest T during data acquisition (e.g., ρ),
was around 15 mK. For each data point of the resistivity curve, typically 30 values were
averaged, and a suitably selection of the working parameters of the source-meter allowed
us to capture several values during the transition from the superconducting to the normal
state. For I-V characteristics, typically 200 points were collected in a few seconds for each
curve, and the maximum T variation during each I-V curve acquisition was .50 mK.

3. Results
3.1. Superconducting State Properties

NbN film properties were investigated by resistivity and current–voltage characteris-
tics as a function of the temperature.
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At the superconducting (SC) transition, the investigated films showed a resistivity
jump spanning from ≈2 to ≈5 orders of magnitude; Tc depends on the film thickness and
substrate type, and its value rapidly decreases at d ≤ 10 nm (see Table 1).

The ρ(T) curves around Tc for the set deposited on the Al2O3 r-cut substrate is re-
produced in Figure 1. The SC transition lowers with the decrease of the film thickness,
becoming substantial when passing from d = 10 to d = 5 nm. The normal state resistivity
does not show, in general, a clear correlation with the value of d, appearing even reversed
with respect to the d value, for the set deposited on the r-cut sapphire (Figure 1). How-
ever, normal-state resistivity variation is confined to within a half order of magnitude for
5 ≤ d ≤ 15 nm. The behavior of ρ(T) for SR5 is analyzed in detail in the next section.
Generally, a higher Tc together with a narrow SC transition width, ∆Tc, were measured on
MgO substrates above d = 10 nm (Figure 2 and Table 1), whereas a consistent worsening
of these parameters occurred on SiO2 (this behavior was detected also in films of higher
thicknesses not reported in the present work). Intermediate values of both Tc and ∆Tc
were measured on Al2O3 substrates; Tc on the c-cut type was slightly higher at d > 5 nm
(Figure 2). Compared to NbN films deposited on Al2O3 r-cut, those on the c-cut type
showed a wider range of Tc variation with d and a tendency toward the narrowing of ∆Tc
(Table 1). An increase in d denotes an improvement in the film’s quality, in agreement with
findings reported by other groups [35,36].

 SR_Soldatenkova et. al.

T c
 (K

)

d (nm)

Figure 2. Thickness dependence of the superconducting transition temperature of NbN films de-
posited on MgO (MO), SiO2 (SO) and Al2O3 substrates, both c-cut (SC) and r-cut (SR) types. For com-
parison, Tc data of films deposited on Al2O3 r-cut substrates by Soldatenkova et al. [37] were plotted.

While the general trend of Tc as a function of d was reported in the literature by several
groups [38,39], Tc spreading depends also on the crystal structure [40], deposition technique,
the partial pressure of nitrogen used during the film fabrication process, etc., making a direct
comparison of results measured by different groups difficult [14,38,39,41]. Anyway, taking
into account NbN films deposited on Al2O3 r-cut substrates, our Tc values, while appearing
scattered at d ≤ 10 nm, follow a trend similar to that found by Soldatenkova et al. on the
same substrate type (see Figure 2) [37]. Scattering of Tc in NbN films reflects inhomogeneity
issues that are characteristic of this superconducting system [16].

The NbN film’s properties were studied further through current–voltage characteristics.
Temperature dependent I-V curves exhibit hysteresis and a well-defined transition from the
superconducting to the normal state for d > 10 nm (Figure 3); and at 5 and 10 nm of thickness,
several NbN films evidenced the presence of small steps along the SC transition branch of
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the I-V curve, which is better detailed in the next section. For these films, we assumed as
critical current Ic, the value at which the first step occurs. The value of the critical current, Ic,
progressively reduces with the rise in T, and smoothing of the transition occurs approaching
Tc. The temperature dependence of the superconducting critical-current density, Jc(T), for the
set deposited on Al2O3 r-cut substrate (see Figure 4), was derived following the criterion
and procedure reported in reference [31]. The Jc values at 0 K (i.e., Jc0) were extracted by a
least-squares fit using the Ginzburg–Landau equation [31].
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Figure 3. I-V curves of the film SC15, measured at several T close to the SC transition of Tc = 12.73 K.
Approaching Tc, the amplitude of the hysteresis between the sweep-up and sweep-down of the
current narrows.
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Figure 4. Current density as a function of the temperature, normalized to Tc, for the whole set of NbN
films deposited on the Al2O3 r-cut substrate. Lines are the result of the least-squares fitting by the
Ginzburg–Landau equation (see ref. [31]). Inset: thickness dependence of the critical current density
at zero temperature, Jc0, for NbN films deposited on Al2O3 r-cut (circles), Al2O3 c-cut (triangles),
MgO (stars), SiO2 (square).

The thickness dependence of Jc0 appears related to the substrate types exhibiting a bell
shaped behavior on both types of sapphire substrates, and it continues to rise with film
thickness on MgO (inset of Figure 4 and Table 1). It is worthwhile noting the drop in Jc0 at
d = 5 nm, up to about one order of magnitude, becoming practically independent on the
substrate type, and little differences in Jc0 start to appear from d = 10 nm (inset of Figure 4).
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The Jc0 values found in our films are similar to those found in thin films of NbN [42], and
the bell shaped behavior was detected also in Nb [31].

3.2. Berezinskii–Kosterlitz–Thouless Transition

Experimental observation of a BKT transition in 2D systems is generally challeng-
ing due to the constraints on the film size in relation to the characteristic lengths of the
superconductor. Concerning the Pearl length, the condition Λ > w must be fulfilled, w
being a film dimension. Hence, assuming for NbN films a value of 0.5 . λ . 0.4 µm for
thicknesses 5 ≤ d ≤ 15 nm [43], we get values of Λ ≈ 100 µm, Λ ≈ 40 µm and Λ ≈ 20 µm
for d = 5 nm, 10 nm and 15 nm. These values must be compared to the maximum physical
dimension of the system, which for our films coincides with the width of the Hall bar
(w = 50 µm): for the Hall bar width of 10 µm, the condition is satisfied at any of the
thicknesses here taken into account. Hence, while the 10 nm thick sample can be considered
borderline, the 15 nm thick one appears out of range. Regarding the condition d� ξ, it is
worthwhile noting that being ξ ≈ 4 nm [41], only NbN nanofilms, 5 nm thick, appear to be
good candidates to exhibit a well-defined BKT transition.

Experimentally, we have investigated the signature of a BKT superconducting transi-
tion in ρ(T) curves and/or in I-V characteristics measured at several fixed Ts [13–16].

We have extracted experimentally the Tc value in a zero magnetic field, Tc0, and the
sheet resistance in the metallic normal state, R�N , just above Tc, considering a Cooper-pair
fluctuation model for a 2D superconducting system developed by Aslamazov and Larkin
(AL) [44] and Maki and Thompson (MT) [45,46]. The two parameters were evaluated by
a least-squares fitting of the experimental R�(T) curves (Figure 5), in a T range from Tc to
≈15 K, by using the relation [13,14]:

R�(T) =
R�N

1 + R�N
γ
16

e2

} (
Tc

T−Tc
)

(1)

where: γ is a numerical factor, } is the reduced Planck constant, e is the electron charge
and Tc is here intended as the BCS mean-field transition temperature. Fitting was carried
out satisfying the condition ln(T/Tc)� 1. The result of the R�(T) fitting of film MO10 is
reproduced in Figure 6. Similar findings were found also for MO5a and MO5b.
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Figure 5. Temperature−dependent sheet resistance of ultrathin NbN films (5 and 10 nm of thickness),
deposited on different substrate types, exhibiting quantum effects in 2D. The differences in the curve
behavior of MO5a and MO5b (belonging to the same deposition run) are related to specific choices of
process parameters during the Hall bar fabrication.
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Figure 6. Temperature−dependent sheet resistance around the superconducting transition tempera-
ture for MO10 (see Table 2). The red line is the least-squares fit by using Equation (1). The value of
Tc0 = 13.31 K (red arrow) is the intercept of the red line with the x-axis. Inset: least-squares fitting
of the ρ(T) curve of MO10 by Equation (2). The intercept with the x-axis gives the value of TBKT

(13.06 K, blue arrow).

Table 2. Berezinskii–Kosterlitz–Thouless (BKT) parameters derived by the analysis of the resistivity
and I-V characteristics curves of some of the thinner NbN films. Column headings, from left: sample
acronym *; BKT temperature derived by ρ(T) fitting with Equation (2); SC transition temperature
at B = 0 (see the text); normal state sheet resistance at 20 K; γ value (see the text and Equation (1));
VAP polarizability.

Sample TBKT (K) Tc0 (K) ** R�N (Ω) γ ε

MO5a 9.70 ± 0.03 9.90 502.30 ± 0.01 0.970 ± 0.002 10.28 ± 0.030
MO5b 10.30 ± 0.02 10.60 620 ± 1.06 1.500 ± 0.005 11.49 ± 0.022
MO10 13.060 ± 0.008 13.31 129.8 ± 0.60 1.56 ± 0.09 25.5 ± 0.11

* For meaning of sample acronym see the caption of Table 1. ** The fitting error on Tco is of the order of 10−4.

Fitted and experimental R�N values agree within 2–3%, and Tc and γ exhibit a depen-
dence on d and the substrate type. This is particularly clear for the Tc values for NbN films
with 5 nm of thickness (see Figures 5).

In detail, Tc values derived by the fit are close, though systematically lower, than those
extracted by the analysis of the SC transition branch of the ρ(T) curves (see the Table 1),
and the values of γ, ranging from ≈1 to ≈2 (Table 2), are in agreement with those reported
for NbN films with d < 10 nm [13,14], and in general, comparable with those reported in
literature for different SC materials.

Based on theoretical studies, below TBKT , all VAPs are bound. While approaching
TBKT , thermal fluctuations begin to break VAPs, and under a thermodynamic equilibrium,
VAPs and single vortices will coexist [10,13,47]. However, due to the sourced current,
single vortices will experience a Lorentz force (neglecting vortex pinning), causing the
appearance of a finite voltage drop. The resulting film resistivity, in the temperature range
TBKT < T < Tc0, can be described by the relation:

ρ(T) = aexp

(
−2

√
b

Tc0 − T
T − TBKT

)
(2)

where a and b are fitting parameters related to the SC material, and the values obtained
were less than 1 for all films. The TBKT value derived by the least-squares fitting with
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Equation (2) of the ρ(T) curve of film MO10 is shown in the inset of Figure 6. The fitting
procedure was extended to other thin films, for which no such sign of BKT transition was
detected. It is interesting to estimate the polarizability, εBKT , of a VAP at the BKT-like vortex
phase transition in the presence of other VAPs, by using the relation [13]:

TBKT
Tc0

=
1

1 + 0.173εBKT R�N
2e2

πh

(3)

Equation (3) was applied to NbN films deposited on different substrates, resulting in
values of ε (Table 2) in close agreement with those found in ref. [13] for 6 nm thick NbN films
and also successfully crosschecked with the universal relation kBTBKT = ATBKT/4εBKT for
topological 2D phase transitions; see Nelson and Kosterlitz [48,49]. All the parameters extracted
by fitting (see Table 2) are in excellent agreement with the values reported in the ref. [13,14].

To check the possible BKT-like transition, we carried out further analyses considering
that thermal fluctuations occurring in ultra-thin films can excite pairs of vortices, each
consisting in a single vortex having supercurrents circulating in opposite directions, then
leading to the bound vortex anti-vortex pair state [13]. These VAP pairs lead to the specific
signature of a BKT-like transition, consisting in a jump in the superconducting stiffness, Js,
from a finite value, below Tc, to zero above it. In that case, a non linear dependence exists
in the I-V characteristics near Tc, since large enough currents may unbind VAPs. Hence,
due to this effect, a voltage is generated, depending on the equilibrium density of the free
vortices, scaling with the sourced current according to a power law, with an exponent
proportional to Js:

V ∝ Iα(T) (4)

α(T) = 1 + π
Js(T)

T
(5)

at the BKT transition, the I-V exponent jumps from α(T−BKT) = 3 to α(T+
BKT) = 1, where the

unity value signals the metallic ohmic behavior in the normal state of the I-V characteristics.
We have extracted the value of α for the MO10 film, by using Equation (4) to carry out
a least-squares fitting of the voltage–current curves, measured at several T values (Figure 7).
We detected a universal jump from '1 to '3 at TBKT (Figure 8). Our findings evidence
a steeper transition (see Figure 8) resulting in agreement with data of Venditti et al. for
a thin film of NbN [16]. The behavior here reported for the NbN system was also found by
Saito et al. for a completely different system than the MoS2 [50] (Figure 8), which validates
the universal jump in the superfluid density for determining the BKT transition.
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Figure 7. Voltage−current characteristics for the film MO10. Experimental data of the sweep-up
curve were fitted by a power law function to extract the value of α (see Equations (4) and (5) and
Table 2).

149



Nanomaterials 2022, 12, 4109

0.8 0.9 1.0 1.1 1.2
0

2

4

6

8

10

12

a
  

T/Tc 

a(T-
BKT) = 3

a(T+
BKT) = 1

Figure 8. Temperature−dependence of α for MO10 (yellow circle), derived from the power-law fitting
of the V-I curves plotted in the Figure 7. A jump in the value of α from '1 to '3 (white region) was
detected at TBKT , corresponding to T/Tc = 0.989. For comparison, the α values for a 3 nm thick NbN
film from the work of Venditti et al. (purple hexagon) [16] and for MoS2 from the work of Saito et al.
(red triangle) [50] were added to the data. The broken line is a guide for the eyes. The temperature
was normalized to TBKT for our and Saito et al. data. Venditti et al.’s α values were derived by
digitization of Figure (2e) in ref. [16].

3.3. Phase Slips

In addition to the BKT transition, interesting outcomes were found in our NbN
films in terms of I-V characteristics by the pulse-mode technique (see the Materials and
Methods section). In detail, for two of our thinnest films (SR5 and MO5b), we observed the
emergence of resistive states as tailing-like features in I-V curves and a double transition
in the ρ(T) curves. These findings were interpreted as possible signatures of phase-slip
events, arising due to a discontinuous jump by integer multiple of 2π in the phase of
the order parameter of the superconducting state, typically existing in quasi-1D systems
as nanowires and nanorings. For a discussion of the resistive states associated with PS
events in superconducting quasi-1D nanostructures, see ref. [51].

Nevertheless, the investigated NbN films are a 2D system which is granular in nature.
The presence of disorder can lead to a weak localization and inhomogeneous effects,
resulting in the appearance of a 1D-like features such as PS events [10,11,24].

Taking into account the above-mentioned scenario, such systems are prone to forming
an array of continuous conductive paths, having an effective dimensional size much smaller
than the physical dimension of the system. In that case, a region equivalent to the coherence
length can create a Josephson-like junction, which shows a PS barrier proportional to the
area of quasi-1D SC system. Under these circumstances, Cooper pairs will cross the free
energy barrier and the relative phase will jump by 2π, resulting in a measurable voltage
drop. This drop, will cause a detectable resistance change at T < Tc, giving rise to PS
events driven by thermal and quantum activation [24]. To confirm the possible presence
of PS in our films, we took into account the theory of Langer, Ambegaokar, McCumber
and Halperin (LAMH), accounting for thermally activated phase slips (TAPS) detected as
an effective resistance change related to the time evolution of the superconducting phase:
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RTAPS =
πh̄2ΩTAPS

2e2KBT
exp
(−∆F

KBT

)
(6)

where ∆F is the energy barrier to Cooper-pair crossing, and the other quantities have the
known meanings. Here, ΩTAPS is the attempt frequency defined as:

ΩTAPS =
L
ξ

(
∆F

KBT

)
1

τGL
(7)

where τGL is the relaxation time in the time-independent Ginzburg–Landau equation and
∆F is defined as:

∆F = 0.83KBTc
LβwdRq

ρnξ0
(8)

where β is a fitting parameter, w the Hall bar width, d the film thickness, Rq = h̄/2e2 ' 6.4 kΩ
the quantum of resistance and ρn the normal state resistivity upon SC transition.

The LAMH theory was originally developed for very long wires, thinner than ξ of the
SC material. However, our investigated NbN films had a thickness comparable to ξ. w and
L (i.e., the width and the length of the Hall bar, respectively) were orders of magnitude
greater then ξ.

In order to check for the presence of TAPS in SR5 and MO5b, least-squares fits were
carried out by Equation (6), leaving Tc and β as fitting parameters. For MO5b, good
agreement with the LAMH theory was found, leaving Tc and β values comparable to those
found in ref. [24] (see Figure 9). Moreover, the Tc value obtained by the LAMH fit coincides
with that derived from resistance curve analysis (see Table 1), confirming that fluctuation
effects are caused by PS and have a thermal origin.
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Figure 9. Temperature dependence of resistance for two 5 nm thick NbN films. Both curves showed
tailing-like features below about 10.5 and a 11.5 K for MO5b and SR5, respectively. Branches of
the ρ(T) curves exhibiting the transition at the lower T range were fitted by using LAMH theory,
Equation (6) (red lines), and by Equation (9) (green lines).

On the other hand, for SR5 at lower T, fitting by LAMH theory failed in the first
steeper branch of the ρ(T) curve (see Figure 9), suggesting the possibility of a different
fluctuation effect present in the same T range. To confirm our hypothesis, we explored the
possible contribution by QPS emerging from the quantum tunneling of the order parameter
through the same free-energy barrier as in TAPS, which is supposed to dominate at lower
T. The dynamics of the order parameter in the quantum fluctuations were first reported by
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Giordano [52], suggesting a mechanism similar to TAPS, except that appropriate energy
scale KBT is replaced by h̄/τGL, resulting in the equation:

RQPS = B
πh̄2ΩQPS

2e2 h̄
τGL

exp
(
−a

∆FτGL
h̄

)
(9)

where B and a are numerical factors of ≈1 and ΩQPS is defined as:

ΩQPS =
L
ξ

(
∆F

h̄
τGL

)
1

τGL
(10)

The result of the fitting by Equation (9) is in agreement with the theoretical predictions
for SR5 (see Figure 9), and on the contrary, a progressive deviation from the QPS Equation (9)
is evident at lower T for MO5b.

The excellent agreement of our experimental results of ρ(T) with the above-mentioned
LAMH and QPS models suggests the existence of a nano-conducting path (NCP) having
a lateral size comparable to ξ. To estimate this size, we have used the equation from the
model developed by Joshi et al. [53]:

dNCP =

√√√√
(

12ρRTCξ0

1.76
√

2πRq

)
(11)

where ξ0 ' 4 nm, C = 8 (value typically used for quantum systems) [2] and ρRT is the
resistivity value at RT. NCP values calculated by using Equation (11) were 3.2 nm for SR5
and 7.5 nm for MO5b, which are comparable with those found for NbN nanostructures in
ref. [53]. In fact, for SR5, the condition dNCP < ξ (i.e., ξ ≈ 4 nm) can be considered as the
origin of quantum tunneling, resulting in the formation of QPS detected in our film. On the
contrary, for MO5b, dNCP > ξ TAPS lines will result, as indeed experimentally observed.

An interesting outcome derived by a detailed analysis of I-V characteristics carried
out on SR5 and MO5b confirmed the existence of PS events. Figure 10 shows a family of
I-V curves measured at different T for SR5, where multiple slanted steps having resistive
tailing-like features were detected. The dynamic resistance of these tails rises at increasing
V (e.g., along the I-V sweep-up direction, see Figure 11), and the current axis intercept
(extending tails slope) occurs for a common current value of Iex ' 0.38 mA, defined as
excess current. These findings can be considered as a proof that detected resistive states are
originated by PS [54].
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Figure 10. I-V characteristics for the SR5 film, carried out at several T. Both up- and down-current
sweeps evidence the presence of slanted steps due to the occurrence of intermediate resistive regimes
before the complete transition to the normal state. Inset: magnification of the central part of the plot.
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Figure 11. V-I curve at T = 7.48 K is shown for SR5, in which an intercept (represented by dotted lines
of different colors for different PSL) on x-axis converge towards a well-defined value of the excess
current of Iex = 0.38 mA.

Further analysis of the I-V curves evidenced interesting temperature dependence
of the number of the resistive states appearing in the sweep-up (N↑) and sweep-down
(N↓) branches of the I-V curves (Figure 12). The N↑ and N↓ kept an almost constant
value up to T ≈ Tc/2, and then they started to differ. In detail, at T & Tc/2, N↓ jumps
to higher values, and then it decreases till about 9 K. On the contrary, N↑ continues to
gradually increase till 9 K. Onward from 9 K, both curves are perfectly overlapped and
continuously rise with T (Figure 12). The behavior exhibited by N↑ and N↓ allows one to
derive additional observations about fluctuation effects involved in our investigated film.
Specifically, the unequal distribution of PS in N↑ and N↓ suggests that different mechanisms
are contributing in three distinct T ranges. Below Tc/2, the emergence of phase-slip events
is driven by quantum tunneling. In the intermediate T range (Tc/2 < T < 9 K), the behavior
of N↑ and N↓ can be explained by the competition of QPS and TAPS, the former tending to
decrease approaching 9 K. Finally, above 9 K, only TAPS contributes in the observation of
PS events (Figure 12). It is interesting to note that in the region where QPS is present, N↑

and N↓ diverge. This effect can be explained by a presumably different tunneling route
followed by the system, during the sweep up and sweep down of the sourced current in
the quantum regime. In the intermediate T range, the system self organizes in order to
converge towards a condition dominated by TAPS, then leading to a decrease in N↓ with
an increase N↑. Finally, approaching Tc, thermal fluctuations dominate over QPS, and the
entire system is driven by the electrons. Since the electrons tend to track the same path
while going sweep-up and sweep-down [55], the number of PS becomes equal, followed by
a total increase in the number of PSL, due to enhanced fluctuation effects near Tc.
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Figure 12. Number of resistive states for SR5, calculated from the I-V curves, during the current
sweep-up (N↑) and sweep-down (N↓). Near to T ' 9 K, N↑ and N↓ suddenly converge, assuming
the same value at T ≥ 9 K. Broken lines are guides for the eye.

In addition to TAPS, BKT-like features were also observed in MO5b (see Figure 13),
in the T range where PS disappears and the system still remains in the SC state. Moreover,
in the same film, BKT was confirmed by the scaling behavior of Halperin–Nelson equation
above TBKT (as explained in the BKT section). Interestingly, with our I-V characteristics,
the TAPS completely disappears at 9.9 K, far before reaching Tc (11.02 K, see Table 2),
and this PS suppression gives rise to BKT-like transition, i.e., an effect typical of a 2D
system, which involves breaking of VAP. For T > TBKT , the unbinding of VAP will result
in the universal jump in α, as already detected in the I-V characteristics of MO10 (see
Figure 7). The parameters derived for this film (see Table 2) are in good agreement with the
theory. We believe that the inhomogeneity of the NbN system contributed to the origins of
these experimental findings. However, our results suggest that the level of inhomogeneity
in the studied system is just sufficient to create a thermal fluctuation which results in
the emergence of TAPS but not too strong to destroy the superconductivity of the film.
The detection of BKT in the same film seems to confirm this hypothesis, since higher
inhomogeneity would have destroyed the BKT effect. The coexistence of BKT and TAPS
in the same system, the former being typical in a 2D system and the latter in a quasi-1D
system, suggests that the internal structure of our investigated films is on the boundary
line of a 2D–1D dimensional crossover.

Similar findings were measured at 5 nm of thickness for NbN films deposited on other
types of substrates. However, on SiO2, resistive tails appeared less pronounced due to the
larger width of the Hall bar (see Figure 14).
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Figure 13. I-V characteristics of MO5b, showing the occurrence of steps in the curves close to Tc,
progressively disappearing approaching Tc. The T values for the shown curves are: 8.70 K (red), 9.02
(green), 9.20 K (blue), 9.38 K (magenta), 9.49 K (yellow), 9.60 K (olive), 9.98 K (cyan). Inset: number of
TAPS extracted from I-V curves. The gray rectangle defines the T range where no PSL were detected.
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Figure 14. I-V characteristics for SO5, at selected T values close to Tc. Less-marked resistive tails
are now visible, whose values are reduced if compared to those detected in the film SR5 (see the
Figure 10).

4. Conclusions

In summary, our study of the superconducting properties of NbN nanofilms showed
several features associated with complex phase fluctuations of the order parameter. Resis-
tivity and I-V curves showed a well-defined BKT transition to the superconducting state
characteristic of 2D systems. In addition to the BKT physics, we also detected and charac-
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terized phase-slip events (both quantum and thermal) typical of quasi-1D superconductors.
Both effects deman careful fine tuning of the experimental set-up and material system.

To analyze the BKT transition, we used the Cooper pair fluctuation model. We found
that the linear in T dependence of the resistivity above Tc is only compatible with 2D
fluctuation-conductivity and incompatible with the predictions for 1D and 3D systems,
confirming the 2D dimensionality of our NbN films. Our findings of polarizability values of
VAP at the BKT transition are in good agreement with the Nelson and Kosterlitz universal
relation in two different NbN films. In one case, the polarizability was found to be almost
twice the expected value. This evidences the 3D to 2D dimensional crossover at 10 nm,
since no BKT transition was detected at 15 nm. Further confirmation is given by the α
exponent extracted from I-V curves, exhibiting a steep transition from 1 to 3, close to TBKT ,
in agreement with theory.

Regarding the PS events, in one sample we detected both quantum and thermal
PSs, in different T regimes. QPSs depend on the quantum tunneling route undertaken
by the system. These outcomes were explained by the presence of granularity in NbN.
A careful analysis of film resistivity suggested the presence of a nano-conductive path,
making NbN films equivalent to a quasi-1D system, explaining the presence of PS events.
We investigated specific features of PS events as the numbers of PS occurring during the
up-sweep and down-sweep sourced current. The distribution of PSs in the quantum regime
is uneven, though converging on the same value in the T regime dominated by thermal
fluctuations. Moreover, we have evidenced the co-existence of BKT and PS phenomena
in the same NbN nanofilm, which has not been reported until now. Considering that
BKT and PS events belong to two different dimensionality systems, this means that we
have successfully addressed a 2D to quasi-1D dimensional crossover in the same system.
Finally, our experimental findings motivate us for in depth study of superconducting
NbN nanofilms as a tunable platform to generate and control novel quantum phenomena
exploitable for quantum technologies.
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