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Dielectrophoresis, Volume II
Rodrigo Martinez-Duarte

Multiscale Manufacturing Laboratory, Department of Mechanical Engineering, Clemson University,
Clemson, SC 29634, USA; rodrigm@g.clemson.edu

Dielectrophoresis (DEP) remains an effective technique for the label-free identification
and manipulation of targeted particles ranging from sizes from nano to micrometers
and from inert particles to biomolecules and cells. This Special Issue includes 13 novel
contributions to the field in aspects ranging from fundamentals and theoretical modeling
to applications.

Several contributions advance the DEP fundamentals in a significant manner. In
Protein Dielectrophoresis: A Tale of Two Clausius–Mossottis—Or Something Else? [1],
Ron Pethig postulates an empirical theory to predict the DEP response of a protein from
the magnitude of the dielectric β-dispersion produced by its relaxing permanent dipole
moment using the equivalent of a molecular version of the macroscopic Clausius–Mossotti
factor. His contribution responds to the observation that the standard DEP theory fails
to describe the DEP data obtained for different proteins in the past several years. In the
first of two related contributions, Gimsa in Active, Reactive, and Apparent Power in Di-
electrophoresis: Force Corrections from the Capacitive Charging Work on Suspensions
Described by Maxwell–Wagner’s Mixing Equation [2], introduces a new expression for
the DEP force derived from the electrical work in a charge-cycle model that allows the
field-free transition of a single object between the centers of two adjacent cubic volumes
in an inhomogeneous field. The comparison of this expression with the classical solution
provides a new perspective on the notorious problem of electrostatic modeling of AC
electrokinetic effects in lossy media and provides insight into the relationships between
active, reactive, and apparent power in DEP force generation. In a second contribution,
Gimsa and Radai in Dielectrophoresis from the System’s Point of View: A Tale of Inhomo-
geneous Object Polarization, Mirror Charges, High Repelling and Snap-to-Surface Forces
and Complex Trajectories Featuring Bifurcation Points and Watersheds [3] build upon the
first contribution to describe the polarizability of an entire DEP system as a function of
the position of the object with a numerical “conductance field” and argue that such an ap-
proach can explain experimental findings, such as the accumulation of viruses and proteins,
where the dipole approach cannot account for sufficiently high holding forces to defeat
the Brownian motion. Another important contribution is that from Zaman et al. titled
Modeling Brownian Microparticle Trajectories in Lab-on-a-Chip Devices with Time Varying
Dielectrophoretic or Optical Forces [4], where they present a generalized computational
physics model to simulate the trajectories of particles under the influence of both DEP
and optical forces. Of note, their model considers time varying applied forces, Brownian
motion, fluid flow, collision mechanics, and hindered diffusion caused by hydrodynamic
interactions and is shown to be capable of simulating the time evolution of the positions
and velocities of an arbitrarily large number of particles simultaneously. For the benefit of
the community, this model is made freely available through a GitHub repository. Miloh
and Nagler present Travelling-Wave Dipolophoresis: Levitation and Electrorotation of
Janus Nanoparticles, which is a theoretical study of the hydrodynamic and electrokinetic
response of both metallic spherical polarized colloids as well as metallodielectic Janus par-
ticles. In this work, they consider cases of linear and helical time-harmonic travelling-wave
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excitations and provide explicit expressions for the resulting DEP and charge-induced [5]
electrophoretic forces and moments exerted on freely suspended particles. Last, Williams
et al. present their work on the observation of simultaneous DEP and electrostatic forces in
the implementation of an electric curtain. In Particle-Induced Electrostatic Repulsion within
an Electric Curtain Operating below the Paschen Limit [6], they describe how an electric
curtain is implemented and polarized to produce an electric field below the Paschen limit.
Experiments conducted with micrometer-sized soda lime glass beads show how individual
particles themselves can trigger electrostatic repulsion in an otherwise dielectric system.

Important advances on different applications are also reported. In Dielectrophoretic
Micro-Organization of Chondrocytes to Regenerate Mechanically Anisotropic Cartilaginous
Tissue [7], Takeuchi and Miyata leverage negative DEP to pattern Bovine chondrocytes
into line-array cell clusters in an agarose gel. Their results show how the embedded chon-
drocytes remained viable and reconstructed cartilaginous tissue along the patterned cell
array and how the cell-containing agarose gel demonstrated mechanical anisotropy. In
One-Dimensional Flow of Bacteria on an Electrode Rail by Dielectrophoresis: Toward
Single-Cell-Based Analysis [8], Yamaguchi and Yamamoto describe the numerical and
experimental evaluation of a device utilizing a DEP force to array bacteria in a single line to
allow their facile numeration, a feat desired in biotechnology and medicine to count bacteria
with single-cell resolution. In A Study of Dielectrophoresis-Based Liquid Metal Droplet Con-
trol Microfluidic Device [9] by Tian et al., an array of liquid gallium-based alloy electrodes
driven at ±1000 V is demonstrated to control a liquid metal droplet, physically isolated
from the electrodes, at velocities up to 1 mm/s and depending on the droplet diameter.
Towards the use of DEP in practical applications, Ettehad and Wenger in Characterization
and Separation of Live and Dead Yeast Cells Using CMOS-Based DEP Microfluidics [10]
present a DEP system enabled by CMOS to separate viable from non-viable cells. This is
significant given the wide application of CMOS fabrication processes in everyday electron-
ics. Moving into the manipulation of nanometric objects using DEP, Dimaki and co-authors
in Sub–100 nm Nanoparticle Upconcentration in Flow by Dielectrophoretic Forces [11]
present a novel microfluidics system for the concentration of sub–100 nm nanoparticles in a
flow using electrical forces generated by a DC or AC electrical field. The authors show how
using different electrode configurations can lead to the concentration of particles, as low as
47 nm, by a factor of up to 11. In Dielectrophoresis-Based Positioning of Carbon Nanotubes
for Wafer-Scale Fabrication of Carbon Nanotube Devices [12], Kimbrough et al. report
the use of DEP for the wafer-scale fabrication of carbon nanotube field-effect transistors,
or FET. They note a relatively high rate of FET functionality, up to 87%, in a DEP-based
process that is amenable to integration with processes used in semiconductor manufactur-
ing. Last, in Design of Driving Waveform Based on a Damping Oscillation for Optimizing
Red Saturation in Three-Color Electrophoretic Displays [13], Yi et al. present a study on
the waveform to drive three-color electrophoretic displays (EPDs), particularly their red
saturation. To this end, they present an optimized waveform composed of multiple stages,
including erasing, particle activation, the purification of red particles, and the display of
red color. The experimental results show how the maximum red saturation reaches up to
27.57% improvement compared with more traditional driving waveforms.

I encourage the reader to explore these excellent and meaningful contributions to the
field. I also wish to express thanks to all authors for contributing to this second installment
of /Micromachines/ for Dielectrophoresis; the reviewers, whose insightful feedback helped
improve the impact of these contributions; and the Academic Editors Antonio Ramos,
Xiangchun Xuan, Nam-Trung Nguyen, and Aiqun Liu for their important feedback.

Conflicts of Interest: The author declares no conflict of interest.
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Article

Protein Dielectrophoresis: A Tale of Two
Clausius-Mossottis—Or Something Else?
Ronald Pethig

Institute for Integrated Micro and Nano Systems, School of Engineering & Electronics,
The University of Edinburgh, The King’s Buildings, Edinburgh EH9 3JF, UK; ron.pethig@ed.ac.uk

Abstract: Standard DEP theory, based on the Clausius–Mossotti (CM) factor derived from solving the
boundary-value problem of macroscopic electrostatics, fails to describe the dielectrophoresis (DEP)
data obtained for 22 different globular proteins over the past three decades. The calculated DEP
force appears far too small to overcome the dispersive forces associated with Brownian motion. An
empirical theory, employing the equivalent of a molecular version of the macroscopic CM-factor,
predicts a protein’s DEP response from the magnitude of the dielectric β-dispersion produced by its
relaxing permanent dipole moment. A new theory, supported by molecular dynamics simulations,
replaces the macroscopic boundary-value problem with calculation of the cross-correlation between
the protein and water dipoles of its hydration shell. The empirical and formal theory predicts a
positive DEP response for protein molecules up to MHz frequencies, a result consistently reported by
electrode-based (eDEP) experiments. However, insulator-based (iDEP) experiments have reported
negative DEP responses. This could result from crystallization or aggregation of the proteins (for
which standard DEP theory predicts negative DEP) or the dominating influences of electrothermal
and other electrokinetic (some non-linear) forces now being considered in iDEP theory.

Keywords: Clausius–Mossotti function; dielectric beta-dispersion; dielectrophoresis; electrokinetics;
Lorentz cavity; Maxwell cavity; molecular dynamics simulations; proteins

1. Introduction

The subject of protein dielectrophoresis (DEP) is at an important stage where a maturing
theory, supported by molecular dynamics (MD) simulations of solvated proteins [1] has
clarified aspects that have largely remained unresolved since the pioneering studies reported
in 1994 by Washizu et al. [2]. In particular, the applied electric fields and field gradients
are in many cases far too weak to generate DEP forces capable of overcoming the thermal
(Brownian) force acting on a protein molecule [3–5]. There have also been inconsistencies
regarding the polarity (positive or negative) of the observed DEP response for the protein
most commonly studied (bovine serum albumin) [4]. These aspects have implications for
the general field of molecular DEP. Are there generic lessons to be learnt from the evolving
theory for proteins that can be applied to the DEP of small DNA fragments or ribosomal
RNA, for example? Or perhaps each class of biomolecule will present its own particular
challenge? Based on an empirical theory, it was proposed that the DEP response (including
the DEP cross-over) of a globular protein can be predicted from the magnitude and frequency
profile of its dielectric β-dispersion, which reflects the protein’s squared dipole moment and
its relaxation time [4]. Support for this proposal is given by MD simulations for lysozyme
and ubiquitin, which show that the β-dispersion also encompasses cross-correlations of
the protein dipole with its hydration shell [1]. The corresponding protein–water Kirkwood
correlation factor is found to be close to unity. This implies little correlation, in line with
an earlier assumption for myoglobin [6], but is impossible to prove using conventional
dielectric spectroscopy.
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Figure 1 serves to identify the two ‘Clausius–Mossottis’, [CM]macro and [CM]molecular, of
this article’s title and to indicate that the new theory holds the key for them both [1]. This
figure also prompts clarification of the assertion that [CM]macro should not be employed
to analyze the DEP responses of proteins and other biomolecular particles that possess a
permanent dipole moment [3]. On account of the Janus nature of the DEP susceptibility
factor derived by Heyden and Matyushov for proteins [1], this question is relevant and can
be answered as follows.

Figure 1. Standard DEP theory employs macroscopic electrostatics to calculate an induced dipole mo-
ment and the Clausius–Mossotti factor, [CM]macroscopic. The DEP of particles possessing a permanent
dipole moment is better formulated within the context of the Clausius–Mossotti law of molecular
dielectrics ([CM]molecular). The new theory [1] holds the key to transitioning between the two [CM]s,
whose origins trace back to Green [7], Faraday [8], Mossotti [9] and Clausius [10].

The word ‘dielectrophoresis’ (DEP) implies a particle being carried (i.e., moved) by a
dielectric force. As taught in early texts, this is referred to as the action of a ponderomotive
force (able to move an object of mass) and is defined in terms of the gradient of the particle’s
potential energy U when placed in an electric field gradient [11,12]:

FP = −∂(U −U0)

∂r
= −∇UP (1)

The force Fp thus drives the particle towards places of field strength where the particle’s
free energy (chemical potential) is reduced. Although this relationship can be used to
analyse the DEP of a particle possessing both an induced and a permanent dipole moment,
standard DEP theory defines this in terms of the force acting on its moment m in an electric
field gradient ∇Em [13,14]:

FDEP = m·∂Em

∂r
= (m · ∇)Em (2)

Equations (1) and (2) are equivalent because the potential energy of a rigid dipole (i.e.,
unable to rotate) is given by the following relationship [15]:

U = −(m·Em) (3)

This equivalence provided by Equation (3) is restricted to where the dipole’s polar
angle of orientation θ with respect to the applied field remains fixed. A change of θ results
in a change of U and produces a restoring torque T = − ∂U

∂θ that acts on the moment. The
work done (i.e., energy gained) is the product of force applied over a distance, so that for a
rigid dipole Equations (1) and (2) are connected through the relationship UDEP = −

∫
FDEP.

This predicts that if the electric polarizability of the particle exceeds that of the fluid medium
it has displaced, it will minimize its potential energy by seeking a region of high field
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strength near an electrode. Work must be done on the particle to move it away, against the
field, from an electrode (i.e., the field does negative work). By convention this is termed
positive DEP. Negative DEP corresponds to where a particle of lower polarizability than its
surrounding medium moves to a local field minimum and away from the electrodes. In
practical applications, such as the selective separation of a target particle from a mixture,
it is important to know how the DEP force depends on the frequency of the applied field.
In standard DEP theory for macroscopic particles (e.g., cells, bacteria or polymer beads)
this information is carried by the macroscopic Clausius–Mossotti factor [CM]macro. This
theory has worked well for DEP studies that have progressed from the micron-scale of
mammalian cells, microalgae and bacteria, down to the submicron-scale of virions and
small vesicles [16]. These particles do not carry a permanent dipole moment. Replacing
the moment m of Equation (2) with the known value of the permanent dipole moment of a
protein does not solve the problem as to how the DEP force can overcome the energy kT of
thermal ‘noise’ and Brownian motion (Boltzmann constant k and absolute temperature T) [4].
The aspect absent from Equations (2) and (3) is the fact that globular proteins are usually
free to ‘tumble’ in a medium such as water. It is now clear that an essential aspect of DEP
theory, for particles possessing a permanent dipole moment that can rotate, is to replace
the rigid dipole moment m of Equation (2) with its time-averaged, field-oriented moment
proportional to (m2/3kT)Em [1].

Pohl in his research articles and book [13] does not adopt the [CM] factor. Herman
Schwan, a pioneer of electrical bioimpedance, is probably responsible for its use in electroro-
tation theory, where he refers to it as ‘effectively a macroscopic application of the Clausius–Mossotti
factor’ [17]. Later, Jones [14] adopts the ‘Clausius–Mossotti function’ in the theory for DEP.
However, this practice is not to be confused with application of the Clausius–Mossotti
law [10]—identified in Figure 1 as [CM]molecular. This law relates the relative permittiv-
ity of a dielectric material to the number density of polarizable elements in its molecular
structure—of which tumbling molecular dipoles are particularly important elements [18,19].
The genesis of [CM]molecular differs significantly from that of [CM]macro.

The theoretical foundations of [CM]macro and [CM]molecular, are Green’s theoretical
formulation of electrical potential [7], Faraday’s discovery of specific inductive capacity
(i.e., relative permittivity εr) [8], and Mossotti’s hypothesis that the electric fluid residing
in a “corpuscle” within a dielectric is displaced under the action of a local field to form
an electric doublet (i.e., induced dipole) [9]. Green derived the electric force exerted by
a charged spheroid (electrical density ρ), on a volume element at a distant point r, in
terms of a potential function V =

t ( ρ
r
)
dυ. Outside the spheroid ∇2V = 0 (Laplace’s

equation) and inside it ∇2V = −ρ/ε0 (Poisson’s equation), given here in SI units with ε0
the permittivity of vacuum. Clausius used these concepts to derive his eponymous factor
[CM]molecular [10]. Mossotti’s hypothesis influenced Maxwell’s concept of the displacement
current density, D = εoεrEm [20]. The derivation of [CM]macro is obtained by solving Laplace’s
equation [3], using boundary rules for Green’s potential function (it must be continuous)
and for Maxwell’s displacement current density (its normal component must be continuous)
at the interface between different dielectric materials. An important innovation of the new
theory is to identify that, for protein DEP theory, these boundary rules of macroscopic
electrostatics should be replaced by calculation of cross-correlations of the protein dipole
with water dipoles in its hydration shell [1]. The new theory also takes into account the
polarization of the protein’s hydration shell induced by the protein’s permanent dipole
moment. These should be considered as generic aspects for molecular DEP, and highlight
the importance of dielectric spectroscopy and MD simulations going forward.

Finally, aspects of ‘Something Else’ included in this article’s title address experimental
issues such as control of protein and suspending medium stability, together with determi-
nations of the magnitudes of the applied field and field gradient. Experimental guidelines
for protein DEP were set by Washizu et al. [2], such as an upper limit for protein concen-
tration (0.1 µg/mL) and solvent conductivity (1 mS/m). Researchers engaged in eDEP,
where conductive electrodes generate the required field gradient, have tended to follow
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these guidelines. In such cases, there are consistent reports of a positive DEP response
observed for the 22 different proteins so far studied [4], in line with the new theory plus MD
simulations [1] and as predicted by the empirical theory [4]. Experimenters who employ
insulating structures to create the field gradients (iDEP) have sometimes stretched these ex-
perimental guidelines to explore new opportunities for exploiting protein DEP. For example,
protein concentrations of 1 gm/mL and solvent conductivities of 100 mS/m have been used.
In such cases, negative rather than positive protein DEP has been reported (e.g. [21–23]). As
indicated in Figure 1, and discussed in Section 2, the theory underpinning [CM]macro employs
the Maxwell cavity field, with the limitation of a minimum cavity size below which the rules
of classical electrostatics theory may not hold. For the Lorentz cavity field employed in the
derivation of [CM]molecular, there is a maximum cavity size above which cavity field theory
breaks down. This interesting situation [24] could provide an experimental approach to
determining and controlling a threshold for the particle size above which protein DEP is
governed by [CM]macro rather than [CM]molecular. For example, in an assessment of future
protein-based drug carriers, standard DEP theory correctly predicts the reported separa-
tion by negative DEP of micron-sized designer protein particles according to their size and
shape [25]. Whilst, for BSA assumed to be in its monomolecular form, positive iDEP is
observed at a concentration of 7 nM [26,27] and negative iDEP at a concentration of 0.15
mM [21]. As discussed in Section 5, these conflicting results were obtained using direct
current (DC) iDEP experiments, where non-linear electrophoretic and electroosmosis effects
can overcome DEP. Finally, the phenomenon of pearl chaining, where particles aggregate
under the influence of an applied field, was identified and experimentally avoided as a
possible confounding issue for molecular DEP by Washizu et al. [2]. The possibility that
field-driven protein aggregation can occur at a threshold of protein concentration, which
may provide new opportunities of exploitation, also merits further consideration under the
category of ‘Something Else’.

2. Limitations of Macroscopic Electrostatics with Respect to Protein DEP
2.1. The Maxwell Cavity Susceptibility and [CM]macro

[CM]macro is derived from calculation of the field inside a particle (relative permittivity εp)
residing within a dielectric medium (relative permittivity εm) in which a uniform field Em
has been established. Charges are created at the dielectric discontinuity represented by the
particle–medium interface, to produce an interface dipole moment, Mint. The polarization
of the particle, Pp, expressed as the induced dipole moment per unit volume, is given by:

Pp =
Mint

Vp
=
(
εm − εp

)
ε0Ei = χpεoEi (4)

where χp is termed the electric susceptibility of a volume of a material. As described in
Section 3, dielectric theory often employs the susceptibility rather than the permittivity
of a material. In standard DEP theory, the induced interface dipole moment, Mint, of
Equation (4) is the moment m required in Equation (2). Equation (4) is obtained by solving
Laplace’s equation and involves applying the boundary rules mentioned in the Introduction.
The field Ei created within the particle is uniform and directed along the same axis as Em
(but opposes it for εp > εm) and is given by [3,28]:

Ei =
3εm

2εm + εp
Em (5)

A central aim of molecular dielectrics is to understand the response of a single dipole
moment to an external field. Maxwell’s approach is to carve out an evacuated cavity inside
a dielectric [20]. The field inside an evacuated spherical cavity (i.e., εp = 1) is known as the
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Maxwell cavity field. The susceptibility χMc of the Maxwell cavity is defined as the ratio of
this field and the applied external field, so that from Equation (5):

χMc =
3εm

2εm + 1
(6)

The mathematical derivation of Pp in Equation (4) is obtained by solving Laplace’s
equation, which assumes that no free charges already exist at the interface. Macroscopic
particles usually carry a net surface charge, but if uniformly distributed over their surface
this charge does not contribute a component to be added to Pp [3]. The time taken for Mint

to fully develop is typically around 100 nanoseconds, dictated by the relaxation time of
the interfacial charges. This, in turn, depends on the permittivity and conductivity of the
particle and surrounding medium, but does not depend on particle size [3,16]. For a sphere
of radius R, then from Equations (4) and (5):

Mint = VpPp = 3Vpε0εm

[
εp − εm

εp + 2εm

]
Em = 4πR3ε0εm[CM]macroEm (7)

The term in square brackets, [CM]macro, is limited to the range −0.5 < [CM]macro < 1.0.
To accommodate the phase difference between dielectric displacement and ohmic con-
duction currents, complex dielectric parameters (i.e., with real and imaginary compo-
nents) are used in this definition. This modification of Maxwell’s original DC model is
known as Maxwell–Wagner polarization, with the real component of [CM]macro required
in Equation (7) [13,14,16]. Displacement currents tend to dominate above ~50 kHz, so that
the relative permittivity values, εp and εm, are used directly in Equation (7), to be replaced
with conductivity parameters σp and σm below ~1 kHz.

Equation (7) describes a spherical particle, but ~75% of globular proteins take the form
of prolate spheroids, with ~25% being oblate [29]. The following general result for Mint

aligned along an axis parallel to the direction of Em can be applied [15]:

Mint =
4πabc

3
ε0εm

[
εp − εm

εm + A
(
εp − εm

)
]

Em (8)

where a, b, c, are the spheroid’s semiaxes. The factor A quantifies the shielding of the
particle’s interior from Em by the induced interfacial charges. For a sphere A = 1/3, whilst
for a prolate spheroid tending towards the shape of a long thin cigar, with its axis parallel
to the external field, A tends to zero (i.e., the internal and external fields are similar). For an
oblate spheroid tending towards a thin platelet, with its major axis perpendicular to the
field, A approaches 1.0 (the internal field is reduced by the factor εp/εm).

In modeling the polarization of spheroids, there are advantages to retaining volume Vp
of Equation (7) as an independent parameter [30]. The DEP force can then be defined in
terms of a susceptibility factor χDEP that scales linearly with particle volume [1]:

FDEP = ε0χDEP∇E2
m (9)

For a spherical particle (a = b = c = R), application of Equations (2) and (6), together
with the vector transformation 2(E·∇)E = ∇E2, gives:

χDEP =
3
2

Vpεm

{
Re

[
ε∗p − ε∗m

ε∗p + 2ε∗m

]}
=

3
2

Vpεm Re[CM]∗macro (10)

where the asterisks indicate complex permittivity values and Re the real component. An
important application of DEP is the selective separation of a target particle from a mixture
based on its characteristic ‘cross-over’ frequency f xo (Hz). The frequency-dependence of
the Clausius–Mossotti factor in a range that encompasses f xo is given by [16]:

9



Micromachines 2022, 13, 261

Re[CM( f )]∗macro ≈
f 2 − f 2

xo
f 2 + 2 f 2

xo
(11)

For frequencies of the applied field less than f xo the DEP force acting on the particle is
negative. As the frequency f is increased above f xo, a transition from negative to positive
DEP occurs. Different proteins exhibit different values of f xo [16,24], so there is the expecta-
tion that this procedure, already proven for the selective separation and manipulation of
cells and bacteria, for example, can be used to selectively enrich target proteins from other
proteins or biomacromolecules.

Based on common aspect ratios for prolate and oblate proteins [29], the depolarization
factor of relevance has limits 0.2 < A < 0.8. Provided that the protein sample is large enough
for it to be characterized using macroscopic electrostatics then, from Equation (10), the
corresponding DEP susceptibilities related to their induced moments are:

χDEP = 3
2 Vpεm

[
5(εp−εm)
εp+4εm

]
(prolate spheroid : A = 0.2)

χDEP = 3
2 Vpεm

[
5(εp−εm)
4εp+εm

]
(oblate spheroid : A = 0.8)

(12)

These relationships indicate that the free energy per unit volume -(M·Em), where M is
the vector sum of its constituent dipole moments, depends on the shape of a macroscopic
particle. This indicates that, even for macroscopic distances, interactions between the
constituent dipole moment fields should be taken into account. However, an accurate
calculation of the interaction of a specific dipole with all the other dipoles in the sample
would be difficult to achieve. The common procedure in dielectrics theory [19] is thus to
consider the dipole in question to be at the centre of a sphere containing a finite number of
other dipoles, beyond which there is a homogeneous continuum of the dielectric medium.
For this model to represent a good approximation, the quantity of the other dipoles in the
spherical volume should be sufficient that the ‘law of large numbers’ [28] is applied to
‘smooth-out’ the influence of random polarizations and so lend to the sphere an effective
permittivity equal to that of a macroscopic sample. This is of relevance to the dielectric
models discussed in Section 3.

To overcome Brownian disruptive effects, the DEP force should exceed the thermal
energy (3kT/2) of the protein’s translational degrees of freedom. From Equation (9) the
threshold value of ∇E2

Th, above which FDEP can overcome thermal disruption, is given by:

∇E2
Th =

3kT
2ε0χDEP

(13)

Threshold values for ∇E2
Th are shown in Figure 2 for T = 295 K as a function of

effective particle radius, employing values for χDEP given by Equation (12) with εp = 25,
εm = 78. The value εp = 25 is obtained from a molecular dynamics (MD) simulation of
cytochrome-c in a water droplet of 2.4 nm radius [31], and considered to be consistent with
hydration-dependent dielectric properties of protein powders [32]. Also shown in Figure 2
are values of the factor ∇E2

m reported to have been used in protein DEP experiments. It
appears [4] that for only two cases [22,33], involving bovine serum albumin (BSA) and
immunoglobulin G (IgG), does the experimental magnitude of ∇E2

m exceed the threshold
required to overcome thermal randomization. For two cases involving the prolate proteins
BSA and IgG [34,35] the threshold is close to being met. For the other cases [26,27,36–39]
shown in Figure 2, experimental values of the field gradient factor ∇E2

m fall orders of
magnitude below that required (according to standard theory) to observe DEP if proteins
of monomolecular form had been studied.
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Figure 2. Reported values of ∇E2
m employed in DEP experiments mapped against the effective (hy-

drodynamic) radius of the test protein molecule. The straight-line plots show the predicted threshold
values of ∇E2

Th required to overcome Brownian forces, derived using Equation (13) for prolate and
oblate spheroids. (BSA: bovine serum albumin; CHY: chymotrypsinogen; IgG: immunoglobulin G.)

As discussed in Section 3, solvated proteins are free to tumble and possess an orienta-
tional polarizability, m2

p/3kT, associated with its permanent dipole moment mp [18]. From
Equations (2) and (9) the DEP susceptibility, χdDEP, associated with such a dipole is given as:

χdDEP =
FDEP

εo∇E2
m

=
1

εo∇E2
m

(
m2

p

3kT
Em·∇

)
Em =

m2
p

6εokT
(14)

The following gives the contribution to the DEP force of a rigid dipole moment relative
to that of an induced moment:

FdDEP(rigid dipole)
FDEP(induced)

=
m2

6kTε0χDEP
(15)

As shown in Figure 3, standard DEP theory based on Equation (2) predicts that a
rigid dipole moment will experience roughly the same DEP force as an induced moment
under the same experimental conditions. This confirms an earlier conclusion [4], based on
an analysis only for BSA, that the problem regarding the apparent absence of Brownian
disruption for protein DEP is not solved by inserting the magnitude of the permanent
dipole moment value into Equation (2). A DEP theory based on molecular dielectrics is
required—not one based on macroscopic electrostatics.
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Figure 3. The contribution to the DEP force that a rigid dipole moment makes relative to that of
the induced moment is shown for various proteins, as calculated using Equation (15). Values of the
hydrodynamic radii were derived using an empirical relationship between protein size and molecular
weight (Malvern Panalytical®—Zetasizer Nano ZS) and permanent dipole moment values were
derived from the literature [4,24].

Aqueous solutions of proteins, when examined by dielectric or impedance spec-
troscopy at room temperature, typically exhibit a frequency-dependent relative permittivity
as shown in Figure 4. Of particular significance for protein DEP is the β-dispersion, bounded
by lower and upper frequency permittivity values of ε(βlf) and ε(βhf), respectively, with a
dispersion strength given by ∆ε(β) = [ε(βlf) − ε(βhf)]. The mid-point, [ε(βlf) − ε(βhf)]/2,
of this dispersion occurs at a frequency 1/(2πτ), where τ is the characteristic relaxation
time. This is the time required for 1/e of the permanent dipoles of an ensemble to return to
random orientation after the polarizing field has been removed. For suspensions of cells
and other particles of sufficiently low volume concentration, cv, the magnitude of ∆ε(β) is
given by [3,4,16]:

∆ε(β) = 3cvεm[CM]macro (16)

Figure 4. Protein solutions exhibit dielectric dispersions ∆ε, designated α, β, δ and γ, due to
relaxations of the protein’s electrical double-layer; permanent dipole; hydration shell; bulk water
dipoles, respectively [16]. The magnitude of ∆ε(β), unlike ∆ε(δ), greatly exceeds that predicted by
Equation (16) [4]. ∆ε(γ) exhibited by pure water arises from correlations of its dipole moments
(Kirkwood factor gk = 2.67), where gk = 1 corresponds to no correlation.
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However, as indicated in Figure 4, whereas the δ-dispersion associated with a protein’s
hydration shell appears to satisfy this relationship, the β-dispersion does not. Equation (16)
is derived from the ‘effective medium’ theory of dielectric mixtures [24]. This theory
assumes that the addition of a small number of ‘impurity’ particles to a homogeneous
dielectric medium can be homogenized, so that after this process the mixture exhibits the
same polarization response as the pure solvent. In effect, the ratio of the average electric
displacement and average electric field 〈D〉/〈E〉 is assumed to remain unchanged. The
fact that the theory fails for the β-dispersion exhibited by a protein–water mixture implies
that it is not a ‘passive’ mixture—an interaction occurs between the protein and water
dipoles. The magnitude of the γ-dispersion observed at ~20 GHz, shown in Figure 4 and
due to orientational relaxation of the water dipoles, was understood after introduction
into dielectrics theory of the Kirkwood water dipole–dipole correlation factor. An obvious
matter to raise is the extent to which the magnitude of the β-dispersion might be influenced
by protein–water cross-correlations of dipoles. As discussed here in Sections 3 and 4,
this concept had evaded analysis with standard dielectrics theory, but is an important
component of the new theory and MD simulations [1].

2.2. The β- and δ-Dispersions Associated with Protein Hydration

It is the custom to identify a dielectric dispersion, using the Greek alphabet, in the
order of location on the frequency axis of the applied field frequency. The designation of a
particular Greek letter does not specify a specific physico-chemical mechanism responsible
for that dispersion. Figure 5 shows the β-dispersion exhibited by solvated BSA [40,41],
together with an aqueous suspension of phospholipid nano-vesicles [42].

The dispersion for the vesicles is characterized by a relaxation time τ corresponding to
that required for 1/e of the total induced interfacial charges to disappear after the polarizing
field has been removed. The magnitude of the β-dispersion, as a function of vesicle volume
fraction, p, is given by the linear relationship ∆ε(β) ≈ 143p [42]. From Equation (16) this
gives [CM]macro = 0.61 [42], a value within the permitted range −0.5 < [CM]macro <1.0.
However, an equivalent interpretation is not forthcoming for the β-dispersion shown in
Figure 5 for a 12 g/L (0.18 mM) BSA solution [40]. Based on its molecular mass of 66 kD and
mass density 1.41 g/cm3 [43], BSA has a molecular volume of 4.68 × 104 cm3/mol. This
corresponds to the protein occupying 8.42 cm3/L in a 12 g/L mixture, so that p = 8.4 × 10−3.
Thus, the β-dispersion for BSA exhibits a significantly larger dispersion strength than the
vesicles, with ∆ε(β) ≈ 2500p and a corresponding value for [CM]macro well above the
maximum of 1.0 permitted by the standard theory.

Figure 5. The β-dispersion exhibited by a 0.18 mM (i.e., p = 0.0084) BSA solution [40] is shown, together
with that of a suspension of phospholipid vesicles (radius 13.5 nm, volume fraction p = 0.14) [42]. The
δ-dispersion is associated with the protein hydration sheath [41,44,45]. Positive DEP can be expected
for both particle types in the frequency range where their relative permittivity, εr, exceeds that (~78) of
pure bulk water.
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The δ-dispersion, typically occurring around 70 MHz, is attributed to relaxations
of water molecules close to the protein surface [41,44,45]. Two kinds of such water have
been identified: (i) water attached directly to the protein surface via H-bonding to oxygen,
nitrogen and polar groups; (ii) water, amounting to ~0.36 g water/g protein, that forms
a hydration shell around the protein molecule. The magnitude of the δ-dispersion, ∆ε(δ),
is found to be directly proportional to the molecular weight and hence surface area of
the protein molecule, whereas the value of its characteristic relaxation time (~2 ns) is
relatively independent of protein size [45]. The number of bound water molecules can
be estimated from ∆ε(δ) using a simple mixture theory [16,44]. For small proteins, such
as cytochrome-c or ribonuclease-A, the number of bound water molecules amounts to
~50 per protein, increasing to 135~150 for larger proteins such as hemoglobin and BSA [44].
Based on measurements of the β-, δ- and γ-dispersions exhibited by lysozyme solutions,
Wolf et al. conclude that the dynamics of water molecules in the hydration sheath is
influenced by interactions with polar residues on the protein surface and less so with the
bulk water [45]. This implies that the δ-relaxation is strongly coupled to the β-relaxation of
the protein molecule and its H-bonded water molecules but is not strongly influenced by
structural fluctuations of the bulk solution (i.e., the γ-dispersion). It is also noteworthy, as
indicated in Figure 4, that the magnitude of the dielectric increment ∆ε(δ) corresponds to
a realistic value for [CM]macro—unlike the case for ∆ε(β). For example, a 5 wt.% aqueous
solution of myoglobin (equivalent to p = 0.034) has a measured ∆ε(δ) = 2.37 at 25 ◦C [44].
From Equation (16) this gives [CM]macro = 0.3, which lies within the permitted range
−0.5 < [CM]macro <1.0. This conclusion also holds for nine other globular proteins of similar
concentration investigated by Miura et al., who reported ∆ε(δ) values in the range 1.51 to
5.05 [44]. These dispersion strengths correspond to [CM]macro values in the range 0.19 to
0.63. This implied compliance with classical macroscopic electrostatics is matched by the
characteristic relaxation time being independent of protein size. As stated with respect to
Equation (5), the relaxation time of induced interfacial charges associated with the Maxwell
cavity field depends on the permittivity and conductivity of the particle and surrounding
medium, but not on particle size [14,45].

2.3. User-Friendly, Empirical, Theory for Protein DEP

A practical and user-friendly application of Equation (16) arises because ∆ε(β) contains
information for predicting the frequency profile of the DEP response, and where a transition
from positive to negative DEP might be expected. For proteins whose β-dispersion is well
characterised, and for a protein concentration in the range where a linear relationship
between ∆ε(β) and Cv is found, the variation of permittivity of the aqueous mixture as a
function of frequency (Hz) is of the form [18]:

εm( f ) =
∆ε(β)

1 +
(

f / fβ

)2 + ε
(

βh f

)
(17)

where fβ is the frequency marking the inflexion (mid-point) of the β-dispersion and ε(βhf)
is the high-frequency boundary where the dispersion ends. The dispersion exhibits a
dielectric increment in the frequency range where ε(βhf) exceeds the experimental value
of 78.4 for pure water [3]. This corresponds to where the polarizability (dipole moment
per unit volume) of the solvated protein exceeds that of the medium it has displaced. The
transition to the dielectric decrement occurs at the cross-over frequency, f xo, where εm falls
below 78.4. The polarizability of the solvated protein is now less than that of the medium it
has displaced, and a transition from positive to negative DEP can be expected. For the BSA
dispersion of Figure 5: ∆ε(β) = 21; ε(βhf ) = 72.4; f β ≈ 1 MHz; f xo ≈ 2 MHz.

Equation (16) is derived from the ‘effective medium’ theory of dielectric mixtures. For
a mixture of protein and water this theory can be applied to analyse the δ-dispersion of
Figure 4, but fails for the β-dispersion. This theory assumes that, after the addition of a
small number of impurity particles, the mixture can be homogenized so that it exhibits the
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same polarization response as the pure solution. In effect, the ratio of the average electric
displacement and average electric field 〈D〉/〈E〉 is assumed to remain unchanged. For
particles of permittivity εp and total partial volume vp dispersed in a medium of permittivity
εm, the following relationship is derived [46]:

(
εe f f − εp

)
vp
〈Ei〉
Em

+
(

εe f f − εm

)
(1− vp)

〈Em〉
Em

= 0 (18)

where 〈Ei〉 and 〈Em〉 represent the statistical averages of the electrical field in the interior of
a dispersed particle and in the bulk medium, respectively. The field Ei inside each particle
is taken to be the Maxwell cavity field given by Equation (5), and substitution of this into
Equation (16) gives:

εe f f − εm

εe f f + 2εm
= vp

εp − εm

εp + 2εm
= νp[CM]macro (19)

This Equation provides a valuable tool, known as multi-shell modelling, to predict
and understand the DEP responses of cells and bacteria [16,47]. It was used by Schwan
et al. [42] to derive the lipid bilayer capacitance of the phospholipid vesicles from its
β-dispersion shown in Figure 5, and to analyse the δ-dispersion exhibited by solvated
BSA [41]. Equation (16) is derived from Equation (19) by assigning (εeff − εm) = ∆ε(β), vp = p,
together with the assumption that vp is small enough to give εeff +2εm ≈ 3εm. An empirical

replacement for [CM]molecular of Figure 1, namely [CM]empirical , is derived by assigning vp as
a mole volume fraction Cp and inserting εeff = κεm into the denominator of the left-hand side
of Equation (18) [4]:

(κ + 2)[CM]empirical =

(
∆ε(β)

εm

)(
Cwρp

Cpρw

)
(20)

Based on known values for ∆ε(β)/Cp and protein mass density [4] this relationship
produces values for [CM]empirical that vary greatly in magnitude (e.g., ~1110 for BSA;
~37,000 for carboxypeptidase; ~190 for phospholipase) with no apparent dependence on
protein molecular weight. Selected examples are given in Figure 6.

Figure 6. The frequency-dependence of the empirical factor (κ + 2)[CM]empirical derived from
Equations (17) and (20) for selected proteins. The frequency, f xo, marking the transition between
the dielectric increment and decrement of the β-dispersion is also given.

If the values for f xo in Figure 6 indicate where transition from positive to negative
DEP occurs, a protocol for separating a mixture of cytochrome-c and the other proteins can
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be devised. By setting the DEP voltage frequency at ~15 MHz, cytochrome and ubiquitin
would be attracted to an electrode array by +ve DEP, with the other proteins repelled by -ve
DEP into the (flowing) bulk medium. By adjusting the frequency to ~30 MHz, separation
of cytochrome and ubiquitin could result.

The DEP susceptibility profiles shown in Figure 6 also provide a possible explanation
for DEP cross-over events reported in the MHz range for BSA [33], avidin [48] and prostate
specific antigen [49]. This data is shown in Figure 7.

Figure 7. BSA, avidin and prostate specific antigen (PSA) have been reported to exhibit a DEP
cross-over at MHz frequencies. This is consistent with the permittivity of the protein solution falling
below the value εr = 78 for pure water, as shown here for BSA (from data of Figure 6).

The generic expression for the DEP susceptibility is given as

χDEP =
3
2

Vpεm (κ + 2)[CM]empirical (21)

The parameter κ can assume two values, either κ = 1 or κ >> 1. The case κ = 1 is
given where the particle concerned does not possess a permanent dipole moment, so that
χDEP is given by Equation (10). The β-dispersion it exhibits, when suspended in a fluid,
is capable of being analysed in terms of Equation (16) and the DEP force it experiences is
given by Equation (9). For protein DEP and other cases of molecular DEP where the sample
macromolecule possesses a permanent dipole moment, then χDEP is given by:

χDEP =
3
2

Vpεm

[
(κ + 2)[CM]empirical

]
=

3
2

Vpεm

[(
∆ε(β)

εm

)(
Cwρp

Cpρw

)]
(22)

The frequency dependence of the DEP force now assumes a modified version of
Equation (9), based on Equation (17):

FDEP( f ) =
3
2

Vpε0εm( f )
[(

∆ε(β)

εm

)(
Cwρp

Cpρw

)]
∇E2

m (23)

The dielectric relaxation time, τ, for a macromolecule is proportional to its volume [16]
and so we can expect the β-dispersion for a protein dimer to be shifted to a frequency
that is lower than its monomer counterpart, and also possibly exhibit a larger dispersion
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strength because of an increased effective dipole moment. Moser et al. [40] investigated
the β-dispersion exhibited by monomer and dimer BSA. The characteristic frequency, fβ,
of Equation (17) was determined to be ~400 kHz at 25 ◦C for the dimer, compared to
~1 MHz for the monomer. The dispersion strength ∆ε(β) exhibited by the dimer was also
determined to be ~14% larger than that for the monomer. This offers the possibility that
DEP can be used to separate the polymeric forms of a protein.

3. Summary of Dielectric Theory of Relevance to Protein DEP

Although the term ‘dielectrophoresis’ implies that dielectric theory already underpins
the theory and practice of DEP, the extent of this is actually limited to narrow aspects
of macroscopic electrostatics. New concepts for molecular DEP, and for protein DEP in
particular, have been introduced by Heyden and Matyushov [1], and they highlight the
importance of MD simulations as a complimentary tool to dielectric spectroscopy. This
summary is to help establish, primarily for members of the DEP community not trained in
dielectrics, what is new to established theory and as a guide to the key literature.

Standard DEP theory lacks the ability to adequately deal with particles that possess
a permanent dipole moment. The primitive depiction in Figure 8a of a globular protein
molecule illustrates that significant contributions to its permanent dipole moment are its
ionized acidic and basic peptides located on its surface. An estimate of the moment is
calculated from the algebraic summation of the moment vectors, qiri, directed towards
the protein’s centre of mass. X-ray diffraction data provide the ‘resting’ locations of these
charged groups. A more accurate value is obtained by including peptide moments and
those formed by α-helixes [16]. A key innovation [1] is to replace the ‘boundary problem’
of macroscopic electrostatics with calculation of the cross-correlations of the protein dipole
and neighbouring water dipoles that, in the inner hydration shell, are located close to the
hydrophilic polar and charged side groups on the protein’s surface.

For the case shown in Figure 8b, dipole–dipole interactions enhance the effective
dipole moment of the solvated protein. As explained in this section, this corresponds to
a Kirkwood correlation factor, gk, larger than unity. If anti-correlation occurs, then gk is
less than unity. The fluctuations of the moment shown in Figure 8c should fit a Gaussian
distribution about its mean value. MD simulations for lysozyme and ubiquitin give mean
dipole moment values of 145 D and 218 D, respectively, with Gaussian widths of 29 D and
37 D, respectively [1]. Thus, for these proteins, calculations that neglect modulations of the
protein dipole moment by conformational fluctuations (i.e., assumes M2

p ≈
〈

M2
p

〉
does not

introduce an error exceeding 4%.
The theory of linear response and susceptibility is important. The susceptibility χ(ω)

of a system, when a sinusoidal force F of angular frequency ω is applied to it, is given as
χ(ω) = R/F, where R is the response of the system. The interaction energy between F and R
is equal to the negative dot product -F·R. This is the vector notation for -FR cos θ, where
θ is the polar angle between F and R. In dielectrics theory, F is the applied field and R is
the resulting dipole moment MT of the system. The dielectric susceptibility of a material is
equal to

〈
M2

T

〉
0/3kT where

〈
M2

T

〉
0, as shown in Figure 8d, corresponds to the moment’s

mean square fluctuation without application of the force field. Linear response theory
connects the production of spontaneous thermal fluctuations of a system to the dissipation
of excess energy produced by externally applied perturbation. Provided that a system of
dipoles is at equilibrium when an external (relatively weak) electric field is applied to it,
the temporal response of this system to the field can be determined in terms of

〈
M2

T

〉
0.

Applications of this theory extends to other topics, such as magnetism and elasticity. For
example, by examining the spontaneous microscopic fluctuations of a spring-balance with
no mass attached to it, a prediction can be made of the extent it will stretch if a specified
mass is attached!

Figure 8 depicts important ingredients of protein DEP theory. What follows adds
substance to this.
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Figure 8. (a) Major contributions to the permanent dipole moment Mp of a protein are its peptide
groups that carry a charge q. (b) H20 dipoles near charged groups can act to enhance Mp, corre-
sponding to a correlation coefficient gk > 1. Reversal of the polarities shown for the water dipoles
gives anti-correlation, with gk < 1. (c) Brownian (kT) changes of location and magnitude of q produce
fluctuations with time of Mp about its mean value

〈
Mp
〉
. The dashed red line indicates the mean

square
〈

M2
p

〉
of these fluctuations. (d) Without an applied electric field, orientations of the dipoles in

a sample of polar fluid are random. The mean value, 〈MT〉0, of the total moment of these dipoles

is thus zero. However, due to random fluctuations, its mean square value
〈

M2
T

〉
0 is finite and

corresponds to spontaneous polarization.

3.1. The Clausius–Mossotti Law, Lorentz Cavity Field and Debye’s Orientational Polarization

Based on Green’s electric potential function [7] and Mossotti’s hypothesis [9] that the
electric fluid residing in each conductive ‘corpuscle’ of a dielectric is displaced under the
action of a local field to form an electric doublet (i.e., dipole), Clausius derives the following
relationship (known as the Clausius–Mossotti law) linking Faraday’s concept of a specific
inductive capacity (i.e., the static dielectric constant) to a simplifying factor g that relates the
induced moment of an individual corpuscle to the total polarization of the dielectric [10]:

εm = (1 + 2g)/(1− g) (24)

The key steps to the derivation of this relationship are described elsewhere [24]. It is
implicit that g is proportional to the packing number density, N, of corpuscles and is thus
proportional to the mass density ρ of the dielectric. The following is an alternative and the
usual way to express the Clausius–Mossotti law:

(
εm − 1
εm + 2

)
1
ρ
= constant (25)

18



Micromachines 2022, 13, 261

This masks, but does not remove, the implied issue of the factor g approaching a value
of unity, where either a small perturbation of temperature or applied field could result in
infinite polarization and a ferroelectric transition. This is addressed in Section 3.3. Although
Clausius postulates that each corpuscle could possess a permanent dipole moment, he
describes their polarization as an induced elastic displacement of internal charges [10]. This
is now known as atomic distortion polarizability, comprising the two distinct contributions
of electronic and atomic polarizability. The number density N is equal to NAρ/MW, with
NA the Avogadro constant, so that the polarization (induced moment per unit volume) Pm
is given in terms of the local field EL as:

Pm = NαEL (26)

Lorentz evaluates EL by placing a polarizable particle inside a virtual spherical cavity
“whose dimensions are infinitely small in a physical sense” [50]. All the atomic matter,
apart from the point charges forming the dipole, are removed from this imagined cavity.
The distributed charge induced at the cavity’s outer surface creates a cavity field EL of
magnitude Em + Pm/(3εo). The atomic matter that had been removed is now returned,
which adds another component sPm/εo to the cavity field, to give:

EL = Em +

(
1
3
+ s
)

Pm

εo
(27)

Lorentz shows, for a cubic lattice of polarizable particles, that s = 0, and states that
otherwise this “is a constant that will be difficult exactly to determine” [50] (pp. 138, 303).
This result also holds for an isotropic lattice, provided that no short-range interactions
occur between the induced dipole fields. Substituting into Equation (27) the value for Pm
given by Equation (4) and assigning s = 0, EL has the value:

EL =
εm + 2

3
Em (28)

This is known as the Lorentz field (sometimes called the Clausius–Mossotti field). The
susceptibility of the Lorentz cavity field, equal to the ratio EL/Em, is thus:

χLc =
εm + 2

3
(s = 0) or χLc =

[
1
3
(εm + 2) + s(εm − 1)

]
(29)

Equation (29) indicates that the Lorentz cavity field, unlike the Maxwell cavity field of
Equation (5), is always larger than the applied macroscopic field Em. This arises because
the Lorentz cavity, being virtual and without a physical boundary between it and the
surrounding dielectric, does not experience the field-shielding effect of induced interfacial
charges as produced for the Maxwell cavity. From Equations (4), (26) and (28) the following
relationship is obtained:

εm − 1
εm + 2

=
Nα

3εo
(30)

Lorentz recognizes that this relationship corresponds to the law formulated by Clau-
sius as given by Equation (25). It can be used to derive good estimates of a dielectric’s
refractive index n (n2 = εm). Debye extends its relevance to polar solutions, by adding
the orientational polarization of a molecular dipole of moment m to the atomic distortion
polarization [18]:

εm − 1
εm + 2

=
1

3εo
∑

i
N

(
αi +

m2
i

3kT

)
=

1
3εo

∑
i

NAρ

Mw

(
αi +

m2
i

3kT

)
(31)

The polar molecule is regarded as a sphere undergoing rotational Brownian motion,
whilst experiencing the Lorentz cavity field inside a spherical cavity within the dielectric.
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The summation Σi includes all types of polarizable molecule within the dielectric. In the
absence of an applied electric field Em, the direction of orientations of an ensemble of dipoles
will, on average, be distributed with the same probability over all directions in space. On
applying a field, each dipole gains potential energy U = −mEm cos θ, where θ is the polar
angle between the direction of the dipole and the applied field. Using classical Boltzmann
statistical mechanics and a method resembling that of Langevin for gas molecules carrying
a permanent magnetic moment [51], Debye obtains the following value for the average
moment per dipole oriented along the applied field’s direction [18]:

〈m〉E = m〈cos θ〉 =
(

m2

3kT

)
Em (32)

Computer modelling of the dielectric properties of a solvated protein employs a lattice
of such Langevin dipoles [52,53]. The value of 〈cos θ〉 is given by the Langevin function,
L(x) = coth x − 1/x, and is shown in Figure 9 [18,19].

In dielectric spectroscopy measurements the fields are usually less than 105 V/m,
so for many kinds of polar molecules (e.g., water) L(x) ≈ x/3 and values for 〈cos θ〉 are
appreciably smaller than unity (typically < 10−4). This indicates that very little change to
the directions of the polarized dipoles has occurred compared with their random directions
with no field applied. The magnitude of the orientational polarizability for each dipole is
thus

(
m2

3kT

)
, and is incorporated as such in Equation (31). For protein iDEP experiments the

applied fields are typically of the order ~106 to 107 V/m [4,5]. For many classes of polar
molecule (e.g., water with m = 1.8 D), even with such high fields, the interaction energy,
m·Em, is much less than the thermal energy kT. However, globular proteins possess dipole
moments several hundred times larger than many other types of polar molecule [16,24]. As
shown in Figure 9 for BSA (m = 710 D [54]) the linear relationship given by Equation (32) is
no longer applicable and saturation of the orientational polarization is approached. With
increasing field strength, 〈cos θ〉 approaches unity, indicating that on average the protein’s
permanent dipole moment is almost aligned with the field.

Figure 9. The average orientation of a single dipole along the direction of an applied field is given by
the Langevin function (L(x) = coth x − 1/x) [18,19]. Fields of ~106 to 107 V/m are used in protein
DEP experiments [4,5]. Polar molecules typically have dipole moments less than 5 debye units
(e.g., 1.8 D for H2O) so that x << 1. Globular proteins have large dipole moments and as shown for
BSA (m = 710 D [54]) saturation of its polarization can occur in DEP studies.

3.2. Maximum Size of a Lorentz Cavity

Ramshaw offers a basis for defining the maximum size permitted for a virtual Lorentz
cavity [55,56]. He makes the interesting observation that in Equation (4) both Pm (dipole
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moment per unit volume) and Em (the macroscopic Maxwell field) can be defined at any
location within a dielectric, regardless of whether εm exists as a real concept. Thus, the
existence of εm cannot be guaranteed, by definition. What does this mean within the context
of the Lorentz cavity? Ramshaw [55] addresses this by expanding the Clausius–Mossotti
function of Equation (25) into powers of the number density, N, of polar molecules, keeping
the material’s specific density ρ constant. This is equivalent to finding the virial coefficients
for a gas [18]. Ramshaw makes no assumption regarding εm and also eliminates Em from
his analysis by considering both short-range and long-range orientation correlations of
pairs of dipoles. The total correlation between two dipoles, in zero applied field, is regarded
as the sum of a direct and an indirect effect that is transmitted by chains of direct effects
between intermediate molecules. Beyond a certain total chain length d, where dipole–dipole
intermolecular potential energies fall below kT, thermal disruption overcomes coherent
correlations of dipole pairs. If a cavity’s diameter is smaller than d, εm can be considered as
well-defined and the cavity field is the Lorentz field, EL, given by Equation (27). Above this
cavity size, no such assumption may be made [55,56].

3.3. Onsager’s Reaction Field [57] and Kirkwood’s Correlation Factor [58,59]

Onsager, a PhD student of Debye, decided to learn ‘about the dielectrics that Debye
had done’. He was ‘too lazy to go to the libraries and sat down and worked it out and lo and
behold it came out quite different!’ [60]. Onsager replaces the cavity used by Lorentz and
Debye with a much smaller one, of the same radius, R, as the polar molecule of interest. The
effect is considered of introducing a rigid point dipole of moment mo into this cavity, with
no external field applied. The thermal average <mo> of this dipole moment is calculated to
seamlessly match it to the known number density of dipoles in the surrounding medium.
The point dipole polarises the surrounding homogenous medium, creating interfacial
charges and a reaction field inside the cavity. Matyushov considers the physics of this as
two charged lobes, at the opposite sides of the void containing the point-dipole, visualized
as oriented dipoles of the medium cut through by the dividing surface [28]. Adopting
Matyushov’s nomenclature, the interface dipole created by the reaction field is:

Mint = −2
[
(εm − 1)
(2εm + 1)

]
mo (33)

The minus sign signifies that the reaction field acts against the field created by the
fixed dipole moment, mo, and almost cancels it out for polar media of high permittivity [28].
Onsager’s introduction of the reaction field removes the potential problem of the factor g
approaching a value of unity in Equation (19).

The Kirkwood correlation factor, gk, quantifies the deviation from randomness of
the orientation of a dipole, with respect to its neighbours, in a liquid composed of polar
molecules. If N is the number of dipoles, each of moment m, in an ensemble of dipoles,
then gk is given by:

gk =

〈
M2
〉

Nm2 (34)

where
〈

M2
〉

is the mean square value of the ensemble’s total dipole moment, M. The
significance of gk is demonstrated in Figure 4, where it addresses the fact that Equation (31)
incorrectly predicts water at room temperature to possess a static permittivity, εm ≈ 31,
instead of the experimental value, εm ≈ 78. In its condensed phase, moment m (correspond-
ing to that of an isolated H2O molecule) is enhanced due to its orientational fluctuations
being amplified through coordinated rotations of dipole neighbours to which it is hydrogen
bonded. Kirkwood replaces Σm2 in Equation (31) with the summation Σ<mo·m> (i.e.,
Σ mom cos θ) with θ being the angle between a target dipole, mo, and a neighbouring
dipole, m. The correlation factor gk is defined as the average of cos θ between this target
dipole and all the dipoles (including itself) within a volume of polar liquid surrounding
it [58,59]. The summation thus includes <mo·mo>, which is given the value of unity (θ is
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effectively zero, so cos θ = 1). If there is no correlation at all between the dipoles, then
<cos θ> = 0 and gk = 1.0. Hydrogen bond links between neighbouring dipoles in bulk water
leads to correlation. For a perfect and rigid tetrahedral coordination of the H-bonds, about
which free rotations are permitted but no bond bending, gk is given as

gk = 1 + zcos2 θ

2
(35)

where θ is the H-O-H bond angle and z is the coordination number. Based on coordination
numbers (z = 4 for a perfect tetrahedron) and inter-molecular distances obtained from X-ray
scattering data for water, the value gk = 2.67 was obtained, to give εm = 78.2 [61].

Based on these contributions by Onsager [57] and Kirkwood [58,59], Equation (31)
evolves to the general form [16]:

(εm − ε∞)

εm

(2εm + ε∞)

(ε∞ + 2)2 =
1

3εo
∑

i
N

(
αi +

gkm2
i

3kT

)
(36)

where εm is the static or ‘equilibrium’ permittivity value (corresponding to where the system
of dipoles has attained a constant value of polarization with a constant applied field), and
ε∞ is the square of the refractive index at high frequencies ~1013 Hz [20]. Typically, for pure
polar liquids, εm � ε∞ with ε∞ ≈ 1, so that for cases where only the dipole polarization
is of interest (i.e., the atomic distortion polarizability αi is not included) Equation (36) is
usually presented as

(εm − 1)(2εm + 1)
9εm

= Ndipgk (37)

where Ndip is the dipole polarizability density given by

Ndip =
Nm2

9ε0kT
(38)

with N being the number of polar molecules per unit volume. Equation (37) applies to the
static case. If we wish to consider an orientational dipole dispersion, ∆ε, occurring between
a low and high frequency limit, the static permittivity, εm, is replaced by the complex per-
mittivity, ε(ω) = ε′ − iε′′ , of the polar liquid at frequencyω/2π. On applying a sinusoidal
field, E(ω) = Epk exp(iωt), to the system of dipoles, the variation of the permittivity as a
function of frequency is given through the Laplace transform [62]:

[ε(ω)− 1][2ε(ω) + 1]
9ε(ω)

=

{
[εm − 1][2εm + 1]

9εm

}
L{−ϕM(t)} (39)

The Laplace transform is defined as [63]:

L{ f (t)} =
∫ ∞

0
f (t) exp(−iωτ)dt (40)

and in this case −ϕM(t) is the autocorrelation (decay) function of the permanent dipoles.
This represents a combination of the superposition theorem with Onsager’s theory that mi-
croscopic fluctuations created by thermal energy obey the same law of decay as macroscopic
perturbations produced by an applied field [62]. According to Onsager’s proposal [64] the
following auto-correlation functions are equivalent:

ϕM(t) = 〈M(t)〉o
〈M(0)〉o

(Decay function of a macroscopic moment);

ϕM(t) = 〈M(t)·M(0)〉0
〈M(0)·M(0)〉0

(Correlation function of moment fluctuations)
(41)
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If these are expressed through a sum of exponential terms
n
∑

i=1
ai exp

(
− t

τi

)
, the Laplace

transform is the sum of equivalent Debye terms:

L{−ϕw(t)} =
n

∑
i=1

ai
(1 + iωτi)

(42)

where ai is the amplitude, ∆ε(i), and τ is the characteristic dipole correlation time for each
dispersion. ∆ε(i) is the difference of real components of ε(ω), so that each dispersion is
characterized by the frequency variation of Ndip of Equation (38), namely:

Ndip(ω) =
Ndip(

1 + ω2τ2
i
) (43)

This is the origin of the frequency dependence given for εm(f ) in Equation (17).

3.4. Fröhlich’s Theory Relating Permittivity and Spontaneous Polarization

This theory is used in molecular dynamics (MD) simulations of solvated proteins.
Fröhlich [19] (p. 37) considers a macroscopic spherical region of volume V, within an
infinite homogeneous dielectric medium. Volume V is large enough to exhibit the same
static permittivity, εm, as the surrounding homogeneous medium (refer to discussion after
Equation (12)). The volume’s surface can deviate, so that no molecule is cut by the sur-
face, and encloses an ensemble of dipoles. Each dipole is represented as an elementary
charge that can be thermally activated to ‘hop’ between two adjacent potential energy
wells (see [24] for a schematic). The position of each charge is described as the vectorial
displacement from the position it would have in the lowest energy level (ground state)
of the whole system, and given according to the rules of Boltzmann statistical mechanics.
However, the medium outside the sphere is treated as a continuous dielectric described
by its macroscopic permittivity. Except at the absolute zero of temperature, the ensem-
ble of charges inside the sphere will not retain a fixed positional configuration—even if
macroscopically it is in equilibrium. Owing to thermal fluctuations there is a probability
of finding this ensemble with any set of displaced space elements. This means, despite
the average moment, 〈M〉0, of the ensemble in the absence of a field being zero, its mean

square value,
〈

M2
〉

0, in the absence of a field, has a finite value (see Figure 8d).
Fröhlich adopts the Onsager reaction field as the ‘self-field’ of the spherical volume

and then adds to this the Maxwell cavity field produced by an external field E. The external
field is considered to be sufficiently weak that the non-linear (saturation) polarization
region shown in Figure 9 is avoided, so that (M·E)/kT � 1. Furthermore, Onsager’s ‘self-
field’ is shown by Equation (33) to be the dominant component of the local field. Fröhlich’s
conclusion that the static permittivity of a sphere of a dielectric embedded in a large
specimen of the same material can be expressed in terms of its spontaneous polarization, can
thus be anticipated. He derives the following expression for the dielectric’s susceptibility:

(εm − 1) =

〈
M2
〉

o

3kTεoV

[
3εm

(2εm + 1)

]
=

〈
M2
〉

o

3kTεoV
χMc (44)

where
〈

M2
〉

o indicates the Boltzmann average in the absence of a field, and from Equation (6)
the susceptibility, χMc, of the Maxwell cavity field is identified.

Fröhlich generalizes his model by permitting the immersed spherical volume to have
an arbitrary static permittivity εp. For this ‘mixture’ model, he obtains the following
result [19] (p. 177):
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(
εp − 1

)
=

〈
M2

p

〉
o

3kTεoVp

[(
2εm + εp

)

(2εm + 1)

]
=

〈
M2

p

〉
o

3kTεoVp
χMcp (45)

where the Maxwell cavity susceptibility, χMcp, is given by Equation (5). The fact
〈

M2
p

〉
o

occurs in the absence of an applied field indicates that the macroscopic sample of volume
Vp can be of arbitrary shape. Matyushov expresses this as an ‘invariant of rotations of
the laboratory frame’ [28]. Simonson adopts Equation (45) in a molecular dynamics (MD)
simulation at 295 K of a solvated cytochrome-c molecule contained within a 2.4 nm radius
sphere of water [31]. His conclusion that εp ≈ 25 was used to give the ∇E2

Th values shown
in Figure 2.

3.5. South and Grant’s Theory of Protein Dipole Relaxation

South and Grant [65] apply Fröhlich’s model to a sphere of permittivity ε∞w and
volume V containing Nw water molecules and Nm protein molecules. Each molecule is
represented as a point dipole, mw for the water and mp for the protein, suspended in a
‘background’ medium of effective permittivity, ε∞w. This ‘background’ is responsible for
spontaneous fluctuations of induced moments. The sphere is immersed in an infinite
continuum of permittivity εmix, i.e., the same as the effective static permittivity of the sphere
itself. The spontaneous fluctuations of induced and permanent dipoles are assumed to
arise from independent mechanisms [66]. The short-range protein–water and water–water
correlations are represented by Kirkwood factors gkp and gkw, respectively, and are assumed
to be insensitive to protein concentration. Because each molecule is represented as a
point dipole, no account is taken of the fact that a globular protein molecule is several
thousand-times larger than the water molecules. South and Grant take this into account
by representing the water as a continuum, thus removing the water dipoles from their
model but retaining their influence by replacing the background medium by one whose
permittivity is the static value permittivity, εsw, of pure water.

The following relationship is derived for the model of a central sphere of effective
permittivity ε∞w and volume V containing Np protein molecules, each of effective dipole
moment mp and surrounded by a hydration shell of permittivity εmw, in an infinite contin-
uum of static permittivity εmix:

(εmix − εsw) =
Npgkpm2

p

3kTεoV

[
3εmix

(2εmix + εsw)

]
(46)

It is assumed that gkp ≈ 1 for the situation where the overall short-range interactions
of a protein with water molecules are nearly spherically symmetrical.

Following the procedure leading to Equation (39), the magnitude of the β-dispersion
exhibited by a dilute protein solution is [65]:

∆ε(β) =
hNACp

ε0MwkT
gkpm2

p (47)

where the number density Np/V has been replaced by NACp/MW, with NA the Avogadro
constant, MW the protein’s molecular weight and Cp its concentration (g/mL). The value
of h is 1

2 when the solvent is considered to be an assembly of point dipoles, and h = 3/4
when the continuum approximation is made [65]. This result can be compared with the
following semiempirical relationship formulated by Oncley [67]

∆ε(β) =
bNACp

9εo MwkT
m2

p (48)

The parameter b is calibrated by Oncley to be 5.8, based on dipole moment values
obtained for simple amino acids by determination of the separation distance of the positive
and negative charges carried by their amino and carboxyl groups. However, Takashima
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and Asami [68] found that a value for b = 4.5 gives better agreement between the calculated
and experimental dipole moment for a solvated protein, if a linear relationship between
∆ε(β) and Cp is found. Based on b = 4.5, from Equations (47) and (48) estimates for gkp of
1.0 (h = 1/2) and 0.67 (h = 3

4 ) arise.
Values for gkp less than unity imply anticorrelation of the protein and water dipoles of

hydration, and from MD studies this was concluded to be the case for the inner population
of water dipoles around ubiquitin and apo-calbindin [69,70]. The inner population of water,
less than 0.35 nm from the protein surface, consists of water patches around polar and
charged amino side-groups, whereas almost no waters are found this close to the hydropho-
bic groups [69]. Water molecules in the outer hydration shell (0.35~0.6 nm from the surface)
either form hydrogen bonds with the inner bound waters or cover the hydration ‘holes’
about the non-polar and uncharged areas of the protein surface. In the MD simulations,
ubiquitin was found to slow down the dynamics of bulk water molecules located as far
away as 1.35 nm from its surface [69].

4. Heyden and Matyushov’s Theory and MD Simulations
4.1. The Theory

This builds on foundations laid down by Matyushov and co-workers [71–74]. A key
aspect is to replace the dielectric boundary-value problem of macroscopic electrostatics
by calculation of the cross correlation of the protein’s permanent dipole moment with its
polarized hydration shell. The result is replacement of Re[CM]macro with the factor K, so
that Equation (10) now takes the form:

χDEP =
3
2

Vpεm Re[K] (49)

As depicted in Figure 1, K holds the key to making the transition from the standard
DEP theory to the new one, (from [CM]macroscopic to [CM]molecular), and is given by:

K = εmχHM
c

Ndip

3
+

3εm

2(εm − 1)

(
χHM

c − χLc

)
(50)

The susceptibility factor χHM
c is new to dielectric theory (where the superscript ‘HM’ sig-

nifies its genesis) and effectively replaces Oncley’s empirical parameter, b, of Equation (48).
χLc is the Lorentz cavity field susceptibility of Equation (6) and Ndip is the static dimension-
less number density of Equation (36). For a particle without a permanent dipole moment,
then Ndip = 0 and K is equivalent to [CM]macroscopic. For the case where Ndip is finite and K
effectively acts as [CM]molecular, calculation of χHM

c is required and is given by [1]:

χHM
c = χHM

c (α)
(〈

Mp·Mt
〉
/
〈

M2
p

〉)
=
{(〈

M2
p +

〈
Mp·Mw

〉〉)
/
〈

M2
p

〉}
(51)

This calculation, performed in the MD simulation, derives the direct correlation
between the dipole moment of the protein and its hydration shell, Mp, and the dipole
moment, Mw, induced in the surrounding aqueous medium. This contains the self-variance,〈

M2
p

〉
, and the cross-correlation,

〈
Mp·Mw

〉
, between the hydrated protein and bulk water

dipoles. χHM
c is given by

χHM
c (α) = χLc − α

(
2(εm − 1)2

3εm(2εm + 1)

)
(52)

The factor α can be assigned two values, namely zero or unity. For α = 0, χHM
c is

equal to the Lorentz cavity susceptibility, χLc. The surface between an inner and outer
volume of dielectric does not produce the interfacial dipole moment Mint of Equation (4).
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The assignment of α = 1 brings with it a physical interface and creation of Mint, with
Equation (52) now given by:

χHM
c (α = 1) =

3
(2εm + 1)

(53)

In this case, χHM
c represents the susceptibility of the Maxwell cavity. For reasons

clearly explained [1], in deriving Equation (53) from Equation (5), the Maxwell field Em
is E0/εm, where E0 is the vacuum field. As indicated in Equation (51), calculation of not
only the self-variance,

〈
M2

p

〉
, of the protein’s moment is involved, but also that of the

cross correlations between Mp and the total moment, Mt, of the water dipoles comprising
the surrounding dielectric continuum. Of particular importance is the cross correlation
involving the moment, Mint, associated with polarization of its hydration shell [1]. The
standard macroscopic boundary conditions of macroscopic electrostatics, used to derive
the DEP susceptibility values given by Equations (6) and (10), apply only for the case where
the influence of a particle’s induced moment dominates over that of its permanent dipole
moment (should it possess one).

The following equation is derived for the collective dielectric dispersions of a pro-
tein solution:

∆εmix(ω) =

(
9
2

)
νpNdip(ω) + 9νpNdip(ω)

[
χHM

c (ω)− 1
]
+
(
1− νp

)
∆εw(ω) (54)

with vp the volume fraction of the protein and Ndip(ω) given by Equation (43).
The first term in Equation (54) is the β-dispersion, ∆ε(β), produced by protein tumbling,

followed next by the δ-dispersion, ∆ε(δ), that is assumed to be associated with the protein
hydration sheath (see Section 2.2). The magnitude and frequency dependence of ∆ε(β)
is in line with standard dielectric theory, but the expression given for ∆ε(δ) is new. The
last term in Equation (54) is the γ-dispersion for the relaxation of bulk water dipoles and
is attenuated by the factor (1-vp) representing the partial volume of low polarizability
occupied by the non-relaxing proteins and their hydration shells. It is interesting to note
that if χHM

c = 1, corresponding to no correlations between the protein dipole and water
dipoles in its hydration shell, then ∆ε(δ) vanishes. Written in terms of dipole moments of
the protein and water, the ∆ε(δ) term in Equation (54) becomes

9νpNdip

(
χHM

c − 1
)
= νp

[(
Mp·Mw

)
(
Vpε0kT

)
]

(55)

The dispersion strengths ∆ε(β) and ∆ε(δ) are given by

∆ε(β) =
9
2

νpNdip (56)

∆ε(δ) = 9νpNdip

(
χHM

c − 1
)

(57)

to give

χHM
c = 1 +

(
∆ε(δ)

2∆ε(β)

)
(58)

Based on experimental values reported for the magnitudes of the ∆ε(β) and ∆ε(δ)
dispersions [4,24,44,68], as well as inspection of Figure 5, it is apparent that the term in
brackets is small, indicating that χHM

c ≈ 1. In other words, the protein–water Kirkwood
correlation factor is close to unity, implying very little correlation, in line with South and
Grant’s assumption [65].
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The DEP response of a solvated protein as a function of frequency, as depicted in
Figure 5 for BSA, is primarily related to ∆ε(β) and thus through Equations (36) and (56)
depends on Ndip(ω). The following relationship to connect K and ∆ε(ω) is derived [1]:

K(ω) =
2
9

ε(ω)

{
∆ε(ω)

νp
+ ∆εw(ω)

}[
χHM

c (ω)(
2χHM

c (ω− 1)
)
]

(59)

From the MD simulations, the value of the term in square brackets is estimated to be
close to unity. For dilute protein concentrations, as vp tends to zero, the term ∆ε(ω) can
also be neglected, so that to a good approximation:

K(ω) =
2
9

ε(ω)

{
∆ε(ω)

νp

}
(60)

The DEP frequency response is given by Re[K] in Equation (49) and is shown in
Figure 10 for lysozyme and ubiquitin as calculated from Equation (60) and based on the
MD simulations [1]. Included in this figure are the empirical factors (κ + 2)[CM]empirical

derived elsewhere for these two proteins [4] (see Figure 6 for estimated DEP cross-over
frequencies). When normalized, the calculated and empirical results for ubiquitin are
similar, reflecting a close correspondence of the MD simulation [1] and the experimental
spectroscopy data [75] used to derive (κ + 2)[CM]empirical [4]. The difference shown for the
high-frequency tail of lysozyme results from a disparity of the experimental data [44] and
the MD simulation—indicating the importance of the latter to molecular DEP studies. The
difference in magnitudes shown for ubiquitin is related to the new theory [1] replacing
Oncley’s empirical factor (b = 4.5) of Equation (48) with the susceptibility factor χHM

c of
Equation (51), together with the fact that the empirical theory [4] employs mass density
values for the protein [4] and experimental values for ∆ε(β)/vp.

Figure 10. Frequency dependence of the DEP susceptibility factor Re[K] for ubiquitin and
lysozyme [1], together with plots for their empirical factors (κ + 2)[CM] [4].

4.2. Molecular Dynamics Studies

In brief, the goal of the MD simulations of ubiquitin and lysozyme is to determine the
cavity susceptibility given by Equation (51), relating the combined dipole moment, Mp, of
the protein and its hydration shell to the dipole moment induced in the surrounding solu-
tion. When this equation is applied to the simulation trajectories, Mp is calculated within a
sphere of cut-off radius, rc, drawn around the protein. A correction factor, previously found
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to be independent of rc [71], is applied to account for the fact that at each configuration
along the simulation trajectory the outside solution is polarized by the dipole Mp.

Two features of these MD simulations are noteworthy and represent clear advances,
namely their timescales and the atomic contents of the simulation cells. Simulations with
integration steps of either 1 or 2 femtoseconds were performed for run times of 1 and
10 microseconds. In the frequency domain, a simulation run of 10 µs at steps of 1 fs
corresponds to the range from 105 to 1012 radians/sec (i.e., 16 kHz to 160 GHz). This permits
analyses to be made of the β, δ and γ relaxations exhibited by medium-sized proteins of
molecular weight up to 100 kD (see Figure 4). By comparison, with the computer power
available to them at the time, Boresch et al. [76] were limited to simulation runs of 5 ns at
2 fs steps in their pioneering MD simulation of ubiquitin. With such run times, adequate
characterization of the δ-dispersion exhibited by globular proteins is possible, but only for
proteins of low molecular weight (e.g., ubiquitin, cytochrome-c, lysozyme and myoglobin)
is partial investigation of the β-dispersion achievable. Even so, these simulations were
able to clarify which mechanisms (self- or cross-correlation) are responsible for the β- and
δ-relaxations [76–78]. In subsequent MD simulations extending to 15 ns [69,70], ubiquitin,
apo-calbindin D-9K, and the C-terminal SH2 domain of phospholipase C were studied to
represent the structural variability found in medium-sized proteins. Two hydration shells
were clearly discerned about charged and polar amino acids, and it was concluded that
the protein molecule slows down the dynamics of water molecules located as far away as
1.35 nm [70]. The extension from MD run times of 15 nanoseconds to 10 microseconds [1]
represents a significant advance. It also permits a significant increase in simulation cell size
and content to be made.

The simulation cell (a cube of sides 12.5 nm) contained atomic copies of the proteins,
based on high resolution x-ray crystal structures, together with 64,139 and 64,155 wa-
ter molecules for ubiquitin and lysozyme, respectively, that included those resolved in
their crystal structures [1]. The ionization (protonation) states of the titratable amino acid
sidechains were determined for pH 7. The resulting total charge of ubiquitin was zero, and
the charge (+8) of lysozyme was neutralized by a uniform counter charge. As a starting
point for a 1 microsecond MD simulation, the energy of each system was minimized to
a local minimum to avoid clashes between the protein and added water molecules, and
then equilibrated at 300 K and 1 bar for 0.2 microseconds. These MD simulations require
massive computing power. As an estimate, a simulation run of 1 microsecond at steps of
1 femtosecond, where the movements of around 200,000 atoms are determined, requires in
excess of 1014 calculations to be made!

5. Something Else?

DEP experimentation and protein sample preparation fall under this heading. The
published protein DEP data has mainly been obtained using either microfabricated metal
electrodes to create the field gradients, referred to as eDEP, or iDEP where insulating
microstructures are employed for this purpose. The eDEP experiments have reported
results in line with those expected of the empirical [4] and formal theory [1]. However,
inconsistent results (even for the same protein) have occurred for the iDEP experiments, and
it is here where interesting and potentially exploitable examples of ‘Something Else’ exist.
Some of these inconsistencies may be associated with iDEP departing from experimental
guidelines commonly adopted for eDEP.

5.1. eDEP

The first eDEP experiments (and use of the term ‘dielectrophoresis’) were performed
on macroscopic particles and employed metal electrodes in the form of tungsten wire and
tinfoil, for example [13]. In early eDEP studies using microfabricated metal electrodes to
study bacteria and cells [79–83] the following electrokinetic and related phenomena were
observed and reported:
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• Below ~1 kHz the DEP response of bacteria is dominated by a surface conductivity
related to mobile ions in their surface electrical double layer [79,80].

• Electrothermal fluid motion can disrupt DEP at frequencies below ~10 KHz [80].
• Below ~1 kHz electrode polarization should be taken into account [81].
• Below ~100 Hz the electrophoresis and DEP of bacteria are superimposed and enhance

positive DEP [81].
• Below ~100 Hz the DEP of mammalian cells rises rapidly with decreasing frequency.

Neuraminidase treatment confirms this is associated with cell surface charge [82].
• Below ~500 Hz particles undergoing negative DEP are driven onto the surface of

planar electrodes [83]. This is later shown to be caused by AC electroosmosis [84,85].

It is instructive to examine the procedures adopted for the first report of protein DEP
by Washizu et al. [2]. They observed positive DEP of fluorescently labelled proteins (avidin,
chymotripsinogen, concanavalin and ribonuclease) using microelectrodes fabricated from
either aluminium or platinum. Measurements in the frequency range 1 kHz–10 MHz
were performed, with the proteins suspended in their dialysis media of conductivity
around 0.3 mS/m. Gel chromatography was used to verify that the samples after dialysis
were in monomer form, and the similarity of results obtained using aluminium or the
less electrochemically active platinum electrodes indicated that generated multivalent
positive ions had not enhanced protein aggregation. The fact that DEP of the proteins
was observed at a threshold field factor, ∇E2

Th, much lower than that indicated in Figure 2
could possibly have resulted from pearl-chaining of the proteins. Such chaining arises
from dipole–dipole interactions, which should be proportional to d−4 (where d is the initial
spacing between dipoles). This was eliminated as a contributing factor by the similarity of
the dynamics of the DEP responses for initial protein concentrations of 0.01 µg/mL and
0.1 µg/mL. However, possible evidence that protein aggregation occurred at the higher
initial concentration of 1 µg/mL and for frequencies around 1 kHz was indicated by a
‘memory’ phenomenon. Samples that had already experienced DEP either exhibited a lower
threshold field value for the next measurement, or the DEP force acting on them gradually
increased with time of exposure to a constant field. Fluid motion arising from Joule heating
was also investigated and eliminated as a possible artifact. In their concluding comments,
Washizu et al. [7] state:

“although we may be seeing the combination of agglomeration and DEP at the low-
frequency region, agglomeration is not a prerequisite for molecular accumulation, and
DEP does occur with protein monomers.”

Based on this careful work of Washizu et al. [2] the following can be proposed as
guidelines for observing positive DEP of protein monomers:

(i) Validate (e.g., through gel chromatography) that the samples are protein monomers.
(ii Limit protein concentrations to below ~0.1 µg/mL (i.e., less than 7 µM for many

candidate proteins).
(iii) Adopt 1 mS/m as the upper limit for the aqueous solvent conductivity.

In protein eDEP experiments these guidelines have largely been followed. Solution
conductivities of 1 mS/m or lower have been employed, with protein sample concentrations
mostly below 10 µM. For all proteins investigated a consistent observation of positive DEP
has been reported for the frequency range 1 kHz–1 MHz, in line with expectations of the
empirical [4] and formal [1] theories. For some proteins a cross-over to negative DEP
has been reported in the range 1–10 MHz [4], a finding consistent with the proposal that
the DEP response for proteins can be predicted in terms of its dielectric β-dispersion [3].
However, the reported protein iDEP data for proteins is not consistent, and so it is here that
categories falling under the umbrella of ‘Something Else?’ can be suggested.

5.2. iDEP

As introduced by Cummings and Singh [86] and reviewed by its practitioners [87–89]
the complications that electrophoresis and electroosmosis can bring to eDEP experiments,
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especially at frequencies below 1 kHz, are translated through iDEP into facilitators of novel
microfluidic devices for the selective sorting or concentration of molecular and macroscopic
bioparticles. Negative DEP manifests itself as “streaming DEP” where the particles are
carried down an array of insulating posts, following stream lines dictated by the spacing
and geometry of the posts and the induced electroosmotic fluid flow. Streaming DEP occurs
when the DEP force overcomes particle diffusion but is weaker than the combined effects
of electrophoresis and electroosmosis. Increasing the magnitude of the externally applied
field can change streaming DEP to “trapping DEP”, where the DEP force dominates over
diffusion as well as electrokinetic flow and target particles can be reversibly immobilized
at the insulating posts [86]. This introduces increased difficulties of interpreting particle
motions, especially for submicron particles, where a host of potential linear and non-linear
electrokinetic and electrothermal effects are available for consideration [90].

Examples can be cited where iDEP of macroscopic particles has been successfully
interpreted in terms of the standard DEP theory. Kim et al. [91], in a review of DEP studies
of bioparticles below the size of a typical mammalian cell (e.g., microbes, organelles,
exosomes, nucleic acids and proteins), provide a comprehensive summary of the ‘one
core’, single- and multi-shell models that have been applied to spherical and non-spherical
bioparticles. While microbes can in many cases be described using such classical DEP
models, Kim et al. conclude that the theoretical basis of protein- and DNA-iDEP requires
further fundamental studies to allow the prediction of biomolecular DEP response and
hence their tailored applications. Using DC-iDEP, Lapizco-Encinas et al. [92] separated live
from dead E. coli and isolated Gram-positive from Gram-negative bacteria. However, the
spatial separation of different bacteria resulted from differences of their exhibited negative
DEP mobility—the separation by both positive and negative DEP previously reported
using eDEP (10–100 kHz) [93,94] to physically separate target bacteria from a mixture was
not possible. This result could be consistent with a DEP force determined by polarizations
of a bacteria’s electrical double-layer, where the Dukhin function now serves as the effective
[CM] factor [24]. In another study, by controlling the electroosmotic flow through a central
outlet port and side outlet channels in a DC-iDEP device, the negative DEP force acting
on the larger crystals in a mixture of protein crystals (size range ~80 nm to 20 µm) was
sufficient to direct them into a central fluid outlet [95]. The weaker DEP force acting on the
smaller crystals (size range ~80–200 nm) resulted in them remaining in the main stream
emerging from the side outlets. In another example of controlled iDEP for macroscopic
particles, polystyrene beads and yeast cells were focused into a thin stream line using an
applied field in the form of a 0.1 Hz square wave. In this situation the negative DEP force
remained unchanged in direction but there was a periodic reversal of the electroosmotic
and electrophoretic forces [96].

Inconsistent iDEP results for proteins occur when the field is generated using a direct
current (DC) voltage. Voltages as high as 4000 V have been used to concentrate PEGylated
RNase by positive DEP [97,98]. However, the DEP force acting on the native protein was
considered to be too weak to overcome electroosmosis [97]. An interesting situation is shown
in Figure 11a where BSA samples, at the same pH and buffer conductivity, exhibit either
negative [21] or positive [26,99] DEP. The concentration of the sample exhibiting negative
DEP sample is 0.15 mM—much higher than the guideline of less than 10 µM adopted
for eDEP studies. Positive DEP was observed for a BSA concentration of 7 nM [26,99].
The tendency of a solvated protein to dimerize or aggregate to form small crystallites is
concentration-, temperature-, pH- and buffer-sensitive [4,100,101]. For example, BSA can
be driven to a metastable state at a high mass concentration and high values of buffer pH
and conductivity. In this respect, it is also of interest to note that in their iDEP experiments
with high protein concentrations, Liu and Hayes [23] reported negative DEP responses for
α-chymotrypsinogen (4 mM), immunoglobulin G (0.7 mM) and lysozyme (7 mM). Proteins
in an iDEP experiment can also be subjected to shear stresses and high electric field strengths,
factors known to influence initial protein crystal growth [102,103]. A field driven mechanism
(possibly involving pearl chaining) whereby proteins in a metastable state may crystalize is
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proposed in Figure 11b. As shown in Figure 2, crystallites of diameter 50~100 µm are large
enough to exhibit DEP according to standard theory. This is an aspect of protein DEP within
the mesoscale between [CM]macroscopic and [CM]molecular, where κ or Ndip, respectively, may or
may not equal unity in either Equation (21) or (50), respectively.

Figure 11. (a) BSA samples at the same buffer conductivity and pH exhibit negative iDEP at a
concentration of 0.15 mM [21], but positive iDEP at 7 nM [26,98]. The low magnitude of ∇E2

m
associated with the negative DEP result suggests minimal influence of a non-linear electrokinetic or
electrothermal effect. (b) A simple protein phase diagram [99,100] to show how crystallization might
occur during the DEP of a protein sample in a metastable state.

As reviewed by Hill and Lapizco-Encinas [104], significant efforts have been made to
mathematically model iDEP-based microfluidic devices and to identify empirical correction
factors that can be added to align model predictions with experimental observations. These
correction factors are intended to take account of electrothermally induced fluid flow, Joule
heating, particle–particle interactions and temperature gradients, for example. For micron-
sized particles (e.g., bacteria, blood cells, polystyrene beads and yeast cells) most correction
factors are found to be small (0.3 to ~15), whilst particles of diameter ~1 µm attract larger
correction factors—in some cases as large as 500~600, depending on the geometry and
layout of the insulating posts, hurdles or restrictions [104].

The electrokinetic forces of electrophoresis and electroosmosis that, together with
DEP, act on a particle in an iDEP experiment are traditionally assumed to have a linear
dependence on the applied electric field. Their superposition is commonly referred to as
‘linear electrokinetics’. However, as recently reviewed [89,91] an increased understanding
of how insulators alter the magnitude and non-uniformity of an applied electric field
has led to a realization of the importance of non-linear electrokinetic effects [105–109]. For
example, a nonlinear field dependence of electrophoresis can give rise to unexpected particle
trapping in fluidic channels that is clearly different in origin from DEP trapping [105]. A
high magnitude DC uniform electric field can induce nonlinear particle velocities, leading to
particle flow reversal beyond a critical field magnitude, referred to as the electrokinetic (EK)
equilibrium condition [106,107]. The concept of an amplification factor has been introduced
to describe how an insulator constriction can greatly magnify the electric field—information
that can be used to significantly reduce (to sub-100 V) the DC voltage required in an iDEP
device to manipulate micron-sized particles [108]. This realization that in a so-called iDEP
device the DEP force may in fact be largely irrelevant, with non-linear electrophoresis and
electroosmosis effects the leading actors, has led to new particle separation strategies. An
important example is provided by Quevedo et al. [109], who show that synthetic lysozyme
and BSA sub-micron particles, as well as their blends, are separable based on differences
in their isoelectric points and as manifested in large differences of the voltage required
to selectively trap them. These results mirror to some extent the unique electrokinetic
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signatures found by Liu and Hayes for α-chymotrypsinogen, immunoglobulin G and
lysozyme in their innovative gradient insulator-based (g-iDEP) device operated under DC
conditions [23]. Although these proteins exhibited behaviours consistent with negative DEP,
non-linear electrokinetic effects may have complicated this interpretation.

Until such time as electrothermally induced fluid flow and electroosmosis is proven to
have not been responsible for the DEP cross-over at MHz frequencies shown for avidin, BSA
and PSA in Figure 7, this effect should also be included in the “Something Else?” category.

6. Concluding Comments

Practitioners of DEP have backgrounds across the biological, chemical, engineering
and physical sciences. Most will appreciate having a simple formula to use when predicting,
modelling or analysing experimental data. In the standard DEP theory, for particles of
known spheroidal size and shape and without a permanent dipole moment, [CM]macroscopic
serves this purpose very well. However, the only way to predict the DEP response of a
solvated globular protein molecule in the frequency range 1 kHz to 100 MHz is to examine
either its published dielectric β-dispersion or full spectrum (e.g., Figures 4 and 5), or to
obtain these details by means of dielectric spectroscopy and/or MD simulations.

A simple equation that can be derived from Equation (36) for a mixture of two polar
molecules is of the form

εmixture(ω) ∝





vpgkpm2
p(

1 + ω2τ2
p

)



+

{[(
1− vp

)
gkwm2

w
]

(1 + ω2τ2
w)

}
(61)

where vp is the volume fraction of the component of lowest concentration, with vp + vw = 1
where vw is the volume fraction of the other component. For the case of a small concentra-
tion of protein (p) dissolved in water (w), the dielectric spectrum should reveal two distinct
and separable dispersions. The second term on the right-hand side of this equation repre-
sents the γ-dispersion due to relaxation of the water dipoles and is centred near 10 GHz. At
~250 MHz where

(
1 + ω2τ2

w
)
≈ 1, and

(
1 + ω2τ2

p

)
� 1, the decrement of the γ-dispersion

should equal (1 − vp) and so provide an indication of the effective volume of the protein
with its hydration shell. The magnitude and frequency dependence of the first term on the
right-hand side of Equation (61) represents the β-dispersion and provides the information
regarding the predicted DEP response (see Figure 10). For a protein of medium molecular
weight (e.g., BSA), the small in amplitude but identifiable δ-dispersion near 70 MHz should
be observed [41]. For proteins of low molecular weight (e.g., ubiquitin) the δ-dispersion
manifests itself as a slight distortion of the high-frequency tail of the β-dispersion [75].
The combined magnitude of gkpm2

p can be calculated or estimated from classical dielectric
theory, but calculation of each component is only now, for the first time, possible as a result
of the innovative theory and new microsecond MD simulations presented by Heyden and
Matyushov [1].

Equation (9) provides a simple DEP force equation to be used for globular proteins,
with the DEP susceptibility χDEP given by Equation (49). For lysozyme and ubiquitin, the
magnitudes and frequency-dependencies of the susceptibility factor Re[K], obtained by
Heyden and Matyushov [1], are shown in Figure 10. In the absence, for other proteins, of
values for the susceptibility factor χHM

c of Equation (51) (which effectively replaces the
empirical parameter, b, of Equation (48)) empirical values given elsewhere [4,24] can be
used because they are based on experimental values for ∆ε(β)/vp and provide information
regarding the relative magnitudes and frequency profiles to be expected. The new theory [1]
and empirical one [4] do not take into account relaxations of electrical double layers and ion
diffusion processes, and so cannot be relied upon to predict DEP responses for frequencies
below ~1 kHz.
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Abstract: A new expression for the dielectrophoresis (DEP) force is derived from the electrical work
in a charge-cycle model that allows the field-free transition of a single object between the centers of
two adjacent cubic volumes in an inhomogeneous field. The charging work for the capacities of the
volumes is calculated in the absence and in the presence of the object using the external permittivity
and Maxwell-Wagner’s mixing equation, respectively. The model provides additional terms for
the Clausius-Mossotti factor, which vanish for the mathematical boundary transition toward zero
volume fraction, but which can be interesting for narrow microfluidic systems. The comparison
with the classical solution provides a new perspective on the notorious problem of electrostatic
modeling of AC electrokinetic effects in lossy media and gives insight into the relationships between
active, reactive, and apparent power in DEP force generation. DEP moves more highly polarizable
media to locations with a higher field, making a DEP-related increase in the overall polarizability of
suspensions intuitive. Calculations of the passage of single objects through a chain of cubic volumes
show increased overall effective polarizability in the system for both positive and negative DEP.
Therefore, it is proposed that DEP be considered a conditioned polarization mechanism, even if it is
slow with respect to the field oscillation. The DEP-induced changes in permittivity and conductivity
describe the increase in the overall energy dissipation in the DEP systems consistent with the law
of maximum entropy production. Thermodynamics can help explain DEP accumulation of small
objects below the limits of Brownian motion.

Keywords: DEP force in narrow volumes; capacitor charge cycle; micro-fluidic volumes; DEP
trajectories; 2D and 3D modelling; DEP-induced polarizability increase; conditioned polarization;
lossy dispersive materials; thermodynamics; Rayleigh’s dissipation function; law of maximum
entropy production (LMEP)

1. Introduction

Up to the high radio frequency range, polarization processes in complex media,
such as particle suspensions, are classified either by their electric mechanisms such as
polarizations of electric double layers, of structural interfaces (Maxwell-Wagner) and of
molecular dipoles through orientation (Debye) or by the frequency range in which they
disperse (alpha, beta, and gamma dispersions) [1–3]. At any given frequency, the sum-effect
of all polarization processes that can follow the field alternations weakens the field in each
half-cycle. With increasing frequency, slower processes disperse and their contributions
to medium polarization fade, which is reflected in a frequency-dependent permittivity
decrease and the corresponding increase of the complex (specific) conductivity σ in S/m by
up to several orders of magnitude over several frequency decades (complex parameters are
underscored). This behavior is described mathematically by the dispersion relation, which
considers the field-induced motion of bound charges, which at high frequencies cannot
be distinguished from the motion of charges, such as ions, which can already move freely
under DC.
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In AC fields above approx. 1000 V/m, different AC-electrokinetic movement of
freely suspended microscopic objects, such as colloidal particles or biological cells, can
be observed when the objects are exposed to homogeneous, inhomogeneous, or rotating
fields. While neighboring objects of even polarizability are attracted toward one another,
they are attracted or repelled toward electrode surfaces depending on the electrode and
object shapes and the object’s polarizability relative to that of the suspension medium.
The field-induced forces and torques lead to the translation (dielectrophoresis; DEP) and
rotation (electrorotation; ROT) of individual objects or their aggregation in “pearl chains”,
which map the electric field, similar to how iron filings map the magnetic field lines.

Since the slow electrokinetic AC effects, which incidentally also occur in the DC field,
are uncoupled from the frequency of the inducing field, they are not usually considered
polarization mechanisms. However, in DEP or in electro-thermal pumping it is generally
accepted that the lower polarizable medium, which may, depending on the frequency of the
external field, be either the suspension medium or the object itself, is displaced by higher
polarizable medium at sites of higher field strength. It is intuitive that this process increases
the overall polarizability of the suspension. The increase in polarizability by field-induced
orientation has previously been shown for suspensions of ellipsoidal objects [4].

The description of the AC electrokinetic behavior of objects in the radio-frequency
range is usually based on dipole calculations [3,5,6]. In the classical DEP approach, the
object is assumed to be small compared to the characteristic distance of the field inhomo-
geneity. This allows the DEP force calculation to be based on the assumption of induced
dipole moments, i.e., the (weakly) inhomogeneous field induces a symmetric polarization.
The interaction of the dipole moment with the inhomogeneous field generates unbalanced
forces with the two poles of the dipole, leading to DEP (comparable to the dipolophoresis of
a dipole in the field of an ion). However, when objects approach other objects or electrodes,
a correct description of, for example deformation, orientation, and DEP forces must include
induced multipoles. In addition, multi-body problems such as aggregation and pattern
formation play a role [7].

Here, the DEP force is derived from the work difference performed when charging two
cubes of equal volume containing either a single suspended object or the pure suspension
medium. The work difference resulting from exchanging the positions of the two cubes
in an inhomogeneous field provides the DEP force. It is shown that DEP increases the
overall polarizability and conductivity in a suspension system. Under the condition of
constant voltage, which is generally applied to DEP chambers, the increased conductivity
is directly related to the increased dissipation of electrical energy, according to the Rayleigh
dissipation function. Two homogeneous spheres with complementary properties are used
in model calculations, reflecting the two main structural dispersions observed in biological
cells. Comparison with the classical electro-quasistatic dipole approximation, which serves
as a reference, suggests that the new approach has a slightly higher accuracy for higher
volume fractions, which may be important in narrow microchambers [8–12].

2. Theory
2.1. General Remarks

The overall permittivity or (specific) conductivity of suspensions or emulsions is
increased or decreased by introducing objects with higher or lower polarizabilities than the
carrier medium. In DEP, media or objects with lower polarizability are replaced by entities
with higher polarizability at locations with a high field. The differently polarizable entities
can be the suspension media and suspended rigid or emulsified viscous objects in liquid
media of different chemical natures or different temperatures (cf. electro-thermal pumps).

The DEP force for an ellipsoidal object is usually derived from the interaction of its
induced dipole moment with the inducing field, where the dipole moment is obtained
by solving the Laplace equation for electro-quasistatic conditions. Here, the classical
DEP force is used as the reference for a different approach, in which the force is derived
from the overall electrical work conducted in a charging cycle that permits the field-free
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transition of the object between two neighboring cuboid boxes in a weakly inhomogeneous
field (Figure 1). Without an object, the dielectric properties in the box are given by the
external medium. The presence of the object changes the dielectric properties to those of a
suspension, which can be calculated by the Maxwell-Wagner mixing equation.
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Figure 1. Diagram illustrating the consecutive positions of a spherical object during DEP movement
in the inhomogeneous field of a 2D or 3D radial setup. The squares i and i + 1 represent cuboid boxes
with x by x geometry (y = x) in the sheet plane. The field gradient points in the radial direction.
Without any limitation in generality for 3D models of microscopic systems, perpendicular to the
sheet plane, a depth of z = x or of z = 1 m can be assumed, as is common in 2D models. The distance
of travel between the box centers is ∆x = x.

The idea is based on the cycle proposed by Max Born. To circumvent the complicated
description of the electrical effects in the transition of charged ions through lipid mem-
branes, Born proposed separating the process into discharging, interface transition, and
recharging of the ion.

Version 12 of the Maple software supplication (Maplesoft, Waterloo, ON, Canada)
was used to solve and simplify the equations (The main part of the program code is given
in the Supplementary Material The data for the figures was exported to Sigma Plot 11.0
(Systat Software, Inc., San Jose, CA, USA).

2.2. Approximation of the Field Gradient

Long, coaxial cylindrical electrodes are a simple means of generating a well-defined
inhomogeneous field of radial symmetry. For the symmetry axis in the z-direction, the
field component in z-direction is zero. For a more general description, cuboid medium and
suspension boxes are initially assumed. This shape allows an easier transition to future
numerical, two-dimensional (2D) models. In 2D models, a length of 1 m is usually assumed
for the z-dimension to match the physical units. In the subsequent model calculations,
cubic boxes are used without restriction of generality for the cuboid shape.

Along the field gradient, the field strength E = Ei is increased to Ei+1:

Ei+1 = (1 + γ∆x)E, (1)

when moving ∆x = xi+1 − xi in radial direction, from the center of box i to the center of
box i + 1. For simplicity, vectorial parameters are not marked by arrows. With the inverse
length parameter γ > 0 m−1 describing the field inhomogeneity in the x-y field plane, the
field gradient in radial (x-) direction is:

∆E
∆x

=
(1 + γ∆x)E− E

∆x
= γE. (2)

Note that the effects of lateral field components on the induced DEP force are neglected
in the dipole approximation by assuming objects that are small in comparison to the
characteristic distance of the field inhomogeneity, i.e., for objects with typical semiaxis
lengths < 1/γ. For reasons of symmetry, the induction of a torque by small lateral field
components may be excluded at this stage. For γ = 0, the external field is homogeneous,
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the DEP force disappears for symmetry reasons, and compression or elongation forces
remain.

2.3. DEP Force in the Classical Dipole Approximation

In almost all cases, the electrodes of DEP devices are operated with constant AC
voltages that generate the linear field:

E = E0ejωt, (3)

where j =
√
−1, time t and ω being the circular frequency. E0 depends on the location in

the inhomogeneous field. In x− (radial) direction, the field induces the complex dipole
moment:

m = ε0εeV0 f
CM

E = ε0εeV0

(
f<CM + j f=CM

)
E, (4)

where ε0 and εe are the permittivity of vacuum and the real part of the relative permittivity
of the external medium, which is frequency-independent for aqueous suspension media in
the frequency range considered. V0 is the volume of the ellipsoidal object with principal
semiaxes a, b, and c:

V0 =
4π

3
abc. (5)

The complex Clausius-Mossotti factor ( fCM) has both real
(

f<CM
)

and imaginary(
f=CM

)
parts. For homogeneous objects of the general ellipsoidal shape in the direction of

the (oriented) semiaxis a, it is:

f a
CM

= f a<
CM + j f a=

CM =
εi − εe

εe + na(εi − εe)
, (6)

where na is the depolarizing coefficient along semiaxis a [6,13]. For spherical objects with
na = nb = nc = 1/3, Equation (6) reads:

f
CM

= f<CM + j f=CM = 3
εi − εe

εi + 2εe
. (7)

Note that the factors “3” in Equations (5) and (7) are not cancelled out below to avoid
confusion for non-spherical objects. The complex relative permittivities of the internal
(index i) and external (index e) media are:

εi = εi − j
σi

ωε0
εe = εe − j

σe

ωε0
, (8)

where σi and σe are the DC conductivities. Note that according to Maxwell’s equivalent
body notion, Equations (6) or (7) can also describe the Clausius-Mossotti factors of confocal
shell models for given field frequency and model parameters [3,6,14–16]. Solutions for
shelled spherical, cylindrical (the 2D representation of a sphere) and ellipsoidal objects are
readily available [17–22].

Within the dipole approximation, the time-averaged DEP force Fx on an ellipsoidal
object is expressed by the real part of the scalar product of the induced dipole moment
with the gradient of the complex conjugate field E∗ = E0e−jωt. Using Equation (2), we get:

Fx =
1
2
<
(

m
dE∗

dx

)
≈ 1

2
<
(

m
∆E∗

∆x

)
=

γ

2
<(mE∗) . (9)

Moments induced by the weak inhomogeneity of the field are dominated by the dipole
moment and neglected. Accordingly, the DEP force is generated by the interaction of the
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real part of the object’s dipole moment with the inhomogeneous external field. Introducing
Equation (4) into Equation (9) leads to the following well-known result:

Fx = ε0εeV0<
(

f<CM + j f=CM

)
E

γ

2
E∗ = ε0εeV0 f<CM

γ

2
E2

0. (10)

2.4. Charging Work for External and Suspension Media Boxes

It is assumed that cuboidal boxes of quadratic cross-section x2 in the sheet plane and
depths z perpendicular to the sheet plane are bounded by equipotential planes (“virtual
electrodes”) of area xz (Figure 1). The boxes of volume:

Vbox = x2z, (11)

are flooded with a homogeneous field. They can contain either suspension medium or a
suspension with a single spherical or ellipsoidal object located in the center of the box. In
the absence of the object (marked by ‘e’), box i has the capacitance:

Ce
i = ε0εe

xz
x

= ε0εez, (12)

where x in the denominator stands for the box width, i.e., the distance between the virtual
electrodes. In the presence of the object the capacitance is:

CS
i = ε0εSz. (13)

The dielectric is a suspension (marked by capital ‘S’) with relative permittivity εS. In
the calculation of the electric work, effective (RMS) AC voltages or fields are usually em-
ployed to eliminate time averaging. For direct comparison with the dipole approximation,
the effective values were substituted by field strength peak values:

E0 =
√

EE∗ =
√

2Ee f f . (14)

The electrical work to charge the box with the external medium is:

We =
x2E2

e f f

2
ε0<(εe) =

x2E2
0

4
ε0εe =

VboxE2
0

4z
ε0εe, (15)

and for the box with the suspension:

WS =
VboxE2

0
4z

ε0<(εS) =
VboxE2

0
4z

ε0ε<S , (16)

where εS is obtained from Maxwell-Wagner’s mixing equation for homogeneous ellip-
soids [16,23]:

3(εS − εe)

εS + 2εe
=

p
3 ∑

k=a,b,c
f k

CM
. (17)

To reduce indexing, homogeneous spherical objects are considered with principal
semi-axes of a = b = c. With Equations (7) and (8), we obtain:

εS =
3 + 2p f

CM
3− p f

CM

εe =
3 + 2p f

CM
3− p f

CM

εe −
3 + 2p f

CM
3− p f

CM

(
j

σe

ωε0

)
. (18)

Using Equation (18) for p = 0, Equation (16) is transformed into Equation (15). Note
that the solution of Equation (17) is straightforward for ellipsoidal objects (Equation (6)).
Moreover, such objects are always oriented with their longest axis in the field direction
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if their polarizability is different from that of the suspension medium [4]. The volume
fraction of the single object (Figure 1) is:

p =
V0

Vbox
. (19)

Note that Equation (18) considers the volume fraction but not the number of sus-
pended objects.

2.5. DEP Force Approximation by a Capacitor-Charging Cycle

Consider the work performed to charge the two boxes i and i + 1 (Figure 1). Despite
the inhomogeneous field, it is assumed that the two boxes i and i + 1 are flooded by the
homogeneous fields Ei = E and Ei+1, respectively (Equation (1)). The fields are effective
in the centers of the boxes at the considered locations of the object. In the first step of the
DEP cycle, both boxes are discharged, box i in the presence of the object and box i + 1 in its
absence. The conducted work is (Equations (1), (15) and (16)):

Wdis = −
VboxE2

0
4z

(
<
(

CS
i

)
+ (1 + γ∆x)2<

(
C0

i+1

))
= − ε0VboxE2

0
4

(
ε<S + (1 + γ∆x)2εe

)
. (20)

In the second step, the object is transferred from box i to box i + 1, without conducting
electrical work, before both boxes are recharged in the third step:

Wchrg =
ε0VboxE2

0
4

(
εe + (1 + γ∆x)2ε<S

)
. (21)

The overall work in the cycle is:

∆W = Wchrg + Wdis = ε0Vbox

(
ε<S − εe

) γ∆x(2 + γ∆x)
4

E2
0. (22)

The summand γ∆x in the second parenthesis is neglected, because it is significantly
smaller than two for weakly inhomogeneous fields. With Equation (19) we get:

∆W = ε0
V0

p

(
ε<S − εe

) γ∆x
2

E2
0. (23)

In positive DEP (positive force), an object that is higher polarizable than the suspension
medium travels the distance ∆x = x between the two box centers in the direction of the
field gradient, from the low to the high field. In this case, the sign of the difference in the
parenthesis is positive. It is also positive if a low polarizable object starts in the high-field
box and travels against the direction of the field gradient in negative DEP. Both positive
and negative DEP increase the overall capacitance of the two-box system, which requires
increased charging work (∆W > 0). The DEP-force is:

Fx =
∆W
∆x

= ε0
V0

p

(
ε<S − εe

) γ

2
E2

0. (24)

Note that the object travels in a ‘box-hopping mode’. A more gradual advance
could be obtained by assuming a suspension box that is gradually shifted through a
long cuboid volume of external medium. This would allow the mathematical transition
from the difference quotient to a directional derivative, but would not change the DEP
force expression obtained here. After introduction of parameter properties, Equations (23)
and (24) can be used to calculate work and force without further simplifications.

However, the relation of Equation (24) to the classical force equation (Equation (10))
is not immediately clear. From considerations of the characteristic properties of suspen-
sions with the mixing equation it is known that the mathematical boundary transition for
infinitely small volume fractions (p→ 0) leads to the solutions for single objects [2,24]. For
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simplicity, the volume fraction p is eliminated in two steps. In the first step, the summands
stemming from εe in Equation (18) are considered:

ε<S = <
(

3 + 2p f
CM

3− p f
CM

εe

)
= <

(
3 + 2p f

CM
3− p f

CM

εe

)
−<

(
3 + 2p f

CM
3− p f

CM

(
j

σe

ωε0

))
. (25)

For p→ 0 , the parenthesis term of the second, external-conductivity summand be-
comes purely imaginary and provides only a reactive, but no active contribution, i.e., no
effective DEP force (see below). Neglecting the second summand, we get:

ε<S = <
(

3 + 2p f
CM

3− p f
CM

)
εe. (26)

And after introduction into Equation (24):

Fx = ε0εe
V0

p
<
(

3 + 2p f
CM

3− p f
CM

− 1

)
γ

2
E2

0. (27)

By expanding f
CM

with Equations (7) and (8), p is eliminated by the boundary transi-
tion p→ 0 :

Fx = 3ε0εeV0
σ2

i + σeσi − 2σ2
e + ω2ε2

0
(
ε2

i + εeεi − 2ε2
e
)

σ2
i + 4σeσi + 4σ2

e + ω2ε2
0
(
ε2

i + 4εeεi + 4ε2
e
) γ

2
E2

0 = ε0εeV0 f<CM
γ

2
E2

0. (28)

Equation (28) is identical to Equation (10), i.e., the real part of the Clausius-Mossotti
factor for spherical homogeneous objects is:

f<CM = 3
σ2

i + σeσi − 2σ2
e + ω2ε2

0
(
ε2

i + εeεi − 2ε2
e
)

σ2
i + 4σeσi + 4σ2

e + ω2ε2
0
(
ε2

i + 4εeεi + 4ε2
e
) . (29)

The limiting frequency cases of Equation (29) are known as DEP plateaus (Figure 2):

f<CM
ω→0

= 3
σi − σe

σi + 2σe
and f<CM

ω→∝
= 3

εi − εe

εi + 2εe
. (30)Micromachines 2021, 12, x FOR PEER REVIEW 8 of 18 
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Figure 2. Real and imaginary parts of the Clausius-Mossotti factors of two homogeneous spherical objects in aqueous
medium (σe = 0.01 S/m, εi = 800) plotted over frequency (A) and in the complex plain (B) according to the identical
Equations (7) or (29). Dashed lines: σi = 0.01 S/m, σi = 800; Full lines: σi = 1 S/m, εi = 8). The low and high frequency
plateaus (Equations (30)) are clearly visible.
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2.6. Electrorotation (ROT) Torque

In DEP and ROT, the induced dipole moment (Equation (4)) interacts with a linear
inhomogeneous field and with a rotating (circularly polarized) field, respectively [6]. As the
frequency-dependent part of the dipole moment, the Clausius-Mossotti factor (Equations
(6) and (7)) reflects the DEP force and the ROT torque, which are proportional to the real
and imaginary parts of the Clausius-Mossotti factor, respectively.

Even though the ROT torque can also be derived by an appropriate capacitor-charging
approach, this is beyond the scope of the present manuscript. Instead, the known rela-
tions of the ROT torque to the imaginary part of the Clausius-Mossotti factor are used
directly [3,5,6]. In analogy to Equation (10), the ROT torque reads:

Nz = ε0εeV0 f=CME2
0k. (31)

Torque is induced around axis z, which is oriented in the direction of unit vector
k, perpendicular to the plane of rotation of a circular polarized field. Equation (27) is
transformed to

Nz = ε0εe
V0

p
=
(

3 + 2p f
CM

3− p f
CM

)
E2

0k. (32)

Note that the field gradient γ
2 (unit: m−1) has been dropped from Equations (31)

and (32), so that the units of force in Equations (10) and (27) are changing to units of torque.

3. Modelling Results and Discussion
3.1. Model Parameters

Spherical objects with a radius of a = b = c = 10 µm (Equation (5)) suspended in
cubic boxes (side lengths x = 40 µm) were used for the 3D calculations (Figure 1). These
dimensions correspond to a volume fraction of p = 0.0654 (Equation (19)), safely below the
0.1-limit required by Maxwell-Wagner’s mixing equation [15]. Here, the lower value can
compensate for the different shapes of boxes and objects. Aqueous electrolyte properties
with conductivity and relative permittivity of σe = 0.1 S/m and εe = 80, respectively, were
assumed for the external medium. Two complementary parameter settings were chosen
for the properties of the homogeneous objects, combining high dielectric contrast at low
and high frequencies with strong dispersion:

I σi = 0.01 S/m, with εi = 800, and
II σi = 1 S/m with εi = 8.

These parameters were chosen to reflect two strong dispersions that qualitatively
correspond to the membrane polarization dispersion (i) and bulk conductance dispersion
(ii) of biological cells [3,24] or are found in homogeneous objects [9,10]. Accordingly,
each of the two objects sweeps two of the four quadrants of the complex plane swept by
biological cells [1,5]. If not stated otherwise, work, forces and dissipation were calculated
for normalized field strengths of E0 = 1 V/m and E1/E0 = 1 (Equation (3)). Note that
10%-field increase per box width corresponds to a field inhomogeneity of γ = 0.1/∆x =
0.1/40 µm = 2500 m−1 (Equation (2)). For 10 consecutive boxes, the model field strength
increases from 1 V/m in box 1 to 2.3579 V/m in box 10. Table 1 lists the values for 10 box
centers and 9 box interfaces.
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Table 1. Field values used in the calculations.

Box i
Normalized

Field
Ei/E0

Normalized
Field Squared

E2
i /E2

0

Transition from
Box

i→ i + 1

Squared Normalized
Mean Field at Box

Interfaces (
Ei+1+Ei

2E0
)
2

1 1 1

2 1.1 1.21 1→ 2 1.1025

3 1.21 1.4641 2→ 3 1.3340

4 1.331 1.7716 3→ 4 1.6142

5 1.4641 2.1436 4→ 5 1.9531

6 1.6105 2.5937 5→ 6 2.3633

7 1.7716 3.1384 6→ 7 2.8596

8 1.9487 3.7975 7→ 8 3.4601

9 2.1436 4.5950 8→ 9 4.1867

10 2.3579 5.5599 9→ 10 5.0660

3.2. Clausius-Mossotti Factor

The real and imaginary parts of the Clausius-Mossotti factor represent the normalized
DEP force and ROT torque, which are usually plotted over frequency (Figure 2A) or in the
complex plain (Figure 2B).

The spectra calculated from Equations (27) and (32) before the boundary transition
p→ 0 deviate slightly from the classical model. Presumably, they are more precise in
a certain volume fraction range, but this needs to be investigated in more detail. For
higher volume fractions, the accuracy is limited by the upper limit of p < 0.1 of the
mixing equation. For lower volume fractions, it increasingly corresponds to the classical
model. Figure 3 shows the relationships for DEP force and ROT torque spectra. Reference
spectra were calculated from the spectra of Figure 2 with appropriate prefactors. The
visible differences from the reference spectra largely disappear for a box size of x = 80 µm,
corresponding to p = 0.0082.
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Figure 3. Frequency (A) and complex plots (B) of DEP-force and ROT-torque spectra of the two spheres of Figure 2 according
to Equations (27) and (32) compared with the classical model (dotted lines; Equations (4), (7), (28) and (31)). All spectra
were calculated for field strengths of 1 V/m. To obtain corresponding numerical values of forces and moments, the DEP
forces were calculated for γ = 1 m−1.
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3.3. Conductivity and Dissipation

The volume-specific field absorption or Rayleigh’s dissipation in each box is described
by ohmic heating in the absence:

PV = <(σe)E2
e f f = σe

E2
0

2
, (33)

or presence of the object:

PV = <(σS)
E2

0
2

= σ<S
E2

0
2

. (34)

The expression for the complex conductivity of a suspension of spherical objects was
first derived by Wagner [16]:

σS =
3 + 2p f

CM
3− p f

CM

σe =
3 + 2p f

CM
3− p f

CM

σe +
3 + 2p f

CM
3− p f

CM

jωε0εe. (35)

This is the conductivity version of Equation (18). Applying the same arguments as to
Equation (25), we obtain:

σ<S = <
(

3 + 2p f
CM

3− p f
CM

)
σe. (36)

The DC case (and low frequency limit) of this equation was originally given by
Maxwell [15] in his treatise, chapter 9, “Conduction through heterogeneous media”:

σS
ω→0

= σ<S
ω→0

= σS =
σi + 2σe + 2p(σi − σe)

σi + 2σe − p(σi − σe)
σe. (37)

Here, it is obtained for (ω → 0) or after introducing the DC limit of the Clausius-
Mossotti factor (Equation (30)) into Equation (35).

Figure 4 illustrates Equations (26) and (36), i.e., the real parts of the relative permittivity
and conductivity in the box with the suspended object. Comparison of the two equations
with Equation (27) shows different frequency-independent prefactors and an additional
offset. If this is considered, the right ordinate can be rescaled so that the DEP force
(Equation (27)) is represented by the same function plots.

Note that the plotted real part of the conductivity can be interpreted as field-normalized
volume-specific dissipation (Equation (34)). Obviously, the presence of the object changes
the conductivity of the box medium in such a way that the frequency-dependent absorbance
of a certain part of the field energy corresponds to the frequency-dependent work con-
ducted in DEP. The perfect correspondence of the curves indicates a physical background.

3.4. Dispersion Relation, Active, Reactive, and Apparent Power

A common representation in impedance research shows the steady decrease of the per-
mittivity of a suspension between frequency plateaus in the so-called dispersion frequency
ranges [2,22]. Each decrease in permittivity corresponds to a complementary increase
in conductivity. Here, these relationships are described by Equations (18) and (35). The
equations can transform into one another using:

σS = jωε0εS. (38)

Figure 5 illustrates the relationships of the components of the equations for the
permittivity and conductivity for suspension of the two model spheres. The apparent
permittivity (Equation (18)) and apparent conductivity (Equation (35)) are the sums of
their active and reactive components, which are the first and second summands of each
of the two equations.
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The active components are proportional to the DEP force (Figure 4), suggesting
that the reactive component performs no DEP work, but is capacitively stored at the
interface of the object out-of-phase with the active component (cf. ROT) and dissipated
in the suspension medium, similarly to the reactive power in the peripheral wiring of
electrical machines.
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3.5. Dissipation and Charging Work in the Box Chain

Figure 6 shows the effect of DEP translations on the work of charging and energy
dissipation in a chain system of 10 cubic boxes subjected to a constant field gradient accord-
ing to Equation (1). The field-normalized dissipations in each box were calculated using
Equation (33) for the external medium conductivity of 0.1 S/m and the field- normalized
values squared of Table 1. Without the object, the dissipation in the first box is 0.1 W/m3,
which corresponds to the external conductivity of 0.1 S/m at a field strength of 1 V/m.
Without the object, the dissipation along the box chain increases with the square of the field
strength (Table 1; Figure 6A, left ordinate). The charge work shows the same field strength
dependence (Equations (15) and (16)). It is shown on the right ordinate as “apparent
relative permittivity”. This parameter assigns an apparent permittivity to each box, so that
charging each box with 1 V/m requires the same work as charging the box with the actual
field strength in the inhomogeneous field (Table 1). Accordingly, the “apparent relative
permittivity” in the first box is 80, the actual permittivity of the suspension medium (cf. left
ordinate in Figure 4). For each box, the dissipation and apparent permittivity are plotted for
three cases, in the absence and presence of the low (0.01 S/m) or high (1 S/m) conductive
sphere. In the calculations, the low frequency limit (Equation (30)) of Equation (36) was
used as an example. In the presence of the spheres, the dissipation decreases or increases as
indicated for box 6. In DEP, the spheres travel through the box chain against (negative DEP)
or in (positive DEP) the direction of the field gradient, depending on their conductivity, i.e.,
their polarizability relative to that of the suspension medium. The dissipation differences
induced by the presence of the spheres increase in the direction of the field gradient, result-
ing in decreasing and increasing force magnitudes along the DEP trajectories for negative
and positive DEP, respectively.

Figure 6B illustrates the DEP effects on the entire box chain considered as a DEP
system. Without the object, the field-normalized total dissipation in the chain corresponds
to the sum of the 10 boxes (full horizontal line). In the presence of the weakly or strongly
conducting sphere, one box contributes to the total dissipation according to Equation
(34). The mean chain dissipations (dashed horizontal lines) were calculated assuming a
probability 0.1 uniform distribution for the presence of the spheres in each of the boxes. The
curves show the dissipation for successive positions of the spheres during DEP translation.
In both cases, positive and negative DEP, the field-induced translation leads to an increase
in the total dissipation and effective relative polarizability of the DEP system. The latter was
calculated by normalizing the sum of the apparent relative permittivities for each sphere
position (Figure 6A) to the mean of all positions. The effective relative polarizabilities of
one (right ordinate) correspond to the mean dissipations in the entire chain for uniformly
distributed (starting) positions of the spheres (dashed horizontal lines). The effective
relative polarizabilities of the chain can be used to describe how DEP “conditions” the
overall polarizability of the chain system.

In an experimental situation, starting from the random distribution (one), it will
increase and rise to a maximum reached when the weakly or strongly conducting (polariz-
able) object reaches the available positions with the highest or lowest field, respectively.
Note that this explanation may be insufficient in real DEP systems, since the presence of the
object changes the field distribution, especially near the electrodes, for example by mirror
charges. It should also be noted that each field-induced step in or against the direction of
the field gradient is directly coupled to the proportional increase or decrease of the active,
reactive, and apparent (complex) components plotted in Figure 5.
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Figure 6. Illustration of DEP-induced changes in field-normalized dissipation in a box chain subjected
to an inhomogeneous low-frequency field according to the values of Table 1. (A): In the absence
of the object, the dissipation in the direction of the field gradient increases with the square of the
field strength (circles, gray columns). In the presence of a high (triangles, σi = 1 S/m) or low
polarizable sphere (squares, σi = 0.01 S/m), the active dissipation in the box is increased or decreased,
respectively. The work of charging has the same field strength dependence (Equations (15) and (16)).
It is plotted as “apparent relative permittivity” above the right ordinate (see text). (B): Dependence of
the sum of dissipation in the box chain system on the positions of the single objects. Arrows denote
DEP “trajectories”. The dissipations in the chain system (dashed horizontal lines) correspond to
effective relative polarizabilities (right ordinate), which are proportional to the charge work of the
whole chain system. Effective relative polarizabilities of one correspond to the average dissipation
throughout the chain, for an even distribution of the 10 starting positions for the model spheres
(dashed horizontal lines).

3.6. DEP Force in the Box Chain

The original intention of this manuscript was to derive the DEP force from an alter-
native approach. The new approach actually provided the classical DEP force expression
(Equation (28)) after applying the mathematical boundary transition p→ 0 to the new
force expression Equation (27), which still contains the volume fraction of the object under
consideration. Figure 7 compares the two equations. The DEP forces were calculated
for the two model spheres at the nine interfaces between the boxes using the DC limit
(Equation (30)) of Equation (27).
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Figure 7. Low frequency plateaus of the DEP forces calculated with Equation (30) for the model
spheres with σi = 0.01 S/m (squares) and σi = 1 S/m (triangles) compared with the classical model of
Equation (10) (dotted lines). A field inhomogeneity of γ = 2500 m−1 and normalized field strengths
at the box interfaces were assumed (Figure 1, Table 1).

4. General Discussion
4.1. Higher Precision for the DEP Force?

The derivation of Equation (28) and the exact agreement with Equation (10) shed new
light on the physical background of the required simplifications and the interrelationships
of suspension impedance and AC-electrokinetic effects. The new derivation connects the
DEP force and DEP translation directly to the changes in dielectric properties in the system.
The new DEP force expression (Equation (27)) is based on the frequency dependencies of
the active components of the real part of the permittivity (Equation (26)) or conductivity
(Equation (36)) of the suspension of a single object. After the p→ 0 boundary transition,
the three equations are identical to the classical DEP force (Equations (10) and (28)) when
the appropriate prefactors and offsets are considered. Figure 4 shows slight deviations
from the classical model due to additional terms, which are eliminated by the boundary
transition. This step cancels possible volume-related polarization properties and reduces
Equation (27) to the pure dipole effects. It may be worthwhile to consider the lost terms
for a more accurate description of the DEP force in narrow environments [9–12]. In the
classical electro-quasistatic derivation, it is assumed that the field gradient is undisturbed
by the presence of the small objects considered. However, for larger objects, i.e., higher
volume fractions, the field distributions with and without objects must diverge. This calls
for improvements to the model, also to describe the interaction between objects of similar
size [7] or of objects at electrode surfaces with mirror charges.

For testing purposes, it might be worthwhile to compare the new model with multipole
models [7]. In the future, it might also be interesting to describe the suspension properties
in the charge cycle with mixing equations specifically designed for higher volume fractions,
such as Hanai’s equation [25,26].

4.2. DEP as Conditioned Polarization Process

DEP dissipates field energy. Figure 6 shows how DEP increases the active power
dissipation and polarization in the system, regardless of whether the effective conductivity
or polarizability of the object is higher or lower than that of the suspension medium. A
similar increase has already been described for the electro-orientation of ellipsoidal objects
in homogeneous fields (cf. Appendix B in [4]). In electro-orientation, it is the field-induced
orientation of the longest axis of homogeneous objects that maximizes the power dissipation
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in the system, regardless of whether the objects or the medium are higher polarizable.
In DEP and electro-orientation, the higher polarizability of the suspension results from
field-induced rearrangements of the suspended objects. Relative to the oscillations of
the causative field, these processes can be extremely slow. DEP and electro-orientation
are not typical polarization processes where the polarization follows the oscillation of
the polarizing field. It is therefore proposed that the DEP and possibly AC electrokinetic
processes, such as electro-orientation, electro-deformation or field-induced aggregation as
“conditioned polarization processes” be considered.

For an explanation, the positive DEP branch of Figure 6B should be expanded in a
Gedankenexperiment. The behavior of the many objects in a real suspension system needs
to be reproduced by a large number of box chains in a gradient field at constant electrode
voltage. In the inhomogeneous field, all the chains should be aligned along DEP trajectories.
Before field-on, a single object in each chain is at a random location. After field-on, all the
objects move with an increasing velocity in the direction of the field gradient until each
object reaches its final position at locations with the highest field, for example, the electrode
surface. This state corresponds to the highest conditioned polarizability of the system. The
modeling of such processes is possible taking the Stokes friction into account, but they are
beyond the scope of this manuscript. Experimentally, the time course of the increase in
polarizability should be detectable in microfluidic systems [11].

4.3. Relations to the Law of Maximum Entropy Production (LMEP)

It has been shown how DEP synchronously increases the total polarizability and
dissipation in the suspension system. It is a physical principle in linear systems that forces
act along the (energy) field gradient. Despite the quadratic dependence of the DEP force on
the field, for the DEP as well, translation along the field gradient is assumed, which is the
fastest way to increase the total polarizability and dissipation in the system in agreement
with the LMEP. The LMEP states that a system will select the path or assemblage of paths
out of the available paths that minimize the potential or maximize the entropy at the fastest
rate [27]. In other words, LMEP demands the maximization of entropy production [28–30].

At constant temperature T, the entropy production dS/dt in a box is proportional to
dissipation [31] according to Equations (33) and (34) in the absence or presence of the object,
respectively. The equations are the electrical version of Rayleigh’s dissipation function:

Φ = PVVbox =
dS
dt

T, (39)

which can be expressed in general terms by products of fluxes and their inducing
forces [32,33].

In the experimental situation, a dynamic equilibrium with the thermal forces is es-
tablished after the DEP translation and rearrangement processes of the objects under the
influence of the field are completed. In this equilibrium, the electrical energy dissipation
should approach a maximum. It is very likely that the DEP systems allow the study of the
balance between the stability of the field-induced structures and the entropy production
necessary to keep the structures stable [29]. LMEP could provide a thermodynamic expla-
nation for DEP-induced accumulation of viruses [34] and proteins [35], overcoming the
dispersive forces associated with Brownian motion and osmotic segregation, which cannot
be explained by current DEP theory [36]. Interestingly, the new force expression shows
higher values for positive DEP than the classical dipole approach, a tendency that may be
enhanced when mixing equations for higher volume fractions are used [25,26].

However, in micro-chamber experiments with a negative DEP, we observed that the
expected DEP end positions were not reached because the DEP forces became too weak to
overcome sedimentation, surface friction, and subsequent adhesion for increasing distances
to the electrodes.
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5. Conclusions and Outlook

The DEP force was derived from the electrical charge work of a single-object suspen-
sion. Its permittivity has been described by the Maxwell-Wagner mixing equation, which
contains the volume fraction but not the number of objects that show the ponderomotive
character, i.e., the volume character of the DEP force. The derivation presented can be
easily extended to 2D systems and to multishell spheroidal, cylindrical, and ellipsoidal
objects with known expressions for their Clausius-Mossotti factors. Along the gradient of
an inhomogeneous field, the DEP force was calculated from the differences of the charge
work of the system for successive positions of the object. Interestingly, both the increase in
capacitive charge work and active energy dissipation provides the frequency dependence
of the DEP force when appropriate prefactors and offsets are used. The considerations
showed that DEP can be considered as a conditioned polarization process that increases
the polarizability, i.e., the total effective permittivity of the DEP system at an extremely
low frequency.

The higher polarizability is associated with higher currents, while higher energy
dissipation is in accordance with the LMEP. This suggests that DEP movement follows
trajectories that increase the polarizability and dissipation at the fastest rate. The application
of these principles can simplify the numerical prediction of field-induced forces and
object trajectories by simplifying the calculation of the position-dependence of the total
conductivity in DEP systems. Moreover, the approach is expected to work not only
for modeling DEP trajectories, but also for orientation and aggregation in multi-object
systems and for field-induced behavior of objects with irregular shape or internal structures.
However, AC electrokinetic forces are induced not only on the suspended objects but also
on the suspension media. The superposition of the induced fluid currents on the DEP
motion can complicate the prediction of object trajectories in real systems.

Finally, during the completion process of the submission, the author learned of the
work of Zheng and Palffy-Muhoray [37], who consider the physical concepts describing
electrical energy storage in dissipative materials based on atomic and molecular proper-
ties. These authors describe the contradictions between the macroscopic and microscopic
approaches and state that the difficulty lies in the partitioning of input power into two
distinct components—the dissipation rate and the rate of change of stored energy. The
author would like to point to the strong analogy of this description with the contribu-
tions of the apparent, active and reactive power components to the DEP presented in this
manuscript. Note that the reactive components contributing to the power dissipation can
be formally negative.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/mi12070738/s1, pdf-file: Derivations on active, reactive and apparent power in dielec-
trophoresis: Force corrections from the capacitive charging work on suspensions described by
Maxwell-Wagner’s mixing equation. The Maple code will be provided upon request.
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Dielectrophoresis from the System’s Point of View: A Tale of
Inhomogeneous Object Polarization, Mirror Charges, High
Repelling and Snap-to-Surface Forces and Complex Trajectories
Featuring Bifurcation Points and Watersheds
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Abstract: Microscopic objects change the apparent permittivity and conductivity of aqueous systems
and thus their overall polarizability. In inhomogeneous fields, dielectrophoresis (DEP) increases the
overall polarizability of the system by moving more highly polarizable objects or media to locations
with a higher field. The DEP force is usually calculated from the object’s point of view using the
interaction of the object’s induced dipole or multipole moments with the inducing field. Recently,
we were able to derive the DEP force from the work required to charge suspension volumes with
a single object moving in an inhomogeneous field. The capacitance of the volumes was described
using Maxwell–Wagner’s mixing equation. Here, we generalize this system’s-point-of-view approach
describing the overall polarizability of the whole DEP system as a function of the position of the object
with a numerical “conductance field”. As an example, we consider high- and low conductive 200 µm
2D spheres in a square 1 × 1 mm chamber with plain-versus-pointed electrode configuration. For
given starting points, the trajectories of the sphere and the corresponding DEP forces were calculated
from the conductance gradients. The model describes watersheds; saddle points; attractive and
repulsive forces in front of the pointed electrode, increased by factors >600 compared to forces in the
chamber volume where the classical dipole approach remains applicable; and DEP motions with and
against the field gradient under “positive DEP” conditions. We believe that our approach can explain
experimental findings such as the accumulation of viruses and proteins, where the dipole approach
cannot account for sufficiently high holding forces to defeat Brownian motion.

Keywords: system’s perspective; MatLab® model; microfluidics; DEP trajectory; LMEP; protein
dielectrophoresis; virus trapping; LOC; µTAS; force spectroscopy

1. Introduction

Analytically, dielectrophoresis (DEP) is usually modeled using the electroquasistatic
dipole approach [1]. There are few descriptions with the free energy approach or Maxwell’s
stress tensor [2]. Almost every approach is from the object’s point of view. Recently, we pre-
sented a new analytical model from the system’s perspective. It is based on the capacitive
charge work to suspend a single spherical object [3]. For DEP and the electro-orientation of
ellipsoidal objects, our results have shown a steady increase in the overall polarizability of
the suspension systems [4]. Even though this increase is slow with regard to the field oscil-
lation, we propose considering electro-orientation and DEP as “conditioned polarization
mechanisms.” Moreover, our results suggest that the law of maximum entropy produc-
tion (LMEP) [5–8] provides a powerful phenomenological criterion for AC–electrokinetic
effects. Our derivations have shown the importance of distinguishing between active
and reactive components in DEP [3]. In the case of suspensions, the reactive components
of the impedance result in extraordinarily high permittivities and conductivities at low
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and high frequencies, respectively. We suspect that this stealth effect has prevented—for
over a century—any discussion of AC–electrokinetic forces in terms of the electrical work
performed on suspensions.

In the dipole approach, the object is assumed to be small compared to the characteristic
length of the field inhomogeneity. This allows the assumption of a homogeneous effective
polarization described by the induced dipole moment with two equal dipole charges.
Their interaction with the slightly inhomogeneous external field produces unequal forces
at the two poles of the object, leading to DEP. The dependencies of the dipole moment
on the field frequency and media parameters are summarized in the Clausius–Mossotti
factor (CMF) [1,9]. Objects that are more and less polarizable than the suspension medium
are assumed to move in (positive DEP) and against (negative DEP) the field gradient
direction, respectively. This view is mainly correct for small objects. Objects of small size
can “sense” the field gradient very locally and with negligible distortion of the external
field. Consequently, their DEP trajectories “track” the steepest field gradient at each point.

However, in microchambers, complicated field distribution and inhomogeneous object
polarization is typical, because the objects are relatively large with respect to the cham-
ber [10–15]. The simple CMF description becomes problematic because the total force
results from the superposition of polarization contributions from the entire volume of the
inhomogeneously polarized object with the inhomogeneous field [16,17]. Examples include
individual objects inducing mirror charges at the electrode surface or the attraction of two
adjacent objects of the same size, where each object is subject to the field resulting from the
inhomogeneous polarization of the respective other object. Analytically, these relationships
are described by multipole models [18–20].

Our system’s approach shows how the DEP force can be derived from the charge
work with an object moving between suspension volumes in an inhomogeneous field [3].
Maxwell–Wagner’s mixing equation described the apparent (or complex) specific conduc-
tivity of the volumes [21,22]. After separating the reactive and active components of the
capacitive charge work, it could be shown that the active component drives the DEP [3]. At
a given field frequency, the advancement of the object within the field gradient increases
the overall polarizability of the DEP system through positive and negative DEPs in unison
with its effective overall conductivity and, in turn, the dissipation of the electric field energy
in ohmic heat.

In this paper, we generalize this approach by introducing a numerical “conductance
matrix” to describe the overall (DC) polarizability of the system as a function of the position
of the object in the DEP chamber. The assumption of DC properties for the object and the
external medium prevents problems in separating reactive contributions in the electric
work conducted on the DEP system [3]. However, it does not reduce the complexity of the
field-induced object behavior since DEP is determined by the real (in-phase) part of the
object polarization, even in the presence of complex media properties.

As one example, we considered high- and low-conductive 200 µm 2D spheres in a
square 1× 1 mm DEP chamber with 199 by 199 “2D voxels” using the classical-plain versus
pointed-electrode configuration. The conductance matrix contains the overall chamber
conductances calculated for each position that was geometrically accessible to the sphere
center. The matrix values were used as interpolation points for the MatLab® quiver line
function to calculate “conductance fields”, which completely describe the DEP behavior
of the sphere. For a given start position, the complex trajectories of the sphere’s center
follow the conductance gradient for the whole sphere, i.e., each step increases the overall
conductance of the DEP system, and hence the dissipation of electric field energy at the
fastest rate according to the LMEP.

2. Theory
2.1. General Remarks

The specific apparent, i.e., complex conductivity of aqueous media, is reduced by
objects made of material with low conductivity or permittivity and increased in the presence
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of objects with high conductivity or permittivity. The actual effect is frequency-dependent.
While the effective conductivity of suspensions increases with frequency, their effective
permittivity drops [23]. Analytically, the conductivity of a suspension of monodisperse
objects can be described by mixing equations [21]. For a given volume fraction, the effect of
the objects on the conductivity of the suspension depends on their shape, orientation, and
arrangement in relation to the external electric field [24–28].

The shape and frequency dependence of the induced dipole moment for objects
confined by closed surfaces of the second degree (ellipsoids, spheroids, spheres, and
cylinders) is generally summarized by the unitless, complex CMF, which has real (in-phase)
and imaginary (out-of-phase) parts. For a homogeneous, general ellipsoid, it is described
by the complex conductivities of the external (σe) and object (σi) media [29]:

f
CM

= f<CM + j f=CM =
σi − σe

σe + n(σi − σe)
(1)

Complex parameters are underscored. j being
√
−1. The ellipsoid’s shape is coded in

the depolarizing coefficient n along the axis oriented in the field direction. For 3D and 2D
spheres, it is 1/3 and 1/2, respectively. Note that the circle representing the sphere in 2D
has the polarizability of a cylinder oriented perpendicular to the field in 3D [30].

The CMF is generally derived for a homogeneous external field, which induces a
dipole moment. The DEP force is proportional to the real part of the CMF f<CM = <( f

CM
),

and any real polarization ratio of an object and external medium occurring for frequency-
dependent properties can be modeled by combining appropriate DC conductivities for
the external and object media. The imaginary part f=CM = =( f

CM
) vanishes for the low-

(ω → 0) and high- (ω → ∞) frequency limits, and the CMF is described by the real parts of
the media’s conductivities (σi, σe) or permittivities (εi,εe). With n = 1/2 for the 2D sphere:

f<CM = f
CM

ω→0

= 2
σi − σe

σi + σe
or f<CM = f

CM
ω→∞

= 2
εi − εe

εi + εe
, respectively. (2)

The same CMFs are obtained at the frequency limits for the same conductivity and
permittivity ratios. The factors sweep the range between −2.0 and 2.0 (−1.5 and 3.0 for
the 3D sphere) with the limiting values reached for σi << σe or εi << εe, and σi >> σe or
εi >> εe, respectively.

The CMFs of Equation (2) are three times larger than the usual expressions because
the depolarization coefficient of 1/3 of the 3D sphere has not been separated and truncated
against the 1/3 in the volume term; a step that is historically justified but is a simplification
only for 3D spheres [9,17]. This allowed us to retain the full volume term in Equation (17),
which reflects the ponderomotive (bodily) nature of the DEP force.

In the model below, we use the low-frequency limit by combining a tenfold ratio
of external conductivity and object conductivity (1.0 S/m with 0.1 S/m and vice versa)
corresponding to sphere and external medium conductances of 1.0 S and 0.1 S in 2D. These
parameters yield CMFs of −1.64 and 1.64 for 2D spheres.

2.2. Charge Work and Conductance Change

A chamber of cuboid shape with two plain-parallel rectangular y by z electrodes of
distance x is to be filled with a medium of complex specific conductivity σe. The complex
conductance of the chamber is:

Le = σe
yz
x

= (σe + jωε0εe)k (3)

σe and εe are the real parts of the conductivity and permittivity. ω and ε0 being the
circular frequency and the permittivity of vacuum. The cell constant k is the generalized
geometry factor relating the conductance for chambers of any geometry to the conductivity
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of the measured medium. With a single object suspended at location i, the suspension’s
effective conductivity is σS(i) [3]. The chamber conductance is:

LS(i) = σS(i)k =
(

σS(i) + jωε0εS(i)

)
k (4)

Neglecting the stray capacitance, the same cell constant relates the suspension cham-
ber’s capacitance to the suspension’s permittivity. The chamber can be described as a lossy
capacitor, using the relation between complex conductance and capacitance:

CS(i) = −j
LS(i)

ω
= −j

σS(i)

ω
k =

(
ε0εS(i) − j

σS(i)

ω

)
k (5)

The charge work conducted on the capacitor by the rms AC-voltage Ve f f applied to
the chamber is:

WC
S(i) =

<
(

CS(i)

)

2
V2

e f f =
CS(i)

2
V2

e f f =
ε0εS(i)k

2
V2

e f f (6)

The energy (heat) dissipation in the chamber is:

PS(i) = LS(i)V
2
e f f = σS(i)kV2

e f f (7)

If the field at the object’s location is inhomogeneous, the capacitive charge work can
induce DEP. In principle, the DEP work conducted in moving the object to location i + 1
can be obtained from:

∆WC = WC
S(i+1) −WC

S(i) =
CS(i+1) − CS(i)

2
V2

e f f = ε0
εS(i+1) − εS(i)

2
kV2

e f f (8)

However, the description of the suspension properties, e.g., by mixing equations, may
introduce reactive components and requires the identification of the active component of
the apparent charge work, which drives DEP [3]:

∆WC
DEP =

ε0

2

(
εactive

S(i+1)
− εactive

S(i)

)
kV2

e f f =
ε0∆εDEP

2
kV2

e f f (9)

A first, a necessary but not sufficient condition for identifying ∆εDEP is that εactive
S(i)

and εactive
S(i+1)

are strictly the real components of permittivity. There are three ways to ensure
that only active components enter Equation (9): analysis of the expression to eliminate
reactive components and using the high-frequency limit of permittivity expressions or the
low-frequency limit of conductivity expressions. For the two limiting cases, the reactive
components of the DEP force vanish, similar to the imaginary components for ω → 0 and
ω → ∞ in Equations (4) and (5), respectively [3]. For an illustration of the correspondence
of the real, i.e., active parts of the suspension’s limiting permittivity and conductivity cases
with the induced DEP force, see Figure 4 in [3]. DEP movement changes the dissipation by:

∆P =
(

L
S(i+1)

− L
S(i)

)
V2

e f f =
(

σS(i+1) − σS(i)

)
kV2

e f f (10)

By analogy with Equation (9), the active component of dissipation is generated in
the immediate vicinity of the object (compare with “influential-radius”) in phase with
the external field. In contrast, the reactive component is generated by out-of-phase field
components, mainly in the volume of the suspension medium. For ω → 0, the (out-of-
phase) reactive components vanish, and the apparent and active components of dissipation
become identical [3]:

∆PDEP =
(

σactive
S(i+1)

− σactive
S(i)

)
kV2

e f f =
(

Lactive
S(i+1)

− Lactive
S(i)

)
V2

e f f = ∆LDEPV2
e f f = ∆LV2

e f f (11)
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The total dissipation of the DEP system becomes proportional to its DC conductance,
simplifying the analysis of the DEP behavior.

2.3. DEP Force

For the fastest increase in the overall polarizability of the system and its active
components, the DEP step from location i to i + 1 must be oriented in the direction of
the maximum differential quotient of the capacitive charge work or, more generally,
the direction of the charge work gradient [3]. Using Equation (9) and the step width
∆r =

∣∣∣→r i+1 −
→
r i

∣∣∣ = ri+1 − ri calculated from the location vectors
→
r i and

→
r i+1, we obtain

the DEP force:

→
F

C

DEP = grad
(

WC
DEP

)
≈ MAX


 ∆WC

DEP∣∣∣→r i+1 −
→
r i

∣∣∣



→
r i+1 −

→
r i∣∣∣→r i+1 −
→
r i

∣∣∣
=

ε0k
2

MAX
(

∆εDEP
∆r

)
V2

e f f

→
r i+1 −

→
r i

∆r
(12)

→
r i+1−

→
r i

∆r defines the unit vector pointing in the direction of DEP translation. The DEP-
induced differences in the active components of the charge work are always positive. At
low frequency or DC, the increase in polarizability is strictly proportional to an increase
in the conductance of the system and consequently dissipation. Accordingly, the DEP
trajectory of a single object can be calculated from the maxima of the differential quotients
of the DC conductance. In analogy to Equation (12), from Equation (11), we obtain:

→
F DEP ∼ grad(LDEP)V2

e f f ≈ MAX
(

∆LDEP
∆r

)
V2

e f f

→
r i+1 −

→
r i

∆r
(13)

Note that this relation between the DEP force and system polarizability coincides
with the DC limit of Maxwell–Wagner’s mixture equation [22] (cf. [3]). To compare forces
between different chamber and electrode setups, Equation (13) was normalized to the
square of the chamber voltage and the basic conductance LBasic of the chamber without an
object. In 3D, we obtain the normalized force:

→
F DEP ∼

1
LBasic

MAX
(

∆LDEP
∆ri

)→
r i+1 −

→
r i

∆r
(14)

In the 2D description, fields, currents, etc., have no z-component, as in the case of
thin films of uniform thickness, e.g., a metal layer on glass. Here, we use a 2D model
geometry with a thickness of z = 1m perpendicular to the sheet plane, neglecting the
z-components. Combining the 3D suspension conductivity with thickness yields the DC-
sheet conductances L2D

S(i) = σactive
S(i)

z and L2D
S(i+1) = σactive

S(i+1)
z. Equation (11) reads:

∆P2D
DEP = ∆σDEPzk2DV2

e f f = ∆L2D
DEPV2

e f f (15)

with k2D being the 2D-cell constant. Note that both conductance differences, ∆LDEP and
∆L2D

DEP have the unit Siemens. In 2D, Equation (14) reads:

→
F

2D

DEP ∼
1

L2D
Basic

MAX

(
∆L2D

DEP
∆ri

)→
r i+1 −

→
r i

∆r
(16)

L2D
Basic is the system’s sheet conductance without an object. Note that the right-hand

side of Equation (16) has unit “m”. The straightforward approach using the system’s
capacitive-charging work (Equation (12)), similar to the derivation in [3], provides the
“Newton” for the DEP force. Probably, from the object’s point of view, the correct propor-
tionality factor in a 3D model includes the magnetic field constant. In the system approach
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used here, a normalized force is obtained, which can be converted into an exact force for a
given location (see below).

3. Materials and Methods
3.1. Software

A 2D numerical solver based on the finite-volume method was implemented in
MatLab® (version R2018b). It was developed to simulate the potential distributions, current
paths, and total conductance for arbitrary geometries and conductivity distributions with
current sources (electrodes) [31].

The total conductance data for the 2D system with 199 × 199 2D voxels were stored in
a matrix and used as interpolation points for the MatLab® quiver line function to calculate
the conductance field.

SigmaPlot 11.0 (Systat Software GmbH, Erkrath, Germany) was used for postpro-
cessing and plotting data in line graphs. Inkscape 1.1.2 (GNU General Public License,
version 3) was used to create graphical images and overlays of graphs with matrix images.

The data points of the Figures are given in the Supplementary Materials.

3.2. Numerical 2D Model

Without an object, a square chamber of x = y = 1m confined by plain-parallel
electrodes with a depth of 1 m perpendicular to the sheet plane has a (sheet) conductance
of 0.1 and 1 S for volume conductivities of 0.1 and 1 S/m, respectively. The same sheet
conductance occurs for square cm- or µm-size chambers with a depth of 1 m. Since only
conductance and no size-related, frequency-dependent polarizabilities are considered, the
2D model is independent of a specific dimension in the x-y plane. To recognize microfluidic
geometries, we assume an area of 1 × 1-mm2 for the DEP chamber, which is formed
by 199 × 199 square elements. Each of the elements was assigned a homogeneous area
conductance. Due to the assumed thickness, we refer to these elements as “2D voxels” (“2D
volume pixels”).

The electrodes are located outside the chamber volume. The pointed and plain elec-
trodes were formed by a single and row of 199 highly conductive 500-S voxels. The sheet
conductance of the chamber was calculated for all positions accessible to a single 200 µm
2D sphere with a diameter of 39 voxels (Figure 1). The odd number symmetry defines a
single central voxel and allows precise localization with respect to the pointed one-voxel
electrode. Using 95 (19 voxels) and 497 µm (99 voxels) spheres, we showed that the results
in this range do not qualitatively depend on the size of the sphere.

Figure 1. 200 µm 2D sphere approximated with a diameter of 39 voxels in the horizontal and vertical
directions. The central voxel is marked in white. Linear rows of 11 voxels form the horizontal and
vertical edges.
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4. Result and Discussion
4.1. DEP Chamber Characterization

The classical setup with one pointed and one plain electrode was chosen to demon-
strate the capability of our system approach. Figure 2A shows the field distribution without
the sphere. Benign DEP behavior was observed in the range marked by the double arrow,
which mainly corresponds to the dipole model. Figure 2B,C show the potential, field
strength, and field gradient along the symmetry line. In Figures 2–4, current lines were
used instead of field lines to more clearly show the polarization of the sphere.

Figure 2. (A) Potential and current line distributions in the 1 × 1-mm2 chamber without the sphere
energized with 1 V at the pointed electrode (center right) versus 0 V at the plain electrode (vertical
gray bar on the left). At the symmetry line, the dipole range is marked. (B) Potential (dashed) and
field strength (full) along the symmetry line of the chamber (500 µm≤ x≤ 500 µm, y = 0 µm). Vertical
lines mark the limits of the chamber volume. The curve was enlarged by multiplication with a factor
of 10 to show the field behavior in the dipole region more clearly. (C): Field gradient along the
symmetry line.

Figure 3. Potential and current line distributions for different positions of the 1.0 S sphere in 0.1 S
medium, in front of the plain electrode (A), on the watershed (B), in a largely homogeneous field
region (C), and at the pointed electrode (D). The conductances are (A): 35.744 mS, (B): 35.563 mS,
(C): 35.647 mS, and (D): 83.912 mS. The basic sheet conductance L2D

Basic of 34.908 mS without a sphere
corresponds to a cell constant of k2D = 0.34908.
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Figure 4. Potential and current line distributions for different positions of the 0.1 S sphere in the
1.0 S medium, at the plain electrode (A), in a largely homogeneous field region (B,C), and in front of
the pointed electrode (D). The conductances are (A): 343.29 mS, (B): 342.28 mS, (C): 340.10 mS, and
(D): 60.682 mS. The basic sheet conductance L2D

Basic of 348.97 mS without sphere corresponds to a cell
constant of k2D = 0.34897.

Theoretically, all plots in Figure 2 and the cell constant of the chamber k2D calculated
from Equation (2) are independent of the medium conductance. The basic conductance
values L2D

Basic of the chamber without an object were calculated with media of 0.1 S and
1.0 S from voltage and current using a MatLab® routine. The two obtained cell constants
showed negligible numerical differences.

4.2. DEP System with a Homogeneous Sphere

Figures 3 and 4 show the field distributions in the DEP system for the two complemen-
tary conductance ratios of sphere and suspension medium for different sphere positions.
According to theory, more favorable positions result in a higher overall conductance of
the system.

4.3. Calculation of Trajectories and Forces

For a single-object suspension, the electric work conducted in the inhomogeneous
field of a linear DEP system leads to the system’s overall permittivity and conductivity
increase [3]. For objects with effective conductivities that are higher (“positive DEP”) and
lower (“negative DEP”) than those of the external medium, this is true, even though the
total conductance of the systems without the object is always lower or higher, respectively,
than with the object (Figures 3 and 4).

The DEP behavior of the sphere was modeled using the “conductance matrix”. The
160 × 160 matrix elements were calculated as the overall sheet conductances of the system,
with the sphere’s center located at each of the 160 × 160 accessible voxel coordinates.
The basic sheet conductance determines the upper and lower boundary of the overall
conductance of the DEP systems with the low- and high-conductance sphere, respectively.
As a reference, the mean chamber conductance L2D was calculated from all values in the
conductance matrix. It corresponds to the average start conductance obtained in a field-free,
thermally relaxed DEP system for infinitely many starting positions of the sphere.

It was insufficient to consider DEP steps of the sphere’s center voxel to one of the up
to eight neighboring voxels in the rectangular and diagonal directions to construct DEP
trajectories from a given start voxel. We found that this “eight-neighbors” approach did not,
for example, prevent the incorrect crossing of a bent watershed, i.e., bifurcation-boundary
lines separating the catchment areas of different endpoints. Thus, we applied the quiver
line function of MatLab® to generate a “conductance field” using the elements of the
conductance matrix as interpolation points. The conductance field provided smooth and
more precise trajectories, watersheds, saddle points (bifurcation points), and normalized
DEP forces. The program shifted the object stepwise along a quiver line in the direction of
the maximum overall conductance increase to construct a trajectory. Positions with object
voxels located outside the chamber area were excluded, i.e., the sphere was deflected by the
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chamber walls moving along the interface until reaching a point of attraction (endpoint).
Clearly, the trajectories do not influence the endpoint conductance, while the DEP work
conducted depends on the trajectory. Along each trajectory, the normalized DEP force was
calculated with Equation (16).

One may ask whether the pointed electrode is very sharp compared with the experi-
mental situation. However, there are at least two arguments against this assumption. First,
in 3D, the 2D-pointed electrode corresponds to a 1 m vertical blade, and second, a voxel
ratio of electrode to object of 1:39 (Figure 1) is similar to the size ratio of 110 nm-thick
glass-chip electrodes and 4 µm cells [32].

4.4. Trajectories and Forces

Figures 5 and 6 show the results for the two complementary conductance combinations.
The 19-voxels-wide, white frames in Figures 5A and 6A are geometrically inaccessible to
the center of the sphere. In both conductance scenarios, the system’s sheet conductance
increases steadily along each trajectory toward a specific endpoint (Figures 5B and 6B).
In Figures 5B,C and 6B,C, sheet conductance and normalized DEP force, respectively, are
plotted over the same abscissas.

Figure 5. Single 200 µm, 2D sphere of 1.0 S (reddish circles in (A)) in the chamber of Figure 2 with 0.1
S medium. The mean conductance is L2D

= 35.739 mS. (A) Conductance field plot with trajectories
(a–g). A watershed (bent white line) separates the two caption areas of the stable endpoints E1 and
E2. E3 is an instable saddle point in the middle of the watershed. (B) Sheet conductance along the
trajectories. Basic and mean conductance are marked. The system’s sheet conductance increases
steadily along each trajectory, reaching moderate and high peak values at the endpoints E2 and E1,
respectively. Trajectories b, c, d, and e end at E2. Trajectories a, f, and g end at E1, reaching L2D by
coincidence (insert). (C) Normalized DEP forces calculated with Equation (16) from the conductance
values in (B).
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Figure 6. Single 200 µm 2D sphere of 0.1 S (reddish circles in (A)) in the chamber of Figure 2 with 1.0 S
medium. The mean conductance is L2D

= 340.14 mS. (A) Conductance field plot with trajectories
(a–j). Two watersheds (bent white lines) and one symmetry line (trajectory f) separate four catchment
areas with the four stable endpoints (E4, E1, E3, and E5). E6, and E7 are instable saddle points. E2 is
an instable minimum at the end of the symmetry line. Trajectories close to f, such as j, are diverted
to E1 or E3. (B) Sheet conductance along the trajectories. Basic and mean conductance are marked.
Trajectories b and e end at E4; trajectories a, c, and j at E1; trajectory f at E2; trajectories d and g at
E3; trajectories i and h at E5. (C) Normalized DEP force calculated with Equation (16). Forces along
trajectories parallel to the plain electrode toward the endpoints E1, E2 and E3 are very low. The
constant forces observed at the start of trajectories e, d, and f (Figure 6C, left insert) may be due to the
reversal of the effect discussed above.

At endpoint E1, the sheet conductance reaches a value close to L2D (Figure 5B, insert)
but more than twice that value at E2 (Figure 5B). At the instable saddle point E3, the DEP
force vanishes. The sphere should theoretically travel along the watershed toward E3 for
start points on the watershed. However, a stable trajectory along the watershed could not
be established for numerical reasons.

In Figure 5A (trajectories b and e), geometric restriction by the chamber wall or plain
electrode (trajectory a) causes deflections in the sphere’s trajectories. These are visible
in the plots of the sheet conductance (Figure 5B) and, in particular, the normalized force
(Figure 5C). The deflections occur before the sphere travels a longer distance along the
plain electrode (trajectory a) or the chamber wall (trajectory e), or after it hits the restriction
near an endpoint (E2, trajectories b and c). In the latter case, the maximum force is observed
when the sphere touches the restriction. The final “correction” steps toward the endpoint
generate a lower force. A similar process, although with a long “correction distance,” can
be seen in trajectory a (Figure 5B,C, insert: green dashed curve). In the case of a “direct hit”,
i.e., when the sphere reaches the endpoint directly (trajectories d and f ), the force curve
ends in the peak value. The peak forces reach very high values at the pointed electrode (E2)
and moderate values when the sphere reaches the plain electrode (E1).
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The final steps along the projected conductance gradient before the vertical edge of
the 2D sphere is attached to the plain electrode or chamber wall cause a greater increase in
conductance and produce a higher force than the deflected motion in the attached state.
However, minor movement in parallel to the restriction in the vicinity of an endpoint does
not significantly change the sphere’s center distance to the tip of the pointed or center of the
plain electrode. Thus, the overall conductance of the system does not change dramatically,
and the resulting forces are not exceptionally high when the center or one of the neighboring
voxels of the sphere’s edge touches the pointed electrode (E2) or the center voxel of the plain
electrode (E1). Accordingly, the peaks with finally decreasing force (trajectories b, c, and
e) can be explained by minor corrections of the position near an endpoint (Figure 5C). We
suppose that such a force reduction after the final peak is also observed in high-resolution
3D models.

However, the force curve here is probably additionally modulated by the shape
approximation of the 2D sphere with straight vertical edges (Figure 1). Another effect
that may play a role in this behavior was observed in 3D COMSOL Multiphysics® (www.
comsol.com) simulations with a highly conductive sphere in a coaxial DEP chamber. In this
system, we found the conductivity minimum not in the attached state of the sphere but
at a very short distance from the center electrode (results not published). For the model
geometry used here, a comparable distance would be in the voxel size order of magnitude,
preventing further investigation in this work.

Trajectories d and f run along the symmetry line between the pointed and plain elec-
trodes. At saddle point E3, they start in opposite directions to different endpoints, although
the common view would predict an attraction by the pointed electrode (cf. Figure 2). The
existence of the watershed separating two regions of attraction along the symmetry line
contradicts the dipole view.

In Figure 6, the sheet conductance of the system reaches slightly higher peak values at
the “hidden” endpoints E4 and E5 than at the endpoints at the plain electrode. We suppose
that the sphere’s size determines the shape of the watersheds and whether low-conductance
spheres can “hide” away from the electrodes. The peak forces calculated for the 0.1 S sphere
are generally lower than for the 1.0 S sphere.

4.5. Mirror Charge Effects

In the dipole model view, the 1.0 S sphere moves along the field gradient (Figure 2C),
from the plain electrode to the pointed electrode, from areas with low field to those with
high field. In our model, the sphere is initially attracted to the plain electrode (Figure 5A,
trajectory f ) and to the pointed electrode only beyond a watershed (Figure 5A, trajectory d).
We suppose that the attraction toward the plain electrode is caused by mirror charges that
exceed the dipole effect in the weak gradient in front of the plain electrode.

In the dipole model view, the 0.1 S sphere moves against the field gradient (Figure 2C),
from the pointed to the plain electrode, from high field to low field areas (Figure 6A,
trajectory f ). Above the first 100 µm, Figure 6C shows a very high, steadily decreasing
repulsive force. However, the force increases again approx. 200 µm away from the plain
electrode, despite the decreasing field gradient, until the sphere attaches to the electrode
(insert of Figure 6C, trajectory f ). The increase in force is related to the increase in the
chamber conductance due to an overall reduced screening of the plain electrode by the
low-conductive sphere (Figure 4A). This view is consistent with the interaction with mirror
charges induced at the plain electrode.

While the mirror charge effect clearly dominates for the 1.0 S sphere at distances of
about 150 µm from the plain electrode, the observability of the 0.1 S sphere is blurred by
the synchronous action of two equidirectional forces. We suggest that the mirror charge’s
contribution to the DEP force depends strongly on the sizes and curvatures of the object
and electrode. The electrode areas must be large relative to the object size for a high mirror
charge to be induced. This effect is negligible at the pointed electrode.
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4.6. DEP Force Reversibility in the Dipole Range

For 2D spheres or infinitely long 3D cylinders whose axis of symmetry is perpendicular
to the field, the exchange of the conductivities of the external medium and the object
reverses the sign of the CMF at constant magnitude (Equation (2)).

Accordingly, the direction of the dipole force is inverted for any position in the DEP
chamber. If dipole forces prevailed, every trajectory would have to be exactly reversed, and
the quotient of the DEP force magnitudes would have to be (minus) one. However, Figure 7
already shows a more complex picture along the symmetry line of the DEP chamber.

Figure 7. Absolute value of the quotient of the normalized DEP forces acting on the 1.0 S and 0.1 S
spheres plotted along the symmetry line of the chambers (trajectories d and f of Figure 5 and trajectory
f of Figure 6).

The plot of the quotient has characteristic regions separated by a zero point represent-
ing the vanishing force for the 1.0 S sphere at the watershed. The positive branch results
from the attraction of the 1.0 S and 0.1 S spheres to the plain electrode. While the force
magnitudes remain low in the positive branch, the quotient of seven at the plain electrode
indicates the high-conductance sphere’s more efficient induction of mirror charges. More-
over, at the pointed electrode, this sphere experiences a force magnitude of around twice
as high as the low-conductance sphere. From zero to the right, the force ratio reaches the
expected −1 plateau, indicating dipole-like behavior. The plateau ranges from approx. −70
to 270 µm, i.e., over about 42% of the electrode distance along the symmetry axis accessible
to the sphere.

We suggest that reversibility is a criterion for the applicability of the dipole approach
in certain regions of the DEP chamber. Nonreversibility indicates the presence of higher-
order moments, mirror charges, and so on. Interestingly, the total conductance of the
DEP chamber corresponds to the average conductance, roughly in the middle of the
dipole region.

4.7. Relating Normalized to Actual DEP Forces

In the dipole region, the DEP forces only reach moderate magnitudes compared to
the forces in front of the pointed electrode, where they reach magnitudes up to thousands
of times higher than in the dipole region. Figure 8 considers the “dipole range” where
the forces of the classical dipole model can be quantified and directly compared with the
normalized DEP forces from Equation (16).

Stokes friction limits DEP velocities to the linear range in aqueous media, i.e., the
velocities are proportional to the driving forces. Accordingly, experimentally observed
accelerated DEP motion near electrodes is caused by changes in the DEP force. In the dipole
model, the DEP force is:

→
F DEP = <

(→
m
)
· grad

(→
E
)
= ε0εeV0 f<CM

→
E · grad

(→
E
)

(17)
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where ε0 and V0 are the permittivity of vacuum and the volume of an ellipsoidal object:

V0 =
4π

3
abc (18)

with the principal semiaxes a, b, and c (2D sphere: a = b, c = 1 m). For an electrode voltage

of 1 V and the field parameters of Figure 8, we obtain
→
E · grad

(→
E
)
= 0.5602 V2/m3, which

can easily be rescaled to any experimental electrode voltage. Experiments or calculations
can provide values for the actual DEP force at the chamber position x = 186 µm, y = 0 µm,
where our model yields normalized forces of approx. 0.12 for the 2D sphere. Clearly, the 2D
inhomogeneity in the polarization of the 2D sphere causes the very high force magnitudes
at the pointed electrode (Figures 3D, 4D, 5C and 6C). They are about 1500 (1.0 S sphere)
and 580 (0.1 S sphere) times higher than the forces in the dipole region at the chamber
position considered.

Figure 8. DEP behavior in the dipole range marked in Figure 2. (A) Field strength and field gradient
along the symmetry line for 1 V potential difference at the electrodes. The vertical auxiliary line at
x = 186 µm is perpendicular at a field gradient of 1 V/m2 (field strength of 0.5602 V/m). Horizontal
auxiliary lines run out to the respective ordinates from the intersections with field strength and
field gradient plots. (B) DEP of the sphere increases the overall conductance of the chamber. Top:
1.0 S sphere, 0.1 S medium (short, dashed line, left ordinate, positive DEP), bottom: 0.1 S sphere
1.0 S medium (long dashed line, right ordinate, negative DEP). At x = 186 µm, the conductances
are 36.02 mS and 337.6 mS. The common baseline corresponds to the basic conductances of the two
setups. (C) At x = 186 µm, the normalized forces from Equation (16) are 0.1211 (1.0 S sphere, 0.1 S
medium) and 0.1234 (0.1 S sphere, 1.0 S medium).
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The exact force conversion with Equation (17) indeed calls for calculating the con-
ductance field for a 3D object. However, in dipole theory, the force magnitude experi-
enced by a 3D sphere in positive DEP can be twice that experienced in negative DEPs
(Equations (1) and (17)). Moreover, we believe that 3D inhomogeneity would induce even
higher forces at the pointed electrode when polarizing a 3D sphere.

4.8. Remark on “Positive” and “Negative” DEP

Trajectories with a changing orientation within an inhomogeneous field indicate a
problem with defining the sign of the DEP force in relation to the external field gradient.
While “positive” and “negative” DEPs correspond to the common understanding in the
dipole region, the definition becomes fuzzy elsewhere in the chamber, especially when the
force direction reverses because the object itself changes its “field environment,”, e.g., due
to mirror charges.

4.9. Thermodynamic Aspects

The theoretical description of AC–electrokinetic effects, such as electro-orientation,
DEP, electrorotation, or mutual attraction, usually relies on electrostatic approaches. How-
ever, for lossy media, the validity of the approach is not clear per se, since electrostatic
systems are generally in a state of equilibrium without energy dissipation and entropy
production by resistive and displacement currents. Moreover, the electrokinetic effects
induced must themselves lead to energy dissipation. Despite these seemingly severe prob-
lems, our LMEP approach and experimental observations in the dipole region agree very
closely with object-oriented electrostatic models.

Assuming that the DEP system is near equilibrium in its linear range and the applica-
tion of the electrode voltage causes only minor deflection of the system from equilibrium,
which remains in the linear range, it should approach a new “voltage-on equilibrium”
through the minimization of entropy production according to Prigogine’s principle [33–35].
Then, after voltage-off, the system should return to its previous state. Nevertheless, our
theoretical and experimental findings suggest that electrokinetic phenomena increase the
overall energy dissipation and are in contradiction with Prigogine’s principle. In fact, the
problem had already been addressed in 1912 and discussed by [36] (see also the references
contained therein). In light of this work, one may wonder how a Kirchhoff network, which
is generally the electrotechnical basis of our approach, would react if it could rearrange
itself. Perhaps a kind of “Kirchhoff Rearrangement” is the effect we observe with the DEP?

From the point of view of the system, the work on a volume of material can be stored
or dissipated (i) as electric field energy, (ii) as magnetic field energy, or (iii) as Joule heat [29].
In our model, we use the degree of the DEP system’s overall increase in conductance
as a criterion for the DEP force induced. At constant electrode voltage, dissipation of
electrical energy is proportional to the square of the applied voltage according to Rayleigh’s
dissipation function, and it increases with the total conductance of the system [37]. While a
small proportion of this energy is “dissipated” in DEP translation, DEP increases the total
energy dissipation and the electrical work that must be done while DEP progresses.

In particular, it has been shown how DEP is related to the complex, i.e., apparent
permittivity and conductivity of the suspension, both of which consist of an active and a
reactive part. Like electrical machines, the reactive part (capacitively stored at the objects)
is out of phase with the active component and performs no DEP work. While the DEP
force is proportional to permittivity and conductivity’s active components, the reactive
components are dissipated [3]. A related discussion on the contributions of electronic
polarization to the total field energy in lossy dielectrics seems to be underway [38].
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4.10. Nonspherical Objects

An applied field can change the impedance of a suspension by inducing electro-
orientation, DEP translation, or electrodeformation of objects [11,39]. As shown in theory
and experiments, the (frequency-dependent) axis with the highest CMF is aligned in linear
fields [32,40]. In homogeneous ellipsoids, the longest axis always has the highest CMF
and is aligned [27]. This leads to a reduced suspension impedance and, at constant field
strength, increased electrical power dissipation. For homogeneous spheroids, it has been
theoretically demonstrated that the field-induced orientation moments are proportional to
the increase in the conductivity of the suspension they induce [4].

A nonspherical object in an inhomogeneous field experiences force and torque, simulta-
neously resulting in both DEP and electro-orientation. Furthermore, the object’s movement
modifies both force and torque. Friction opposes both types of motion and can, for example,
prevent a complete alignment at a particular location before the object moves to another
location where a different alignment is induced. The situation is further complicated by the
different nature of the friction opposing the translational and rotational motion, as can be
seen, for example, from the different radius dependencies for the translation (~R: Stokes
friction) and rotation of spheres (~R3) [41].

5. Conclusions and Outlook

Recently, we derived the classical DEP force expression from the capacitive charge
work gradient on a suspension of a single object in an inhomogeneous field, but abstracting
from the actual chamber and electrode geometries. Here, we extended this approach to the
entire DEP chamber by introducing a conductance field, the low-frequency equivalent of
the capacitance field. The fields fully describe the object’s DEP behavior and inherently
account for inhomogeneous object polarization, mirror charges, electrode shielding effects,
and so on.

Our model simplifies the computation of DEP forces in complex field environments.
However, if the approach is applied to nonspherical objects or multibody systems, for
example, to compute aggregation patterns, this comes at the expense of high computational
effort, especially in 3D systems. Appropriate methods, such as Monte Carlo simulations,
would likely reduce the computation time.

Objects with an effective conductivity lower or higher than that of the suspension
medium usually show negative or positive DEPs, in other words, they move counter to or
in the direction of the field gradient. Here, we reveal some exceptions to this rule outside
regions where dipole effects dominate, something that may call for a conceptual rethink. A
manuscript is in preparation extending the present results to pointed-versus-pointed, plain-
versus-plain electrodes, and to four-pointed-electrode arrangements in one-versus-three,
side-by-side, and field-cage drive modes.

We believe that our model can explain experimental findings such as the paradoxical
accumulation of viruses and proteins in field cages or at electrode edges, where the dipole
approach cannot account for sufficiently high trapping forces to withstand Brownian mo-
tion [16,17,42–44]. Forces large enough to trap small objects can result from inhomogeneous
object polarization at electrodes or other surfaces and near to other objects. Although these
forces act over larger distances than the Van der Waals forces do, the distances appear to
be too small to trap objects from the entire suspension volume. This is why we propose
the “sticky-fly-trap model”. Viruses or molecules that approach electrode surfaces or other
viruses or molecules by media flow or diffusion, to the point of becoming inhomogeneously
polarized, snap to the surface or can form aggregates. This mechanism is suggested by
experiments, which show that the aggregation of objects takes longer than redispersion
after the field has been turned off. The aggregation is limited by the “undirected”, random
motion, while the dissolution of the aggregate is achieved by a “directed” diffusion away
from the high concentration.

One final point is worth mentioning: the striking similarities between the snap-to-
surface behavior in the DEP model and in our earlier force spectroscopy experiments with
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like-charged glass spheres and mica surfaces [45]. In these experiments, snap to surface
has been observed over distances of up to 800 nm, clearly too large to be explained by the
Van der Waals attraction, although this may lock the bead at the surface once it is reached.
Here, we propose a “self-DEP” mechanism to explain the large snap-to-surface distances.
Self-DEP can result from the oscillating dipole induced in a vibrating bead with fixed
surface charges, e.g., in the mid-kHz range. In the case of dispersion, the vibration leads to
the induction of a dipole by separating the center of the bead’s fixed charges, which move
with the object, and the center of the countercharges in the external medium. In “self-DEP”,
the interaction of the oscillating dipole with mirror charges induced on conducting or
polarizable surfaces leads to attractive forces. The contribution of mirror charges to DEP
forces has been described by Pethig; chapter 5.4 in [46]. Here, we found the attraction by
mirror charges for both high- and low-polarizable objects.

The systems perspective allowed us to identify new approaches and perhaps even
new fields of work for DEP research. These are (i) the modeling of the high repulsion
and snap-to-surface forces induced by the inhomogeneous polarization of the objects;
(ii) the calculation of DEP forces in complex field environments and multibody systems;
and (iii) the role of active and reactive contributions in frequency-dependent DEP and other
electrokinetic AC models in relation to the total work done on the systems [3].

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/mi13071002/s1, conductance matrix with trajectory coordinates
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Data_Figs.2_7_8.
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Abstract: Lab-on-a-chip (LOC) devices capable of manipulating micro/nano-sized samples have
spurred advances in biotechnology and chemistry. Designing and analyzing new and more advanced
LOCs require accurate modeling and simulation of sample/particle dynamics inside such devices.
In this work, we present a generalized computational physics model to simulate particle/sample
trajectories under the influence of dielectrophoretic or optical forces inside LOC devices. The model
takes into account time varying applied forces, Brownian motion, fluid flow, collision mechanics,
and hindered diffusion caused by hydrodynamic interactions. We develop a numerical solver
incorporating the aforementioned physics and use it to simulate two example cases: first, an optical
trapping experiment, and second, a dielectrophoretic cell sorter device. In both cases, the numerical
results are found to be consistent with experimental observations, thus proving the generality of
the model. The numerical solver can simulate time evolution of the positions and velocities of an
arbitrarily large number of particles simultaneously. This allows us to characterize and optimize a
wide range of LOCs. The developed numerical solver is made freely available through a GitHub
repository so that researchers can use it to develop and simulate new designs.

Keywords: Brownian dynamics; Lab-on-a-chip; Langevin equation; dielectrophoresis; optical trap

1. Introduction

Recent decades have seen rapid advances in the field of biotechnology. Lab-on-a-chip
(LOC) devices capable of manipulating micro- and nano-sized bio-samples have played
a significant role in fueling this progress. The research on designing novel and complex
LOC devices is ongoing. A computational-physics framework capable of simulating the
trajectory of a micro- or nano-sample can be a very useful tool for designing and analyzing
LOCs [1,2].

Although the main application of LOCs is in the field of biology, the design process
of the devices requires modeling several physical phenomena. Trapping and manipu-
lating small-sized samples are often a key feature of LOCs. On-chip manipulation of
micro-sized samples (or microparticles) is usually accomplished by using viscous drag
forces applied through fluid flow along with dielectrophoresis (DEP) [3–5] or optical [6–8]/
optoelectronic [9–11] techniques (DEP is more widely used). LOCs can have integrated
micro-electrodes and microfluidic channels to carry out these functions [12]. Designing a
device to achieve a specific functionality requires accurately predicting how a micro-object
behaves under the influence of relevant forces. For example, microfluidic particle/cell
sorter devices often utilize material-selective DEP forces to create separate trajectories for
different types of particles (e.g., dead vs live cells) [13–18]. The design process hinges on
engineering these trajectories. Similar arguments can be made for LOC devices used in
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other applications as well. A mathematical simulation model capable of predicting particle
trajectories can help designers identify potential issues and optimize the device before
proceeding to the fabrication step; consequently, saving time and cost.

Along with the effects of external forces, colloidal particles (we use the term particle
throughout the paper to refer to any colloidal micro- or nano-specimen of roughly spherical
shape) in LOCs exhibit Brownian motion which can affect their trajectories [19]. Brown-
ian motion arises from random collisions between the particle and the molecules of the
suspension fluid [20,21]. Although the phenomenon is usually not prominent for large
particle sizes (tens of microns) [18], it can be notable when sizes are in sub-micron range.
Therefore, it should be included in a generalized model. The Langevin equation, which
takes into account the effects of external forces and Brownian motion, can be used for
this purpose [20,22]. The viscous drag force experienced by the moving particle in the
suspension fluid (which itself can be in motion) is integrated within the equation. This
makes it ideal for modeling colloidal particle trajectories in a static or moving fluid.

Unlike colloids in a boundless isotropic fluid, particles in LOC devices are bounded
within a finite-sized liquid chamber. As such, additional mechanics need to be taken into
account for modeling particle behavior. Firstly, a particle close to the walls of the fluid
chamber or a microfluidic channel would experience hindered diffusion instead of free
diffusion [23–25]. This is due to the hydrodynamic interaction between the particle and the
no-slip boundary layer [2] of the fluid near a solid surface. Another factor to consider is
particle collision with the solid surfaces of the chip which alters its motion. In multi-particle
systems, particle–particle collisions are also possible. The effect of collisions cannot be
directly included within the Langevin equation and therefore, must be modeled separately.
In this work, we present a numerical model that takes into account all the aforementioned
physics to calculate particle trajectories inside LOCs. The numerical solver uses a finite-
difference scheme to solve the Langevin partial-differential equation and obtain the time
evolution of particle positions. We model hindered diffusion by using a particle-position
dependent diffusion tensor in the Langevin equation. A collision detection algorithm is
used at each time-step. If detected, an elastic collision model is used to modify the results
of the Langevin mechanics. Our generalized model is capable of simulating heterogeneous
multi-particle systems, where each particle can differ in size, mass, and material properties.
In addition, a large number of particles can be simulated simultaneously. The numerical
solver computes the particle positions in parallel and, therefore, does not require long
computation time even for large number of particles. Thus, it is ideal for simulating and
analyzing various different LOC environments.

The numerical solver is implemented in python and is made available publicly through
a GitHub repository [26]. We chose python as it is open source and has many freely available
scientific-computing libraries. The software and the mathematical libraries required to run
the solver are freely available. Along with the numerical engine, we utilized the graphical
libraries to create built-in visualization schemes for analyzing relevant data. This includes
the ability to save the animation of the particle motion in the form of a video file and
logging the position and velocity values of each particle.

To demonstrate the usefulness of the platform, we present simulation results of two
LOC systems. The first example shows optical trapping of multiple microparticles. A
dynamic nature is incorporated by activating and deactivating the trap at specific time
instances. The corresponding simulation results show the trapping mechanics, as well
as the dynamics of the particles when the trap is released. The second example covers
a more complex LOC that uses DEP to sort and separate cells. Such LOCs have many
applications [12,14,15]. A microfluidic device with flowing liquid is considered for this
case. Material selective DEP force is used to direct viable (live) and non-viable (dead) yeast
cells along different paths. These two distinctly different examples show the versatility of
our solver for simulating various LOC configurations. Moreover, the solver is developed in
modular form. Thus, switching from one device geometry to another requires modifying
only a few modules and plugging in external force terms.
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The rest of the paper is organized as follows: Section 2 introduces the Langevin
equation and its discretization to the finite difference form. The particle position dependent
diffusion tensor and collision mechanics are discussed in Sections 3 and 4, respectively.
Section 5 describes how all the physics were integrated in the numerical solver. The
simulation results for the two different LOCs are discussed in Section 6. Finally, concluding
remarks are made in Section 7.

2. Langevin Equation

The motion of a colloidal micro- or nano-particle under the influence of an external
force-field can be modeled using the Langevin equation. For a colloidal particle in a
low Reynolds number environment with shear-flow, the Langevin equation has the form
[20,27–29]:

m
∂v(r, t)

∂t
=

kBT
↔
D(r)

[
v f (r, t)− v(r, t) +

√
2
↔
D 1

2
(r)W(t)

]
+ Fext(r, t) . (1)

Here, t is the time variable, m, r and v(r, t) are the mass, position, and velocity of the
particle, respectively, v f (r, t) is the velocity of the fluid, kB is the Boltzmann constant, T

is the temperature, Fext is the net external applied force acting on the particle,
↔
D is the

diffusion tensor, and W(t) is a vector white noise term. The tensor
↔
D 1

2
is defined as the

element-wise square root of
↔
D. Each Cartesian component of W(t) is a random process

with zero mean and unit variance. The mv̇(r, t) term represents the inertia of the particle.
This term can often be dropped for small particles where the mass is negligible [20]. The

friction/drag force term, [v f (r, t)− v(r, t)]kBT/
↔
D, depends on the viscous properties of

the fluid [17]. The white noise term
√

2
↔
D 1

2
(r)W(t) is the fluctuating force resulting from

random collisions between the particle and fluid molecules. The Fext term encapsulates all
external forces acting on the particle (e.g., optical trapping force, dielectrophoretic force,
gravitational force, etc.). Whereas most research articles use the derivatives of the position
vector, we express Equation (1) in terms of the velocity vector and its derivative. We do so
for easier subsequent integration of collision physics into the model which depends on the
velocity vectors. Thus, directly solving the velocity vectors simplifies the analysis.

Equation (1) is a stochastic differential equation. The presence of the discontinuous
white noise term makes solving a stochastic differential equation more complex than solv-
ing an ordinary differential equation [30]. Our approach to numerically solve Equation (1)
involves using the Euler–Maruyama method to convert it into a finite difference equa-
tion [30,31]. We use the following discretization scheme:

m
vi+1 − vi

∆t
=

kBT
↔
D(ri)

[
v f ,i − vi+1 +

√
2

∆t

↔
D 1

2
(ri)wi

]
+ Fext,i(ri) . (2)

Here, i = 0, 1, · · ·Nt represents the time index and ∆t is the time step. The set of
discrete time where the numerical solution is calculated is given by ti = i∆t. The term wi
is a random vector whose Cartesian components are Gaussian random numbers with zero
mean and unit variance. Solving for vi+1 from Equation (2) gives:

vi+1 =

↔
Λ

1 +
↔
Λ

vi +
1

1 +
↔
Λ


v f ,i +

√
2

∆t

↔
D 1

2
(ri)wi +

↔
D(ri)

kBT
Fext,i(ri)


 . (3)

Here,
↔
Λ , m

↔
D

kBT∆t is a unit-less tensor quantity defined to make the equation compact.
It should be noted that we use vi+1 instead of vi in the right hand side of Equation (2).
This ensures the stability of the numerical scheme for arbitrary ∆t values. This fact can
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be verified by setting the fluid velocity, the white noise term, and the external force to

be zero and observing the simplified velocity update equation: vi+1 =
↔
Λ

1+
↔
Λ

vi. As the

multiplicative factor is less than unity (every component of
↔
Λ is positive), the velocity will

remain bounded over successive iterations and thus, stay stable.
After calculating the velocity vector at a given time step i, the position vector can be

easily calculated using the Euler–Cromer method [32]:

ri+1 = ri + vi+1∆t . (4)

The position and velocity data of each particle is calculated using the same equations.
The process is repeated for the next discrete time instance until the simulation end time
is reached.

3. Diffusion Tensor and Hydrodynamic Interactions

The Langevin equation contains the diffusion tensor which is a representation of
the fluid–particle interaction. The diffusion tensor in an isotropic homogeneous medium,
↔
D0, depends on the material properties of the suspension medium, particle size, and the
temperature. It is given by [23,24]:

↔
D0 =

kBT
6πηro

↔
I , (5)

where
↔
I is a 3× 3 unit tensor, ro is the radius of the particle, and η is the dynamic viscosity

of the medium. Equation (5) is equivalent to using a scalar diffusion coefficient. For
LOC devices, however, the fluid chamber or microfluidic channels are not large enough
compared to the particle size for assuming isotropic conditions. In addition, particles are
often located near the bottom surface during manipulation in such devices. So, the particle
dynamics are different from the isotropic case. The hydrodynamic interactions between
the particle and the static fluid layers near a surface hinder the diffusion process. Thus, the
diffusion tensor becomes dependent on the relative position of the particle with respect to
the solid surfaces of the device. The generalized diffusion tensor for such cases is given
by [23,24]:

↔
D(r) =

kBT
6πηro

↔
H(r) . (6)

↔
H(r) is a 3× 3 unitless tensor that depends on the distance of the particle from the solid
surfaces. For a geometry aligned with the coordinate system, only the diagonal elements

of the tensor will be non-zero, i.e.,
↔
H(r) = [Hjk(r)], Hjk(r) = 0 ∀j 6= k.

The majority of the hydrodynamic interactions in LOCs arise from the bottom/top
surface along which particle manipulation takes place. Thus, we consider a case with a

single solid surface located at the z = 0 plane. The components of
↔
H(r) can be expressed

as H11(r) = H22(r) = H‖(r) and H33(r) = H⊥(r) where [23–25]:

H‖(r) = 1− 9ro

16z
+

r3
o

8z3 −
45r4

o
256z4 −

r5
o

16z5 , (7)

H⊥(r) =
6z2 + 2roz

6z2 + 9roz + 2r2
o

. (8)

Here, z is the z-position of the particle. In Figure 1, H‖(r) and H⊥(r) are plotted as
functions of the normalized variable z/ro. It can be observed that for particle position far
from the z = 0 surface (i.e., high z/ro values), the value of both terms approach unity and
the diffusion tensor approaches the free space diffusion tensor. The closer the particle is
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to the surface, the larger the variation is from the free space case. Values less than unity
suggests that the diffusion process is hindered near solid surfaces.
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Figure 1. Components of
↔
H(r) as functions of z/ro considering a solid surface located at the

z = 0 plane.

4. Collision Mechanics

In a multi-particle system, particle-particle collisions need to be taken into account
when simulating particle trajectories. We consider a system with Np particles where particle
p and particle q collide at time instance i. Their mass, position, and initial velocity are mp,

mq, rp,i, rq,i, and vp,i, vq,i, respectively. The velocity vectors after the collision, vcol,pp
p,i and

vcol,pp
q,i , can be calculated using the theory of elastic collisions where the kinetic energy and

momentum of the particles are conserved.
The collision mechanics in three-dimensional systems can be treated by considering the

velocities along the normal and tangential directions separately. We note that the velocity
along the normal direction of the colliding surfaces are altered after collision, whereas the
tangential velocity components are unaffected [33]. First, we define the normal vector:

n̂ =
rp,i − rq,i

|rp,i − rq,i|
. (9)

The normal and tangential component of the particle p velocity is then given by(
vp,i · n̂

)
n̂ and vp,i −

(
vp,i · n̂

)
n̂, respectively. One-dimensional elastic collision formula

can be applied for the normal directions. The velocity after the collision for particle p is
given by:

vcol,pp
p,i =

(
vp,i · n̂

)
n̂(mp −mq) + 2mq

(
vq,i · n̂

)
n̂

mp + mq
+ vp,i −

(
vp,i · n̂

)
n̂ . (10)

It can be noted that the first term of Equation (10) is identical to the 1D elastic collision
formula along the normal axis. Simplifying Equation (10) gives:

vcol,pp
p,i = vp,i −

2mp

mp + mq

[(
vp,i − vq,i

)
· n̂
]
n̂ (11)

Swapping the subscripts p and q in Equation (11) gives the modified velocity equation
for particle q.

In addition to particle–particle collisions, collisions with a wall/solid-surface may
also occur in LOC systems (e.g., collision with bottom substrate, sidewalls of microfluidic
channels, etc.). Assuming that the walls are much more massive than the particles, the
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velocity of a particle after collision can be calculated using a reflection operation. If particle
p collides with a flat wall with surface normal n̂col,pw, then the velocity is modified as:

vcol,pw
p,i = vp,i − 2

(
vp,i · n̂col,pw

)
n̂col,pw (12)

Using Equations (11) and (12), most common collision mechanics occurring in LOC
environments can be modeled.

5. Physics Integration

We incorporate all the aforementioned physics into the particle dynamics solver. The
solver starts with randomly populated position and velocity vectors for each particle. A
vector white noise term is generated from a normal distribution. The particle position
depended diffusion tensor is calculated from Equation (6). Then Equation (3) and (4) is
used to find predicted particle velocity and position for the next time step (i.e., vi+1 and
ri+1, respectively). As the Langevin equation does not take into account the presence of any
obstacles in the particle path, the calculated position vector may represent an unphysical
condition (i.e., two particles overlapping, particles going through walls, etc.). To correct
for this, the Euclidean distances between each particle pair and each particle-wall pair are
calculated to check for collisions. If a collision is detected, then position and velocity given
by the Langevin equations needs to be adjusted. Using Equation (11) or Equation (12), the
velocity vector is adjusted as:

vadj
p,i+1 =





vcol,pp
p,i+1 , if collision with particle.

vcol,pw
p,i+1 , if collision with wall.

(13)

The corresponding adjusted position vector is:

radj
p,i+1 = rp,i + vadj

p,i+1∆t . (14)

The velocity and position vectors are replaced by the adjusted quantities (i.e., vp,i+1 ←
vadj

p,i+1 and rp,i+1 ← radj
p,i+1) before proceeding to the next time step. The Python code

implements the entire process in parallel for all the particles (i.e., p = 0, 1, · · ·Np − 1)
inside a single time loop. The implemented wall collision physics is general and works
for any arbitrary polygon geometry. The flowchart shown in Figure 2 shows all the
calculation steps.
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Initialization

Set i = 0
Assign random
values to r0 and v0 

Diffusion Tensor

Calculate D(ri)

Langevin Eq.

Calculate vi +1 , ri +1

White noise

Generate wi from
normal distribution

Collision
detected?

Velocity Adj.

Calculate vi +1 , ri +1
adj adj

Set vi +1 ← vi +1
adj

adjSet ri +1  ← ri +1

Yes

No

Collision check

Particle-particle col.
Particle-wall col.

Loop

Repeat while
ti < tfinal

Set i ← i + 1
ti =iΔt 

Figure 2. Flowchart of particle dynamics simulation steps.

6. Results

Using the developed algorithm, we present simulation results of two example LOC
setups. The first example is a typical optical trapping setup with a Gaussian beam. The
second example is a microfluidic LOC device that uses dielectrophoresis to sort or separate
live and dead yeast cells.

6.1. Optical Trap

We consider an optical trapping experiment with a Gaussian beam. We implement
a time dependent external force, modeling an optical beam that is turned ON and OFF
at specific time instances. For simplicity, we assume a conservative gradient-force profile
resulting from a Gaussian potential well, u(r), centered around the origin. The potential is
defined as:

u(r) =
4
3

πr3
o Ade−(

r
w )

2
. (15)

Here, Ad = 120kBT µm−3 is the depth of the volume density of the potential well
(i.e., depth of the potential well normalized with respect to particle volume), ro is the
radius of a particle, w = 10 µm is representative of the width of the well, and r is the radial
distance from the trap center (assumed to be at the origin) to the particle position. The
corresponding force profile, Fopt(r), is given by [7,34]:

Fopt(r) = −∇u(r) . (16)

The force profile is shown in Figure 3. Due to the symmetry of the potential well,
we only plot the radial component of the force, Fr. The x, y and z components of the
force can easily be calculated from Equation (16) as well. Both the potential profile and
the force profile are assumed to scale linearly with particle volume. This is a commonly
used approximation for optical traps [35]. The conservative force-profile approximation
is also commonly accepted for most cases. However, for some cases, especially involving
near-field trapping, it is possible to have non-conservative force components [7]. Instead
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of Equation (16), more generalized approaches are necessary to model the force for those
cases. For the current case, we define the Fext term in the particle dynamics model as:

Fext(r, t) =

{
Fopt(r), if 1 s < t < 8 s .

0, otherwise.
(17)

This represents a case when the optical beam is ON during the time interval 1 s <
t < 8 s. The interval boundaries are set arbitrarily. It should be noted that other possible
external force terms (e.g., gravitational sedimentation, thermophoresis, etc.) can also be
added here.

−20 −10 10 200

0.10

−0.10

−0.05

0

0.05

Figure 3. Force profile for the optical trap with Gaussian potential well.

We consider Np = 4 polystyrene beads (density, ρ = 1055 kg/m3) suspended in
water (dynamic viscosity, η = 8.9× 10−4 Pas, and temperature, T = 300 K) with radii
ro,0 = 1.5 µm, ro,1 = 2.5 µm, and ro,2 = ro,3 = 2 µm. The corresponding particle masses can
be calculated from the volume and density values. A solid bottom surface is assumed to
be located at the z = 0 plane. With these conditions, the simulation was run from t = 0 to
t = 12 s with a step size of ∆t = 0.01 s. The simulations results are shown in Figures 4 and 5.
From Figure 4, we can see the particle positions at an arbitrary time instance (t = 6.3 s),
when they are trapped on the optical spot. The associated multimedia file 1 is an animated
video that shows the same results for all time instances. Figure 5 show the positions and
velocities of the particles as a function of time. The position plots show that the particles
start moving towards the origin at around t = 1 s, when the Gaussian optical spot (centered
around the origin) is turned ON. As the particles move towards the optical spot, they start
colliding with each other. This is represented by the spiky nature of the plots during the
time interval from t ≈ 2 s to t ≈ 8 s. After t > 8 s, the optical spot is turned OFF and
the particles are no longer trapped. During this time the Brownian motion dominates as
the particles move randomly. It should be noted that a particle does not always become
trapped when the optical spot is active. Trapping occurs only when a particle is within the
capturing range of the trap [36,37]. In other instances of the simulation, where the random
initial position of a particle is significantly away from the optical spot, the particle does not
become trapped.
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Figure 4. Position of particles in an optical trap at the time instance t = 6.3 s. (a) xy plane, (b) yz
plane, and (c) xz plane view. The yellow circle in (a) indicates the optical spot. Multimedia file 1 is an
animated video that shows the particle positions at different time instances.
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Figure 5. Position and velocities of particles in an optical trap as a function of time. (a) x position,
(b) y position, (c) z position, and (d) y velocity component as functions of time. All the plots share
the same legend.

6.2. Dielectrophoretic Cell Sorting or Separation

For our second example, we simulate a microfluidic device that uses DEP forces for
cell sorting or separation which is a common application of LOCs [15–17]. Specifically,
we focus on the separation of viable (live) and non-viable (dead) yeast cells using the
device proposed by Doh et al. in their paper [15]. The device uses tapered electrodes
embedded within a microfluidic chamber. The structure is shown in Figure 6a. The fluid
walls are 50 µm high. The electrodes having a height of 0.12 µm can be considered planar.
The electrodes have a length of 350 µm (along the x axis) and the gap between them is
16 µm. The top and bottom electrodes have a width (along y axis) of 20 µm, whereas the
width of the tapered middle electrode spans 46–70 µm. The top and bottom electrodes
are electrically shorted externally. An AC voltage of 4 V at 5 MHz is applied between the
center electrode and the other electrodes. A strong field is created between the electrodes
generating dielectrophoretic forces. As a solution of cells flows from left to right, the
electrodes exert different forces on live and dead cells, modifying their trajectories. Thus,
specific cells can be diverted to specific microfluidic channels. We choose this device as an
example as it incorporates some of essential particle manipulation mechanics (e.g., fluid
flow, dielectrophoretic force, etc.) used in many LOC devices.
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To use our numerical solver to simulate this device, first we have to model the forces
acting on the cells. The time averaged DEP force, FDEP, on the cells can be approximated
as [3,15,17]:

FDEP = 2πε0εmr3
o<
[
C̃M
]
∇|E|2 . (18)

Here, ε0 is the permittivity of free space, εm = 80 is the relative permittivity of the
medium, ro = 3 µm [38] is the cell radius, C̃M is the Clausius–Mossotti factor, <[·] is
the operator that outputs the real part of its argument, and E is the electric field. E
depends on the geometry of the electrodes and the device. It can be noted that the sign
of <

[
C̃M
]

determines whether FDEP is attractive (positive DEP) or repulsive (negative
DEP). Since C̃M depends on the material properties of the cells, they differ from live
cells to dead cells [39]. We use the multi-shell model to calculate C̃M for viable and
non-viable yeast cells [3]. The procedure is discussed in detail in the Supplementary
Information Document. We take the geometrical and material parameters of the cells and
the device dimensions from the literature [15,40,41]. Plugging in these values, we find that
at f = 5 MHz, the viable and non-viable cells have relative permittivities of εviable = 199.94,
and εnonviable = 18.82, respectively, and have conductivities of σviable = 0.36 S/m and
σnonviable = 0.013 S/m, respectively. These values correspond to <

[
C̃M, viable

]
= 0.945

and <
[
C̃M, nonviable

]
= −0.25. Thus, the viable cells experience positive DEP, whereas the

non-viable cells experience negative DEP.
The electric field term in Equation (18) can be calculated using any of the widely

available numerical electromagnetic field solvers for any arbitrary device geometry. We
use Comsol Multiphysics® for this purpose. The calculated electric potential and field
distributions are shown in Figure 6b,c. The corresponding force values on a viable yeast
cell (calculated using Equation (18)) are shown in Figure 6d. It can be seen that the force
pulls the viable cells near the gap regions between the electrodes where the field intensity
is maximum. For a non-viable cell, the sign of the force would be reversed and scaled by a
factor of |<

[
C̃M, nonviable

]
|/|<

[
C̃M, viable

]
| ≈ 0.26.
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Figure 6. The geometry and electromagnetic simulation of the dielectrophoretic cell sorter device.
(a) Top view of the device, (b) Electric potential distribution, (c) Electric field distribution, and
(d) Force experienced by a viable yeast cell. All figures depict the xy plane view of the three-
dimensional device. For simulation, the large middle electrode is excited with 4 V, 5 MHz AC voltage,
whereas the other two electrodes are grounded.

Unlike the optical tweezers example, the cell sorter device works with a flowing fluid
instead of a stationary pool of liquid. A left to right fluid flow with velocity of 150 µm/s is
considered. Due to the presence of the microfluidic channels, the fluid velocity does not
maintain the purely left-to-right direction throughout the device. Considering the fact that
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the average fluid flow direction is tangential to the channel surface, we use the following
simplified piece-wise model:

v f (r, t) =





150x̂ + 30ŷ , if x > 170 µm , y > 30 µm .

150x̂− 30ŷ , if x > 170 µm , y < −30 µm .

150x̂ , otherwise.

(19)

Here, v f (r, t) has units of µm/s. The y component of the fluid velocity for a given
x component is approximated from the slope of the channels so that the average flow is
tangential to the fluid wall. A 3D moving average filter was applied to make the velocity
profile smoother. It should be stated that this flow profile is an approximation. We also
ignore any fluid flow that might be induced by the non-uniform electric field [42]. It is
possible to plug in more accurate data from an external solver in our code. However, the
piece-wise model is sufficiently accurate for the current demonstration problem. In the
future, we plan to implement a numerical fluid flow solver and integrate it with our particle
dynamics solver.

From Equations (18) and (19), we plug in the Fext = FDEP and the fluid flow velocity in
Equations (3) and (4) to solve the particle dynamics in the time range t = 0 to t = 6 s with
a time step of ∆t = 5 ms. Like the optical trapping example, the particle–particle collision
and particle–wall collision models are included in the simulation. We simultaneously
simulate the trajectory of 17 viable yeast cells and 17 non-viable yeast cells with random
initial positions located in the domain x ∈ [−480,−200] µm, y ∈ [−280, 280] µm and
z ∈ [6, 80] µm. The simulation results are shown in Figure 7. Four time instances are
depicted here. The entire time evolution of the cell positions can be seen in the attached
multimedia file 2. Although both live and dead cells experience the same fluid flow, they
experience different DEP forces as they have different <

[
C̃M
]

values. We note that as
the cells are carried left-to-right by the fluid flow, the live cells (depicted in red) become
deflected top/bottom (near the electrode gaps) whereas the dead cells (depicted in blue)
are pushed towards the center electrode. This is consistent with the force profile shown in
Figure 6d. As the cells travel to the right of the device near the output fluid channels, the
cells are grouped as can be seen in t = 1.3 s and t = 2.7 s frames of Figure 7. The top and
bottom output fluid channels end up having a much higher concentration of live cells and
the center channel contains most of the dead cells.

200
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Figure 7. Position of live and dead yeast cells at four time instance. All figures share the same y axis. At each time instance,
the particle position is plotted in xy and zy planes. The times instances are separated by dashed lines. The red circles
represent live cells and the blue circles represent dead cells. The green regions are microfluidic walls, whereas the gold
region are the planar electrodes. The gray region represents the substrate of the device. Multimedia file 2 contains an
animation showing data of all simulated time instances.

The sorting mechanics can be analyzed further by plotting the trajectory of a few
cells, as shown in Figure 8. During 0 < t < 0.8 s, the y position of the all the cells remain
constant as they are not yet near the electrodes to experience the dielectrophoretic force.
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At this stage, driven by the fluid flow, their motion is limited to the x direction. During
0.8 s < t < 3.5 s, the cells are within the region of influence of the electrodes. The live
cells move toward the high field region (the region between the electrodes) and dead cells
move away from there. Since the y = 0 line is at the middle of the two high field regions
(note Figure 6c), the dead cells accumulate around this line. On the other hand, the live
cells accumulate near the top or bottom electrodes. At t > 3.5 s, each cell enters one of the
three output microfluidic channels. The fluid flows in the top and bottom channels change
directions creating a shift in cell trajectory. This can be noted in Figure 8 as the live cells
follow a trajectory parallel to the top or bottom channels. The dead cells follow a constant
y path through the center channel. This is consistent with the experimental results reported
by Doh et al. in their paper [15]. Thus, the simulation accurately demonstrates the cell
sorting or separation mechanics.

Live cell 1

Live cell 2

Live cell 3

Dead cell 1

Dead cell 2

Figure 8. y trajectory data of three live cells and two dead cells.

7. Conclusions

A numerical model that can simulate behavior of particles in LOC devices was de-
veloped. Using the model, we successfully simulated the operations of an optical trap
and a dielectrophoretic cell sorter. The numerical solver is generally applicable and can
simulate most LOC devices once the external force terms are defined. It can be used for
the development and optimization of new and existing LOC devices. The solver was
coded using open-source Python libraries and can be run on freely accessible compilers.
We also made our code for the solver publicly available [26]. Due to the general nature,
the developed solver can be of interest to researchers working on biomicrofluidics and
LOC devices.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/mi12101265/s1, The Supplementary Material contains a detailed description of Clausius–
Mossotti factor and how the dielectric function of cells were modeled. Multimedia files showing
animation of the simulations are also included in the supplementary materials.
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Abstract: We present a theoretical study of the hydrodynamic and electrokinetic response of both
metallic spherical polarized colloids as well as metallodielectic Janus particles, which are subjected
to an arbitrary non-uniform ambient electric field (DC or AC forcing). The analysis is based on
employing the linearized ‘standard’ model (Poisson–Nernst–Planck formulation) and on the as-
sumptions of a ‘weak’ field and small Debye scale. In particular, we consider cases of linear and
helical time-harmonic travelling-wave excitations and provide explicit expressions for the resulting
dielectrophoretic and induced-charge electrophoretic forces and moments, exerted on freely sus-
pended particles. The new analytic expressions thus derived for the linear and angular velocities
of the initially uncharged polarizable particle are compared against some available solutions. We
also analyze the levitation problem (including stability) of metallic and Janus particles placed in a
cylindrical (insulating or conducting) pore near a powered electrode.

Keywords: electrokinetics of metallodielectric Janus particles; dipolophoresis; dielectrophoresis;
induced-charge electrophoresis; travelling waves and non-uniform fields; electrorotation; levitation
and stability

1. Introduction

One of the preferred techniques for manipulating and controlling phoretic motions
of micro/nano polarizable particles freely suspended in an electrolyte, is by means of
externally applying ambient electric fields. The applied field can be steady (DC) or time-
harmonic (AC), as well as uniform (constant) or spatially non-uniform. The nanoparticle
(NP) itself can be conducting or dielectric, uncharged or initially charged, chemically
active or inert, homogeneous or non-homogeneous (i.e., meta-material). In this study,
we theoretically consider the case of a metallic (perfectly conducting) spherical NP, as
well as metallodielectric (MD) Janus particle (JP) comprising of two hemispheres, one
metallic and the other dielectric. Both NP and JP are subjected to an arbitrary time-
harmonic non-uniform electric field and are assumed inert and initially uncharged. Nano-
fluidic applications of such colloids are abundant, especially those involving JP due to
their inherent symmetry-breaking features and potential use as cargo carriers (see for
example the recent reviews [1,2]). Nevertheless, it should be mentioned that in spite of
the current interest in JP electrokinetics and the growing number of publications on the
subject, theoretical studies on the dynamics (i.e., induced linear and angular velocities) of
JP’s under general non-uniform AC excitations, are rather scarce [3].

When exposed to a non-uniform ambient field, an initially uncharged polarized
colloid experiences a dielectrophoretic (DEP) force and torque, determined by the multipole
system (including the leading dipole term) within the NP and the corresponding partial
derivatives of the ambient potential evaluated at these singularities [4]. Due to polarization,
a distribution of induced charges (Poisson equation) is created in the electrolyte (decaying
exponentially away from the NP) by the electric field. The above induced-charge density
interacts with the electric field and inflicts a low-Reynolds (creeping) fluid motion around
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the NP. The resulting force (integration of viscous stresses over the NP) is defined as the
‘induced –charge electrophoretic’ force (ICEP) acting on the colloid [5,6]. The sum of these
two forces (DEP +ICEP) has been coined by [7] as the dipolophoretic (DIP) force. At least for
spherical polarized colloids (especially at low forcing frequencies), DEP and ICEP generally
act in opposite directions. Interestingly, it has been shown by [8], that for a constant-gradient
field (i.e., linear in Cartesian coordinates), DEP and ICEP for a spherical NP precisely cancel
each other so that the total DIP is practically null! However, as demonstrated in [9,10],
this result holds only under the limit of infinitely thin electric double layer (EDL) and for
time-independent (DC) electric forcing.

In most cases, the applied fields are taken as uniform. They may be unidirectional or
have two out of phase uniform components, acting along orthogonal directions resulting
in electrorotation (ROT) [4,11]. In these cases, the DEP force is null but there is a finite DEP
torque leading to particle rotation. Explicit expressions for the DIP angular velocity of, say
metallic nanowire [12], sphere [13–15] or tri-axial ellipsoid [16], can be found by separately
considering the DEP and ICEP contributions to the torque exerted on the NP. Alternately,
the ambient field may combine uniform and ‘constant-gradient’ terms [8,9,17] (typical for
active colloids [18]), where both DEP and ICEP act simultaneously in opposite directions.
The most general electric forcing however, involves arbitrary time-harmonic (single or
multiple frequencies) non-uniform ambient fields, acting on a colloid of unrestricted
EDL. The underlying nonlinear electrostatic problem is first solved by linearization and
employing the PNP standard model based on the ‘weak’ field assumption [19]. The
hydrodynamic problem is next analyzed by considering the non-homogeneous Stokes
equation with a Columbic forcing.

The special case of an infinitely polarizable (metallic) free spherical NP placed under
AC excitations [5,19,20], is of particular interest since it is amenable to analysis and so is
(for the same reason) the special case of a travelling- wave electric forcing [4,11]. One of
the earlier studies on sinusoidal time-harmonic travelling-wave electrokinetics, is due to
Huang et al. [21], coining the ‘twDEP’ terminology and demonstrating that unlike conven-
tional DEP, twDEP is related to the imaginary rather to the real part of the NP dipole- term.
The idea of pumping fluids by means of travelling-wave electro-osmosis, using an array of
equally spaced planar or spiral elec-trodes, was proposed in several studies [22–25]. The
corresponding twDIP axisymmetric problem of freely suspended perfectly conducting
spherical NP, placed along the center of a cylindrical pore, was analyzed by Miloh and
Boymelgreen [26]. Recently, a theoretical/numerical twDIP study of free metallic spherical
(or cylindrical) NP’s, lying in unbounded space and subject to a sinusoidal travelling wave
AC electric forcing, has been also presented by Flores et al. [27]. However, the above
mentioned twDIP studies, can be considered only as ‘long-wave length’ approximations
of the full problem (by considering only the first two linear terms) and practically fail
when the typical wavelength of the electric forcing, is of the same order as the size of the
NP (Rayleigh’s assumption). One of the main results of the present study, is obtaining a
closed-form (Bessel function) results for the twDIP force and torque acting on a metallic
spherical NP under a general 3D linear or helical travelling-wave electric forcing. These
new results are exact in the sense that they are valid for arbitrary wavelengths and are
shown to reduce (to leading-order) to the available approximate (long-o wave) solutions
for metallic spherical NP’s.

Unlike homogeneous NP’s, DIP theoretical studies on non-homogeneous (two-face)
Janus particles are scarce [28,29], due to assitional symmetry breaking complexities. Indeed,
most of the recent publications (mostly experimental) on JP’s electrokinetics, consider
metallodielectic (including effect of coating) spherical particles under a uniform DC ac
AC fields [3,8,18,30–38]. As stated, the growing interest in JP’s dynamics is connected
with their special self-propulsion features as cargo carriers, mobile electrodes and unique
frequency dispersion characteristics. A spherical JP that is subjected to a uniform field will
not experience a DEP force (ignoring boundary or wall effects) and any non-symmetric
particle (contrary to a spherical NP), will acquire a finite phoretic velocity due to ICEP,
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as first demonstrated in the DC limit by Squires and Bazant [8]. When exposed to a
non-uniform ambient field (such as linear or helical travelling wave excitations), the JP
is subjected to both DEP and ICEP resulting in an induced phoretic motion ( translation
or rotation). Nevertheless, as demonstrated in the sequel, the DIP response of a JP is
essentially different from that of an homogeneous NP, even under the same electric forcing.
By taking advantage of the large disparity between the dielectric properties of the two
hemispheres comprising the metallodielectric JP, we are able to further simplify the DIP
analysis [28,29] and present for the first time an explicit DIP solution for a spherical JP
excited by an arbitrary travelling wave. We also consider the pertinent DEP levitation
problem [4,39–43] of a freely suspended JP placed axi-symmetrically in a cylindrical pore
near a powered circular electrode. In addition to the practical problem of electric levitation,
there is much interest in other modes of physical levitation, such as acoustic and optical
techniques [44–46] for manipulating free nanoparticles under AC fields in a gaseous
environment. By analyzing the stability (radial and axial) of the above DEP levitation
problem, we demonstrate that a spherical JP is more responsive to levitation, since its
height is 2–3 larger compared to that of an equivalent NP (same forcing). We also provide
a simple expression for this equilibrium elevation in terms of the physical parameters.

In this work we present a theoretical framework for determining the dynamic response
(forces and torques) of spherical metallic NP”s or metallodielectric Janus particles, freely
suspended in an unbounded electrolyte that are exposed to a spatially non-homogeneous
time- harmonic ambient electric field. Analytic expressions are provided for both the DEP
and ICEP dynamic loads (forces and torques) acting on a single colloid, thus providing
the total DIP phoretic response of the NP (i.e., linear and angular velocities), under the
creeping flow (Stokes) hypothesis. In particular, we consider cases of NP or JP that are
subjected to linear or helical travelling wave AC excitations and provide exact solutions
for the loads in terms of the forcing wavelength and frequency. The different dynamic
response between NP and JP to the same electric excitations, are also discussed in the
context of the levitation problem of an isolated colloid placed in a vertical cylindrical pore
above a powered electrode. Explicit expressions are provided for the equilibrium levitation
height and passive stability in both radial and axial directions.

The structure of the paper is as follows: In Section 2, we provide a summary of the gen-
eral methodology for solving the non-linear electrostatic problem of an initially uncharged
freely suspended spherical NP or JP lying in an unbounded symmetric binary electrolyte.
Linearization is then enforced by assuming ‘weak’ field AC excitations (‘standard’ model),
resulting in a Robin-type boundary condition applied on the surface of the polarizable
colloid. The DEP problem is first discussed in Section 3, by obtaining explicit expressions
for the internal higher -order multipoles (DC and AC) in axisymmetric and non-symmetric
electric excitations. In particular we demonstrate the above methodology for linear and
helical travelling- wave forcing. Next, we consider in Section 4, the corresponding ICEP
problem for the same electric forcing using Teubner’s [47] approach under the assumption
of an infinitely thin EDL. The frequent case of the DIP torque exerted on NP or JP under
helical (circumferential) wave forcing, is presented in Section 5 and compared against
the available electrorotation (ROT) solutions. The special shape of a metallodielectric JP,
consisting of two hemispheres which have unique symmetry-breaking properties affecting
both DEP and ICEP, is discussed in Section 6 including a comparison to the known DC-
ICEP solution under a uniform field forcing. Finally, we present, in Section 7, detailed sta-
bility analysis of the pertinent levitation problem of both NP and JP placed symmetrically
in a vertical cylindrical pore (insulating or conducting walls) above a powered circular
electrode. It is demonstated that JP’s are more responsive to levitation compared to NP’s
(by a factor 2–3) under the same forcing. We conclude with a short Section 8, including a
summary and discussion.
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2. General Formulation

We consider a spherical metallodielectric (MD) micro/nano Janus particle (JP), which
is exposed to an ambient arbitrary non-uniform alternative current (AC) electric field
(such as a travelling- wave). The free JP of radius a consists of two hemispheres with
large contrast between the corresponding permittivities and is suspended in a symmetric
monovalent aqueous unbounded electrolyte. Using a spherical coordinate system (R, θ, ϕ)
centered at the JP, the general imposed non-homogenous harmonic electric field can be
conveniently expressed as:

χam(R, θ, ϕ) = −
∞

∑
n=1

2n+1

∑
m=0

Am
n R̃nPm

n (µ)eimϕ; R̃ = R/a (1)

where Am
n are complex amplitudes, µ = cos θ and Pm

n (µ) denote the associate Legendre
polynomials. Written in terms of a Cartesian coordinate system, having the same origin,
x1 = Rµ and x2 + ix3 = R sin θeiϕ, the AC electric potential χ of frequency ω can be
expressed in terms of its phasor Equation (1), as χ = Re

{
χe−iωt}.

The partially polarized initially uncharged JP is assumed impervious to both anions
and cations. Because of polarization and by virtue of Gauss’s law, an induced-charge
distribution [5,6] will be formed around the particle, exhibiting an exponential decay away
from the polarized JP. The induced-charge density Q is governed by the Helmholtz equation
and depends on the Debye scale λ0, which for most electrolyte solutions is of the order of
few tenths of a nanometer. By ignoring surface conductance (small Dukhin number) and
under the assumptions of a ‘weak’ field (i.e., below the thermal scale) and thin (λ0 � a)
EDL (electric double layer), which corresponds to the traditional ‘Standard model’ [6–10]
can be written in terms of its phasor as:

2φ = −
(

λ

λ0

)2
Q + χ;

1
λ2 =

1
λ02 −

iω
D

(2)

where (Q, φ, χ) satisfy λ2∇2Q = Q = −2λ2
0∇2φ and ∇2χ = 0. Here λ denotes the

complex Debye scale and D represents the diffusivity of the symmetric electrolyte. Thus,
following [10], Q (Helmholtz) and χ (Laplace) are expressed as:

Q = −2 ∑
n=1

∑
m=0

Cm
n Kn

(
R̃/λ

)
Pm

n (µ)eimϕ;

χ = −2∑
[

AnR̃n +
( n

n+1 An + Dn
)

R̃−(n+1)
]

Pm
n (µ)eimϕ

(3)

where Kn

(
R̃/λ

)
= Kn+1/2

(
R̃/λ

)
/R̃1/2Kn+1/2(1/λ) and Kn+1/2 is the modified

Bessel function.
Let us next assume that the polarized nano-particle (NP) is initially uncharged, imply-

ing that C0 = 0. Enforcing the zero ion-flux boundary conditions ∂
∂R̃

(
2φ + Q

)
= 0 across

the NP surface [10,19], renders.

[
1− (λ/λ0)

2
]∂Q

∂R̃
+

∂χ

∂R̃
= 0 or (n + 1)Dm

n = iΩCm
n ; Ω =

ωaλ0

D
(4)

where Ω represents the RC frequency, since for a relatively thin EDL λ ≈ λ0 and
∂

∂R̃
Kn

(
R̃/λ

)∣∣∣
R̃=1
≈ −a/λ0 [9,10].

The interface between the two homogenous hemispheres of the MD JP (Figure 1) is
perpendicular to the x1 axis, such that the surface of the metallic half sphere is given by
0 ≥ µ ≥ −1, 0 ≤ ϕ ≤ 2π and that of the dielectric part by 1 ≥ µ ≥ 0, 0 ≤ ϕ ≤ 2π. It is also
assumed that on the dielectric (vanishing small permittivity) surface, the induced-charge
density (see Equation (4a)) is practically null and thus ∂χ

∂R̃
= 0. On the other hand, the

polarized metallic surface (infinitely large permittivity) is considered as equipotential,
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which suggests following Equations (2) and (3) that on the metallic (coated) part, Q = χ

and ∂Q
∂R̃

= −Q(a/λ0) (thin EDL).
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Figure 1. The interface between two homogenous hemispheres of a metallo-dielrctric (MD) Janus that
is subjected to non-uniform ambient electric fields expressed in spherical coordinates (Equation (3b)).

Finally, substituting these relations back into Equation (4a) renders the Robin-type
boundary conditions ∂χ

∂R̃
= −iΩχ on the metallic surface, which is the common boundary

condition enforced on an ideally polarizable particle in terms of its surface capacitance [17].
In order to solve the following mixed boundary problem:

∂χ

∂R
=

{ −iΩχ
0

}{
0 ≥ µ ≥ −1
1 ≥ µ ≥ 0

}
(5)

with χ given in Equation (3), we apply the Fourier—Legendre methodology [45], by
multiplying Equation (5) by Pm

l (µ) and integrating the resulting expression over the surface
of each hemisphere. Using the Legendre orthogonal properties leads to:

[2(n + 1)− iΩ]Dm
n = iΩ

2n + 1
n + 1

Am
n − iΩ

(2n + 1)(n−m)!
(n + m)! ∑

l 6=n

[(
2l + 1
l + 1

)
Am

l + Dm
l

]
γm

l,n (6)

where

γm
l,n =

1∫

0

Pm
l (µ)Pm

n (µ)dµ. (7)

Equation (6) is the sought relation for evaluating the various multipole coefficients
Dm

n in (3b) depending on the prescribed amplitude coefficients Am
n of the non-homogenous

ambient field Equation (1). Once Equation (6) is solved to determine Dm
n in terms of the

dimensionless RC forcing frequency Ω, the induced-charge coefficients Cm
n in (3a) can be

directly found from (4b). It is important to note here that Equation (6) was obtained for a
spherical MD JP that is exposed to an arbitrary AC non-uniform applied field. In the DC
limit (Ω = 0), we readily find from (4b) that Dm

n = 0, which is a consequence of imposing
the Neumann boundary condition ∂χ

∂R̃
= 0 on R = 1 for 1 ≥ µ ≥ −1 and of the special form

selected for the exterior potential in (3b). Furthermore, it is also worth mentioning that
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Equation (6) can be readily reduced to the corresponding relation, which holds for a (full)
homogenous metallic spherical NP by letting in Equation (6):

γm
e,n =

1
2

1∫

−1

Pm
e (µ)Pm

n (µ)dµ =
(n + m)!

(2n + 1)(n−m)!
δmn (8)

Thus, in the DC limit, substituting Equation (8) into Equation (7) simply renders by
virtue of (4a):

[(n + 1)− iΩ]Dm
n = iΩ

2n + 1
n + 1

Am
n ; [(n + 1)− iΩ]Cm

n = (2n + 1)Am
n . (9)

We conclude this section by bearing in mind that the present analysis holds both for a
homogeneous ideally polarized particle (NP) as well as for a Janus spherical colloid (JP),
subject to either DC or AC excitations of arbitrary non-uniform applied electric fields. In
the case of a JP, the corresponding higher-order multipoles (Dm

n ) can be found by inverting
Equation (6), whereas for an homogeneous particle (NP), they are given explicitly by (9) in
terms of the prescribed forcing amplitudes Am

n . Next we will consider few dipolophoretic
(DIP) DC and AC scenarios, involving both NP and JP under different non-uniform elec-
tric excitations. In particular, we will separately discuss cases of dielectrophresis (DEP)
and induced-charge electrophoresis (ICEP), involving either NP or JP under general 3D
travelling—wave harmonic forcing (linear and helical) in connection with evaluating the
DIP dynamical loads (force and torque) exerted on the freely suspended particle.

3. DEP
3.1. Theoretical Background

Due to the spatial non-uniformity of the ambient electric field, the particle (regardless
of its polarization) will experience a DEP force, resulting in a finite phoretic motion. The
DEP force depends on the multipole system within the colloid and on the partial derivatives
of the applied field evaluated at the locations of these higher-order singularities inside the
particle. In particular and following the notations of [19], the general DEP force acting on
the NP under non-uniform AC excitation can be expressed as:

→
F DEP = −π

(
∂

∂x1
,

∂

∂x2
,

∂

∂x3

)
∑

s
G∗αβγ(−1)α+β+γ ∂α+β+γ

∂xα
1s∂xβ

2s∂xγ
3s

(χam) (10)

where the upper (*) stands for the complex conjugate, (α, β, γ) are positive integers such
that Gαβγ represent higher-order multipoles of order (the familiar n = α + β + γ dipole
term corresponds to denotes summation over the positions of all ∑

S
) and n = 1 internal

multipoles located at (x1s, x2s, x3s). Next, we note following Equations (11) and (3) that
χ = 2χ′ + 2χam, where the disturbance potential is given by

χ′ = −∑
n

∑
m

D̃m
n R−(n+1)Pm

n (µ)eimϕ = −∑
s

Gαβγ(−1)α+β+γ ∂α+β+γ

∂xα
1s∂xβ

2s∂xγ
3s

(
1
R

)
. (11)

Here, R2 =
3
∑

i=1
(xi − xis)

2 and D̃m
n = n

n+1 Am
n + Dm

n . Equation (11) can be used (as

shown below) to determine the multipole outputs Gαβγ in terms of the ambient amplitudes
Am

n and the coefficients Dm
n arising from solving the electrostatic problem around the NP.
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Since we use concurrently two coordinate systems (spherical & Cartesian) with com-
mon origin at the NP center, it is useful to employ the following relations between external
and internal spherical harmonics expressed in the two systems [48]:

Pm
n (µ)R−(n+1)eimϕ =

(−1)n

(n−m)!
∂n−m

∂xn−m
1

(
∂

∂x2
+ i

∂

∂x3

)m( 1
R

)
(12)

and

lim
R→0

{
∂n−m

∂xn−m
1

(
∂

∂x2
+ i

∂

∂x3

)m(
RnPm

n (µ)eimϕ
)}

=

{
n!

1
2 (n + m)!

}
for
{

m = 0
m 6= 0

}
. (13)

The above procedure will be first demonstrated for an axisymmetric electric forcing
whereby m = 0.

3.2. Axisymmetric Forcing

Consider for example the JP depicted in Figure 1 which is subjected to axisym-
metric AC ambient fields expressed in cylindrical coordinates (x1, r), ei(kx1−ωt) I0(kr) or
e±λx1−iωt J0(λr), where I0 and J0 denote the common Bessel functions. Both potentials
exhibit azimuthal symmetry with respect to the axial x1 axis, which is chosen later in the
direction of gravity. The first potential describes a simple travelling- wave ei(kx1−ωt) with a
wave number k, moving along the x1 axis (r = 0) with a velocity ω/k1. The second poten-
tial corresponds to the induced potential in a (vertical) cylindrical pore of radius b bounded
by two circular electrodes; say one powered and other grounded. The Eigen-functions λ
depend on the specific boundary conditions applied on the cylindrical wall. For the case of
insulating cylindrical walls, λ are determined by J1(λb) = 0 and for conducting walls by
J0(λb) = 0. As shown in the sequel, the particular form of the applied potential uniquely
determines the ambient amplitudes An in Equation (1).

Taking advantage of axial symmetry, we note that the induced DEP force acts along
the x1 axis. Furthermore, the multipoles Gn00 in Equation (10) can be expressed in this
case according to Equations (11) and (12) (see also [19]) simply as Gn00 = D̃n

n! . Finally,
substituting Equation (13) for m = 0 in Equation (10) and using Equation (1), renders the
following rather compact expression for the axial DEP force (Re denotes the real part):

F(1)
DEP = −2πRe ∑

n=1
[nAn + (n + 1)Dn]A∗n+1 (14)

Thus, we may conclude that Equation (14) provides the sought expression for the DEP
force acting on a spherical NP exposed to a non-uniform AC forcing. In the particular DC
limit (Ω = 0), we can deduce following (4b) that Dn = 0 and thus Equation (14) is reduced
to the following rather simple quadratic expression (valid to both NP and JP):

F(1)
DEP = −4π ∑

n=1
nAn An+1. (15)

It can be readily verified that the above general DC DEP solution agrees with that given
in Equation (24) of [9]. As far as the AC case is considered, one can examine for example
the ‘constant gradient’ approximation for a NP [7–9,17], where D1 = 3

2
iΩ

(2−iΩ)
A1 and

(A1, A2) are non-zero and real coefficients, yielding F(1)
DEP = 4πA1 A2

(
Ω2 − 2

)
/
(

Ω2 + 4
)

in agreement with Equation (17) of [17].
Scrutiny of the above relations reveal that the DEP force (for spherical NP’s), arises

only due to interactions between neighboring modes, i.e., one even and the other odd.
Clearly, if all modes of the ambient field Equation (1) are either even or odd, the resulting
DEP force exerted on an homogenous NP is null. However, the situation for a JP is quite
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different as demonstrated below. Let us next discuss several DEP cases involving DC
forcing and then the more intriguing cases of AC excitations.

3.2.1. Standing Wave

Expressed in a cylindrical coordinate system (x1, r) placed at the origin of the spherical
NP, the ambient electric potential of a harmonic standing wave of unit amplitude and wave
length 2π/k, can be written as,

χam = eik(x1−c) I0(kr) ; x2
2 + x2

3 = r2 (16)

where c denotes the distance (Figure 2) between the center of the spherical colloid lying
on the x1 axis (r = 0) to the nearest node of the standing wave, where k(x1 − c) = nπ, n =
1, 2, 3, . . . . Clearly, for c = 0, the colloid is placed precisely at one of the wave nodal points.
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Figure 2. A free polarizable micro/nano NP or JP lying on the x1 axis (r = 0) at a distance c from the
nearest nodal point of a standing wave.

Expanding both Equations (1) and (16) in a Taylor series in terms of x1, evaluated near
the origin and along the axis of symmetry (r = 0, R̃ = x1/a, m = 0), readily implies by
analytic continuation that:

An = −e−ikc (ika)n

n!
(17)

since Pn(1) = I0(0) = 1. Finally, substituting Equation (17) into Equation (15) yields:

F(1)
DEP = 4π(ka)3Re

{
ie−2ikc

∞

∑
n=1

(−1)n(ka)2(n−1)

(n− 1)!(n + 1)!

}
= 4π(ka)J2(2ka) sin(2kc) (18)

Note that Equation (18) is exact and shows that when subjected to a DC standing
wave excitation, the DEP acting on a spherical NP is null when c = 0 (i.e., colloid placed
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at a wave nodal point), or obviously under the long wavelength approximation (uniform
field), whereby ka→ 0 .

3.2.2. Cylindrical Pore

Here, we consider the case of a free spherical colloid (including JP) placed at a distance
c above a powered circular electrode along the axis of a cylindrical pore (r = 0) of radius b
and height H (see Figure 3). The corresponding electrical potential expressed in a cylindrical
coordinate system attached to the colloid is:
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Figure 3. Freely suspended spherical colloid (NP/JP) placed at a distance c above a powered circular
electrode along the axis of a cylindrical pore (r = 0) of radius b and height H.

χam =
sinh[λ(H − x1 − c)]

sinh(λH)
J0(λr) (19)

such that the lower electrolyte (x1 = −c) is powered with a potential J0(λr), whereas the
upper (x1 = H − c) electrode is grounded. If the cylindrical wall of the pore is taken as
insulating, then λ (the lowest eigenvalue) is determined by imposing J1(λb) = 0, namely
λb = 3.8317, whereas if the wall is conducting J0(λb) = 0, then λb = 2.408. Expanding both
Equations (1) and (19) in a Taylor series around the origin (r = 0, R̃ = x1/a, m = 0), renders:

An =
(−1)n+1

n!
(λa)n

sinh(λH)

{
cosh λ(H − c)
sinhλ(H − c)

}
;
{

n− odd
n− even

}
. (20)

Finally, substituting Equation (20) into Equation (15) yields:

F(1)
DEP =

2π(λa)3sinh[2λ(H − c)]
sinh2(λH)

∑
n=1

(λa)2(n−1)

(n− 1)!(n + 1)!
= 2π(λa)I2(2λa)

sinh[2λ(H − c)]
sinh2(λH)

(21)

Again, the right-hand side of Equation (21) is exact, showing that under an ambient non-
uniform electric potential Equation (19), a metallic homogenous NP situated in a circular pore
r = 0, λ 6= 0), will always experience a DEP force depending on the geometric parameters
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(b, H) and the colloid position (c). Nevertheless, we see that for λ→ 0 , Equation (19) reduces
to a linear field (in x1) for which the DEP force Equation (21) vanishes.

As far as we understand, these analytic (closed form) expressions for the DEP force
experienced by a spherical colloid under DC axisymmetric non-uniform forcing, are given
here for the first time. In the next section, we will demonstrate how the foregoing analysis
can be extended for non-symmetric (azimuthal) electric forcing.

3.3. Non-Symmetric Forcing

As an example of an asymmetric ambient potential expressed in a cylindrical coordinate
system (x1, r, ϕ), let us consider the case of a general helical (spiral) wave- field given by
ei(kx−ωt+mϕ) Im(kr), where k (as before) represents the wave number and m is taken here
as a positive integer. The particular choice of m = 0 clearly corresponds to the previously
discussed case of an axisymmetric (rectilinear) sinusoidal-wave along the x1 axis. The
special choice of m = 1 is also of special interest, since it describes a non-uniform rotating
wave field (ROT), which is further analyzed in the sequel. It is worth mentioning that the
above (Laplace) electric field, can be considered as a limiting case of the following optical
(Helmholtz) Bessel beam of TM polarization ei(kx x−ωt+mϕ) Jm(krr) whereby k2

x + k2
r = k2

0 in
the limit where the wavelength k0 is vanishingly small, implying that kr = ±ikx. Again, the
case of m = 0 (corresponds optical analogy) to linear polarization whereas that of m = 1 to
a circular polarization [49].

A general wave field contains an infinite number of modes Am
n (1), where n is a positive

integer and m = 0, 1, 2, . . . , n. In the case of axisymmetric forcing (m = 0), it has been
shown that the DEP force results from interactions between neighboring (i.e., even and
odd) modes, namely An An+1. By using symmetry arguments, one finds that this force acts
only along the axis of symmetry. However, for m 6= 0, the resulting DEP force has also
finite components along the transverse axes (x2, x3). These terms arise from a Am

n Am±1
n+1 -

type interaction [50].
In order to keep the analysis tractable and for illustrating the general approach, let us

select m = 1 and arbitrary n. Such a case is of particular interest, since it generalizes the
common [4,11] ROT (electro-rotation) AC forcing (under the long-wave approximation),
which will be discussed in the sequel. It should be noted however that for a single m-mode,
the DEP force along the transverse (x2, x3) axes is null, but still there is a finite DEP force
acting in the axial (x1) direction. Thus, we refer to the ambient asymmetric wave field in
the form of Equation (1):

χam(R, θ, ϕ) = −
∞

∑
n=1

A1
nRnP1

n(µ)e
iϕ (22)

where A1
n are prescribed complex amplitudes. Following Equations (11) and (13), we can

express the disturbance potential as:

χ′ = −
∞

∑
n=1

D̃1
nP1

n(µ)R−(n+1)eiϕ = −
∞

∑
n=1

D̃1
n

(n− 1)!
∂n−1

∂xn−1
1

(
∂

∂x2
+ i

∂

∂x3

)(
1
R

)
(23)

which implies that the corresponding multipoles in Equations (10) and (11) are simply
given by Gn−1,1,0 = Gn−1,0,1 = D̃1

n/(n− 1)!. Using the same relations and Equation (13),
one also gets:

lim
R→0

{
∂n−1

∂xn−1
1

(
∂

∂x2
+ i

∂

∂x3

)(
RnP1

n(µ)e
iϕ
)}

=
1
2
(n + 1)! (24)
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Finally, substituting Equation (24) into Equation (10), renders the following expression
for the axial DEP force exerted on a spherical NP under asymmetric (m = 1) AC excitation:

F(1)
DEP = −πRe ∑

n=1
n(n + 2)

[
nA1

n + (n + 1)D1
n

]
A∗1n+1 (25)

Clearly, under DC forcing (ω = 0), the coefficients D1
n are null by virtue of (4b) and

thus Equation (25) is simply reduced to:

F(1)
DEP = −2π ∑

n=1
n2(n + 2)A1

nA1
n+1 (26)

Below we analyze few cases of non-uniform asymmetric wave forcing.

3.4. Helical Wave

In a similar manner to Equation (16), let us consider a helical (circumferential) wave
(m = 1) propagating along the x1 axis with a linear velocity ω/k. For the particular case,
where the position of the colloid on the axis of symmetry is displaced at a distance c
from the nearest wave mode, one can express the ambient potential in a body-attached
coordinate system as:

χam = ei[k(x1−c)+ϕ−ωt] I1(kr) = −
∞

∑
n=1

A1
nR̃nP1

n(µ)e
iϕ (27)

Expanding Equation (27) in a Taylor series near the origin (colloid center) in powers of
x1 (R̃ = x1/a)) for r = 0 (µ = 1), by recalling that I1(kr)→ 1

2

√
1− µ2kx1 ,

P1
n(1)→ 1

2

√
1− µ2n(n + 1) and eikx = ∑

n=0

(ikx)n

n! , yields the following explicit expression:

A1
n = − in−1e−ikc

(n + 1)!
(ka)n, n ≥ 1. (28)

where the frequency dependent term has been suppressed. Finally, substituting Equation (28)
into Equation (26) renders for the steady DEP force (ω = 0):

F(1)
DEP = −2π(ka)3Re

{
ie−2ikc

∞
∑

n=1
(−1)n

(
n

(n+1)!

)2
(ka)2(n−1)

}

= π
2 sin(2kc)ζ2 d

dζ

{
ζ d

dζ

[
J0(2kζ)−1

ζ2

]}
;

(29)

where ζ = ka. It is again worth mentioning that if the particle lies at one of the nodal points
of the spiral wave, namely when 2kc = nπ, the axial DEP force Equation (29) vanishes and
reaches a maximum value for 2kc = (n + 1/2)kc.

Extending the analysis for AC forcing (ω 6= 0), is straightforward when using the
additional multipole term related to D1

n in Equation (26). Note however that under AC
excitations and for a homogenous NP, Dm

n are given explicitly in terms of the amplitudes
Am

n of the ambient field (9a) and the RC frequency Ω. The same expression also applies for
a JP where Dm

n is determined by solving Equation (7).
Before concluding this section, which provides a general methodology for evaluating

the DEP forces and presenting next the corresponding ICEP analysis, it is appropriate
to discuss the recent DEP results on traveling- wave of metallic NP’s reported in [27].
Flores-Mena et al. [27], considered a special axisymmetric two-mode travelling wave excita-
tion (c = 0) given by −ei(kx−ωt) I0(kr), for which case Equation (17) renders A1 = ika,
A2 = −(ka)2/2. We also observe from Equation (9a) that D1 = 3

2 iΩ/(2− iΩ) and

thus, since according to Equation (14) F(1)
DEP = −2πRe{(A1 + 2D1)A∗2}, we finally obtain

F(1)
DEP = −6π(ka)Ω/

(
4 + Ω2

)
, which coincides with Equation (25) of [27]. Nevertheless,
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aside from being valid only for the particular case where c = 0, this expression should be
considered only as the leading-order ‘weakly’ non-uniform field (long- wavelength) approx-
imation (i.e., ka << 1) of the exact expression found by substituting Equations (17) and (9a)
into Equation (14), namely:

F(1)
DEP = −2πRe

{
∞

∑
n=1

(n + 1)Dn A∗n+1

}
= −2π(ka)3Ω

∞

∑
n=1

(2n + 1)(ka)2(n−1)

(n!)2
[
(n + 1)2 + Ω2

] (30)

The above exact expression can be also easily extended for the more general ‘displaced’
case, namely c 6= 0. The DEP result of [27] is indeed seen to be the leading term (n = 1) of
the infinite summation Equation (30).

4. ICEP
4.1. General Formulation

In addition to the DEP force, which arises because of the non-uniformity of the ambient
electric field, the free colloid also experiences an ICEP force due to the flow field driven
by the induced-charge electro-osmosis in the surrounding solute. The total force (DEP
+ ICEP) exerted on the NP, is referred to as dipolophoresis (DIP), where in general DEP
and ICEP act (especially at low frequencies) in different directions [8,9,17]. Following
Teubner’s [47] formulation and using Lorentz reciprocal relation, the ICEP force acting on
a freely suspended polarizable particle subject to an AC field, can be written [3] as:

F(i)
ICEP = − 1

8λ2
0

∫

∀
Q∗
(

u(i)
j − δij

) ∂χ

∂xj
d∀ (31)

where λ0 is the Debye length scale (EDL), Q∗ (conjugate) is the induced charge density
Equation (3a) and χ (harmonic) is the electric potential Equation (3). In addition, ∀ repre-
sents the semi-unbounded fluid volume and u(i)

j is a generic solution of the homogenous

Stokes equation [51]. In particular, u(i)
j denotes the i-th components of the Stokesian velocity

induced in the fluid due to unit velocity of a rigid particle moving along the j axis. For
example, for a spherical colloid, one has [51]:

u(i)
j − δij =

(
3

4R̃
+

1
4R̃3
− 1
)
+

3
4

xixj

R̃2

(
1
R̃
− 1

R̃3

)
(32)

Making use of the fact that λ0/a→ 0 (thin EDL) and u(i)
j = δij (δij being the Kronecker

delta tensor) on the colloid surface S, Equation (32) together with Equation (33) can be
reduced to the following surface integral, since Q decays exponentially away from the
colloid as e−(R−a)/λ0 :

F(i)
ICEP = −1

8

∫

S

Q∗
∂χ

∂xj

∂

∂R

(
u(i)

j − δij

)∣∣∣
R̃=1

dS =
3

16a

∫

S

Q∗
(

∂χ

∂xi
− ni

∂χ

∂R

)
dS + O(λ0/a) (33)

where ni = xi/R denotes the external normal (unit) vector to S.

4.2. Axisymmetric Traveling Wave

Let us first consider the axial ICEP force exerted on a spherical colloid under a non-
uniform axisymmetric AC loading, by noting that ∂χ

∂x1
− n1

∂χ
∂R

∣∣∣
R̃=1

= 1
a
(
1− µ2) ∂χ

∂µ . Next,
employing this relation together with Equation (3) and the following identity [48]:

(2n + 1)
(

1− µ2
)dPn(µ)

dµ
= n(n + 1)[Pn−1(µ)− Pn+1(µ)] (34)
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in the second surface integral in Equation (33) and using orthogonality, finally yields:

F(1)
ICEP = 3πRe

{
∑
n=1

n(n + 1)
2n + 1

[
C∗n−1

2n− 1
− C∗n+1

2n + 3

](
An + D̃n

)}
; D̃n =

n
n + 1

An + Dn.

(35)
The above is the sought expression for the axial ICEP force exerted on a freely sus-

pended spherical particles (including JP) that is exposed to an arbitrary non-uniform
axisymmetric AC electric forcing. Considering for example, the case of a perfectly polar-
ized (metallic) NP. Imposing the equipotential boundary condition φ = 0 on R = 1 and
noting that according to Equations (2) and (3) Cn = An + D̃n (thin EDL), Equation (35) is
simply reduced to:

F(1)
ICEP = 6πRe

{
∑
n=1

(n + 1)
(2n + 1)(2n + 3)

CnC∗n+1

}
. (36)

Clearly, in the DC limit, Equation (36) renders [9]:

F(1)
ICEP = 12π ∑

n=1

(n + 1)
(2n + 1)(2n + 3)

CnCn+1 = 12π ∑
n=1

An An+1

n + 2
(37)

since under DC Equation (3), Dn = 0 and Cn = 2n+1
n+1 An.

Next, combining Equation (37) with Equation (15), readily yields the final expression
for the total DIP (DEP + ICEP) force acting on a metallic spherical particle under a steady
(DC) non-uniform axisymmetric forcing:

F(1)
DIP = −4π

∞

∑
n=1

(n− 1)(n + 3)
n + 2

An An+1 (38)

in agreement with [9]. It is rather interesting to observe [6–8] that by considering only the
first two modes of the ambient field (‘constant gradient’ approximation), namely keeping
only A1 and A2(n = 1) in Equation (38), the corresponding DIP force for a spherical NP
vanishes, since the DEP and ICEO components are equal but act in opposite directions.
However, as demonstrated in [9,10] and in the sequel, this intriguing result is true only
under the limit of an infinitely thin EDL and DC forcing.

In the case of an AC ambient axisymmetric non-uniform fields, the coefficients Cn
can be readily found for a metallic NP by realizing that in addition to the surface S
being an equipotential (φ = 0), one has to satisfy following (4a) (n + 1)Dn = iΩCn and
Cn = An + D̃n, so that:

Cn =
(2n + 1)An

(n + 1)− iΩ
, Dn =

(2n + 1)iΩAn

(n + 1)[(n + 1)− iΩ]
. (39)

Substituting Equation (39) in Equation (37) lastly renders:

F(1)
ICEP = 6πRe

{
∑
n=1

(n + 1)An A∗n+1
[(n + 1)− iΩ][(n + 2) + iΩ]

}
. (40)

which reduces to (37b) for Ω = 0.
For the purpose of illustration, let us consider the phasor of the previously discussed

axisymmetric travelling wave excitation (c = 0), namely −eikx1 I0(kr), for which case we

have An = (ika)n

n! . Substituting these amplitudes back into Equation (40) leads to:

F(1)
ICEP = 6πΩ(ka)3 ∑

n=1

(ka)2(n−1)

[(n + 1)2 + Ω2][(n + 2)2 + Ω2](n!)2 . (41)
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Note that if we consider only the first (leading) term in Equation (40), namely n = 1,
the infinite sum in Equation (41) simply reduces to Ω/

[
4+ Ω2

][
9+ Ω2

]
, which coincides

with Equation (27) of [27]. Similarly, for the ‘constant gradient’ type forcing [7–9,17], where
the only two (real) surviving coefficients in Equation (40) are (A1, A2) one gets F(1)

ICEP =

12π(6+ Ω2)A1A2/[(4+ Ω2)(9+ Ω2)], which again agrees with Equation (16) of [17].

4.3. Asymmetric Helical Wave

Here, we wish to determine the ICEP force acting on a spherical NP placed along the
axis of a helical (spiral) wave χam = − 2

ka ei(kx−ϕ−ωt) I1(kr). Following Equation (27), the
corresponding amplitudes A1

n of such a circumferential wave-field are given for c = 0 by

A1
n = 2(ika)n−1

(n+1)! , (n > 1). A homogenous NP or JP with its two-phase interface lying in the
x1 = 0 plane (Figure 1) will experience no ICEP force along the transverse axes (x1, x2) since
this helical field (m = 1) is uniform in the transverse directions. Nevertheless, there is still
a finite ICEO force acting in the axial (x1) direction, given (for thin EDL) by Equation (35),
where Q and χ are furnished by Equation (3) with m = 1.

In order to evaluate the resulting ICEP surface integral in Equation (33), we make use
of the following relation involving the corresponding Legendre polynomials [48]:

(2n + 1)
(

1− µ2
)dP1

n(µ)

dµ
= (n + 1)2P1

n−1(µ)− n2P1
n+1(µ) (42)

Substituting Equation (42) into Equation (35) and using orthogonally, finally yields:

F(1)
ICEP =

3π

2
Re

{
∑
n=1

n(n + 1)
2n + 1

[
(n− 1)(n + 1)

2n− 1
C∗1

n−1 −
n(n + 2)
2n + 3

C∗1
n+1

](
A1

n + D̃1
n

)}
. (43)

It is worth noting that Equation (43) holds for both metallic NP and JP. In the case
of a perfectly conducting spherical (metallic) NP, one gets A1

n + D̃1
n = C1

n (since S is
equipotential). Thus, for a freely suspended ideally polarized NP, placed under any AC
axisymmetric (m = 1) forcing, Equation (43) reduces to:

F(1)
ICEP = 3πRe

{
∑
n=1

n(n + 1)(n + 2)
(2n + 1)(2n + 3)

C1
nC∗1

n+1

}
(44)

The transverse DIP force is given by the sum of the DEP Equation (25) and ICEP
Equation (44). In the DC limit, we readily get F(1)

DIP = −2π ∑
n=1

n(n− 1)(n + 3)A1
n A1

n+1.

Thus, in the ‘constant gradient’ (linear) approximation, where only the first two terms
(A1

1 , A1
2) of the ambient field are kept, the transverse DIP (similar to the axial component

Equation (38)) also vanishes regardless of the magnitude of the corresponding amplitudes.

Under the present helical wave forcing Equation (39), C1
n = 2(2n+1)(ika)n−1

(n+1)![n+1−iΩ]
and the

axial (x1) ICEP component Equation (44) is given by,

F(1)
ICEP = 6π(ka)Ω

∞

∑
n=1

(ka)2(n−1)

(n− 1)!(n + 1)!
[
(n + 1)2 + Ω2

][
(n + 2)2 + Ω2

] (45)

which, as expected (compare for example to the corresponding DEP Equation (30)), is
null both for a DC forcing (Ω = 0) as well as under the long-wavelength approximation
( ka→ 0), where the ambient field is uniform (i.e., xam ' −x2 + ix3). This limiting case
corresponds to the common rotating electric field (ROT) excitation [4], where A1

n = δ(n− 1)
and n ≥ 1. It is also worth noting, that for a homogenous spherical NP forced by ROT, both
DEP and ICEP force components vanish and the polarized particle is only subjected to a
finite DIP torque causing the NP to rotate around the x1 axis.
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5. DIP Torque

In order to complete the prevalent DIP formulation, we consider below the corre-
sponding expressions for the ICEP and DEP torque components exerted on a spherical

NP, which is exposed to a general helical wave field excitation, where A1
n = 2 (ika)n−1

(n+1)! .
The electric potential and the induced charge density in the surrounding liquid phase,
are given in Equation (3) as a summation over n for m = 1. The ICEP torque, following
Teubner’s [47] formulation (assuming thin EDL), can then be expressed, in a similar manner
to Equation (34) by (r denotes the radius vector):

→
T ICEP =

3
8

∫

S

Q∗
(→

r × χ
)

d∀+ O(λ0/a) (46)

Considering the real part of Equation (46), we deduce that the only torque component
for the above helical wave field acts in the axial x1 direction and is given by:

T(1)
ICEP = 6πIm

{
∑
n=1

n(n + 1)
2n + 1

C∗1n

(
A1

n + D̃1
n

)}
(47)

where Im denotes here the imaginary part.
Note however, that for a perfectly polarized NP, imposing the equipotential boundary

conditions on S to Equation (2), implies that for an infinitely thin EDL A1
n + D̃1

n = C1
n and

thus the ICEP torque Equation (47) is null, in agreement with the ROT result reported for
(n = 1) in [15]. It is also important to note, that Equation (47) is not restricted only for
helical-waves and instead holds for any transverse excitation (m = 1), providing λ0/a→ 0 .
Thus, our conclusion that under the thin EDL limit, the ICEP torque vanishes for metallic
spherical NP’s is quite general. Nevertheless, one should bear in mind that this is not
necessarily true for a non-homogeneous spherical JP, as demonstrated in the sequel even
under the thin EDL limit. Before considering this interesting JP case, we provide below
for reasons of completeness, the corresponding expression for the DEP torque acting on a
spherical NP under asymmetric (transverse) forcing.

Using the notation in Section 3.1, the DEP torque exerted on a free NP is given by,

→
T DEP = −πRe{∑

S
G∗αβγ(−1)α+β+γ ∂α+β+γ

∂xα
1s∂xβ

2s∂xγ
3s

(r× χam)} (48)

For a spherical particle all multipoles are located at the origin and thus Equation (48)
has to be evaluated at r = 0. Furthermore, making use of the following relation [48,50]

P1
n(µ)e−iϕ

Rn+1 =
(−1)n

(n− 1)!
∂n−1

∂xn−1
1

(
∂

∂x2
− i

∂

∂x3

)(
1
R

)
(49)

implies that the multipoles in Equation (48) are given by Gn−1,1,0 = Gn−1,0,1 = (−1)n

(n−1)! D̃1
n

for n ≥ 1, where D̃1
n = n

n+1 A1
n + D1

n (see Equation (3)).
In the case of a helical wave field (m = 1) acting on a spherical NP, symmetry

arguments suggest that the resulting DEP torque has only one component around the
x1 axis. Thus, substituting Equation (49) into Equation (48) yields for r = 0,

T(1)
DEP = πIm{∑

S

(−1)n

(n + 1)!
D̃∗1n

∂n−1

∂xn−1
1

(
∂

∂x2
+ i

∂

∂x3

)
χam} (50)
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Finally, recalling Equation (1) that χam = −2∑ A1
mRmP1

m(µ)e−iϕ and using Equation (42),
implies that

lim
R→0

∂n−1

∂xn−1
1

(
∂

∂x2
+ i

∂

∂x3

)(
RmP1

m(µ)e
−iϕ
)
→ 2δ(m− n) (51)

Finally, substituting Equation (51) in Equation (50), provides the sought expression of
the axial DEP torque:

→
T
(1)

DEP = −4πIm

{
∑
n=1

(−1)n

(n + 1)!
A1

nD̃∗1n

}
(52)

According to Equations (47) and (52) a metallic (perfectly symmetric) spherical NP,
can experience a finite DIP torque only under AC excitations, since for Ω = 0 the quadratic
terms in these summations are real!

Consider for example a free homogenous NP, which is subjected to the same helical

field (c = 0) discussed in Section 4.3, where (28)A1
n = 2(ika)n−1

(n+1)! . Equation (52) together with
Equation (9) then render the following analytic expression:

T(1)
DEP = −16πΩ

∞

∑
n=1

(−1)n(2n + 1)

[(n + 1)!]3
(ka)2(n−1)

[
(n + 1)2 + Ω2

] (53)

Recalling next that under the long wavelength limit ka→ 0 , the helical wave field
simply reduces to a uniformly rotating field (ROT) with a phasor χam ' −x2 + ix3, for
which case A1

n = (1/2)δ(n− 1). Substituting this value together with Equation (9) in
Equation (52) readily renders the well-known ROT expression:

T(1)
DEP = − 6πΩ

4 + Ω2 + O(ka)2 (54)

previously reported in [13–15,17]. Thus, the counter-field ROT/DEP torque has a Lorentzian
(‘bell’) shape which vanishes both for zero and infinitely large frequencies with a maximum
spectrum amplitude at Ωmax = 2. Note that Equation (54) can be also considered as the
leading-order long wave approximation of Equation (53), namely keeping only the first
term in the summation. Since it has been shown that the ICEP torque for a helical wave
forcing is null for a vanishingly small EDL, the resulting dipolophoretic (DIP) torque
for a spherical NP consists of only a DEP torque given in Equation (53) in terms of the
dimensionless wave number ka.

6. Janus Particle

The general expressions obtained so far for the DEP and ICEP forces and torques exerted
on spherical particles suspended in a non-uniform (DC or AC) electric fields, are valid both
for homogenous metallic NP’s, as well as for MD JP’s. The only difference between the two
cases is in the corresponding expressions for the multipoles Dm

n Equation (3) in terms of
the amplitudes Am

n of the ambient field, namely Equation (6) for a JP and Equation (9) for a
spherical NP.

Let us first consider the DC case of a JP, which is subjected to an arbitrary axisymmetric
non—uniform ambient field Equation (1) with m = 0. Since for Ω = 0 Equation (6) renders
Dn = 0, the DC DEP force is given for both JP and NP by (15) as the sum of sequential
amplitude terms. Note that this force is null for a uniform field (An = 0 for n 6= 1).
Nevertheless, for the general case involving non-uniform ambient fields, the DC ICEP force
according to Equation (35) is given by:

F(1)
ICEP = 6πRe

{
∑
n=1

nAn[
Cn−1

2n− 1
− Cn+1

2n + 3
]

}
. (55)
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The corresponding expression for the AC ICEP force is given by Equation (35), where
the coefficients Dn for a JP are found by inverting Equation (6). It is also worth noting that
under a uniform ambient field (An = 0 for n > 1), Equation (55) vanishes for metallic NP’s
(C1 6= 0 ). Yet, for a JP Equation (55) yields − 6π

5 Re{A1C2} for DC and − 3π
5 Re{A1C∗2} for

AC excitations respectively, since following Equation (6) both (Cn, Dn) 6= 0 for any n (even
integer under a uniform electric forcing).

Letting, for example, A1 = 1 in Equation (6) and truncating the infinite series after
two terms, renders the following set for γ1,2 = 1/8 Equation (7):

(4− iΩ)D1 +
3
8 iΩD2 = 3

2 iΩ
5
8 iΩD1 + (6− iΩ)D2 = − 15

16 iΩ
(56)

which yields (4b)

D1 =
iΩC1

2
=

3Ω(3i + 49
128 Ω)

24− 10iΩ2 − 49
64 Ω2 ; D2 =

iΩC2

3
= −

15
4 iΩ

24− 10iΩ2 − 49
64 Ω2 (57)

Note that (57b) renders C2 = −15/32 for Ω = 0. Finally, substituting this value into
Equation (55) and recalling (charge conservation) that C0 = 0, simply yields F(1)

ICEP = − 9π
16 or

(dividing by 6π) UICEP = − 3
32 , in agreement with Equation (3.16) of Squires & Bazant [8]. The

resulting JP ICEP velocity is directed along the x1 axis, namely from the metallic toward the
dielectric hemisphere. Thus, it is shown that due to symmetry- breaking, a JP (unlike common
NP) will experience a finite ICEP force/velocity even under a uniform DC electric excitation.

A similar procedure can be readily applied to evaluate the corresponding forces acting
on a JP which is subject to a uniform DC or AC ambient field applied in the transverse
directions (x2, x3). This case can be envisaged by letting m = 1 in Equation (1) and
considering for example A1

n = δ(n− 1). Since according to Equation (9),
(
C1

n, D1
n
)
= 0 for

n 6= 1, the ICEP force Equation (35) for a metallic NP is again null as expected. Nevertheless,
the corresponding ICEP force Equation (44) for a JP is generally non-zero (even for a
uniform ambient field) and is given by

F(1)
ICEP = 3πRe

{
∑
n=1

n(n + 2)
[

n + 1
2n + 1

A1
n+1C∗1

n −
n

2n + 3
A1

nC∗1
n+1

]}
(58)

which for A1
1 = 1 simply yields F(1)

ICEP = −(9π/5)Re
{

A1
1C∗12

}
. Recalling next that

γ1
1,2 = 3/4 Equation (7), substituting this value into Equation (6) and using again only a

two-term expansion, yields for (D1, D2):

(4− iΩ)D1
1 +

9
8 iΩD1

2 = 3
2 iΩ

5
8 iΩD1

1 + (6− iΩ)D1
2 = − 15

16 iΩ
(59)

Solving the above set for Ω = 0 renders C1
2 = D1

2/(3iΩ)→ − 15
32 . Thus, the corre-

sponding ICEP force is − 27π
32 or U(1)

ICEP = − 9
64 , which again coincides with Equations (3.16)

of [8]. Finally, we note that such a transverse forcing (parallel to JP interface), will also
induce an ICEP velocity whereby the JP tends to move in the axial direction towards its
dielectric part.

As for a JP that is subjected to an arbitrary (non-uniform) AC field, the preced-
ing analysis holds as well, providing the coefficients Dm

n are determined by inverting
Equation (6) in terms of the prescribed forcing amplitudes Am

n . The expressions obtained
in the previous sections for travelling-waves (i.e., linear m = 0 or circumferential m = 1),
may be also applied for a JP. It is worth mentioning that the common case of a uniform
field (axial or transverse), either under DC or AC forcing, can be directly obtained from
the solutions found for linear or helical travelling waves under the limit of the ‘long-wave’
approximation, i.e., ka→ 0 .
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We demonstrate below how the familiar ROT spectra for a freely suspended spherical
NP, can be easily extended for the case of a MD JP. For this purpose, we make use of the
general expression found for the DEP torque Equation (52), by noting that for a metallic NP
it renders Equation (54), where D1

1 = 3
2 iΩ/(2− iΩ). The same expression Equation (52)

still holds for a JP providing the D1
n coefficients are found from Equation (6) or Equation (59).

In particular, if we approximate D1
1 by solving Equation (59) (i.e., including only the two

leading terms), then Equation (52) simply yields for n = 1 and A1 = 1:

T(1)
DEP = −6πIm{ 3iΩ + 19

128 Ω2

24− 10iΩ− 19
64 Ω2 }. (60)

On the other hand, if we consider only ‘one-term ‘ approximation in Equation (59),
one gets D1

1 = 3
2 iΩ/(4− iΩ) and the corresponding JP torque is again of a Lorentzian

type, given by T(1)
DEP = −12πΩ/(16 + Ω2). These two approximate (i.e., ‘one’ and ‘two”

term) solutions for a spherical JP, can be compared against the prevalent ROT solution
Equation (54) for a spherical (metallic) NP.

Finally, it is important to note that unlike perfectly conducting spherical colloids,
for which the ROT spectrum is known Equation (54), the corresponding spectrum for a
metallo-dielectric Janus particle has not been obtained. The common practice to estimate
ROT spectra for MD JP’s, is by taking the average between the effective CM (Clausius—
Mossotti) coefficients of the dielectric and metallic phases [52]. This procedure, when
applied to a MD JP, reduces the spectrum amplitude approximately by a factor of 2 (since
the dielectric permittivity is ignored with respect to the metallic), but still its peak remains
at Ω(NP)

max = 2. Measurements of ROT spectrum [52], for a Pt-silica JP (normalized with
respect to the volume of the metallic phase) in DI, indicates that the JP spectrum is indeed
shifted (compared to NP) to higher frequencies (see Figure 4a in [52]), in accordance with
the above simplified ‘one-term’ approximation resulting in Ω(JP)

max = 4.
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7. Levitation: JP in a Pore

In order to demonstrate the preceding methodology for a Janus particle, let us consider
the levitation problem of a MD JP of radius a that is freely suspended in a solute within a
vertical cylindrical pore of height H and bounded by two circular electrodes (Figure 3). If
both electrodes are grounded, the heavy JP will rest due to gravity on the bottom of the
container with its metallic hemisphere facing downwards. We use a cylindrical coordinate
system (x, r) attached to the lower electrode (LE) at x = 0, which is assumed to be powered
to a potential −V0 J0(λr), where the upper electrode (x = H) remains grounded. Here
V0 represents the maximum potential at the center (r = 0) of LE (b ≥ r ≥ 0) and λ is an
arbitrary parameter. The electric potential (Laplace) induced in the cylindrical domain
is clearly given by −V0

sinh[λ(H−x)]
sinh(λH)

J0(λr). The reader is reminded that λ = 38317/b if
the cylindrical (r = b) walls are insulating (J1(λb) = 0) and λ = 2.408/b if the walls are
conducting (J0(λb) = 0). The polarized JP will then experience both DEP and ICEP axial
forces which will either push (levitate) the JP away from the LE or pull it toward the bottom
depending on the ambient forcing. We will next discuss the levitation dynamics of a JP
under such non-uniform excitations.

Assuming that under the combined DIP (DEP+ICEP) forces, both NP and JP, are levitated
(positive DEP) to a distance x = c (Figure 3) above the LE. Following Section 3.2.2 and when
expressed in a body-attached coordinate system (x1, r) such that x1 = x − c, the ambient
potential is given by Equation (19) (multiplied by V0). Let us first consider a spherical NP,
where the DEP (pointing upward) force is given explicitly by Equation (21). The corresponding
ICEP and DIP expressions, are given by Equations (37) and (38) respectively in terms of the
prescribed amplitudes Equation (20). Substituting Equation (20) into Equation (38), renders
the following dimensional expression for the vertical DIP force acting on a NP under such
exponentially decaying field:

F(1)
DIP(NP) = 2πεV2

0
sinh[2λ(H − c)]

sinh2(λH)
Θ(λa); Θ(z) = zI2(2z)− 3I2(2z)

z
+

3z
2

(61)

where ε is the solute dielectric constant I2(z) and denotes the Bessel function. Note that
Equation (61) is exact and that the DIP force in this case Equation (19) is pointing upward
(opposite to gravity) since Θ is positively definite. As a result, a metallic NP of effective
mass me f f (including buoyancy) will be always lifted (levitated) from the bottom to an
equilibrium distance c from the LE. Assuming next that H/b >> 1 (or λH >> 1) as well
as 2πεV2

0 Θ(λa) > me f f = (4/3)πa3g(ρM − ρF) and recalling that under static equilibrium

F(1)
DIP = me f f g results in:

cNP =
1

2λ
ln

(
3εV2

0 Θ(λa)
ρ̃NPga3

)
; ρ̃NP = ρM − ρF (62)

Here, ρM denotes the density of the metallic NP, ρF represents the density of the fluid
and g is the gravity acceleration. Further simplifications of Equation (62) are possible for
λa << 1 (or b � a), by noting following Equation (61b) that lim

z→0
Θ(z) = 5

16 z5 + O
(
z7)

where the term in the parenthesis in Equation (62) can be replaced by 15λ5εV2
0 a2/16ρ̃NPg.

It is important to note that this levitation equilibrium point is stable to disturbances in
the radial direction, since the maximum potential (positive CM coefficient), is located on
the axis (r = 0). Thus, any small radial displacement of the NP from the axis will result
in a finite restoring DEP force directed toward the axis (similar to an optical tweezer [53]).
As far as the stability in the axial direction is concerned, we recall following Equation (21)
that F(1)

DIP(x1) = F(1)
DIP(0)e

−2λx1 , where x1 denotes a small axial displacement from the

equilibrium point, i.e., x = c + x1 and F(1)
DIP(0) is given in Equation (61a). Linearizing the
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dynamic equation, which governs the axial motion of a metallic NP around the equilibrium
point (x1 = 0), finally yields [4,40]:

4π

3
gρMa3(1 + q)

..
x1 + 6πηa

.
x1 + 2λF(1)

DIP(0)x1 = 0 (63)

where q = ρF/(2ρM) (added—mass correction) and η denotes the dynamic viscosity of
the ambient fluid. The first term in Equation (63) represents NP inertia and the second is
the (Stokes) damping force (ignoring wall effects). Since both F(1)

DIP(0) and λ are positive,
stability in the axial direction is also assured. Thus, the NP exhibits a passive stable levitation
behavior [40,41], by executing small damped oscillations about the equilibrium point x = c.

The corresponding levitation problem for a JP (in contrast to a NP) under the same
electric excitation, is somewhat more intricate since the expression for the DIP force has
to be modified in order to account for symmetry- breaking effects related to the large
disparity between the dielectric constants of the two hemispheres comprising the MD
JP. The DEP force acting on a JP, is still given by Equation (21) (exact), namely F(1)

DEP ∼
2π(λa)3e−2λc + O(λa)5 for λa→ 0 and λH >> 1. Nevertheless, the JP ICEP force, can
be found from Equation (35) by noting that the multipole coefficients Dn are given by
Equation (6) in terms of the ambient amplitudes An. In particular, using Equation (4b)
together with Equation (6) implies for example that in the DC limit (Ω = 0), one gets the
following explicit expression:

2
2n + 1

Cn =
An

n + 1
− ∑

l 6=n

2l + 1
l + 1

γe,n Al (64)

and thus following Equation (35);

F(1)
ICEP = 6πRe

{
∑
n=1

(
n + 1

2n + 1
Cn An+1 −

n
2n + 3

Cn+1 An

)}
. (65)

Recalling next that for λH >> 1, Equation (20) implies that An = (−1)n+1

n! (λa)ne−λc

and thus the coefficients An are asymptotically small for λa→ 0 . Therefore, the leading- or-
der ICEP force for a JP, can be written following Equations (64) and (65) (γ1,2 = 1/8) simply
as 6πA1[

3
32 A1 +

1
3 A2] + (λa)4. Finally, combining ICEP with the leading ‘two- term’ DEP

expression Equation (15), namely −4πA1 A2 Equation (15), we obtain the corresponding
DIP expression for a JP (assuming λa� 1):

F(1)
DIP(JP) = 6πA1

[
3

32
A1 −

1
3

A2

]
+ O(λa)4 = 3π(λa)2e−2λc

[
3
16

+
λa
3

]
+ O(λa)4. (66)

Consider for example the case of an ambient DC electric field with a ‘constant gradi-
ent’ [8,9,17], namely where only A1 and A2 are nonzero. We recall following Equation (38)
that the DIP force acting on a NP is null regardless of the values of these two amplitudes,
whereas the corresponding DIP force for a JP Equation (66) is finite. It is also worth men-
tioning that according to Equation (66) the JP DIP force vanishes to O(λa)4 providing
A2 = 9

32 A1.
As far as the corresponding levitation problem of a JP is concerned, one can repeat the

analysis leading to Equation (62) and show that a JP of same radius and forcing as that of a
NP, is levitated instead to an equilibrium height cJP >> cNP, where

cJP =
1
2

ln

(
27εV2

0 (λa)2

32ρ̃JPga3

)
; 2ρ̃JP = ρM + ρD − ρF (67)

106



Micromachines 2021, 12, 114

Here, ρD denotes the density of the dielectric and ρM the metallic parts of the JP
hemispheres respectively. Finally, comparing Equations (62) and (67) we find that (λa� 1)
levitation effects are more pronounced (enhanced) for a JP compared to a NP (∼ by a
factor of 5/2). It is also worth mentioning that dividing Equation (66) by the Stokes drag
coefficient 6π, indicates that when exposed to a uniform ambient field (i.e., An = 0 for
n 6= 1), a MD JP acquires a dimensionless ICEP velocity (directed towards its dielectric
part) given by 3/32 in agreement with Equation 3.16 of [8].

8. Summary and Discussions

In this study we present a general framework for calculating the DEP and ICEP
dynamic loads (forces and moments) acting on initially uncharged perfectly conducting
(metallic) spherical nano/micro and Janus particles exposed to an arbitrary (DC or AC)
non-uniform ambient electric fields. The analysis is carried under the assumption of ‘weak’
field (ignoring convection & surface conductance) and infinitely small Debye scale. The
above procedure enables us to solve the coupled linearized PNP system and obtain a closed
form solution for both electrostatic and hydrodynamic problems. Special attention is payed
to metallo-dielectric JP and to inhomogeneous travelling -wave type electric forcing with a
prescribed wavelength and frequency. Analytic expressions can be thus found for twDEP
and twICEP, which allows us to check the accuracy of the available approximations against
the exact value for different wavelengths.

The imposed non-uniform ambient field is expanded in general spherical harmonics
in terms of prescribed (complex) amplitudes Am

n , where n and m ≤ 2n + 1 are positive
integers, denoting the order and mode of the harmonic forcing respectively. Expressed
in a Cartesian coordinate system (x1, x2, x3) such that x1 denotes the axis of symmetry,
implies that m = 0 corresponds to the case of an axisymmetric loading and n represents
the order of the polynomial in the Cartesian coordinates. It is first demonstrated that
under general inhomogeneous electric forcing, the NP experiences DEP and ICEP axial
loadings (in x1 direction) due to Re

{
Am

n Am
n+1
}

type interactions (namely between odd
and even amplitudes of same order). In a similar manner, transverse DEP and ICEP
forces (along x2 or x3 directions), arise from Re

{
Am

n Am±1
n+1

}
type interactions. On the other

hand, a spherical NP is subjected to a torque acting in the axial direction as a result of
Im
{

Am
n Am

n+1
}

type interaction and a similar one in the transverse direction, where Re and
Im denote the real and imaginary parts respectively. Corresponding analytic expressions
for the dynamic reactions on a MD JP (exhibiting material symmetry breaking) are also
provided in terms of the coefficients Dm

n , which are related to Am
n through Equation (6).

Using the above formulation, one can demonstrate that under the ‘constant gradient’ or
‘linear’ approximation, where only the first two terms corresponding to n = 1 and n = 2
are considered, the DEP and ICEP (at least for low frequencies) act in opposite directions.
Moreover, in the DC limit, it is verified that the DIP (sum of DEP and ICEP), indeed
vanishes for spherical NP. However, as shown this interesting property does not hold
under AC forcing (and even in DC for finite EDL’s).

In order to demonstrate the above methodology, we consider in particular electric
forcing of a freely suspended NP by both standing and travelling waves in a cylindrical
container. Exact expression is found for the DEP force exerted on a NP placed a standing
wave Equation (16) in terms of its wavelength, size of NP and a parameter c (Figure 2)
representing its position with respect to the nearest wave nodal point Equation (18). The
DEP vanishes if c is null. A similar analytic form Equation (21) is found for an exponentially
decaying (converging) field (Figure 3) due to powered and grounded circular electrodes
Equation (19). These axisymmetric solutions are then extended for helical wave excitations
Equation (27) again resulting in rather simple exact expressions Equation (29). A similar
procedure can be used to calculate ICEP for travelling waves in terms of the characteristic
(RC) frequency. For example, closed form solution can be obtained for both DEP and ICEP
forces acting on a perfectly polarized spherical NP subject to a general travelling wave of
wavelength k and frequency ω. Such solutions are given in Equations (30) and (41) in terms
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of the dimensionless wavenumber ka and frequency Ω and thus can be finally compared
against the available approximate solutions.

Figure 4 is a plot of the exact ICEP expression Equation (41) versus ka and Ω against
the ‘constant-gradient’ (n = 1) approximation recently provided by Equation (27) in [27]. It
shows that the two-term ‘constant-gradient’ approximation can be used only for extremely
small dimensionless wavelength ka of the order of 10−2! Similar exact expressions can be
obtained for the DEP torque acting on a NP under a helical (circumferential) travelling
wave Equation (27) (note that the ICEP torque vanishes in this case). The exact solution
for the DEP torque Equation (53) is compared in Figure 5 against the common leading-
order Equation (54) ROT solution [13,17]. Again, one finds that Equation (54) can be
considered as the small wavelength ( ka→ 0) limit (Rayleigh) of the exact solution which
can be used for ka ≤ 0.05. The DEP force (Figure 4) and torque (Figure 5) spectra are of
Lorentzian (bell) shape, vanishing for small and large frequencies with a distinct maximum
at Ω ∼ 2. The same approach can also be used to evaluate the gradient force (optical
tweezer) exerted on a NP which is subjected to a non-uniform BB (Bessel beam) under the
Rayleigh approximation.
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16π) for various ka values, against the corresponding ‘long-wave’ approximation (Equation (54)).

Unlike homogeneous NP, spherical JP’s generally experience ICEP even under uni-
form ambient fields Equation (58). In particular we find that for Ω = 0 (DC limit), the
dimensionless ICEP velocities in the direction normal to the interface (toward the dielec-
tric hemisphere) are given by 9/64 and 3/32 for a field directed parallel or normal to JP
interface respectively, in full agreement with [8]. An analytical expression for the ICEP
loading is also provided Equation (58) for arbitrary AC and non-uniform electric forcing in
terms of the complex amplitudes of the ambient field. The DIP dynamic loads acting on
both NP and JP exposed to a non- homogeneous ambient field, depend on the interactions
between the ambient amplitudes Am

n and the multipole term Dm
n Equation (3). Note that

for a metallic NP, the coefficients Dm
n are given explicitly in terms of Am

n Equation (9a),
whereas for JP they are found by solving a linear system Equation (6).

The case of a JP, which is subjected to ROT ambient field consisting of two orthogonal
out-of- phase components parallel to the JP interface, is also of special interest. Letting
for example A1

1 = 1, Equation (52) implies that the DEP torque depends on the imaginary
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part of the coefficient D̃1
1 Equation (35b), found by inverting the linear system Equation (6).

A one-term solution of Equation (6) is D1
1 = (3i/2)/(4 − iΩ) resulting Equation (54)

in T(1)
DEP = −12πΩ/(16 + Ω2). Equation (57a) represents the corresponding ‘two-term’

solution of Equation (6) leading to the JP torque spectrum given by Equation (60). Com-
paring these two approximate spectra in Figure 6 against the equivalent one for a NP
Equation (54), indicates that the JP spectra are generally lower (depending on coating
thickness) and are shifted towards higher frequencies in qualitative agreement with the
available measurements [53].
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torque against the corresponding spectrum for a NP (Equation (54)). Also shown is the ‘one-term’
JP approximation.

The weak ‘double-peak’ frequency response curve depicted in Figure 6, may be a
unique feature of JP (compared to the Lorentzian-type NP dispersion). Nevertheless, recall
that the above JP spectrum Equation (60) has been obtained as a ‘two-term’ approximation
of Equation (6), whereas the corresponding ‘one-term’ approximation is again of a ‘bell’
shape. Obtaining more accurate JP frequency spectra are underway. It is also important
to note that so far, no attempt has been made to analytically calculate the JP spectra for
AC excitation and the common practice is to express it in terms of the average between
the CM coefficients of the metallic and dielectric phases. Such an approximation clearly
fails to predict the reported physical JP frequency ROT shift with respect to a NP [53] as
depicted in Figure 6. The theoretical model also indicates that the characteristic frequency
Ωmax Equation (4c) is inversely proportional to the JP radius and EDL thickness (through
the x−1/2 dependence on solute conductivity), in agreement with experimental findings.

Levitation and stability issues of both NPs and JPs under general non-uniform electric
excitations and in particular under travelling wave and converging (decaying) fields have
been also discussed. It is demonstrated that freely suspended spherical polarizable NP’s
and JP’s placed near the lower powered electrode along the axis of a cylindrical (insulating
or conducting walls) pore, are levitated due to positive DEP (overcoming gravity) to
an equilibrium distance c from the bottom. As shown, this equilibrium point is stable
with respect to both radial and radial disturbances. It is also interesting to note that JP’s,
as compared to common NP’s, are more amenable to DEP levitation (by a factor 2–3),
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exhibiting yet another remarkable property of asymmetric Janus particles in response to
ambient non-uniform electric fields.
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Abstract: The electric curtain is a platform developed to lift and transport charged particles in air.
Its premise is the manipulation of charged particles; however, fewer investigations isolate dielectric
forces that are observed at lower voltages (i.e., less than the Paschen limit). This work focuses on
observations of simultaneous dielectrophoretic and electrostatic forces. The electric curtain was a
printed circuit board with interdigitated electrodes (0.020 inch width and spacing) coated with a layer
of polypropylene, where a standing wave or travelling wave AC signal was applied (50 Hz) to produce
an electric field below the Paschen limit. Soda lime glass beads (180–212 µm) demonstrated oscillatory
rolling via dielectrophoretic forces. In addition, several particles simultaneously experienced rapid
projectile repulsion, a behavior consistent with electrostatic phenomena. This second result is
discussed as a particle-induced local increase in the electric field, with simulations demonstrating
that a particle in close proximity to the curtain’s surface produces a local field enhancement of over
2.5 times. The significance of this is that individual particles themselves can trigger electrostatic
repulsion in an otherwise dielectric system. These results could be used for advanced applications
where particles themselves provided triggered responses, perhaps for selective sorting of micrometer
particles in air.

Keywords: electric curtain; electrostatics; dielectrophoresis

1. Introduction

The electric curtain is a platform first developed by Masuda [1,2] to lift and transport
charged particles, typically in air. The platform itself consists of a series of parallel coplanar
electrodes that generate a travelling wave (TW) AC electric field to simultaneously lift
particles from the platform surface and translate them away. This multiphysical system
is rich in electrokinetic and mechanical physics; particle motion is governed by particle
electrokinetic properties (charge and/or induced charge), particle mass (i.e., inertia), field
properties (voltage, frequency), platform construction (electrode geometry, dielectric coat-
ing), and medium properties (gas composition, pressure, humidity) [3–7]. Figure 1 provides
an illustration of a four-phase electric curtain as well as experimental results (using the
platform herein) demonstrating the repulsion of dust in ambient conditions using a signal
of 600 V and 50 Hz.

Various studies have investigated the electric curtain experimentally [3,8–17] and
with numerical modeling of individual particles’ trajectories [4,6,7,18–22]. The traditional
premise of the electric curtain is the manipulation of charged particles via Coulombic forces;
it is typically assumed that these particles are either inherently charged or they obtain a
net charge from absorption of gaseous ions from corona [3]. The frequency of the applied
field coupled with particle inertia [19,20] account for observed oscillatory particle motions.
However, seldom are investigations conducted at lower voltages (i.e., in the absence of
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corona, less than the Paschen limit) where strong repulsion is not typically observed. At
these lower voltages dielectrophoretic forces are present but do not contribute towards
repulsion, as dielectrophoresis (DEP) is always attractive in air [4,9,22].
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Results herein demonstrate that, in the absence of plasma, the particle itself can trigger
localized Coulombic repulsion in an otherwise dielectric system. The following provides a
brief overview of the theoretical operation of an electric curtain and an introduction to DEP.

1.1. Electric Curtain Background

The net force acting on a particle within an electric curtain is typically a combination
of Coulombic forces, viscous forces, and gravitational forces. The Coulombic force governs
particle translation and is dependent on the net charge of the particle. Standing wave (SW)
and TW fields each affect particle translation differently: both repel from the electrode
array, but the latter provide lateral translation along the array. Particles can have an
inherent charge, or it can be acquired. There are several methods by which a particle can
acquire a charge, including tribocharging and corona charging [23]; the latter is associated
with traditional electric curtains. Corona-based electrostatic precipitators use macroscale
electrodes to generate ionized gas. Similarly, though at the millimeter scale, work by Atten
et al. [3] induced particle charging from dielectric barrier discharges where the gaseous ions
and electrons are transferred to the particles in the immediate vicinity of the dielectric layer
that coats the electrodes. Here the applied voltage needs to be greater than the Paschen
voltage, the voltage necessary to start a discharge or electric arc between two electrodes
and subsequently ionize surrounding gas.

Inherently, analyzing particle movement within an electric curtain provides a unique
challenge, primarily due to the coincidence of the system’s characteristic time and velocity
parameters. In most liquid-based electrokinetic microsystems the AC frequency is high
(>1 kHz) such that oscillatory electrokinetic effects can be neglected [24] and manipulated
colloids reach terminal velocity within milliseconds [25]. However, these characteristics
are not shared for low-frequency (<1 kHz) air-based systems, as the applied electrokinetic
forces will impart a time-dependent impulsive force leading to a sudden change in particle
acceleration. As such, particle mass (i.e., inertia) will be significant [19,20]. Interparticle
interactions also occur [4,20], but are outside the scope of this work.

There are three forms of particle translation that have been observed: electric curtain
mode [26,27], surfing mode [21], and hopping mode [6]. Electric curtain mode is character-
ized by high voltages (up to 30 kV) and air ionization. Particles have continuous levitation
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(balanced with gravity) and translate slower than the wave velocity. Surfing mode occurs
with inherently charged particles in an electric field at lower voltages (no corona). Particles
move synchronously with the travelling wave in sliding contact with the surface. Hopping
mode is produced when charged particles are propelled forward and come to rest on the
surface until the wave catches up and initiates the next jump. Interestingly, our results
herein do not exhibit these typical translation modes, this is in part due to our operation
mode (i.e., no corona). Instead, our findings suggest that particles exhibiting dielectric
behavior can subsequently trigger electrostatic repulsion. As such, the following section
provides an introduction to relevant dielectric mechanisms.

1.2. Dielectric Electrokinetics

A dielectric is a material that can be polarized (i.e., form distinct poles of charge) by
an application of an electric field. When a dielectric particle is subjected to a nonuniform
electric field DEP occurs. DEP is a well-known particle manipulation technique that has
been able to capture, sort, concentrate, and characterize a variety of particles and biological
entities as small as a few nanometers [25,28,29]. Unlike electrophoresis, particles do not
need to carry a net charge in DEP. The polarization of a particle with DEP is based, in part,
on the interfacial polarization at the interface of two dissimilar materials. Particles are
either attracted or repelled from regions of greater field strength based on the dielectric
properties (permittivity, conductivity) of the particle and the medium it exists in, as well as
the applied AC frequency.

For a dipole moment p = qd, with opposite charges, q, separated by a distance, d,
subjected to a nonuniform field, E, the resultant dielectrophoretic force (neglecting higher
order terms) is [25]

F = (p·∇)E. (1)

The dipole moment is given as

p = ∀α∗E = 4πεm( fCM)a3E, (2)

where ∀ is particle volume, α∗ is particle polarizability, a is the radius of the particle, ε is
permittivity, the subscript m refers to the medium. The term fCM refers to the Clausius-
Mossotti factor, defined as

fCM =
(

ε∗p − ε∗m
)

/
(

ε∗p + 2ε∗m
)

, (3)

where the subscript p refers to particle properties. The complex permittivity ε∗ is given by

ε∗ = ε− jσ/(ω), (4)

where σ is conductivity, ω = 2π f , f is the AC frequency, and j2 is −1. For a homogeneous
spherical particle the dielectrophoretic force, assuming a polarized dipole, is [25,30]

FDEP = 2πεma3Re[ fCM]∇E2
rms + 4πεma3 Im[ fCM]

(
E2

rms,x∇ϕx + E2
rms,y∇ϕy + E2

rms,z∇ϕz

)
. (5)

The first term is associated with a standing field, whereas the second term is associated
with the phase-dependent portion of the field (ϕ). In other words, the first component is
the traditional dielectrophoretic force and the second is the TW dielectrophoresis (twDEP)
term which propels the particle laterally with a translating wave. The magnitude of these
forces is greatest at the electrode edge (i.e., location of greatest field strength) and decrease
significantly with distance.

The DEP force in Equation (5) assumes that the particle is spherical and homogeneous.
Modifications are necessary for multi-shelled and non-spherical particles [31,32]. In addi-
tion, as the size of the particle approaches that of the electrode features the dipole approxi-
mation needs to be modified to include higher order multipoles (quadropole, etc.) [31,33,34].
Multipoles can increase the dielectrophoretic trapping force significantly [35].
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For particles in air (σ ≈ 0, εm < εp), Re[ fCM] is positive and particles are attracted to
greater fields; Im[ fCM] is negative and this force is opposing the direction of the travelling
wave. Numerical simulations (Figure 2) show the direction of these DEP force components.
Please note that, in air, particles are attracted towards electrode edges in SW fields and
would translate against the TW when on the surface.
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2. Materials and Methods

This manuscript describes several investigations to study the electrokinetics of our
electric curtain. (1) First, we could observe dielectrophoretic forces exerted by the curtain
using a suspended AFM tip. The AFM would be polarized and actuated due to the applied
AC field and dielectric phenomena could be observed. (2) Next, the electrokinetic behavior
of Martian dust and spherical particles were captured with a high-speed camera. (3) Last,
numerical simulations determined the influence the particle itself had on the local electric
field. Details of these investigations follow.

The electric curtain platform used in all experiments consisted of a printed circuit board
(ExpressPCB, Santa Barbara, CA, USA) with four sets of repeating interdigitated electrodes
(0.020” width and spacing) where a SW (0◦–180◦–0◦–180◦) or TW (0◦–90◦–180◦–270◦) AC
signal was applied. The electrodes were covered with a dielectric of polypropylene tape
(εr = 2.2–2.36, 0.0016” polypropylene layer, 0.0009” rubber adhesive layer, 76255A21,
McMaster-Carr). A four-channel waveform generator (Model 280, Fluke Corp., Everett, WA,
USA) sent SW or TW signals to a custom four-channel step-up amplifier which provided
potentials up to 800 Vrms with frequencies up to approximately 10 kHz. Unless otherwise
stated, the applied AC frequency for these tests was 50 Hz.

2.1. AFM Experiments

The electrokinetic-induced deflection of a suspended AFM cantilever was measured
using an Asylum MFP-3D AFM. The cantilever chip was made of Pyrex and supported
two triangle levers. The short lever was 100 µm long × 13.5 µm wide with an approximate
stiffness of 0.32 N/m. In each trial, exact cantilever stiffness was calibrated from a force
curve on hard silicon surface. The short lever was functionalized with a 20 ± 2 µm
diameter borosilicate glass sphere. Before each test, the AFM z-piezo was used to move
the lever 34 ± 2 µm away from the surface of the electric curtain. The arm of the cantilever
was aligned parallel with the electrodes. Deflection of the cantilever was recorded for
two seconds at 10 kHz, while a SW AC signal (50 Hz) was applied to the electric curtain.
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2.2. Particle Interactions with the Electric Curtain

For initial confirmation of electric curtain behavior, Martian dust simulant (JSC MARS-
1A, Orbital Technologies Corp., Madison, WI, USA) was used with a particle diameter of
1 mm and smaller with over 50% of the particles (by weight) had diameters greater than
0.25 mm. The primary chemical composition, by weight, was 34.5% SiO2, 18.5% Al2O3,
9.3% Fe2O3, and no more than 5% of other individual compounds. A sample of dust was
manually applied to the curtain before field activation

Later, experiments were conducted with a second particle type using spherical non-
conductive polarizable particles which provided the advantages of consistent particle
shape, homogeneity, and size over previous dust samples. Tracking of individual spheres
provided additional insight into governing electrokinetic forces. A sparse sample of solid
soda lime glass beads (180–212 µm, SLGMS-2.5, Cospheric, Santa Barbara, CA, USA) coated
the surface of the electric curtain prior to the activation of a SW or TW field.

A high-speed camera (HiSpec II, 1000 fps) with a zoom lens (Macro 7000, Navitar) ac-
quired videos from both “top view” and “side view” perspectives, showing the interactions
and positions of particles relative to the electrodes.

2.3. Numerical Simulations

Electrostatics simulations were performed in COMSOL Multiphysics (model details in
Supplementary Material) to investigate the influence of the particle position on the local
electric field. In brief, the 3D electrostatics system was governed by

ε∗ = ε− jσ/(ω), (6)

where V is electric potential and ρ is volume charge density. For simplicity, we assumed
negligible volume charge (ρ = 0) and used εr = 1 for air, εr = 7 for the glass particle, and
εr = 2.28 for the insulative layer. Here, ε = εrεo with εr as the relative permittivity and εo the
permittivity of free space. A spherical particle was placed over an electrode edge at various
heights above the insulator layer (0.5 µm to 300 µm) and the resulting local electric field
was modeled.

3. Results and Discussion
3.1. AFM Experiments

Figure 3a shows the oscillation of the cantilever deflection for a 50 Hz, 300 V signal
for a 40 ms period. The cantilever position was approximately centered between two elec-
trode strips. The oscillation period was 10 ms (i.e., 100 Hz), twice that of the applied AC
frequency—this characteristic is evidence of induced dielectric forces. However, electro-
static forces were not negligible. The amplitude of every other wave was measurably
greater than the preceding peak, suggesting a non-neutral charge on the suspended AFM.
Figure 3b shows the downward attractive deflection of the cantilever as a function of
applied voltage (100 V–300 V, 50 Hz). The results qualitatively agree with the expected
SW DEP force being greatest near the electrode edges and increase with applied voltage
(Figure 2b). Additional tests without a tip (cantilever only) also demonstrated similar
deflection behavior suggesting that the cantilever itself was also polarized (results not
shown); therefore, the magnitude of the resultant measured attractive force was not due
solely by its attached glass sphere. Qualitatively, these AFM results demonstrated that
dielectric forces exist for objects not in direct contact with the surface of the electric curtain.
Furthermore, this setup is not too far removed from Pohl and Pethig’s apparatus [36] that
demonstrated positive dielectrophoresis of a suspended object in air. In the future, the
use of optical tweezers [37] could be used to decouple any mechanical attachments to the
suspended particle under investigation.
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3.2. Particle Interactions with the Electric Curtain

Dust was successfully repelled from the surface of an electric curtain platform using
an applied voltage of 600 V at 50 Hz for both SW and TW fields (Figure 1, bottom), though
the latter demonstrated repulsion in the direction of the translating wave. Dust repulsion
was frequency dependent; at AC frequencies greater than 1 kHz, there was no observable
particle movement. More specifically, for frequencies between 230 Hz and 1 kHz, limited
particle ‘agitation’ was observed, consistent with previous observations [3], though no
bulk repulsion occurred. However, once the AC frequency decreased to approximately
210 Hz there was sudden and immediate particle repulsion; repulsion occurred for all tested
frequencies below this limit (10 Hz to 210 Hz). Several larger particles whose size was
similar to the electrode gap were trapped in the dielectric-coated regions (Figure 1, bottom-
right). This further suggests dipole (and likely multipole [33,34]) generation, subsequent
electro-orientation (the alignment of the particle’s long axis in the direction of the field [31]),
and demonstrates single particle dielectrophoretic trapping.

High-speed videos (1000 fps) were acquired from a “side view” in order to observe bulk
dust repulsion behavior. The video showed that dust would be repelled from the surface in
a pulse-like manner whose period (10 ms) corresponded to twice the applied frequency
(Supplemental Material, Video S1). These results were consistent with the AFM experiments
in which the applied forces occur at twice the applied AC frequency, suggesting dielectric
behavior. However, particles experiencing DEP in should be attractive, as demonstrated by
the AFM results. This observed discrepancy of repulsive behavior motivated the proceeding
study using homogeneous spherical glass particles of consistent size.

At 50 Hz and 600 V, spherical glass particles were repelled for both SW and TW
fields. For both scenarios particles experienced low velocity oscillatory “rolling” along
the surface and/or rapid repulsive projectile motion. For an SW field, rolling particles
would typically oscillate about an electrode strip and about its nearest electrode neighbors
(Figure 4a, blue double arrow). This behavior suggests particles experienced positive DEP
and, when including inertial effects, the oscillatory rolling particle motion (blue arrows)
makes sense. However, repulsed projectile particles (Figure 4a, red arrow) were observed at
velocities much greater than the oscillatory velocity. These particles initiated their “launch”
in close proximity to electrode edges (where the field is strongest) and projection occurred
in approximately 10 ms intervals (twice the applied AC frequency).
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TW results also demonstrated particle rolling and projectile motion though with
specific, and opposite, directionality. The particles rolled against the TW field direction
relatively slowly (Figure 4b, blue arrows), while others were projected at high velocity in the
direction of the wave (Figure 4b, red arrows). Due to the negative Im[ fCM] at 50 Hz and the
direction of the twDEP force near the electrode surface (Figure 2c), dielectrophoretic forces
are responsible for each particle’s roll direction that is opposite of the TW. Particle repulsion
in the direction of the TW field implies electrostatic repulsion and is consistent with typical
electric curtain performance. High speed videos of both “top view” and “side view” SW
and TW experiments are available in Supplementary Materials (SW: Videos S2 and S3; TW:
Videos S4 and S5).

For both SW and TW studies, the projectile motion of particles was initiated near the
electrode edge where the electric field is greatest. However, in the absence of particles,
arching nor plasma was not observed, even when the voltage increased to the upper limit of
our equipment (800 V). From these results it was hypothesized that the particles themselves
triggered local electrostatic repulsion. As DEP attracted particles towards regions of greater
field strength, the particle itself would locally distort the field further, intensifying it to the
point of triggering electrostatic repulsion. Thus, the following numerical simulations were
conducted to determine the significance of field amplification due to the presence of the
particle itself.

3.3. Numerical Simulations

Figure 5a depicts the cross-section view of the 3D electrostatics model and the sim-
ulated space (more details in Supplementary Material). The sphere was placed centered
with the electrode edge and its gap above the insulator was varied. The electric field mag-
nitude at the point directly above the electrode edge on the insulator layer was measured
(Figure 5a,b). In the absence of a particle, the electric field at this location was modeled to
be 12.5 kV/cm and it did not significantly increase until the gap between the particle and
insulator layer was less than one particle diameter. Figure 5c, Figure 5d and Figure 5e show
a zoomed-in portion of the simulation for gaps of 100 µm, 10 µm, and 1 µm, respectively.
The space between the particle and the insulative layer experiences a significant increase in
electric field, such that the modeled 0.5 µm gap was 34.4 kV/cm (2.8 times greater than the
modeled field without the particle).
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Numerical simulations definitively show that particles themselves significantly in-
crease the electric field locally. Next, these modeled values were compared to Paschen’s law,
which is the breakdown voltage where a discharge would occur between two electrodes
as a function of gap length [38]. For a uniform field and “very large gaps”, the limiting
value of the field under normal temperature and pressure is approximately 24 kV/cm
(labeled in Figure 5b). It is unlikely that the field limit for our electric curtain system
occurs at 24 kV/cm, as our electrodes are insulated and planar, as the breakdown voltage
would differ for non-uniform fields [39]. Although we do not know the breakdown voltage
for our electric curtain, the experimental and numerical evidence herein supports that
particle-induced electrostatic repulsion is a reasonable phenomenological explanation of
the observed behavior.

4. Concluding Remarks

Positive dielectrophoretic forces were expected [36] for our experimental conditions
(i.e., without corona); however, simultaneous Coulombic repulsion was unexpected until
we accounted for local particle-induced field distortions. These experiments demonstrate
an interesting electrokinetic behavior where particles exhibit dipolar (DEP, “pulsed” repul-
sion at twice the applied frequency) whose attractive forces distort the electric field and
subsequently trigger monopolar (Coulombic repulsion) forces. These findings serve as a
guide for future work in investigating the interaction between particles and the electric
field in electric curtains.

By no means is this experimental study comprehensive, as charge transfer mechanisms
are complex. For example, work by J. Lowell demonstrated that charge transfer between
two insulators can occur without tribocharging [40]. Furthermore, Lowell showed that po-
larization significantly influenced charge transfer energy states [41], regardless of whether
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the states are donors or accepters. Furthermore, particle and insulative layer polarizability
is frequency dependent, and this characteristic has been explored previously where direc-
tionality of particle motion in a TW curtain was AC frequency dependent [20]. Generally,
particles would translate with the wave at low frequencies but would move in the opposite
direction at higher frequencies; at even greater frequencies no net particle movement would
occur. Thus, understanding frequency-dependent polarizability within a dielectric curtain
should be further explored in applying this technology towards particle sorting.

Supplementary Materials: The following supporting information can be downloaded at https://
www.mdpi.com/article/10.3390/mi13020288/s1. A document describing the COMSOL Multiphysics
numerical simulations and a table of results that was plotted in Figure 5b (Figures S1 and S2, and
Table S1). A high-speed video of pulsed repulsion of dust is available (Video S1). High speed
“top view” and “side view” videos of soda lime glass repulsion are available for SW configuration
(Videos S2 and S3) and TW configuration (Videos S4 and S5).
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Abstract: Recently, many studies have focused on the repair and regeneration of damaged articular
cartilage using tissue engineering. In tissue engineering therapy, cells are cultured in vitro to create a
three-dimensional (3-D) tissue designed to replace the damaged cartilage. Although tissue engineer-
ing is a useful approach to regenerating cartilage, mechanical anisotropy has not been reconstructed
from a cellular organization level. This study aims to create mechanically anisotropic cartilaginous
tissue using dielectrophoretic cell patterning and gel-sheet lamination. Bovine chondrocytes were
patterned in a hydrogel to form line-array cell clusters via negative dielectrophoresis (DEP). The
results indicate that the embedded chondrocytes remained viable and reconstructed cartilaginous tis-
sue along the patterned cell array. Moreover, the agarose gel, in which chondrocytes were patterned,
demonstrated mechanical anisotropy. In summary, our DEP cell patterning and gel-sheet lamination
techniques would be useful for reconstructing mechanically anisotropic cartilage tissues.

Keywords: dielectrophoresis; chondrocyte; mechanical anisotropy; tissue engineering; cell patterning

1. Introduction

Articular cartilage covers bone ends in diarthrodial joints and is an inhomogeneous,
anisotropic, and viscoelastic connective tissues that serve as a low-friction load-bearing
material [1–3]. Cartilage plays an important role in mammalian skeletal movements. Due
to the avascular nature, low cell density, and low proliferative activity of chondrocytes,
hyaline cartilage cannot regenerate after injury; wear and tear; or degeneration through
common diseases, such as osteoarthritis [4,5]. Therefore, severe cartilage damage often
requires surgical treatment. Current clinical approaches to generating new cartilaginous
tissue include debridement, microfracture, autologous chondrocyte transplantation, and
mosaicplasty. However, it is difficult to regenerate hyaline cartilage using these therapeutic
approaches.

Tissue engineering approaches have been developed to restore articular cartilage dam-
age, which involve culturing autologous chondrocytes in vitro to create a three-dimensional
(3-D) tissue designed to replace the damaged tissue [6–9]. In clinical studies, chondrocyte
sheets or chondrocyte cultures in atelocollagen gel were transplanted to treat osteochondral
defects [6,8]. In native articular cartilage, chondrocyte organization varies with the depth
of the articulating surface [10]. Collagen fibers, which are one of the main components
of cartilage, align in response to the direction of cyclic deformations induced by daily
walking or other activities. Moreover, this alignment is related to cell biosynthesis and
tissue anisotropy. However, these inhomogeneous and anisotropic structures of articular
cartilage cannot be regenerated using a basic tissue engineering approach. To address this
problem, some researchers have reported that culturing cells on scaffolds with anisotropic
structures would induce anisotropic remodeling of cartilaginous tissue [11,12]. Mechanical
stimulation is another approach to regenerating anisotropic tissue. Lee et al. cultured
scaffold-free engineered tissue with tensile stimulation to regenerate anisotropic human
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neocartilage [13]. Anisotropic mechanical properties were also observed in the fibroblast-
seeded gels subjected to mechanical stretching [14]. Our research group also reported that
cyclic compression improved the stiffness and mechanical anisotropy of the regenerated
cartilaginous tissue [15]. From previous studies, anisotropic cellular organization was
required to simulate “native” biological tissue. In this study, we focused on the direct
control of cellular organization in hydrogels to regenerate 3-D anisotropic cartilaginous
tissue. The random encapsulation of chondrocytes within hydrogels has been widely
used for the in vitro culture of articular chondrocytes [16–20]. However, the control of
cellular organization in hydrogels remains difficult. While articular cartilage has been one
of the first tissues to be successfully treated with tissue engineering therapy, regenerating
the anisotropic architecture and biomechanical properties of articular cartilage remains a
challenging problem.

Recently, a novel micro-particle patterning technique was developed that utilizes DEP
forces to manipulate living cells [21–27]. Albrecht et al. reported the encapsulation of
living cell arrays using dielectrophoresis and photo-cross-linked hydrogels [23–25]. In
our previous studies, we reported cell manipulation and separation systems [28–30] and a
cell-patterning technology in hydrogels using dielectrophoresis [31]. However, there have
not been any studies on remodeling the mechanical anisotropic tissue based on controlled
cellular organization by dielectrophoresis.

This study aimed to perform DEP cell patterning in a hydrogel to modulate cellular
organization, proliferation, and extracellular matrix synthesis to regenerate mechanically
anisotropic cartilaginous tissue. First, the dielectrophoretic properties of primary articular
chondrocytes were evaluated to determine the optimal conditions for manipulating the
cells in agarose gel. Based on the measured dielectrophoretic properties, the chondrocytes
were patterned in an anisotropic alignment inside the agarose gel using negative-DEP
forces. Mechanical tensile tests were performed to characterize the mechanical anisotropy
of the chondrocyte-aligned hydrogel constructs.

2. Materials and Methods
2.1. Chondrocyte Isolation for Dielectrophoresis

Articular cartilage was harvested from articular joints of 3–6-week-old calves from
a local abattoir, and chondrocytes were isolated from cartilage explants by enzymatic
digestion [15]. Briefly, cartilage explants were excised from the humeral head and minced
into small pieces, which were then shaken gently in 0.2% collagenase type II digested
with Dulbecco’s modified Eagle’s medium/Ham’s F12 (DMEM/F12) supplemented with
5% fetal bovine serum (FBS) and antibiotics–antimycotics for 8 h at 37 ◦C. The cartilage-
digested solution was filtered through a 70 µm nylon mesh filter to remove debris. The cells
were isolated from the digest by centrifugation for 5 min and rinsed twice with phosphate-
buffered saline (PBS) containing antibiotics–antimycotics. Finally, after centrifugation for
5 min, the cells were resuspended in a low-conductivity osmotically balanced buffer (LC
buffer: 10 mM HEPES, 0.1 mM CaCl2, and 59 mM D-glucose in sucrose solution [28–31]) for
dielectrophoresis experiments. The total cell number was counted using a hemocytometer
to adjust the cell concentration prior to the experiments.

2.2. Dielectrophoresis Chamber for Living Cells

A dielectrophoresis chamber for cellular analysis and accumulation was developed to
establish a nonuniform electric field in a rectangular volume. The chamber was constructed
by sandwiching a 500 µm silicon rubber gasket between two glass slides coated with a
conductive material, indium tin oxide (ITO) (Figure 1a). The bottom-side glass was partially
coated with a 1 µm film of SU-8 photoresist to insulate specific areas of the conductive
surface and fabricate a parallel line electrode array with a width of 20 µm; the lines were
spaced 80 µm apart (Figure 1b). A sine-wave AC voltage was applied between the upper
and bottom ITO-coated glass slides to generate a non-uniform electric field. DEP is a
phenomenon that occurs under an applied non-uniform electric field, inducing dipoles
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within a polarized cell in a buffer solution. The cell, in a non-uniform electric field, can be
moved by DEP forces toward high or low electric field regions, depending on the relative
electric property of cells, which is related to the cell type and function [21,28]. A high
electric field is localized at the line-shaped electrodes, and cells are localized to the high
or low electric field region due to positive- or negative-dielectric forces depending on
their electric properties (Figure 2). The AC voltage was applied between the parallel-line
electrode-fabricated glass slide and upper ITO-coated glass slide using a function generator
(WF1944B, NF Corp., Yokohama, Japan) and an amplifier (BA4850, NF Corp., Yokohama,
Japan). The applied voltage was monitored using an oscilloscope (TDS1001B, Tektronix,
Beaverton, OR, USA) connected in parallel. The movement of cells within the DEP chamber
was observed using a phase-contrast microscope (CKX41, Olympus, Tokyo, Japan) with
a digital video camera. The dielectrophoretic chamber was sterilized with 70% ethanol
followed by rinses with a low-conductivity (LC) buffer containing 1% Pluronic F108 (Sigma-
Aldrich, St. Louis, MO, USA) prior to the dielectrophoresis experiments. Pluronic 108 was
used to avoid cell adhesion to the glass slides after dielectrophoresis experiments. In our
previous study [31], it was confirmed that cell viability and function would be maintained
under the dielectrophoretic conditions of this study.
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Figure 1. Schematic of the dielectrophoretic chamber. (a) The chamber was constructed by sandwiching a silicone rubber
gasket between two glass slides coated with indium tin oxide (ITO). (b) The bottom slide was partially insulated by an SU-8
pattern to fabricate a parallel-line electrode array.

2.3. Dielectrophoretic Characterization of Chondrocytes

For the DEP characterization, chondrocyte suspension in LC buffer was injected into
the DEP chamber and subjected to an AC voltage for 180 s after injection. The magnitude
of the imposed AC voltage was 10 Vp-p with a frequency varying from 10 kHz to 1 MHz.
The behavior of chondrocytes was observed using a digital camera on the microscope, and
microphotographs were captured 180 s after each AC voltage frequency was imposed. The
number of cells on the electrodes (positive-DEP) and between the electrodes (negative-
DEP) were counted in each captured image. The ratios of cells indicating positive- and
negative-DEPs in the chamber were calculated to evaluate the crossover frequency. The
dielectrophoretic property of a cell (indicating p-DEP or n-DEP) was assessed based on the
region where the cell moved (Figure 3). The frequency dependency of the DEP property
was evaluated by the positive-DEP ratio Rp and the negative-DEP ratio Rn, calculated as
follows:

Rp = NP/(NP + Nn), Rn = Nn/(NP + Nn), (1)
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where NP and Nn are the numbers of cells indicating positive-DEP and negative-DEP,
respectively. To evaluate the dielectrophoretic property of cells, the dielectrophoresis
parameter was defined as Rp–Rn.
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2.4. Dielectrophoretic Cell Accumulation in Agarose Gel to Fabricate Cell-Aligned
Three-Dimensional Cultures

Based on dielectrophoretic characterization, chondrocytes were patterned in agarose
gel via the negative-DEP force. Chondrocyte-suspended agarose solutions were prepared
as previously described [15,32–35]. The isolated chondrocytes were suspended in the LC
buffer and mixed in a 1:1 ratio with 3% low-melting agarose (A2576; Sigma-Aldrich, St.
Louis, MO, USA) in the LC buffer to make a 1.5% agarose solution with a cell density of
1.0 × 107 cells/mL. For cell accumulation, the chondrocyte/agarose solution was injected
into the chamber. A sine-wave AC voltage of 15 Vp-p and 10 kHz was applied for 15 min
to cause rapid cell localization in the region of low electric field (negative-DEP). After
chondrocyte accumulation, the chondrocyte/agarose solution in the chamber was cooled
at 4 ◦C for 20 min to obtain a gelation agarose solution.
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Figure 3. Evaluation of the dielectrophoretic property of chondrocytes. After dielectrophoresis, cells
in red regions demonstrated a negative-DEP response, whereas those in green regions demonstrated
positive-DEP response.

Three agarose gel sheets containing patterned-chondrocyte arrays were stacked to
form a 3-D culture sample for mechanical anisotropy evaluation. The gel sheets in the
DEP chamber were transferred to a Petri dish using a custom-made gel sheet holder using
negative pressure suction. The gel sheet holder was constructed from a nylon mesh sheet
and stainless-steel parts. The gel sheets were held by adsorbing the sheet onto the nylon
mesh through aspiration from a syringe (Figure 4). After the first sheet was transferred
to the dish, the second and third gel sheets were collected and stacked onto the already
transferred gel sheet using the same procedure. Then, a 25 µL 1.5% agarose solution was
dropped between the sheets as adhesive glue. The position of each gel sheet was aligned
manually under a stereomicroscope. The stacked gel-sheet construct was shaped into a
thin plate 5 × 15 mm2 with a thickness of 1.5 mm (500 µm × 3 sheets) for cell culture
experiments. To evaluate mechanical anisotropy, three types of specimens were fabricated;
the cells were patterned parallel or perpendicular to the longitudinal direction of the
gel sheet and were homogeneously dispersed to prepare three experimental groups (i.e.,
parallel, perpendicular, and homogeneously dispersed groups).
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Figure 4. Fabrication of the layered gel-sheet construct. (a) Gel sheet transferring device using negative air pressure and (b)
layering process of the cell-patterned agarose gel sheets.

The chondrocyte-accumulated agarose gel constructs were cultured for up to 21 days
in DMEM/F12 containing 20% FBS and 50 µg/mL ascorbic acid. The cultures were
maintained in a humidified tissue culture incubator at 37 ◦C and 5% CO2.

2.5. Biomechanical Characterization of the Regenerated Tissue

After 7, 14, and 21 days of culturing, the mechanical properties of the cultured con-
struct were evaluated using a custom-made material testing device. The material testing
device consisted of a load cell (Kyowa Electronic Instruments, Tokyo, Japan), stepping
motor driven stage (Sigma-Koki, Saitama, Japan), and stainless-steel grips for the gel sheet
(Figure 5). The stacked-gel-sheet construct was gripped to expose a 5 × 5 mm2 area, and
tensile deformation was applied. The specimen was stretched at a strain rate of 0.01/s up
to a strain of 0.4. The stress and strain were calculated using the measured displacement
and load values. The elastic modulus, rupture stress, and rupture strain were measured
from the stress–strain curve. Regarding the analysis of the hydrogel strain–stress curve,
the stress at the point of maximum stress was defined as the rupture stress, and the strain
at that point was defined as the rupture strain (Figure 6).

Micromachines 2021, 12, x  6 of 15 
 

 

and were homogeneously dispersed to prepare three experimental groups (i.e., parallel, 
perpendicular, and homogeneously dispersed groups).  

  
(a) (b) 

Figure 4. Fabrication of the layered gel-sheet construct. (a) Gel sheet transferring device using negative air pressure and 
(b) layering process of the cell-patterned agarose gel sheets. 

The chondrocyte-accumulated agarose gel constructs were cultured for up to 21 days 
in DMEM/F12 containing 20% FBS and 50 μg/mL ascorbic acid. The cultures were main-
tained in a humidified tissue culture incubator at 37 °C and 5% CO2. 

2.5. Biomechanical Characterization of the Regenerated Tissue 
After 7, 14, and 21 days of culturing, the mechanical properties of the cultured con-

struct were evaluated using a custom-made material testing device. The material testing 
device consisted of a load cell (Kyowa Electronic Instruments, Tokyo, Japan), stepping 
motor driven stage (Sigma-Koki, Saitama, Japan), and stainless-steel grips for the gel sheet 
(Figure 5). The stacked-gel-sheet construct was gripped to expose a 5 × 5 mm2 area, and 
tensile deformation was applied. The specimen was stretched at a strain rate of 0.01/s up 
to a strain of 0.4. The stress and strain were calculated using the measured displacement 
and load values. The elastic modulus, rupture stress, and rupture strain were measured 
from the stress–strain curve. Regarding the analysis of the hydrogel strain–stress curve, 
the stress at the point of maximum stress was defined as the rupture stress, and the strain 
at that point was defined as the rupture strain (Figure 6). 

 
Figure 5. Evaluation of the mechanical properties of layered gel-sheet constructs. Specimens were 
stretched parallel or perpendicular to the cellular alignment in the gel-sheet construct. 

Figure 5. Evaluation of the mechanical properties of layered gel-sheet constructs. Specimens were
stretched parallel or perpendicular to the cellular alignment in the gel-sheet construct.

128



Micromachines 2021, 12, 1098Micromachines 2021, 12, x  7 of 15 
 

 

 
Figure 6. Definition of elastic modulus (E), rupture stress (σz), and rupture strain for the stress–
strain curve of the gel-sheet laminated construct. 

2.6. Cell Proliferation, Viability, and Biochemical Composition of the Regenerated Tissue 
The biochemical properties of the cultured constructs were evaluated after 7, 14, and 

21 days of culturing. For histological analysis, the cultured samples were fixed in a 4% 
paraformaldehyde solution at 4 °C overnight, followed by staining with Safranin-O to 
evaluate the sGAG distribution. For biochemical characterization, the samples were di-
gested in papain (125 μg/mL in PBS) at 60 °C for 6 h. Each digested lysate was inde-
pendently assayed for GAG content using a dimethylmethylene blue assay [34,36] and for 
DNA content using a fluorometric DNA assay with Hoechst 33258 [37]. The cell number 
in the cultured construct was calculated from the total DNA content divided by the cellu-
lar DNA content (7.7 pg). The viability of the chondrocytes in the agarose gel was assessed 
using live/dead staining. The cultured constructs were incubated in 1 mL of DMEM con-
taining 1 μg calcein-AM (Dojindo, Japan) and 2 μg propidium iodide (PI; Dojindo, Kuma-
moto, Japan) at 37 °C for 30 min. Fluorescent images were captured using a fluorescence 
microscope (CKX41, Olympus, Tokyo, Japan). Dead cells appeared red, while viable cells 
were green.  

2.7. Statistical Analysis 
Most of the data were representative of three individual experiments with similar 

results. The statistical significance of the experimental data was evaluated using the 
Tukey–Kramer method. Statistical significance was set to p < 0.05.  

3. Results 
3.1. Dielectrophoretic Property of Primary Chondrocytes 

The primary chondrocytes changed the DEP responses depending on the frequency 
of the AC voltage. Figure 7 shows photomicrographs of chondrocytes under DEP at dif-
ferent frequencies. The chondrocytes showed a negative-DEP at 10 kHz, whereas a posi-
tive-DEP was observed at 500 kHz. Moreover, the chondrocytes showed both negative- 
and positive-DEPs at frequencies of approximately 100 kHz.  

Figure 6. Definition of elastic modulus (E), rupture stress (σz), and rupture strain for the stress–strain
curve of the gel-sheet laminated construct.

2.6. Cell Proliferation, Viability, and Biochemical Composition of the Regenerated Tissue

The biochemical properties of the cultured constructs were evaluated after 7, 14, and
21 days of culturing. For histological analysis, the cultured samples were fixed in a 4%
paraformaldehyde solution at 4 ◦C overnight, followed by staining with Safranin-O to eval-
uate the sGAG distribution. For biochemical characterization, the samples were digested
in papain (125 µg/mL in PBS) at 60 ◦C for 6 h. Each digested lysate was independently
assayed for GAG content using a dimethylmethylene blue assay [34,36] and for DNA
content using a fluorometric DNA assay with Hoechst 33258 [37]. The cell number in the
cultured construct was calculated from the total DNA content divided by the cellular DNA
content (7.7 pg). The viability of the chondrocytes in the agarose gel was assessed using
live/dead staining. The cultured constructs were incubated in 1 mL of DMEM containing
1 µg calcein-AM (Dojindo, Japan) and 2 µg propidium iodide (PI; Dojindo, Kumamoto,
Japan) at 37 ◦C for 30 min. Fluorescent images were captured using a fluorescence mi-
croscope (CKX41, Olympus, Tokyo, Japan). Dead cells appeared red, while viable cells
were green.

2.7. Statistical Analysis

Most of the data were representative of three individual experiments with similar
results. The statistical significance of the experimental data was evaluated using the
Tukey–Kramer method. Statistical significance was set to p < 0.05.

3. Results
3.1. Dielectrophoretic Property of Primary Chondrocytes

The primary chondrocytes changed the DEP responses depending on the frequency of
the AC voltage. Figure 7 shows photomicrographs of chondrocytes under DEP at different
frequencies. The chondrocytes showed a negative-DEP at 10 kHz, whereas a positive-
DEP was observed at 500 kHz. Moreover, the chondrocytes showed both negative- and
positive-DEPs at frequencies of approximately 100 kHz.
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Figure 7. Dielectrophoresis of chondrocytes using parallel line-electrode array. (a) 10 kHz,
(b) 100 kHz, and (c) 500 kHz of AC voltage.

To evaluate the DEP frequency dependency of the cells, we defined Rp–Rn as the
frequency-dependent parameter. Figure 8 shows the ratio of chondrocytes expressing
positive- and negative-DEP responses (Rp–Rn). The chondrocytes switched from positive-
to negative-DEPs between 90 and 110 kHz. The result indicates that the crossover frequency
of the primary chondrocyte DEPs was approximately 100 kHz (Figure 8).
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Figure 8. DEP frequency dependency parameter, Rp−Rn, of chondrocytes. Mean ± S.D., n = 5.

3.2. Tissue Reconstruction in Chondrocyte-Organized Agarose Gel Constructs

The cells were patterned in an agarose gel sheet based on the measured DEP prop-
erties of chondrocytes. Following the cell patterning in gel sheets and lamination of the
cell-patterned gel sheets, the cell arrays were retained to form anisotropic tissue during the
culturing period. From the safranin-O staining of the gel-sheet layered construct, cartilagi-
nous tissue containing sGAG was reconstructed along the patterned cell array, whereas the
chondrocytes seeded homogeneously in agarose gels secreted and reconstructed homoge-
neous tissue (Figure 9). The cartilaginous tissue in the cultured agarose gel expanded with
increasing culture time. Each reconstructed tissue along the cell array was connected to
adjacent tissues over a seven day culturing period. Cell viability was maintained in the
gel-sheet layered constructs, and in the homogeneously chondrocyte-seeded agarose gel
(Figure 10).
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Figure 9. Safranin-O staining of the agarose gel-sheet constructs cultured for (a) 0, (b) 7, (c) 14, and 
(d) 21 days. Left: cell-patterned specimens; right: homogeneously cell-dispersed specimens. 
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Figure 10. Calcein-AM staining of the agarose gel-sheet constructs cultured for 7 days. Fluorescence images captured from 
(a) the horizontal plane and (b) the cross section. 

There were no significant differences in the sGAG contents of the specimens from the 
three experimental groups (Figure 11). There were also no significant differences in the 
number of cells among the three experimental groups (Figure 12). The sGAG contents and 
cell numbers of specimens in all experimental groups increased with increasing culturing 
time. 
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Figure 9. Safranin-O staining of the agarose gel-sheet constructs cultured for (a) 0, (b) 7, (c) 14, and (d) 21 days. Left:
cell-patterned specimens; right: homogeneously cell-dispersed specimens.
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Figure 10. Calcein-AM staining of the agarose gel-sheet constructs cultured for 7 days. Fluorescence images captured from
(a) the horizontal plane and (b) the cross section.

There were no significant differences in the sGAG contents of the specimens from
the three experimental groups (Figure 11). There were also no significant differences in
the number of cells among the three experimental groups (Figure 12). The sGAG con-
tents and cell numbers of specimens in all experimental groups increased with increasing
culturing time.
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Figure 11. Sulfated GAG content of the agarose gel-sheet constructs cultured for 21 days. Mean +/−
S.D., n = 5. * indicates a significant difference in each value compared to day 7, p < 0.05.

3.3. Mechanical Anisotropy of the Regenerated Tissue

At day 0, the tensile mechanical tests could not be performed because the stiffness of
specimens was not sufficient to handle them. The tensile test for perpendicular specimens
at day seven also could not be performed. Figure 13 shows a typical stress–strain diagram
for each sample group on day 21. The results of tensile tests show that the specimens
were fractured at tensile strains smaller than 0.4 for all specimen groups. In this study, the
elastic modulus was calculated by linear approximation in the region of strain 0.05–0.1. The
elastic modulus increased with increasing culturing time for all sample groups (Figure 14a).
On days 14 and 21, the elastic modulus of the parallel group, in which chondrocytes
were patterned parallel to the tensile direction, was significantly larger than that of the
perpendicular group. The parallel group also showed significantly larger values of rupture
stress and strain compared with the perpendicular group (Figure 14b,c).
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Figure 12. Cell number of the agarose gel-sheet constructs cultured for 21 days. Mean +/− S.D.,
n = 5. * indicates a significant difference in each value compared to day 0, p < 0.05.
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4. Discussion

In this study, to regenerate cartilaginous tissue with mechanical anisotropy simulating
that of “native” articular cartilage, we established a 3-D culture method to accumulate
chondrocytes in a parallel-line pattern inside agarose gels by negative dielectrophoresis.
There are many reports on the three-dimensional culture of calf chondrocytes using agarose
gels as scaffold material, which state that cartilaginous tissue was reconstructed inside
the gel [16–20]. In our study, chondrocytes synthesized an extracellular matrix inside
the agarose gel and reconstructed cartilaginous tissue along the parallel-line pattern of
accumulated cells. There was no significant difference in the sGAG content among the
experimental groups where the chondrocytes were patterned, and the group where the
chondrocytes were uniformly distributed inside the gel during the 21-day culturing pe-
riod. This result indicated that the manipulation of cells by dielectrophoresis and cell
accumulation did not affect the cell viability or ability to synthesize extracellular matrix.

The elastic modulus of cultured constructs increased with an increase in the culturing
period. This increase in elastic modulus showed a similar trend to that reported in previous
studies [17,18]. Furthermore, mechanical anisotropy of the regenerated tissue was observed
on days 14 and 21. The elastic modulus of the cultured construct with chondrocytes
patterned in the same direction as the tensile direction was significantly higher than that of
the sample with perpendicularly patterned chondrocytes. The sGAG content in the cultured
construct was not significantly different among the experimental groups. However, it is
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thought that the extracellular matrix reconstructed around the patterned cell arrays became
denser and that the tissue structure became more oriented, resulting in a higher stiffness
in the direction of cell patterning. In the cultured specimens from the parallel group, the
regenerated tissue was not anisotropic in geometry because the tissue was formed to be
connected to adjacent cell arrays, whereas significant mechanical anisotropy was observed
on day 21. It was assumed that the dense extracellular matrix with orientation along
each cell array, which was formed during the early 14-day culture, was still contained in
the 21-day cultured specimens. In this study, the gel sheets containing cell-array were
stacked to reconstruct the anisotropic biological tissue. To achieve the higher functionality
of regenerated tissue, lamination of the cell sheets in an aligned state [38] will be required.
Our dielectrophoresis and stacking method will be applicable to align the cell sheets as a
pattern and to stack the sheets.

Inside the structure of native articular cartilage, cells and collagen fiber networks are
oriented parallel to the articulating surface in the top tissue layer, randomly in the middle
layer, and vertically in the deep layer [1,10]. This complex structure enables articular
cartilage tissue to withstand shear, tensile, and compressive deformations caused by
motion, such as daily walking. To reconstruct this complex structure of articular cartilage,
a three-dimensional structure of electrode patterns regarding dielectrophoresis and a more
complex assembly technique regarding the gel sheets are required. It has been shown that
the mechanical anisotropy of biological tissues represented by articular cartilage can be
reconstructed using anisotropic scaffold materials or mechanical stimulation [11–13,39].
However, it is difficult to replicate the orientation of chondrocytes in vivo using these
methods. The dielectrophoretic cell patterning technique inside hydrogels proposed in this
study can control the cellular orientation in the scaffold material. Furthermore, this cell
accumulation method would enable the reconstruction of tissue structures similar to those
of “native” articular cartilage at a cellular organization level.

5. Conclusions

In this study, chondrocytes were accumulated to form parallel-line cell clusters in
agarose gels via negative-DEP forces. The tensile strength of the chondrocyte-accumulated
agarose gel construct, sGAG content, and cell number count increased with increasing
culturing time. The stiffness of the constructs in which chondrocytes were patterned
in the same direction as the tensile direction was significantly greater than that of the
samples with perpendicularly patterned chondrocytes. Finally, the DEP cell-accumulating
methodology inside a hydrogel could become a promising approach for regenerating
mechanically anisotropic tissues in cartilaginous tissue reconstruction.
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Abstract: Many applications in biotechnology and medicine, among other disciplines, require the
rapid enumeration of bacteria, preferably using miniaturized portable devices. Microfluidic technol-
ogy is expected to solve this miniaturization issue. In the enumeration of bacteria in microfluidic
devices, the technique of aligning bacteria in a single line prior to counting is the key to an accurate
count at single-bacterium resolution. Here, we describe the numerical and experimental evalua-
tion of a device utilizing a dielectrophoretic force to array bacteria in a single line, allowing their
facile numeration. The device comprises a channel to flow bacteria, two counter electrodes, and
a capture electrode several microns or less in width for arranging bacteria in a single line. When
the capture electrode is narrower than the diameter of a bacterium, the entrapment efficiency of the
one-dimensional array is 80% or more within 2 s. Furthermore, since some cell-sorting applications
require bacteria to move against the liquid flow, we demonstrated that bacteria can move in a single
line in the off-axial direction tilted 30◦ from the flow direction. Our findings provide the basis for
designing miniature, portable devices for evaluating bacteria with single-cell accuracy.

Keywords: dielectrophoresis; microfluidics; single cell; single bacterium; flow cytometer

1. Introduction

Technologies for measuring the number of bacteria in a sample are important in
biotechnology, medicine, the food industry, and hygiene management. For example, in the
field of medical care, measuring the number of bacteria in the mucosa of a patient can be
used to detect an abnormality in the body. In the food industry, the number of bacteria is
monitored to control fermentation and to prevent food poisoning [1,2]. Such applications
require rapid and precise bacterial measurement techniques, preferably using devices that
are small and portable and thus suitable for on-site analysis such as environmental moni-
toring and point-of-care [3,4]. This need has led to the recent development and widespread
use of small bacterial measurement devices using microfluidics technology and particularly
miniaturized flow cytometers for separating and counting cell types at the single-cell
level. Various methods have been developed based on optical detection [5,6], electrical
impedance response [7,8], the Coulter counter method (nanopore measurement) [9], Ra-
man spectroscopy [10,11], and a magnetic method involving binding magnetic beads to
bacteria [12,13]. All these methods require the separation of bacteria into a single line which
is fed to the measurement portion of the flow cytometer where the bacteria are processed
individually. This is realized in a simple manner by limiting the channel diameter to that
of a bacterium [14], but such channels tend to get clogged with bacteria. Conventionally,
the flow diameter is limited to that of a bacterium using a sheath flow method, wrapping
the sample flow with another flow stream [15,16]. This approach allows high-throughput
counting but is difficult to miniaturize due to the complicated liquid delivery system.
Stable sheath flow requires precise control of the flow rate and sample dilution by the
sheath flow. Furthermore, problems such as damage to the cells caused by exposure to high
pressure and shear forces caused by the sheath flow have been pointed out [17]. Sheathless
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methods have also been investigated, such as surface acoustic waves [18,19], the use of
inertial force [20,21], and the electrostatic force of dielectrophoresis (DEP). However, the
equipment for generating surface acoustic waves is expensive and non-disposable, and
the equipment for using inertial force must be redesigned for each bacterial type and is
not ideal for submicron particles such as bacteria. There are many reports on arranging
mammalian cells in a single line using DEP [22–24] but few reports on arranging bacteria.
In addition, most previous work used negative DEP [25]. Negative DEP acts toward the
weak portion of an electric field, which has the advantage of causing less damage to the
cells due to the electric field. However, this approach has the disadvantage that a steric
and complex electrode structure is required to stably generate the force [26]. Furthermore,
the conductivity of the solvent must be higher than that of the cell, causing wear of the
electrode due to the electrode reaction and the high amount of heat generated, making it
difficult to generate a strong dielectrophoretic force [27]. In contrast, a positive DEP acts
toward the electrode edge where the electric field is strongest. However, the potential
drawback of this approach is that it may damage cells due to the strong electric field and
because the conductivity of the solvent must be lower than that of the cell [28].

At the same time, the low conductivity of the solution provides the advantage that
a strong DEP can be applied because heat generation and the electrode reaction are sup-
pressed more than in a negative DEP. The volume of a bacterial cell is less than 1/1000th
that of mammalian cells, and thus, a positive dielectrophoretic force is preferable to ef-
fectively utilize the volumetric force of the dielectrophoretic force. However, there have
been few reports on bacterial alignment by positive DEP and no reports of a technique
in which bacterial cells are continuously arranged in a single line and fed individually
downstream, although one example of generating a single stream of a cluster consisting of
a small number of cells has been reported [29].

Here, we propose an electrode-rail structure to realize a technique to arrange bacterial
cells in a single line using positive DEP. Our approach alleviates damage caused by the
electric field by avoiding the electrode edges, where the greatest damage is caused by the
electric field. We demonstrate the generation of a single line of bacteria on the electrode-rail
by first analyzing the proposed device using the finite element method, then by fabricating
the device, and by experimentally evaluating it based on the conditions obtained by the
numerical analysis.

2. Materials and Methods
2.1. Design of the Device

A schematic diagram of the device is shown in Figure 1a. This device delivers the
bacteria in a single line downstream to a flow cytometer and other bacterial single-cell
analysis devices. The device comprises a flow channel to flow bacteria, two counter
electrodes, and a capture electrode (electrode rail) several microns or less in width for
arranging bacteria in a single row.

The electric field is generated using one capture electrode and two counter electrodes
located outside the microchannel. Only the capture electrode is in the microchannel, and
thus, the electric field gradient toward the capture electrode is increased in the microchan-
nel. This is achieved by an electric field applied through an insulator via the use of a
high-frequency electric field in DEP (Figure 1b). Therefore, bacteria flowing along the flow
path are collected by the capture electrode via DEP and flow downstream, resulting in
the bacteria flowing in a single line in the vicinity of the downstream outlet. Since the
channel is used only for flowing a sample, clogging by bacteria can be prevented by using
a channel with a sufficiently large cross-sectional area yet compatible with the range of the
dielectrophoretic force.
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Figure 1. Schematic of the device used to form a line of bacterial cells: (a) top view of the device and
connection of the AC power source to the electrodes and (b) cross-sectional view of the device. The
dotted lines indicate the electric field lines which pass through the microchannel wall, creating a
large electric field gradient to generate dielectrophoresis (DEP). Bacteria are attracted on the capture
electrode (electrode rail).

The dielectrophoretic force is an electrostatic force acting on a particle and arises from
the dipole moment induced in the particle by an applied external heterogeneous electric
field [30,31].

Equation (1) represents the dielectrophoretic force FDEP acting on particles of radius rp:

FDEP = 2πr3
pεmRe[K(ω)]∇

∣∣∣E2 (1)

where εm is the dielectric constant of the solvent, ∇ is the vector derivative operator, and
Re[K(ω)] is the real part of the Clazius–Mossotti equation represented by Equation (2):

K(ω) =
ε∗p − ε∗m
ε∗p + 2ε∗m

(2)

where εp* and εm* are the complex dielectric constants of particles and solutions and are
represented by Equation (3):

ε∗ = ε− 2σ

ω
j = ε− σ

π f
j (3)

where ε is the dielectric constant, σ is the conductivity, ω is the angular frequency, and f is
the frequency of the applied alternating current.

From Equations (2) and (3), since Re [K(ω)] depends on frequency, the force exerted on
the particle also varies with frequency. If Re[K(ω)] is positive, a positive dielectrophoretic
force is applied and the particles are forced in the direction of increasing electric field
strength. In the proposed device, as shown in Figure 1b, the electric field is concentrated on
the capture electrode, and the positive dielectrophoretic force is utilized to collect bacteria
in the flow path onto the capture electrode on which the electric field is concentrated.
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2.2. Numerical Analysis

We designed the shapes and arrangements of the electrodes and microchannel by
analyzing the movement of particles by the dielectrophoretic force in the microchannel
using the commercially available finite element method analysis software package COM-
SOL (COMSOL 5.6, COMSOL Inc., Stockholm, Sweden). The applied electric potential
is assumed to remain constant along the capture and the counter electrodes. Therefore,
the numerical calculation can be reduced to a two-dimensional problem of any cross sec-
tion. The calculation was conducted to calculate the trapping behavior by considering
only the dielectrophoretic force and the Stokes drag force in the absence of fluid flow. A
model of the analysis space is shown in Figure 2, and the physical properties are shown
in Table 1. The conductivity (σm) and dielectric constant (εm) values are those of water.
The conductivity (σp) and dielectric constant (εp) values of the particles were based on the
physical properties of Escherichia coli [32], and the external forces acting on the particles
are the dielectrophoretic force given by Equation (1) and the Stokes drag force FD given by
Equation (4).

FD =
18µ

ρpd2
p

mp(u− v) (4)

where µ is the kinematic viscosity, mp is the mass of a bacterium, v is the velocity of a
bacterium, u is the velocity of the liquid, ρp is the density of a bacterium, and dp is the
diameter of a bacterium.
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Figure 2. Analysis space in the numerical analysis.

Table 1. Physical properties for numerical analysis.

Parameter Value

rp 0.5 (µm)
εp 60
εm 80
σp 0.44 (S/m)
σm 5.56 (µS/m)
µ 1 (mPa)
ρp 1000 (kg/m3)
dp 1 (µm)

The physical properties of the channel structure were based on those of polydimethyl-
siloxane (PDMS), a silicone rubber [33,34]. The thickness of the electrode was 100 nm,
and an AC voltage was applied. As an initial condition, the bacteria were placed in the
9 × 19 lattice pattern at 5 µm intervals in the channel without fluid flow. Under the above
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boundary, physical property, and initial conditions, we determined the electrode width
dependence of the capture state at the capture electrode.

The numerical analysis in COMSOL for the electric field and dielectrophoresis were
carried out in electric current interface using Equations (5) to (7).

∇·J = Q (5)

J = σE + jωD + Je (6)

E = −∇V (7)

where σ, ω, D, V, J, and Q are conductivity, angular frequency, electric displacement,
voltage, external current density, and charge density, respectively. Electrical insulating
boundary conditions were set at all boundaries, except for the electrodes. All three elec-
trodes are modeled as perfect conductors. The boundary condition of the capture electrodes
was set as the voltage terminal with a voltage of ± 100 Vpp, while 0 V was applied to the
two counter electrodes. Particle tracing interface was coupled with the electric current
interface and the laminar flow interface to predict the external forces FD exerted on the
particles. Particle tracing interface calculated the particle momentum and trajectory by
solving the motion given by Equation (8).

d
(
mpv

)

dt
= Ft (8)

The freezing wall boundary conditions were set at all boundary walls inside the
channel.

The model of the analysis space was meshed using an extremely fine free triangular
mesh having maximum and minimum element sizes of 2 µm and 0.004 µm, respectively,
for the calculation domain, with a total of 32,743 mesh elements. The electric current
interface was initially solved in the frequency domain. The applied electric potential V
was approximated by a polynomial of low order at each mesh point in the calculation. The
values of the parameters describing the dielectrophoretic behavior of the particles, such
as the electrical field E and the gradient E2, can be obtained from the numerical solution.
We then calculated the particle tracing interface in time-dependent mode to evaluate the
distribution of the electric field to predict the DEP force and Stokes drag force acting on the
particles to obtain the trajectory of the particles inside the microchannel.

2.3. Fabrication

The device was fabricated by conventional photolithography and micro-molding.
This device contains a channel chip and an electrode chip bonded together. The

fabrication method is conventional and thus described briefly. The channel-chip was
fabricated from a PDMS silicone elastomer (KE-106, Shin-Etsu Chemical, Tokyo, Japan).
First, a negative resist of SU-8 (SU-8 3050, KAYAKU Advanced Materials, Tokyo, Japan)
was spin-coated on a 4-inch silicon wafer at 3000 rpm for 30 s. It was then pre-baked on
a hot plate at 95 ◦C for 15 min and exposed through the photomask of the microchannel
using UV light at a wavelength of 365 nm at 240 mJ. The channel was subsequently heated
on a hot plate at 95 ◦C for 5 min and developed (SU-8 developer, KAYAKU Advanced
Materials, Tokyo, Japan) to form the negative structure of the microchannel. A release
agent (DURASURF831-TH, Daikin, Oosaka, Japan) was coated on the surface of the mold
by dipping for several seconds. KE-106 was mixed with the polymerization agent at 10:1
volume ratio, poured onto the mold, degassed in a desiccator, and then heat-cured at 120 ◦C
for 2 h using an oven. The dimensions of the fabricated channel chip were channel width
100 µm, channel height 50 µm, and channel length 20 mm.

The electrode chip was fabricated by patterning Cr (about 100 nm thick) deposited
on a glass substrate using conventional photolithography. First, the photoresist AZP-1350
was spin-coated on the vacuum-evaporated Cr surface on a quartz glass slide at 3000 rpm
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for 30 s. The photomask in the shape of the electrode was transferred to the photoresist
by exposing 365 nm UV light, 60 mJ, through the photomask. Next, the photoresist was
developed with a developer (NMD-3, TOKYO OHKA KOGYO, CO., LTD., Kanagawa,
Japan) and Cr was patterned to the electrode shape by etching with a Cr etchant. A
fluorine-based coating agent (SFE-DP02H, AGCs) was spin-coated at 2000 rpm for 30 s on
the fabricated electrode to prevent nonspecific adhesion of bacteria. Finally, the fabricated
channel chip was aligned and hermetically bonded to the electrode chip and used as the
device. An overall photograph of the fabricated device and an enlarged view around the
capture electrode are shown in Figure 3b.
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Figure 3. Single-bacteria arraying device: (a) an illustration of the device, and (b) a photograph of the device and an
enlarged view around the capture electrode.

2.4. Materials

K-12 strain of Escherichia coli (20135, RIKEN BRC) and the lactic acid bacterium Pedio-
coccus pentosaceus (AOK-L4140, Akita Konno Co., Ltd., Akita, Japan) were used as bacterial
samples. LB medium (12780-052, Thermo Fisher, MA, USA) was used to cultivate E.
coli, which was cultured in an incubator at 37 ◦C for 4 h. MRS medium (288130, Becton
Dickinson, NJ, USA) was used for P. pentosaceus, which was cultured at 25 ◦C for 24 h.
After incubation, a 1 mL portion of culture was centrifuged at 5000 g for 2 min, the pellet
was suspended in pure water, and then, the cells were stained with SYBR Gold (S11494,
Thermo Fisher) at a final concentration of 0.5%. Finally, the surfactant Triton-X (9002-93-1,
Sigma-Aldrich, MI, USA) was added to the sample at a final concentration of 0.05% to
prevent bacterial adhesion onto the inner surface of the microchannel.

2.5. Experimental Setup

The flow rate of bacteria in the channel was controlled by applying negative pressure to
the outlet using a micropump (RP-HX01S-1A-DC3VS, Aquatech, Oosaka, Japan), and then,
the behavior of the bacteria in the microchannel was observed when the dielectrophoretic
force was applied. The electrical parameters were set based on preliminary experiments
and the simulation results. The voltage used was within the range where neither electrolysis
by the electrode occurred nor heat was generated. The frequency chosen was 1 MHz, as
this frequency generates a sufficiently strong positive dielectrophoretic force within the
bandwidth of the amplifier. The voltage was generated (waveform of 1 MHz, 10 Vpp) using
a function generator (SG4322, IWATSU ELECTRIC CO., LTD., Tokyo Japan) and amplified
to 200 Vpp using an amplifier (BA4825, NF CORPORATION, Tokyo Japan). Bacterial
movement was observed under a fluorescence microscope (LG-PS2, Olympus Corporation,
Tokyo, Japan) to determine how bacteria are transported to the electrode by DEP while
flowing in the microchannel. The whole view of the setup is shown in Supplementary
Figure S1.
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3. Results
3.1. Numerical Analysis of the Motion of Bacteria

The driving voltage and frequency of the DEP force used in the numerical analysis
and experiments were obtained based on the preliminary experiments and calculation
results. The applied voltage 200 Vpp used was the maximum voltage within the range
where neither electrolysis by the electrode occurred nor heat was apparently generated in
the preliminary experiments. The frequency 1 MHz was determined as high as possible in
the range of positive dielectrophoresis to suppress electrolysis of the electrode from the
numerical calculation, as shown in Figure 4. We also confirmed that 1 MHz was the best in
the preliminary experiment and used it for the numerical analysis and experiment.
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Figure 4. Calculated values of the Clasius-Mossotti equation using the parameters in Table 1: the
frequency of 1 MHz was determined as high as possible in the range of positive dielectrophoresis to
suppress electrolysis of the electrode from this.

The results of the finite element analysis are shown in Figure 5, which represents the
potential energy of the dielectrophoretic force (UD), represented by Equation (9).

UD = −
∫

FDEP·dr = −2πr3
pεmRe[K(ω)]

∣∣∣E2
∣∣∣ (9)

Bacteria in the channel are eventually trapped on the electrode because they move
to the point of lowest potential. Figure 5b shows the potential energy of the DEP force
in the vicinity of the electrode, where the electric field is strongest at the edge of the
electrode, as shown in Figure 5c. Therefore, if the capture electrode is wide, bacteria are
arranged in two rows on both edges of the electrode, as shown in Figure 5d. On the other
hand, if the electrode is narrow, the spacing between the edges decreases and the bacteria
are arranged in one row on the electrode. We also calculated the cross-sectional size of
the microchannel where DEP acts effectively. As is apparent from Figure 5a, since the
local minimum potentials are formed at the center, the left, and the right corners of the
channel ceiling, the bacteria in these vicinities cannot be collected by the capture electrode
because the bacteria are attracted toward the ceiling. This makes it difficult to collect
bacteria in 100% of the channel cross-sectional area: about 80% of the area was available for
collecting bacteria experimentally. Figure 6 shows the collection ratio of bacteria collected
when initially arranged 171 bacteria in the 9 × 19 lattice pattern at 5 µm intervals in the
microchannel for each width of capture electrode. The results indicate that the trend in
the number of captured bacteria remains essentially unchanged regardless of the width of
the capture electrode, with more than 80% of the bacteria in the channel collected in about
10 s for P. pentosaceus and about 16 s for E. coli when using a capture electrode with a cross
section 100 µm wide and 50 µm high.
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Figure 5. Analysis results: (a) the potential energy of the dielectrophoretic force in the cross section
of the microchannel, (b) an enlarged view of the vicinity of the capture electrode, (c) the trajectory of
particle tracing, and (d) a view of the capture results for each electrode width. Poor contrast between
the particles, background, and electrode made it difficult to distinguish these components, and thus,
the background was dyed light blue.

Micromachines 2021, 12, x  9 of 13 
 

 

 
Figure 6. Time evolution of the bacterial capture rate by numerical simulation: the time trend of 
the capture rate remains essentially unchanged regardless of the electrode width. 

3.2. One-Dimensional Arrangement of Bacteria 
We measured the time evolution of the number of bacteria trapped on the capture 

electrode using an external dielectrophoretic force under no-flow conditions to evaluate 
capture efficiency. The number of bacteria collected over time is shown in Figure 7. 
Numerical analysis was calculated by the equivalent diameter of lactic acid bacteria (1.3 
μm for lactic acid bacteria and 1 μm for E. coli) [35]. The times required to capture 80% of 
the bacterium were about 10 s for P. pentosaceus and about 16 s for E. coli in the numerical 
analysis, whereas the required times were about 1 s for P. pentosaceus and about 2 s for E. 
coli in the experiments. In comparison to the experimental and calculated values in Figure 
7, the trend in time response of the capture rate is similar for both the numerical analysis 
and the experiments. However, the time required to capture 80% of the bacteria 
experimentally was more than 8 times faster than the simulation. Despite the differences 
between the numerical analysis and actual experiments, we nonetheless demonstrated the 
underlying concept. 

Figure 8 shows how bacteria collected on the electrode as the width of the capture 
electrode varied. Figure 8 was obtained at the flow rate of 590 μm/s for E. coli and 560 
μm/s for P. pentosaceus. Both the Gram-negative bacterium E. coli and the Gram-positive 
bacterium P. pentosaceus were similarly arranged in two rows at the edges of both side of 
the electrode when the electrode was thick (3 μm to 5 μm). On the other hand, when the 
electrode width was 1 μm or less, the bacteria were arranged in one row on the electrode, 
as shown in the figure. Consequently, bacteria can be ordered in a one-dimensional 
arrangement if the electrode is approximately 1 μm wide, which is equal to or less than 
the size of a bacterium. 

0 10 20 30 40 50
0

20

40

60

80

100

C
ol

le
ct

io
n 

ra
tio

 [%
]

Time [s]

b = 1 µm

b = 3 µm

b = 5 µm

Figure 6. Time evolution of the bacterial capture rate by numerical simulation: the time trend of the
capture rate remains essentially unchanged regardless of the electrode width.

3.2. One-Dimensional Arrangement of Bacteria

We measured the time evolution of the number of bacteria trapped on the capture
electrode using an external dielectrophoretic force under no-flow conditions to evaluate
capture efficiency. The number of bacteria collected over time is shown in Figure 7. Nu-
merical analysis was calculated by the equivalent diameter of lactic acid bacteria (1.3 µm
for lactic acid bacteria and 1 µm for E. coli) [35]. The times required to capture 80% of the
bacterium were about 10 s for P. pentosaceus and about 16 s for E. coli in the numerical
analysis, whereas the required times were about 1 s for P. pentosaceus and about 2 s for
E. coli in the experiments. In comparison to the experimental and calculated values in
Figure 7, the trend in time response of the capture rate is similar for both the numerical
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analysis and the experiments. However, the time required to capture 80% of the bacteria
experimentally was more than 8 times faster than the simulation. Despite the differences
between the numerical analysis and actual experiments, we nonetheless demonstrated the
underlying concept.
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Figure 7. Time variation in the number of captured bacteria: measurements were performed at least
three times to confirm reproducibility. The trapping amount saturates at a value of more than 80% in
about 2 s.

Figure 8 shows how bacteria collected on the electrode as the width of the capture
electrode varied. Figure 8 was obtained at the flow rate of 590 µm/s for E. coli and
560 µm/s for P. pentosaceus. Both the Gram-negative bacterium E. coli and the Gram-
positive bacterium P. pentosaceus were similarly arranged in two rows at the edges of both
side of the electrode when the electrode was thick (3 µm to 5 µm). On the other hand,
when the electrode width was 1 µm or less, the bacteria were arranged in one row on
the electrode, as shown in the figure. Consequently, bacteria can be ordered in a one-
dimensional arrangement if the electrode is approximately 1 µm wide, which is equal to or
less than the size of a bacterium.

Micromachines 2021, 12, x  10 of 13 
 

 

 
Figure 7. Time variation in the number of captured bacteria: measurements were performed at 
least three times to confirm reproducibility. The trapping amount saturates at a value of more than 
80% in about 2 s. 

 
Figure 8. Electrode width dependence of the captured bacteria: Both E. coli at a flow rate of 590 
μm/s and P. pentosaceus at a flow rate of 590 μm/s are similarly arranged in one row when the 
electrode was about 1 μm or less in width and are arranged in two rows at both edges of the 
electrode when the electrode was thick (3 μm to 5 μm). 

3.3. Off-Axis Manipulation of Bacteria 
Some applications, such as cell sorting, require bacteria moving against liquid flow 

for cell fractionation. We thus evaluated the device with bacteria moving in the off-axis 
direction by flowing bacteria while trapping them on an electrode bent to the right at 30° 
to the flow direction. The results verified that the bacteria could move in directions other 
than the flow direction along the edge of the electrode. Figure 9 shows the off-axis 
manipulation of E. coli and P. pentosaceus. The bacteria could flow either parallel to the 
flow or 30° oblique on the electrode. Although the relationship between flow angle, flow 
velocity, and applied voltage is currently unclear, bacterial movement can clearly be 
controlled in off-axis directions. 

0 1 6 8 10

0

20

40

60

80

100

C
o

lle
ct

io
n

 r
a

tio
 [%

]

Time [s]

Pediococcus (experimental) 

E.coli (experimental) 

Pediococcus (caluculation)  

E.coli (caluculation) 

2 3 4 5 7 9

E. coli

Pediococcus

Counter Electrodes

Wall

25 µm 25 µm

25 µm 25 µm

25 µm

25 µm

2 lines1 line

E. coli

Pediococcus

Capture
electrode

Figure 8. Electrode width dependence of the captured bacteria: Both E. coli at a flow rate of 590 µm/s
and P. pentosaceus at a flow rate of 590 µm/s are similarly arranged in one row when the electrode
was about 1 µm or less in width and are arranged in two rows at both edges of the electrode when
the electrode was thick (3 µm to 5 µm).
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3.3. Off-Axis Manipulation of Bacteria

Some applications, such as cell sorting, require bacteria moving against liquid flow
for cell fractionation. We thus evaluated the device with bacteria moving in the off-axis
direction by flowing bacteria while trapping them on an electrode bent to the right at 30◦ to
the flow direction. The results verified that the bacteria could move in directions other than
the flow direction along the edge of the electrode. Figure 9 shows the off-axis manipulation
of E. coli and P. pentosaceus. The bacteria could flow either parallel to the flow or 30◦

oblique on the electrode. Although the relationship between flow angle, flow velocity,
and applied voltage is currently unclear, bacterial movement can clearly be controlled in
off-axis directions.
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Figure 9. Off-axis manipulation of the bacteria: the bacteria move along the electrode in a direction
oblique to the flow.

4. Discussion

Experimentally, we succeeded in collecting bacteria much faster than suggested by
numerical analysis. Although it is desirable to collect bacteria faster, it is problematic that
the prediction of the collection rate by numerical calculation was unsuccessful. Experimen-
tal results may include the effects of electric double layer (EDL) and electrohydrodynamic
(EHD) convection [36,37]. Microparticles in fluids, such as cells, bacteria, and charged
non-bioparticles, are surrounded by an EDL. Counterion relaxation and conduction in an
EDL affect the behavior of particles in a dielectrophoretic force significantly. As the particle
size decreases, the EDL thickness becomes larger relative to the particle size, especially
when the conductivity of the solvent is low, such as the low concentration of electrolyte
used in positive DEP in this work. Numerical analysis of the dielectrophoretic collection
did not take into account the effects of EDL and EHD convection, thereby leading to a
large difference in the calculated and experimentally determined collection rates. The
experiments were carried out at voltages and frequencies where no apparent convection
occurred, but there could have been weak EHD convection undetectable by microscopic
observation. Moderate EHD convection is known to increase the collection efficiency of
submicron particles by dielectrophoretic force [38], further suggesting that EHD convection
could have helped increase the collection efficiency. Evaluating the effect of EHD convec-
tion is a future challenge since it could not be observed microscopically, even though it
apparently improved collection efficiency.
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Detailed experimental characterization of the device will be reported in the future.
The present results nonetheless demonstrate that bacteria could flow either parallel to the
liquid flow or 30◦ oblique on the electrode, suggesting that the method can also be used for
separation procedures, e.g., sorting the outlets to collect them depending on the type of
bacteria.

Although dielectrophoretic forces have the disadvantage that the force exerted de-
creases as the particle size decreases because they are volumetric forces, they are also
known to act effectively on nanometer-scale particles such as proteins. Therefore, it may
be possible to move viral and exosome bionanoparticles arranged in a single line using
a smaller capture electrode. Because such bionanoparticles are difficult to manipulate
with existing flow cytometers, this approach would not only miniaturize conventional
methodologies but also would find value as a platform technology for bionanoparticle
manipulation.

5. Conclusions

Here, we proposed and demonstrated a microfluidic device for achieving the manipu-
lation of one-dimensional arrays of bacteria using the dielectrophoretic force generated on
an electrode rail. We first showed the feasibility of our method by numerical analysis using
the finite element method. Based on the various parameters obtained from the numerical
analysis, we experimentally evaluated the device and found that, when the electrode width
was narrower than the diameter of a bacterium, as indicated by the numerical analysis,
the solution can be delivered downstream while arranging the bacteria in one row on the
capture electrode. The capture efficiency of the one-dimensional array was 80% or more
within 2 s. In addition, since some cell-sorting applications require bacteria to move against
the liquid flow, such as during fractionation, we demonstrated that bacteria can move in
the axial direction tilted 30◦ from the flow direction. In the future, we will develop a device
for evaluating bacteria with single-cell accuracy by incorporating a sensor downstream of
this device and by applying it to bacterial sorters and related devices.

Supplementary Materials: The following are available online at https://www.mdpi.com/2072-666
X/12/2/123/s1, Figure S1: Experimental setup.
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Abstract: This study presents a dielectrophoresis-based liquid metal (LM) droplet control microfluidic
device. Six square liquid metal electrodes are fabricated beneath an LM droplet manipulation pool.
By applying different voltages on the different electrodes, a non-uniform electric field is formed
around the LM droplet, and charges are induced on the surface of the droplet accordingly, so that the
droplet could be driven inside the electric field. With a voltage of ±1000 V applied on the electrodes,
the LM droplets are driven with a velocity of 0.5 mm/s for the 2.0 mm diameter ones and 1.0 mm/s
for the 1.0 mm diameter ones. The whole chip is made of PDMS, and microchannels are fabricated by
laser ablation. In this device, the electrodes are not in direct contact with the working droplets; a thin
PDMS film stays between the electrodes and the driven droplets, preventing Joule heat or bubble
formation during the experiments. To enhance the flexibility of the chip design, a gallium-based alloy
with melting point of 10.6 ◦C is used as electrode material in this device. This dielectrophoresis (DEP)
device was able to successfully drive liquid metal droplets and is expected to be a flexible approach
for liquid metal droplet control.

Keywords: dielectrophoresis; microfluidics; metal droplet driving

1. Introduction

Droplet-based microfluidics, also known as “digital microfluidics”, has become a hot
spot in the chemical and biological sciences [1,2], benefitting from its advantages, such as
no cross-contamination, small sample size, and potential of high throughput analysis [3].
Droplet manipulation is the base of digital microfluidics in which the droplet control is of
most importance. Approaches of droplet control can usually be categorized as active and
passive methods [4], where passive control is of less interest due to its lack of flexibility.
Among all active manipulation methods, electric-based ones are most popular because there
are diverse and convenient ways to apply the electrical field inside microchannels. Normal
electrical active droplet driving methods include electrostatic-charging actuation [5,6],
electrowetting-on-dielectric (EWOD) [7], and dielectrophoresis (DEP) [8,9].

In most droplet-based microfluidics studies, droplets are often made of deionized
water or aqueous solution and flow inside the oily or gaseous medium, with cells [10],
particles [11], or multiphase droplets [12] wrapped inside. Recently, room temperature
liquid metal (LM) has been introduced into droplet microfluidics as well [13]. Some metals,
such as mercury, or alloys, most known as gallium-based alloys, have melting points
lower than the room temperature and could form droplets at room temperature [14,15].
Among all these metal types, the gallium-based alloy is now of most interest due to its low
toxicity, low cytotoxicity, and benign biocompatibility [16,17]. Droplets of this kind of metal
have high electrical and thermal conductivities; hence, compared with ordinary aqueous
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solutions, they could perform different functions and applications. Due to their particular
characteristics, the driving approaches are also slightly different. The most common
principles of driving an LM droplet are electrowetting-on-dielectric and electrostatic. One
of the most popular applications of LM droplet control is to use its high electrical and
thermal conductivity in microfluidics as a micromechanical switch inside microchannels
for thermal or electrical conduction [18–20]. Basic microfluidics components, such as
micropumps [21] and mixers [22], are achieved by electrowetting (EW) controlled liquid
metal droplets as well. Furthermore, Wu et al. [23] have recently developed a wheelchair
mobile robot with electrical movement control of LM droplets, thereby largely expanding
its application scope.

Among all the liquid metal droplet control studies mentioned above, DEP principle-
based studies are barely reported. The DEP phenomenon is described as follows. If
dielectric particles or droplets are put into non-uniform electric fields, these particles
or droplets could move due to a force exerted from an electric field [24]. Instead of
driving the droplet, DEP is commonly used in LM droplet generation [25]; however,
DEP is also capable of driving LM droplets. In DEP microfluidics devices, the electric
field and electrode material or design are of most concern, since the DEP’s driving effect
largely depends on the electric field around the droplet. Standard electrode types include
solid electrodes, deposition or sputtering electrodes, liquid electrodes, and salt bridge
electrodes [26]. Room temperature liquid metal, as mentioned above, is a new choice of
electrode material in microfluidics [27–29]. Compared with traditional solid electrodes,
liquid electrodes have the advantages of easy fabrication, softness; and compared with salt
bridge liquid electrodes, liquid metal has much a higher electrical conductivity. Unlike
volatile and toxic mercury, gallium-based alloys have been widely used as electrodes in
microfluidic devices because of their biocompatibility and safety.

Here, a new DEP-based LM droplet control microfluidic device is presented. An open
channel structure is introduced into this device to simplify the manipulating process and
waste recycling. A gallium-based alloy at room temperature (Ga66In20.5Sn13.5, melting
point: 10.6 ◦C) is used as the electrode material. This device could drive liquid metal
droplets moving between electrodes. Instead of the standard soft lithography process,
laser ablation is used in this study to achieve simpler, faster, and cheaper microchannel
fabrication. The LM droplet driving principle and the result with this DEP device is
presented and discussed.

2. Design and Methods
2.1. DEP Chip Design and Fabrication

Figure 1a shows the microchip structure of the DEP droplets control system. There are
three layers in the microchip. The upper layer is 5.0 mm thick and has a rectangular through
hole as the manipulating pool for the droplets. The middle layer is 600 µm thick and has
six square island electrode paddles connected with the electrode microchannels of the
lower layer. The lower layer is 5.0 mm thick and has six pairs of electrode microchannels.
The upper and lower layers are determined to be 5.0 mm thick because they work as
manipulation pool and bottom of the device, respectively. A thick PDMS block is stiff
enough to support the whole device. The middle layer is thinner because the upper surface
of this layer is in direct contact with the manipulated LM droplet, while voltages are
applied on the square island electrode paddles, which are on the bottom side of the middle
layer. The PDMS thickness between the electrode and the LM droplet could largely affect
the electric field on the LM droplet, and finally determine the driving efficiency of this
device. So, a thinner middle layer is chosen. These six pairs of microchannels are patterned
and aligned with the six “island” electrode paddles in the middle layer. These six pairs of
microchannels are used as the LM injection inlet and outlet of the island electrode paddles
of the middle layer. The microstructures of the middle layer and lower layer are bonded
face-to-face to make them connected with each other directly. Thus, the island electrode
paddles in the middle layer and the paired microchannels in the lower layer are matched
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and connected to form six complete electrode channels, and work as six independent
electrodes. In fabricating this two-layer structure alignment attention should be paid to
making sure that each electrode paddle in the middle layer should be connected to the
paired microchannel beneath it, and not to the one adjacent to it. As with the upper layer,
the rectangular through cavity should cover all six complete electrode channels in the
two-layer structure, i.e., both “island” electrode paddles and paired microchannels. Thus,
the sidewalls of a rectangular cavity of the upper layer and the upper surface of the middle
layer constitute the open area of the DEP device, working as the manipulation pool. When
voltages are added to these electrodes, there is an inhomogeneous electric field generated
in the manipulation pool, and the droplets there could be driven. For the convenience of
the experimental operation, all the inlets and outlets of the microchannels are set and led
out from the top, shown as through holes in Figure 1a. In the design, there is no direct
contact between the working droplet and the electrodes, avoiding cross-contamination,
electrode corrosion, and bubble formation during usage.
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Figure 1. Design schematic and photo of the droplet driving device. (a) Three layers of the channel structure; (b) photo of
the laser ablation channel; (c) photo of the copper sheet electrode.

Fabrication of this DEP microchip included microchannel fabrication and the assem-
bling process. Microchannels on both middle and lower layers are made by laser ablation.
After drawing the designed channel structure with the L-edit software, the structure was
imported to a laser ablation machine (Diatools, Shanghai, China), modeled LE-3, with laser
power 1000 mW. An empty PDMS (10:1 mixture ratio by weight, Dow Corning, Midland,
MI, USA) block, covered with black oily pigment to enhance the ablating strength, was
then put under the laser beam. After calibrating and adjusting the beam position, the
ablation began. After the ablation on the PDMS layer finished, residues should be wiped
off along the microchannels to finish the microchannel fabrication process. The ablated
channels are shown in Figure 1b. The “island” electrode paddles in the middle layer are
squares with a side length of 2.0 mm, and the electrode channels in the lower layers are
200 µm in width. The height of all these channels is 80 µm. The upper layer was fabricated
with a PDMS slide, where a rectangular area (1.3 cm × 1.5 cm) was fabricated by thrusting
four thin copper sticks at its four corners first, and then cutting the sidelines with a knife.
Finally, through holes were punched in the upper layer at all inlets and outlets of the
electrode channels.

Assembling of this DEP microchip was achieved by the oxygen plasma bonding
technology with a plasma cleaner (YZD08-2C, Yanzhao technology, Tangshan, China). The
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middle layer and lower layer were first aligned and bonded face-to-face as mentioned
above, and then the two-layer structure was bonded with upper layer using the same
bonding technique. Liquid metal electrodes were then made by directly injecting liquid
metal (gallium-based alloy) into the electrode channels using a syringe. A silver-plated
copper wire was put into the inlets and outlets of the electrode channels to connect the
LM electrodes with the outer voltage supplier. All channel inlets and outlets were finally
sealed with silicone rubber.

Because the liquid metal is easy to oxidize in the air, a layer of oxide film with high
viscosity is formed on its surface and this film tends to adhere to PDMS. In order to avoid
the liquid metal sticking to the bottom PDMS layer, a thin layer of insulating silicone oil
was spread at the bottom of the manipulation pool for lubrication and insulation purposes.

2.2. Droplet Driving Experiment

The driving performance of LM droplets was tested with this DEP microchip. During
the experiment, LM droplets were directly sucked up and dripped into the manipulation
pool. The volume of the droplets used in the experiment was controlled by a pipettor.

The electric field during the experiment was realized by applying D.C. voltages on
liquid metal electrodes in the microchip through a high voltage sequencer (HVS448 6000D,
LabSmith, Inc., Livermore, CA, USA). Unless specified, the voltage applied during the
experiment is ±1000 V and marked as “+” or “−” in Figures 2–4.

Micromachines 2021, 12, x FOR PEER REVIEW 4 of 12 
 

 

above, and then the two-layer structure was bonded with upper layer using the same 
bonding technique. Liquid metal electrodes were then made by directly injecting liquid 
metal (gallium-based alloy) into the electrode channels using a syringe. A silver-plated 
copper wire was put into the inlets and outlets of the electrode channels to connect the 
LM electrodes with the outer voltage supplier. All channel inlets and outlets were finally 
sealed with silicone rubber. 

Because the liquid metal is easy to oxidize in the air, a layer of oxide film with high 
viscosity is formed on its surface and this film tends to adhere to PDMS. In order to avoid 
the liquid metal sticking to the bottom PDMS layer, a thin layer of insulating silicone oil 
was spread at the bottom of the manipulation pool for lubrication and insulation pur-
poses. 

2.2. Droplet Driving Experiment 
The driving performance of LM droplets was tested with this DEP microchip. During 

the experiment, LM droplets were directly sucked up and dripped into the manipulation 
pool. The volume of the droplets used in the experiment was controlled by a pipettor.  

The electric field during the experiment was realized by applying D.C. voltages on 
liquid metal electrodes in the microchip through a high voltage sequencer (HVS448 
6000D, LabSmith, Inc., Livermore, CA, USA). Unless specified, the voltage applied during 
the experiment is ±1000 V and marked as “+” or “−” in Figures 2–4.  

 
Figure 2. Experimental results for large liquid metal (LM) droplet driving. Six electrodes are numbered as a–d. “+” repre-
sents +1000 V, and “−” represents −1000 V. (a–f) Droplet position and travelling trace at different electrode conditions. 

Figure 2. Experimental results for large liquid metal (LM) droplet driving. Six electrodes are numbered as a–d. “+”
represents +1000 V, and “−” represents −1000 V. (a–f) Droplet position and travelling trace at different electrode conditions.

2.3. Plate Electrode Experiment

To explore the mechanism of LM droplet driving, an additional experiment was
performed with a large plate electrode. The large plate electrode was made of a thin copper
sheet (1.0 cm × 0.5 cm) with a silver-plated copper wire welded to it, as shown in Figure 1c.
For the convenience of the stable placement of the plate electrode, the copper sheet was
stuck to a 4 mm thick PDMS block. In order to prevent direct contact between the electrode
and the liquid metal, the surface of the copper sheet was spin-coated with a 50 micron thick
PDMS membrane.

This experiment aims to see how an LM droplet is driven under different electric field
strengths. During the experiment, the PDMS-attached plate electrode was put vertically
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in the manipulation pool, as shown in Figure 5. A +1000 V D.C. voltage was applied on
the plate electrode, and the electrodes in the DEP microchip remained unpowered. An LM
droplet was put into the manipulation pool and its position was manually controlled with
a pair of tweezers. Experimental results will be presented later.
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3. Results

This section will be divided into two parts. It provides a concise and precise descrip-
tion of the experimental results, their interpretation, as well as the experimental conclusions
that can be drawn.

In the first part of the experiment, the performance of this LM droplet driving device
was tested. Voltages were applied on six electrodes on the microchip, labeled as “a” to
“f”, and a droplet with 2.0 mm diameter, which is the same size as the electrode side
length, was controlled to move as “S” tracks by a designed voltage sequence, as shown in
Figure 2. The “+” and “-” signs in the figure represent +1000 V and −1000 V, respectively.
The results show that the LM droplet tends to be attracted to the “−” voltage electrode.
In the beginning, the electrode “a” was in “−” state, while other electrodes were in “+”
state, and the LM droplet was attracted and trapped upon the electrode “a”, as shown in
Figure 2a. In the second step, when the electrode “a” turned back to the “+” state, and the
electrode “d” to the right of the electrode “a”, turned to the “−” state, the droplet moved
to the right and was trapped upon the electrode “d”, as shown in Figure 2b. By turning
the electrodes “e”, “b”, “c”, “f” to the “−” state, in turn, the droplet was controlled to
move upon these electrodes by turns, and its track formed an opposite “S”. The whole
experimental process was recorded with a camera. The LM droplet driving velocity is
then calculated by calculating the time period while the droplet traveled between the two
electrodes from the Video S1 (in mp4 format, liquid metal droplet manipulation process),
and with the known distance, the velocity can be acquired. At the voltage of ±1000 V, the
velocity is 0.5 mm/s.

To study how the droplet size affects its movement velocity, a 1.0 mm diameter droplet,
which is much smaller than the electrode size, was further tested, and the results are shown
in Figure 3. All experimental conditions were the same as mentioned above. The result
indicates that the smaller droplet moves faster than larger ones under the same voltage, in
this case, the 1.0mm diameter droplet is driven with 1.0 mm/s velocity. However, smaller
droplets would only move across the nearest electrode edges. As shown in Figure 3a,
where the electrode “a” was “−” at the beginning, the LM droplet was trapped at the edge
of the electrode and unable to go to the electrode center like the 2.0 mm diameter droplet.
In the second step, when the electrode “a” was turned back to “+” state and “b” to the “−”
state, the small droplet was driven to move towards the electrode “b”, and finally stopped
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at the electrode edge, as shown in Figure 3b,c. When the electrodes “a” and “b” turned
back to “−” and “+”, respectively, again, the small droplet was driven back to the electrode
“a”, and again, stabled at the electrode edge, as shown in Figure 3d,e. This indicates that
the edges of the electrode provide larger driving forces or electric field gradients than the
electrode inner area could. In actual application of this droplet driving device, the size of
droplet and electrode should be reasonably chosen according to the actual need.

In addition to the driving velocity, the way of the droplet movement is worth studying.
During the process of the movement of the LM droplets between the bottom electrodes,
LM droplets were found to move in a rolling manner, rather than a translative manner, as
shown in Figure 4. This phenomenon indicates that the upper and lower parts of a droplet
are subjected to forces in different directions under the electric field. The calculated rotation
speeds for the 2 mm and 1 mm diameter droplets are 4.78 rpm and 19.11 rpm, respectively.
A detailed analysis will be discussed later.

Except for the 1000 V driving voltage, the performance of this device to other voltages
were tested. The lowest voltage can be also seen as an effective voltage in the system
and was found to be +1000 V/−500 V (and reversed). When the voltages went up to
+2500 V/−2500 V, because the interval between neighboring copper wires (those used to
connect the electrode on the device to the outer high voltage source) is about 2 mm at the
outlets of the electrodes, the air between these two wires was broken down and a short
circuit happened, and the whole device was invalidated. So, the range of voltages that can
be used for this experiment is +1000 V/−500 V (and reversed) to ±2500 V.

To further study the driving mechanism of the LM droplet driving, a driving experi-
ment based on the copper sheet plate electrode was performed. During the experiment, a
2.0 mm diameter LM droplet was put into the manipulation pool, and the PDMS-attached
plate electrode was put vertically in the manipulating pool, as shown in Figure 5. The
six “island” electrodes beneath the manipulation pool were not connected to any power
supply and remained at a floating voltage. A +1000 V voltage was applied to the copper
sheet electrode. As shown in Figure 5a, when the LM droplet stayed relatively far from the
copper sheet and was slowly pushed against the copper sheet manually by a pair of tweez-
ers, the droplet would spontaneously move away from the copper electrode. However,
when the droplet was pushed harder and got closer to the electrode, the droplet would
suddenly be attracted by the electrode and voluntarily moved towards and finally “stuck”
to the copper electrode, as shown in Figure 5b. We quantified this process by repeating
the experiment with different initial distances between the electrode and droplet, and the
results are shown in Figure 5c, where the y-axis indicates the distance between electrode
interface and the center of the droplet, and the x-axis indicates the recording time. The
zero-time point is the time when voltage is applied on an electrode, and the distance at
this point represents the initial position of the droplet. In the three repeats shown here,
when the droplet was initially set nearer to the electrode, as shown in yellow and blue lines,
it would be attracted and finally stuck to the electrode. The shorter the initial distance
was, the faster the droplet moved. If the initial distance was larger, like the one shown
by the red line, the droplet was pushed away from the electrode. After sticking to the
electrode, the shape of the LM droplet was changed from a ball to an ellipsoid, as shown
in Figure 5b. So, the final distance between the droplet center and the electrode could be
smaller than the droplet radius. This phenomenon might be explained by the fact that the
droplet induces different charge distributions when it is at different distances from the
electrode. The details will be provided in Section 4.

4. Discussion

In this study, a DEP device was developed and tested for driving liquid metal (LM)
droplets. Directional movements of a LM droplet in this work were achieved by applying
DEP forces. By controlling the electrode field direction around those droplets, the LM
droplets were driven with a velocity of 0.5 mm/s for 2.0 mm-diameter droplets, and
1.0 mm/s for 1.0 mm-diameter droplets at 1000 V. Theoretical analysis of the driving
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phenomena will be discussed below. This LM droplet driving device is made of PDMS,
where laser ablation was used in its microchannel fabrication process. Room temperature
liquid metal, gallium-based alloy (Ga66In20.5Sn13.5) is used as electrode material in this
device. In all, this device drives LM droplets by DEP forces, giving an alternative in liquid
metal droplet manipulation, and has potential in microfluidics devices like pumps, valves,
and soft robots.

First, to explore the theoretical basis of this LM droplet driving device, a simplified
numeral model is established. According to the force analysis of the charge in the electro-
static field, the potential value of any point P in space should be found when there exists
an ungrounded metal ball with radius R0 and charge q and a point charge Q, as shown
in Figure 6a. The ball is not grounded, so that charges are induced by the point charge Q.
According to the mirror image method, the induced charge on the ball can be equivalently
expressed as an image charge Q′. As shown in Figure 6a, according to reference [30], the
electric potential ϕ0 at P can be expressed as:

ϕ0 =
1

4πε0





Q

(R2 + a2 − 2Racosθ)2 −
R0
a Q

(R2 +
R4

0
a2 − 2R R2

0
a cosθ)

1
2
+

q + R0
a Q

R





(1)

where a is distance between the image charge and the point charge Q, R is distance between
the point P and the center of the ball. The image charge Q′ is expressed as:

Q′ = −R0Q
a

(2)
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The force between the metal ball and the charge Q is calculated by:
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Combining Equations (1)–(4),
→
F can be expressed as:
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Then, Equation (5) can be used to derive the electric force exerted on the metal ball by
a plate electrode. The point charge Q can be regarded as the charge of a small element dxdy
on the plate electrode, as shown in Figure 6b. According to Newton’s third law, the metal

ball is also subjected to an opposing force −
→
F from Q. Thus, to calculate the total force

acting on the ball for a given area of the plate electrode,
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F can be integrated as follows:
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Equation (6) can be used to calculate the force applied on the LM droplet from
a charged plate electrode. It is assumed that it is a ball-shaped droplet with radius
1.0 mm. The size of the charged plate is similar to the copper sheet used in the experiment
(0.5 cm × 1.0 cm). Assuming b = q/Q, i = a/R0, Equation (6) can be written as:
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The result of
→
F all is plotted in Figure 6c. In the experiment, the LM droplets were

uncharged, so b = 0. When i ≤ 2,
→
F all is negative, meaning that the force on the droplet

is attractive when the droplet is close to the plate electrode. As i becomes smaller,
→
F all

decreases sharply, indicating the attractive force on the droplet becomes larger as well.

As i becomes larger,
→
F all slowly increases and finally becomes positive, and forces on the

droplet become repulsive accordingly.
During the experiment, when the LM droplet was pushed to the charged copper sheet,

repulsive forces were first observed when the distance between the droplet and the copper
sheet was large. This is in good agreement with the calculation results with larger i. When
the droplet was pushed closer, the repulsive force turned into an attractive force, and the
droplet spontaneously moved towards the charged electrode, until they stuck together.
This is similar to the calculation results with smaller i. So, the theoretical analysis and the
experimental results are consistent.

As described in the former part, when moving between the square electrode paddles,
the droplet moved in a rolling manner, instead of a translative manner. This could be
explained by the fact that the droplet is driven by induced charges in the electric field
from the electrodes below. As shown in Figure 6d, when the LM droplet was put into an
electric field, charges inside the droplet would move according to the electric field. Take
the electric field in Figure 6d as an example, the negative charges inside the droplet would
be attracted to the bottom by the positive electrode beneath it; positive charges inside the
droplet will then be repelled to the upper part of the droplet. As shown in Figure 6d, when
a LM droplet was placed between two opposite electrodes, the upper part of the droplet
was attracted to the electrode ahead and started to move forward, while the lower part,
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with negative charge induced, was attracted to the electrode beneath it, and tended to stay
still. Thus, the droplet would roll forward instead of sliding forward.

In most reported LM droplet manipulation studies, using electricity to control is the
most convenient method. In these devices, LM droplets, not only gallium-based alloys,
but mercury as well, are driven by a pair of electrodes to move or transform to perform
as switches, pumps, or mixers [19,20]. In most cases, LM droplets have to be wholly
wrapped with electrolyte solution, such as NaOH solution, so that the droplet could be
easily electrically driven [29,30]. In the DEP device proposed in this work, on the other
hand, no electrolyte is necessary. A thin layer of silicone oil, as mentioned above, is applied
in the manipulation pool, simply to prevent an oxide film on gallium-based alloy droplets
from sticking to PDMS. Due to the high viscosity (350 ± 10 mPa·s at 25 ◦C) and wettability
of silicone oil to PDMS, there would be a very thin trace of oil left when it flows through the
PDMS surface of the manipulation pool. This layer is thick enough to prevent LM droplets
from sticking to the PDMS surface, but thin enough to maintain low flow resistance during
LM droplet movement. Besides, in this DEP device, there is no need to surround the
droplet with fluid, like silicone oil or electrolyte solution; LM droplets could be driven in
air, and only a thin protection layer on the PDMS surface is needed. The device proposed
here gets rid of this limitation and shows strong potential in wider applications of LM
droplet movement.

As for metal droplet driving studies based on the electrostatic principle, contact
electrodes are used in most cases, i.e., electrodes generating an electric field are in direct
contact with the LM droplet itself, or with electrolyte around the droplet. Except for
sample contamination from contact electrodes, bubble generation and heating problems
during use are of more concern. The electrode materials involved in this kind of device
are mainly inert metals, like gold or platinum, to prevent their reaction with electrolyte
and electrode corrosions. However, high voltage and current applied on electrodes while
working, would cause hydrolysis, and bubbles performed from hydrolysis might block
microchannels and invalidate the whole device; the occurrence of squeezing bubbles needs
additional channel design or surface modification of the microchannel walls. To avoid
bubble formation, voltages used in electrostatic droplet manipulation are limited, so that
the driving efficiency is restricted. In the device mentioned in this work, there is a thin
PDMS membrane between the droplet and the driving electrode, thereby avoiding any
contact of the electrodes with the working droplet. Thus, all problems that might happen
in contact-electrode devices are perfectly prevented.

Except for removing the restriction of electrolyte solution during manipulation and
application of non-contact electrodes, this device is advantageous over currently existing
LM droplet manipulation platforms by its flexible electrode design. In most reported plat-
forms for LM droplet control, only one pair of electrodes is used, so that the moving route
of an LM droplet is restricted, mostly controlled by the shape of microchannels; usually
one structure could provide only one motion path for droplets. In the device reported here,
on the other hand, a multi-electrode structure is used. The position and moving routes of
droplets are controlled by the electric field provided from electrodes, so that this device
could realize a series of moving paths for droplets within one design. Electrodes are set
beneath the manipulation pool, making it possible to bring more complicated electrode
patterns to this device, and to realize more complicated and flexible movement patterns of
LM droplets than most of the reported works.

The simplest and most direct application of this device is a surface microswitch for
electrical, thermal, or even optical control. With proper electrode design and applied
voltage sequence, LM droplets could be controlled to move to the needed position to
“open” or “close” a circuit or heater. With more design, this device could also be used to
build valves, pumps, or even soft robots. However, due to the low electrical conductivity of
PDMS, the driving voltage of this device is much higher than previously reported electrical
devices. Reducing the thickness of the PDMS membrane between electrodes and droplets
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could reduce the voltage needed in droplet driving. Except for the driving voltage, more
attempts are expected with this design and driving principle in the future.

5. Conclusions

Here, a microfluidic device for liquid metal (LM) droplet manipulation is presented,
tested, analyzed, and discussed. By applying different voltages on six square electrodes
in this device, a non-uniform electric field is formed inside the manipulation pool; LM
droplets inside the pool are then induced and partially charged, and driven according to
the electric field. With ±1000 V voltages applied on electrodes, LM droplets are driven
0.5 mm/s for 2.0 mm-diameter ones, and 1.0 mm/s for 1.0 mm-diameter ones. The whole
chip is formed by PDMS, and microchannel structures are fabricated by laser ablation, a
simpler and alternative approach compared to standard soft lithography. In this device,
there is a thin PDMS film between the electrodes and the manipulation pool, so that the
electrodes are not in direct contact with the working droplets, preventing Joule heat or
bubble formation during working. Gallium-based alloy with melting point 10.6 ◦C is used
as electrode material in this device, to simplify the fabrication process. This DEP metal
droplet driving device is expected to be a flexible approach for metal droplet driving.

Supplementary Materials: The following are available online at https://www.mdpi.com/2072-666
X/12/3/340/s1, Video S1: liquid metal droplet manipulation process.
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Abstract: This study aims at developing a miniaturized CMOS integrated silicon-based microfluidic
system, compatible with a standard CMOS process, to enable the characterization, and separation of
live and dead yeast cells (as model bio-particle organisms) in a cell mixture using the DEP technique.
DEP offers excellent benefits in terms of cost, operational power, and especially easy electrode
integration with the CMOS architecture, and requiring label-free sample preparation. This can
increase the likeliness of using DEP in practical settings. In this work the DEP force was generated
using an interdigitated electrode arrays (IDEs) placed on the bottom of a CMOS-based silicon
microfluidic channel. This system was primarily used for the immobilization of yeast cells using DEP.
This study validated the system for cell separation applications based on the distinct responses of
live and dead cells and their surrounding media. The findings confirmed the device’s capability for
efficient, rapid and selective cell separation. The viability of this CMOS embedded microfluidic for
dielectrophoretic cell manipulation applications and compatibility of the dielectrophoretic structure
with CMOS production line and electronics, enabling its future commercially mass production.

Keywords: cell characterization; cell separation; dielectrophoresis (DEP); interdigitated electrodes
(IDEs); microfluidics; CMOS-based lab-on-a-chip

1. Introduction

Characterization and manipulation of biological cells are critical in biomedical and
environmental applications. Cells contain crucial information about biological processes
and environmental situations [1]. Cell separation, a subcategory of cell manipulation, is
vital in clinical applications. Therefore, the secondary aim of a full sample-to-result lab-on-
a-chip (LoC) relies on its capability to separate or isolate a cell kind from a cell mixture.
For example, separating and sorting live and dead cells is crucial for early stage disease
diagnosis [2,3]. Microfluidic LoC devices offer significant benefits in terms of efficiency,
accuracy, and cost compared to other macroscopic counterparts [4–6]. There are many ways
to characterize and separate cells using a microfluidic device, such as filtration, centrifuga-
tion, optical and magnetic tweezers, chromatography, dielectrophoresis (DEP), etc., [7–18].
However, among these techniques, DEP has been widely utilized in microfluidics for such
biomedical applications [12,13,19–28]. This electrode-based AC electrokinetic technique
requires label-free sample preparation, making the sample processing very simple. It
also proposes excellent advantages regarding cost, operational power, efficiency, speed,
sensitivity, selectivity, and ease of electrode integration with the device architecture [29].
The combination of microfluidic and electrokinetic actuation platforms leads to a promising
direction towards complex sample handling procedures.

The advent of complementary metal-oxide-semiconductor (CMOS) technology and its
integration with the LoC system enabled the fully functional sample-to-result LoC devices,
which aids in device portability even out of the laboratory or hospitals. CMOS integrated
LoC device can manage the data from microfluidics, sensors, and actuators. The integration
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of microfluidic channel with CMOS can scale down multiple-stage laboratory procedures
in a single chip and process micro and nano-liters samples within a fully isolated manner.
Implementing CMOS logic into practice is simple and consumes little to no current in
an idle state [30]. Based on the More Than Moore approach, the CMOS devices’ size is
getting smaller and smaller. This approach, on the one hand, allows more functionality to
fit in a smaller area. On the other hand, it can provide the right platform for miniaturized
hand-held and versatile microfluidic devices [30]. Thus far, a lot of setups have been
introduced for such applications. These setups are often bulky and desktop-sized that
limits the functionality of the microfluidics to only laboratory-based applications. However,
the lack of a promising miniaturized system remains a challenge, and realizing a fully
functional device is under research.

This work aims toward the realization of the completely CMOS miniaturized portable
and versatile biomedical devices capable of performing various processing laboratory
steps (cell preparation, characterization, detection, and separation) using a single device.
Monolithic integration of this device and its potentiality for both sample preparation and
analyzation on a single platform, as well as operational simplicity and employing a single
set of electrodes, offers excellent benefits from a cost and commercialization perspective.
The device also provides significant potentialities in terms of sensing, read-out the trapped
cells, and performing both sample preparation and analysis (manual or automated using
machine learning) on a single device. The simplicity of the device design and its extended
functionality for separation as well as detection applications, combined with its flexibility to
use different cell types, can place this LoC device among the prominent systems developed
to date for commercialization. There are exciting possibilities for the future development
of this LoC platform, e.g., the development of multi-functional LoC to be used for clinical
diagnostics or as part of the point of care (PoC) or near-patient portable testing systems
outside hospitals. The state-of-the-art of this work relies on employing the simplest, most
convenient, reliable, and accurate methods and geometries reported so far in one platform.

The combination of CMOS-based microfluidics with dielectrophoresis (DEP) has
been demonstrated as one of the most outstanding devices in diagnostics applications for
screening, drug delivery, and disease identification. DEP generates a non-uniform electric
field (EF) that can be applied to any biological [31] and non-biological [32], charged, or
neutral particles. Particle polarization occurs as a result of charge (negative and positive)
migration towards the opposite directions. The electric dipole of the particle is defined by
the separation of the opposing charges [33]. This technique was first introduced by Pohl in
1951 [34]. AC field using inhomogeneous electromagnetic fields can create a trap of cells.
DEP-based microfluidic has been explored to address various needs in biological, medical,
and chemical areas. This technique is currently limited to the 1–10 nm accuracy [35], which
is sufficient to manipulate and detect micron and nanometer-sized cells.

Cells have complex structures and consist of a cell wall, cell membrane, and nucleus
with various proteins, lipid molecules, etc., making their dielectric characteristics and
surface charges (i.e., electrical phenotype) of one kind unique from other types. Using
the cells’ distinct differences and employing DEP electrokinetic technique, cells can be
characterized, manipulated, and separated. Based on the Clausius-Mossotti (CM) function
differing, the desired cells move to high EF intensity regions using pDEP and undesired
cells to areas of low-intensity EFs by nDEP. This method exploits the intrinsic dielectric
properties (relative permittivity and electrical conductivity) of the cell and its surround-
ing medium [31–33]. Therefore, it can be selectively used for the characterization and
separation of cells. The first use of DEP for the separation of live and dead yeast cells
with the aim of microbe determination was reported in 1966 [36]. In this method, they
employed a rudimentary system, including a chamber with two electrodes. Later on, with
microelectronics development, DEP’s application was advanced to nanometric particles
such as viruses.

Interdigitated electrodes (IDEs) were the initial development in DEP microelectrodes’
miniaturization process after developing the DEP concept with wire electrodes [37]. IDE-
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based microfluidic devices are the most convenient DEP devices and usually consist
of a microfluidic chamber or channel and IDEs patterned on the bottom surface of the
channel [38]. The design of this microelectrode type is based on the two parallel adjacent
bar microelectrodes with two poles. These electrodes might have equal or unequal finger
width and spacing [38]. The finger width and spacing size can be in the nano to the
micro-meter range [39]. The IDE-based DEP devices can be an open chamber or flow-
through for cell suspension introduction or injection [40,41]. Due to the fabrication ease
of the IDEs with many existing references, they are widely used in conjugation with DEP
investigations. IDEs have been used to capture bacteria [42], blood erythrocytes [28],
DNA [43], polystyrene beads [28,44] and capture and release ribosomal RNA (rRNA) [45].
Moreover, it was utilized to separate live and dead yeast cells [46] and Listeria innocua
cells [47] and micro/nano-particles [43,48], human colon cancer cells from RBCs [49],
characterize and separate C. muris, G. lambia, and C. parvum [50], and pattern colloid
particles [51]. With technology development, IDEs have also been integrated with other
on-chip components for different biological applications over the years. Suehiro et al. [52]
developed a DEP impedance measurement (DEPIM) technique for detecting biological cells
and bacteria, utilizing positive DEP force to immobilized biological particles in suspension
onto an IDE array. Furthermore, IDEs are also integrated with other on-chip components
for various applications. Gadish et al. [44] combined IDEs with a chaotic mixer to develop
a micro-concentrator to measure the concentration of beads, B. subtilis, and spores. In
other work, Vykoukal et al. [53] introduced a DEP field-flow fractionation (DEP-FFF)
micro-separator with flex IDEs to enrich stem cells from enzyme-digested adipose tissue.
Shim et al. [54,55] used the same DEP-FFF method for the isolation of circulating tumor
cells (CTCs) from the blood.

Over recent decades, many studies have been conducted on the characterization and
manipulation of the biological species on a monolithic device. Performing many functions
on a single chip with a minimum amount of reagents and high efficiency increases the
throughput, improves sensitivity, accuracy, and decreases operational complexity and cost.
Moreover, using a single microfluidic chip allows high operation frequencies, increasing
sensitivity and enabling easy mass production. Thus far, various chip materials were used
for the fabrication of such a DEP microfluidic chip. Table 1 describes different DEP-on-
a-chip approaches that have been tried for the fabrication of microfluidic-based LoC to
enable label-free, fast, high-precision manipulation techniques and setups. Most of these
systems have been integrated on various rigid and robust platforms such as silicon, glass,
polymer (e.g., elastomer and PDMS), and PCB board [56–59]. For example, PDMS is one of
the most common materials used for chip and microfluidic channel fabrication because
it is transparent and enables optical observations. However, cost, scalability, and even
ecological conditions have changed the manufacturing technologies towards disposable
devices. With this background, CMOS-based LoC has been repeatedly reported as one of
the most reliable platforms, capable of merging microfluidic with microelectronics, sensors,
actuators, and filters as well as micro-electrochemical and microstructure systems into a
monolithic device [60,61]. Compared to other DEP-on-a-chip devices, the combination of
CMOS technology with DEP has been demonstrated as one of the most prominent devices
in diagnostics applications for screening, drug delivery, and disease identification due
to their low power consumption, scalability to larger systems like PoC, and high noise
immunity [30].

Previously within our group, Guha et al. [62–65] has extensively worked on develop-
ing single CMOS LoC platforms for biological cell sensing and detection using different
techniques. In all of these works, this sensor’s sensing principle is based on the relative per-
mittivity change of the material-under-test (MUT). Variation in the biological cell resulted
in the sensor’s fringing field capacity change, which caused capacitance variations to be de-
tected by an associated silicon high-frequency read-out circuit. A non-uniform electric field
between the adjacent fingers is generated by applying an electric potential to the electrodes.
This method is used to detect the dielectric permittivity of the MUT. In other work [63],
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he proposed integrating the silicon microfluidic channel with a CMOS sensor circuit for
cytometric applications to detect the cell concentrations using dielectric spectroscopy. In
this method, the IDE arrays were placed on top of the microfluidic channel. As a result of
IDE excitation, the fringing electric fields penetrate the fluid flowing through the channel.
Other work [62] presented a CMOS-based high-frequency sensor with the capability of
distinguishing the blood sample with fat and calcium from the normal blood sample. The
sensor is placed at the top and inside the catheter wall and exposed to the blood.

Furthermore, he developed a self-calibrating highly sensitive dynamic IDE sensor in a
BiCMOS-based PDMS microfluidic platform that can be applied for particle counting and
single-particle sensing in a fluidic system [65]. The steady flow of the particles suspended
in the fluid results in capacitive pulses from the sensor embedded in the oscillator. Even-
tually, these pulses translate to frequency modulation using an integrated phase-locked
loop demodulator. They also investigated the relative viscosity variation in an aqueous
solution [64] using a radio frequency (RF) CMOS chemo-bio sensor. The fringing field
between the adjacent fingers is utilized to detect the dielectric permittivity of the MUT.

Table 1. Various DEP-on-a-chip platform examples for cell analysis applications.

Ref. Purpose Analyte Microfluidic
Material

DEP
Microelectrode DEP Parameters Substrate

[56] characterization,
identification

Stem cells and their
differentiated progeny PDMS IDE 1 25 kHz—10 MHz

at 8 V
silicon wafers
or glass slides

[57] detection Live Jurkat’s cytoplasm PDMS
coplanar

waveguide
(CPW)

10 MHz at
3 V quartz

[58] trapping,
rotating, detecting

Hela cells and
polystyrene particles PDMS IDE 1 1 MHz at

76/80 Vpp PCB

[59] detection,
separation

Micro-nano particles
500 nm–10 µm Glass L-shaped

electrode
0–1 MHz at

>−1.3 V and <1.4 glass on PCB

[60] trapping,
manipulation yeast cells PDMS 3D octa-pole 100 Hz—5 MHz

at 5 Vpp CMOS

[61] characterization,
discrimination cancer stem cells PDMS quadrupole

electrode
50–500 MHz
at 2–4 Vpp CMOS

1 Interdigitated electrode.

Several DEP integrated CMOS platforms have been developed for bio-particle charac-
terization and manipulation (cell trapping, sorting, separation, differentiation, purification,
etc.) [60,61,66–69]. However, they use relatively large-scale systems with polymeric mi-
crofluidic channels that are not compatible with the standard CMOS process flows. Silicon
is a reliable replacement for polymer microfluidics in terms of high integration robustness
with CMOS electronics and high precision channel alignments [70]. The bulky polymer-
based LoC setups limit the device performance by introducing parasites to the system.
Moreover, PDMS microfluidics is more convenient for laboratory applications than for
industrial ones [71].

Here we described a CMOS-based microfluidic device that employs DEP via IDEs
embedded in a silicon microfluidic channel for characterization and separation of live and
dead yeast cells. This IDE platform can be integrated with circuits and microfluidic channel
by the CMOS process line of IHP, for simultaneous immobilization, sensing, and detection
of biological and non-biological particles. This device’s ability to be integrated with
circuitry and performing many processes using a single platform for sample preparation,
characterization, detection, separation, and analysis, as well as portability, makes it distinct
from other setups. This study’s primary focus is to create a platform for the characterization
and manipulation of cells as the preliminary step for detection and separation applications.
Sensing circuitry and read-out of the cells are in the scope of this paper.

This device was successfully used to immobilize yeast cells as a means for detection
application [72]. In this study, we demonstrated the applicability of the same device
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for frequency-dependent DEP characterization of live and dead yeast cells and for cell
separation from a cell mixture. DEP responses of live and dead yeast cells were first
characterized with respect to the AC field frequency and medium conductivity effects.
DEP’s different polarities (pDEP and nDEP) were used to selectively separate live or dead
yeast cells from a mixture of live and dead cells. Current results showed that the cell
separation action was achievable using the same IDEs used for cell immobilization without
any additional or specialized electrode structure. This achievement ensures maintaining
the simplicity of the active devices and, as a result, the simplicity of the microfluidic
chip structure. Moreover, the opportunity to employ various laboratory steps using a
single device like characterization, detection, and separation makes the device analysis
very prominent.

2. Materials and Methods
2.1. Microfluidic Device Design and DEP Operation

The DEP microfluidic device used in this work was introduced in our recent article [72]
for cell immobilization. To analyze biological suspensions, a CMOS device was combined
with a microfluidic channel on a single chip. This device is composed of a CMOS integrated
microfluidic channel with embedded Al-based IDEs at the bottom of the silicon channel.
For simultaneous electrical measurement and optical observations, the microfluidic channel
was closed with a glass layer. The fabrication was performed based on the standard 250 nm
high-performance SiGe BiCMOS technology of IHP. Figure 1a shows the microfluidic
device, which consists of one channel with 2.75 mm length, 0.33 mm width, and 0.075 mm
depth with two ports for the inlet and outlet. There are six multi-fingered IDEs with
various geometrical dimensions, spaced 250 µm apart, fabricated on the topmost metal
level of the back-end-of-line stack of the CMOS process. Figure 1b presents the schematic
cross-sectional view of the microfluidic device. The fabrication details and procedures have
been previously explained in [72,73]. The microfluidic channel delivers the liquid to the
electrodes, and the IDEs model the DEP structures. In this work, for separation experiments,
we focused on the results achieved from one of the best operational IDEs [72,74]. The finger
width and gap of this IDE are 45 µm and 5 µm, respectively.
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For cell characterization, the microfluidic channel was first filled with either live or
dead cell suspensions, and then for the separation experiments media was replaced by live
and dead cell mixture suspension. The liquid suspension was generated in the microfluidic
channel through the inlet with 1 µm s−1 flow rate, where the IDEs are present to induce
the DEP effect by imposing the AC signal (Figure 2).
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Cells experienced positive DEP (pDEP) attracted toward the IDEs and trapped there.
Meanwhile, in separation operations, cells that undergo negative DEP (nDEP) did not
overcome the hydrodynamic drag force to be immobilized at the IDEs and washed away
from the channel in the stream of fluid flow. This, resulted in the enrichment of one cell
kind from the other one.

2.2. Sample Preparation

Cells of Saccharomyces cerevisiae RXII, Commercial fresh baker’s yeast, were used in
this study. The samples were suspended in four various medium solutions with different
conductivities for DEP experiments. These medium were such as DI-water (DIW), Tap
water, Potassium chloride (KCL) solution (Supelco, Merck KGaA, Darmstadt, Germany),
Phosphate-buffered saline (PBS) solution (Sigma-Aldrich, Merck KGaA, Darmstadt, Ger-
many), and diluted PBS (D-PBS) with DIW in a volume ratio of 1:25. These suspending
mediums were used to compare the DEP behavior of the cells. The choice of media was
made so that conductivities of different orders of magnitude ranging from 10−4 to 1 were
investigated. Once solutions were prepared with desired dilutions, their conductivities
were measured at room temperature using a conductivity meter (Accumet AET30 Con-
ductivity Tester, Thermo Fisher Scientific, Inc., Waltham, MA, USA). The yeast cells were
considered to be robust enough to survive any osmotic stress that can be caused by the
non-physiological media used. To prepare stock yeast suspensions, 30 mg of baker’s yeast
(fresh form) was diluted in 20 mL of medium solutions. The samples were equally trans-
ferred into 2mL micro centrifuge tubes. To achieve dead cells, a yeast sample tube was
heated at 100 ◦C for 30 min in a dry bath block (AccuBlock Mini-Compact Dry Bath, Labnet
International, Inc., Edison, NJ, USA).

For characterization, ten suspensions were prepared and applied separately. To this
end, live and dead cells were individually suspended in 0.0002 S/m DIW, 0.08 S/m Tap
water, 0.2 S/m KCL 20 mM, 1.39 S/m PBS 0.1 M and 0.1566 S/m D-PBS 0.1 M solutions.
The PH values of the DI-water, tap-water, KCL, PBS, and D-PBS were measured 7, 7.04, 7.05,
7.8, and 7.1, respectively, using PH meter (Checker Plus, Hanna Instruments Deutschland
GmbH, Germany). For separation, live and dead cell suspensions were mixed in a 1:1
ratio and stained with methylene blue (MB) dye (Sigma-Aldrich, Merck KGaA, Darmstadt,
Germany). Due to the high cell concentration of cell mixture suspension, the prepared
stock solutions were further diluted with their respective medium solutions in the volume
ratio of 1:10 for separation experiments, cell density, and the viability test measurements.
The 4 mL of 1:10 cell mixtures were stained with 1 mL MB for 20 min.

The induced DEP force by the IDE electrodes was generated by AC voltage (V) sup-
plied by a signal generator (Agilent-33220A, Agilent Technologies/Keysight Technologies,
Santa Clara, CA, USA). Cell tracing and motions were monitored and recorded by a CCD
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camera (Nikon-DS-Fi2, Nikon GmbH, Tokyo, Japan) mounted on an optical microscope
(Nikon Eclipse-LV100ND, Nikon GmbH, Tokyo, Japan). Cell suspension solutions were
pumped through the channel using a syringe pump (NEMESYS, CETONI GmbH, Ko-
rbußen, Germany). A hemocytometer (BLAUBRAND® Neubauer improved, BRAND
GMBH + CO KG, Germany) was used to estimate the cell viability and density by count-
ing the cells per volume concentration unit (cells/mL). The viability of the cell mixture
was determined using a counting chamber (hemocytometer) through optical microscope
observation. The heat-killed cells were stained and showed a blue-color cytoplasm, and,
conversely, live cells were not stained. Therefore, the blue spheres represent dead cells,
while the white ones represent live cells. Counting the ratio of the viable cells to the total
number of the cells gives an estimation about the viability of the sample before and after
the measurement.

The cellular density of the stock solutions were estimated to be in the average range
of 1.45× 107 cells mL−1. The cellular density of the mixtures was estimated to be in the
average range of 1.3× 105 cells mL−1. The conductivity value of the live and dead yeast
suspension samples is shown in Table 2.

Table 2. Conductivity value of cell suspension samples.

Sample DI-Water Tap Water KCL PBS D-PBS

Live yeast cells 1.18 × 10−3 S/m 7.82 × 10−2 S/m 0.262 S/m 1.430 S/m 0.201 S/m
Dead yeast cells 3.87 × 10−3 S/m 7.85 × 10−2 S/m 0.266 S/m S/m 1.435 S/m 0.206 S/m

3. Theoretical Background
3.1. Dielectrophoresis Theory

Dielectrophoresis (DEP) is the motion of a polarizable cell in a dielectric medium
subjected to a non-uniform AC electric field [1]. The magnitude of the induced dipole
depends on the polarizability of the cell and the surrounding media. The DEP force on a
spherical cell of radius r is defined as:

FDEP(t) = 2πεmr3 Re[ fCM] ∇
∣∣∣Erms

∣∣∣2, (1)

here εm represents the relative permittivity of the suspending media, Re[ fCM] is the real
part of the Clausius-Mossotti factor ( fCM), and ∇|Erms|2 is the root-mean-square of electric
field strength and is related to the voltage V. The fCM is a complex number:

fCM =
ε∗c − ε∗m

ε∗c + 2ε∗m
, (2)

ε∗ = ε− i
σ

ω
, (3)

where εm represents the relative permittivity of the suspending media, ε∗m is the complex
permittivity of the fluid and, ε∗c is the complex permittivity of the cell. Complex permittivity
is the function of the conductivity (σ) and angular frequency (ω) of the electric field. The
electric field relationship illustrates the local electric field E, which is linked to the potential
field V:

E = −∇V (4)

The intensity of E at a point is the gradient of potential V at that point after sign
change, in the x-direction.

As can be seen from (1), DEP force is strongly dependent on the cells’ size, electrical
and dielectric properties, their surrounding media ( fCM), voltage, frequency, and electric
field vectors. When σp < σm and εp > εm, fCM is negative at lower frequencies and positive
at higher frequencies, and when σp > σm and εp < εm, fCM becomes positive at lower

171



Micromachines 2021, 12, 270

frequencies and negative at higher frequencies. Therefore, the positive and negative values
of fCM results in either positive DEP (pDEP) or negative DEP (nDEP), respectively. When
Re[ fCM] > 0, cells attract toward the high electric field intensity regions. In contrast, when
Re[ fCM] < 0, cells repel from these regions. The transition point from positive to negative
or vice versa is known as crossover frequency (fc) or zero force-frequency [75]. This is a
specific point at which the real part of the cell’s effective polarizabilities and its suspending
media are equal (i.e., Re[ fCM] = 0), thus making the DEP force zero. Creation of the
electric field gradient in each of the induvial cells as a result of their electric dipole can
cause the attraction of the cells to their neighboring cells. Therefore, the polarized cells
creates pearl-chains that are formed along the electric field lines [76]. Based on the selective
DEP forces, desired cells can be trapped and isolated from a cell mixture for purifying
processes [25]. Furthermore, dead cells can be removed from live cells [23].

Applying AC to these electrodes, a non-uniform EF is created. This EF is the strongest
at the finger edges and the weakest in the adjacent finger gaps (i.e., electrode intervals)
and the electrode finger’s center. The field’s magnitude is decreased with the height from
the electrode surface, and thus DEP force is significantly reduced in a vertical direction.
Therefore, the DEP force is inversely proportional to the distance from the IDEs generating
EF [29]. Depending on the relative permittivity of the cells and medium flown over IDEs as
well as amplitude and angular frequency of the AC, cells can experience a translational DEP
force in two opposite directions. Positive DEP force moves the cells toward the strongest
EF locations (i.e., finger edges), and as a result, cells can be trapped there. Negative DEP
repels the cells from the IDEs and moves them towards the lowest EF regions.

3.2. Numerical Determinations of Clausius-Mossotti Factor

Figure 3 illustrates the CM factor’s ovulation with the frequency of the applied electric
field for live and dead yeasts suspended in DIW (0.0002 S/m), Tap-water (0.08 S/m), KCL
solution (0.2 S/m), PBS (1.39 S/m), and D-PBS (0.1566 S/m). The numerical determinations
were calculated using myDEP software [77], based on the two-shell model [78], where cells
are assumed to possess two concentric layers of various electric and dielectric properties.

Based on these calculations, as shown in Figure 3a, the CM factor’s real part of live
cells suspended in DIW was bounded between 0.9 and −0.13. For dead cells, this value
was specified between 0.82 and −0.13. For cell suspension in DIW fc was predicted at
around 65.4 MHz and 2.5 MHz for live and dead yeast, respectively. At frequencies lower
than these crossover frequencies, the DEP force was positive on both live and dead cells.
For live-cell suspension in tap-water (Figure 3b) CM factor was bounded between 0.28
and −0.47. In contrast, for dead-cell suspension fCM was bounded entirely in the negative
region. For the KCL suspending media (Figure 3c), with a dilution of 20 mM, the same
trend as tap-water can be seen for the live and dead cells. For both live and dead cells
suspended in tap-water and KCL, the maximum value of the CM factor for nDEP was
around−0.49, whereas that for pDEP was around 0.28 and 0.03, respectively. This indicates
that forces generated by pDEP are weaker than nDEP forces. For KCL compared with the
tap-water, not only the maximum value of CM factor was less, but also the pDEP spectrum
was limited to smaller frequency ranges. Figure 3d, shows the CM factor for the highest
conductance suspending media (PBS, 0.1M), where the real part for both live and dead cells
was under nDEP for all frequencies. However, for diluted PBS live-cell suspension, a pDEP
spectrum is expected over a more comprehensive frequency range than KCL (Figure 3e).
For this cell suspension the real part of fCM was between 0.1 and 0.48.
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4. Results and Discussion

The DEP separation of cell mixtures using the same operating conditions and experi-
mental configurations was simulated using COMSOL Multiphysics®. For these simulations,
we used the same model described in our previous publication [73]. The related parameters
and boundary conditions are explained in detail in [72,73]. Figure 4 illustrates the DEP
isolation of live cells from dead cells suspended in KCL at 20Vpp, 6 MHz, and 1 µm s−1.
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As it was expected from the calculations, live cells experienced pDEP and attracted by
the higher electric field intensity regions, and finally got trapped at the IDEs. Meanwhile,
dead cells were not influenced by pDEP and moved towards the lower electric field
intensity regions, which eventually led to their elution from the channel and separation
from the live cells.

4.1. Characterization of Live and Dead Yeast Cells

The frequency-dependent DEP behavior of the live and dead cells was first determined
empirically by observing cells’ behaviors when the given frequency was altered to see
whether cells move towards the IDEs or away from them. To this end, 20 Vpp was applied
with ranging frequencies between 10 kHz to 20 MHz (maximum frequency allowed by
the signed generator). As the numerical calculations predicted, both live and dead yeasts
suspended in DIW exhibited pDEP and nDEP behaviors. Figure 5 compares the numerical
predictions and the empirically proven pDEp regime. Results showed that, contrary to
CM factor calculations, the pDEP spectrum for live yeasts in DIW was restricted between
100 kHz–12 MHz. The frequency range at which cells experienced enough DEP force to get
trapped was between 300 kHz–10 MHz for live cells, and the experimental fc point was
different from the numerical predictions.
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Figure 5. Empirically proven pDEP regime and crossover frequencies (fc) vs. numerical predictions
for live yeasts suspended in DIW. Colored frequency bands represent trapping behavior based on
microscopical observations.

Moreover, within a specific frequency range (green region), the trapping yield was
optimum. The trapping yield was lower in yellow regimes than in the green areas. In the
pink regions, unstable trappings were observed. Upon applying these ranges, entrapped
cells tended to desorb from the electrodes after few seconds. The blue dashed line represents
the point at which trapping was getting stable, and desorption of entrapped cells reached
the minimum. These variations were observed by the microscopical magnification. Several
images were taken at various steps to analyze and estimate the trapping yield for given
frequencies. The images were then analyzed using ImageJ software. Each picture had
a specific cell coverage on the entire IDE area. The trapping percentage was estimated
by calculating the area covered by cells to the total area, as demonstrated in Figure 6a.
These measurements were done at the frequency range of 10 kHz–20 MHz. For these live
cells, the optimum frequency range was in the field of 1–3 MHz. Figure 6b–g describes the
trapping behavior upon changing frequency. For frequencies below 300 kHz and beyond
10 MHz (within the mentioned frequency band), the DEP force could only impact the cell
trajectory and not trapping.

It was observed that the velocity reduction of cells reaching the IDEs due to partial
absorption toward the IDE region was followed by spontaneous desorption. This could be
related to an insufficient amount of pDEP force to trap the cells stably at the IDEs. Upon
changing frequency and applying frequencies between 300 kHz–10 MHz, cell trapping got
stable, and optimal trapping was achieved between 1 to 3 MHz.
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DEP characterization measurements on dead yeast suspensions showed that the
positive scope for dead yeasts in DIW media was between 20 kHz–2.3 MHz. The frequency
at which the fc occurred (2.3 MHz) was in good agreement with the numerical simulation
results. However, the frequency range at which cells experienced enough DEP force
to get trapped was between 70 kHz–2.3 MHz. As shown in Figure 7a, the empirically
proven pDEP regime of dead cells occurred at lower frequencies and over a narrower
frequency band than live cells. Further observations indicated that the live cells suspended
in tap-water and KCL experienced both negative and positive DEP.
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As expected from simulations, live yeast cells in PBS solution experienced nDEP,
whereas, in diluted PBS, both negative and positive forces acted on the live cells. Dead
cell dilutions in tap-water, KCL, PBS, and D-PBS solutions were solely under nDEP over
the entire frequency range. Due to our signal generator’s limitation, which was restricted
to 20 MHz, investigation of the complete range of pDEP was not possible for all of the
live cell suspensions. However, for all the cases, fc1 matched closely with the numerical
analysis. DEP force-frequency profile indicated that, keeping all the other parameters
constant, changing frequency influences the cell trajectory and gives rise to DEP force in
two directions (positive and negative) and impacts the trapping rate (yield) at the IDEs.
The trapping trend for all the cases was almost similar. They exhibited a gradual increase
in trapping rate by the transition of the real part from negative to positive, and the trapping
rate gained peak by increasing frequency. It was seen that the smaller the cell size is, the
lower frequency ranges are required for trapping. At lower frequencies, larger electric field
gradients were necessary for effective DEP trapping and manipulation. Thus, trapping
efficiency can be tuned with increasing electric potential.

Figure 8a–c demonstrates the trajectory of live cells suspended in various solutions
(tap water, KCL, PBS, and D-PBS), leading to cell entrapment at the IDEs except for cell
suspension in PBS (Figure 8d) that no trapping occurred due to nDEP and cell continued
moving in the stream of fluid flow.
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Figure 8. DEP behavior of live yeasts in different medium solutions at 20 Vpp and 1 µm s−1 flow
rate: (a–c) pDEP, which leads to cell trapping and; (d) nDEP and no cell trapping.

Comparing all the results, it can be concluded that as the medium conductivity
increases, the pDEP spectrum gets smaller, and trapping occurs at higher frequencies. The
trapping trend for all the cases was almost similar. The trapping yield gradually increased
by the transition of the real part from the negative (dominant conductivity region) to
positive (where permittivity starts to dominate) and gained peak with increasing frequency.
Moreover, the trapping yield is maximized when Re[ fCM] achieves its peak values. Table 3
summarizes the DEP characterization results of viable and dead cells diluted in various
medium solutions.

Table 3. DEP characterization results for yeast cell suspensions.

MUT 1 pDEP Range (Numerical Prediction) pDEP Range (Empirical)

Cell Media fc1 2 fc2 fc1 fc2 fopt
3

Live
Yeast cells

DIW - 65.4 MHz 100 kHz 12 MHz 1–3 MHz
Tap water 887 kHz 68.2 MHz 1 MHz 40 MHz 4 10–14 MHz

KCL (20 mM) 11.6 MHz 48 MHz 11 MHz not measured 18–20 MHz
PBS (0.1 M) nDEP nDEP nDEP nDEP -

D-PBS 4.86 MHz 59.98 MHz 4 MHz not measured 13–20 MHz

Dead
Yeast cells

DIW - 2.5 MHz 20 kHz 2.3 MHz 90–900 kHz
Tap water nDEP nDEP nDEP nDEP -

KCL (20 mM) nDEP nDEP nDEP nDEP -
PBS (0.1 M) nDEP nDEP nDEP nDEP -

D-PBS nDEP nDEP nDEP nDEP -
1 Material under test, 2 Low-and high crossover frequency points, 3 Optimum trapping frequency range, 4 Measured through separate
experiments not mentioned in the text.
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4.2. Cell Separation from a Cell Mixture

Based on numerical predictions and characterization measurements, it was evaluated
that each of the live and dead cells has distinct DEP responses with respect to their sur-
rounding media. Considering these particular behaviors, we used the same microfluidic
device to separate and isolate a cell type from a cell mixture. Figure 9 combines the experi-
mentally measured effective pDEP ranges for both live (highlighted gray zone) and dead
(highlighted pink zone) cells in DIW with the numerical predictions into one plot. Such
a graph can be used as a phase diagram for separation regimes of the cell mixture at the
microfluidic channel. The labeled 1–3 regions specify the effective frequency ranges for
continuous separation of either live or dead cell types.
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Figure 9. Experimentally measured (pink and gray zones) and numerically predicted (lines) affective
pDEP for live and dead cells in 0.0002 S/m DIW at different AC field frequencies at the microfluidic
channel using pDEP.

Upon applying any frequencies from zone 1, only the dead cell can get trapped and
isolated from the live cells. In contrast, zone 3 was the region where only live cells can be
trapped and isolated from the dead cells, while dead yeasts can flow through the channel
and be separated from live ones. Upon switching to any frequencies from zone 2, i.e., the
highlighted overlapped region, both cell types can get trapped. Therefore, to selectively
trap live or dead cells from the mixture, frequencies less than 100 kHz (in zone 1) and more
than 2.3 MHz (in zone 3), respectively, were the most effective conditions for differential
separation. The cells leaving the microfluidic channel can be collected at the outlet and
used for further investigations and analysis, such as viability test.

The isolation efficacy of live cells from a cell mixture was determined during the DEP
process for frequencies within zone 1–3, as represented in Figure 10a. This was performed
by instantly calculating the viability percentage of entrapped and isolated cells at the IDEs
via live and dead cell counting. Viability is the ratio of the number of live (white) cells to
the total number of entrapped live and dead (blue-dyed) cells. By switching frequency,
the targeted cells were isolated at the IDEs from the cell mixture introduced into the
microfluidic channel using the 1 µm.s−1 flow rate at 20 Vpp. Upon applying frequencies
from zone 1, only dead cells could be isolated (Figure 10b). By increasing to frequencies
from zone 2, both live and dead cells were trapping, Figure 10c–f. However, the yield of
the entrapped live cell population was increasing steadily compared to dead cells, and the
isolation efficiency of the live cell population reached 100% at around 5 MHz (Figure 10g).
The shift of the higher crossover frequency of dead cells (from 2.3 MHz to about 4.5 MHz)
can be attributed to the medium solution’s conductivity elevation (from 2.23× 10−3 S/m to
0.128 S/m) due to staining. Applied frequencies below 100 kHz (within zone 1) diminished
the isolation efficiency of live cells drastically to 0%, where the isolation efficiency of dead
cells reached 100%.
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Figure 10. Experimentally recorded results on selectively trapping and separation of live cells from a live and dead yeast
mixture (0.1282 S/m) suspended in DIW at a constant voltage of 20 Vpp: (a) Isolation efficiency of live cells from a mixture
using IDEs; (b–e) Micrograph examples where the percentage of isolated live cells increase by increasing frequency (b) 0%;
(c) 22.22%; (d) 77.35%; (e) 80.19%; (f) 91.66%; and (g) 100%. White cells are Live, and blue-dyed cells are dead cells. The live
and dead cells mixture was 1:1 in the suspension prior to separation.

Figure 11 demonstrates the differential separation of live cells from live and dead
mixtures in KCL and in D-PBS with almost 100% isolation efficiency at 20 MHz.
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Figure 11. Differential separation of the live yeasts from live and dead (1:1) cell mixtures by DEP at
20 Vpp, 20 MHz while dead cells were removed by nDEP: (a) cell mixture in KCL; (b) cell mixture in
D-PBS.

As demonstrated in Figure 12a, analysis before and after DEP showed that the cell
solution’s viability dropped by 14% after DEP. This viability test approximation showed
that at 1 MHz (which was in the overlapped region—zone 2), live yeasts experienced
the pDEP force more than the dead yeasts. As a result, more live cells were trapped and
isolated from the mixture (see Figure 12b).

It was estimated that upon separation, more than 59% of the live cells and 37% of the
dead cells remained in the pDEP at the IDEs when almost 63% of the dead yeasts and less
than 41% of live ones were removed from the channel. This is because dead cell response
to pDEP is weaker due to the lack of permittivity and conductivity difference with its
surrounding buffer. Furthermore, at 1 MHz, the DEP force is closer to fc and weaker than
lower frequencies in its effective pDEP region. As a result, the release of dead cells from
the channel is 20% more than live ones.
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after DEP. 

Analyses estimations, for high cell density sample, showed that upon DEP, almost 
53% of the cells were trapped at the electrodes. In contrast, around 47% did not overcome 
drag force and were washed and released from the channel since they were either affected 
very slightly by pDEP force or did not experience at all. This can be related to the height 
of the microfluidic channel compared to the cell size and the effective distance of the elec-
tric field gradient over the electrodes or the orientation of IDEs in the microfluidic chan-
nel. The electric field’s magnitude over the IDEs decays with the distance over the IDEs 
towards the top of the microfluidic channel. Therefore, cells flowing from significantly 
above the effective electric field region cannot get affected by the electric field gradient 
because they do not encounter this field and are deflected by any of the DEP forces and 
only kept flowing in the solution stream eluted from the microfluidic channel. The DEP 
force decreases quickly as the distance from the planar electrodes increases. Thus, this can 

Figure 12. Separation estimation of live/dead yeasts in a mixture. The live and dead cells mixture was 3:4 in the suspension
before separation: (a) Viability estimation before (Pre-DEP) and after measurement (Post-DEP); (b) Percentage of trapped
and released live and dead cell densities after DEP. The separation condition was: 20 Vpp, 1MHz, and 1 µm·s−1 flow rate.

4.3. Isolation Efficiency Assay

For yeast suspension with high cell density in DIW, the isolated cells’ efficacy at the
IDEs was approximately estimated at 20 Vpp, 1 MHz, via counting of the cells before
DEP and after DEP when the AC was still on. 1 mL cell suspension was introduced in
the microfluidic channel using a flow rate of 1 µm·s−1. The remaining cells that were not
trapped at the IDEs and released from the channel were collected in the tubes at the outlet
for further analysis (counting and viability test). Figure 13a shows the cell density assay
before and after DEP. Using these approximations, the percentage of the entrapped cells
was calculated by deducting the number of the collected cells at the outlets (Post-DEP)
from the total number of the cells (Pre-DEP), Figure 13b.

Micromachines 2021, 12, x  15 of 19 
 

 

  
(a) (b) 

Figure 12. Separation estimation of live/dead yeasts in a mixture. The live and dead cells mixture was 3:4 in the suspension 
before separation: (a) Viability estimation before (Pre-DEP) and after measurement (Post-DEP); (b) Percentage of trapped 
and released live and dead cell densities after DEP. The separation condition was: 20 Vpp, 1MHz, and 1 µm·s−1 flow rate. 

4.3. Isolation Efficiency Assay 
For yeast suspension with high cell density in DIW, the isolated cells’ efficacy at the 

IDEs was approximately estimated at 20 Vpp, 1 MHz, via counting of the cells before DEP 
and after DEP when the AC was still on. 1 mL cell suspension was introduced in the mi-
crofluidic channel using a flow rate of 1 µm·s−1. The remaining cells that were not trapped 
at the IDEs and released from the channel were collected in the tubes at the outlet for 
further analysis (counting and viability test). Figure 13a shows the cell density assay be-
fore and after DEP. Using these approximations, the percentage of the entrapped cells was 
calculated by deducting the number of the collected cells at the outlets (Post-DEP) from 
the total number of the cells (Pre-DEP), Figure 13b.  

  
(a) (b) 

Figure 13. Cell density assay before and after DEP. The cells were immobilized using pDEP at 1 MHz, 20 V୮୮: (a) Approx-
imate cell density before (Pre-DEP) and after measurement (Post-DEP); (b) Percentage of trapped and released cell density 
after DEP. 

Analyses estimations, for high cell density sample, showed that upon DEP, almost 
53% of the cells were trapped at the electrodes. In contrast, around 47% did not overcome 
drag force and were washed and released from the channel since they were either affected 
very slightly by pDEP force or did not experience at all. This can be related to the height 
of the microfluidic channel compared to the cell size and the effective distance of the elec-
tric field gradient over the electrodes or the orientation of IDEs in the microfluidic chan-
nel. The electric field’s magnitude over the IDEs decays with the distance over the IDEs 
towards the top of the microfluidic channel. Therefore, cells flowing from significantly 
above the effective electric field region cannot get affected by the electric field gradient 
because they do not encounter this field and are deflected by any of the DEP forces and 
only kept flowing in the solution stream eluted from the microfluidic channel. The DEP 
force decreases quickly as the distance from the planar electrodes increases. Thus, this can 

Figure 13. Cell density assay before and after DEP. The cells were immobilized using pDEP at 1 MHz, 20 Vpp: (a)
Approximate cell density before (Pre-DEP) and after measurement (Post-DEP); (b) Percentage of trapped and released cell
density after DEP.

Analyses estimations, for high cell density sample, showed that upon DEP, almost
53% of the cells were trapped at the electrodes. In contrast, around 47% did not overcome
drag force and were washed and released from the channel since they were either affected
very slightly by pDEP force or did not experience at all. This can be related to the height
of the microfluidic channel compared to the cell size and the effective distance of the
electric field gradient over the electrodes or the orientation of IDEs in the microfluidic
channel. The electric field’s magnitude over the IDEs decays with the distance over the
IDEs towards the top of the microfluidic channel. Therefore, cells flowing from significantly
above the effective electric field region cannot get affected by the electric field gradient
because they do not encounter this field and are deflected by any of the DEP forces and
only kept flowing in the solution stream eluted from the microfluidic channel. The DEP
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force decreases quickly as the distance from the planar electrodes increases. Thus, this
can likely be improved upon reducing the channel height (75 µm) by at least half of its
current size. Moreover, as cell loading continued during the DEP process, the IDEs started
to saturate with entrapped cells, and pearl chains structure were formed. This causes a
decrease in the trapping yield because the pDEP areas became unavailable to new cells.
On the other hand, oversaturation occurred, which led to a significant number of cells
desorption with the time passage. However, letting the cells be settled for a more extended
period when they reached the channel or adjusting the sample’s cell density to lower orders
of magnitude (<106) improved the trapping efficiency (>99%).

Experimental results proved that our microfluidic device has a very fast response, and
the trapping starts in a short time after applying AC potential. At optimum AC ranges,
trapping occurs spontaneously, in less than 1 s, as soon as the AC was used. Depending
on other applied AC ranges, this time increased to 5 s after running the fluid through the
microfluidic channel. Cutting the AC, desorption arose very fast.

5. Conclusions

A CMOS integrated silicon-based microfluidic device with embedded arrays of IDE
was presented for characterization and separation of live and dead cells and selective
separation of one type from the other type in a mixture. This microfluidic device has been
used to characterize the DEP responses of these cells in terms of positive and negative DEP
and crossover frequency. Various cell suspensions were used during the measurements,
and the results were compared with the numerical simulations. Moreover, the selective
separation of live yeast cells from dead yeast cells was demonstrated using this device. The
differential separation was found to work sufficiently well to be suited for implementing
the final design. This device is suitable for the analysis of cells suspended in media with
conductivity not more than 10−1 S/m order of magnitude. Results showed that as the
medium conductivity increases, the pDEP spectrum gets smaller, and trapping occurs at
higher frequencies.

Moreover, it was observed that by increasing conductivity, the crossover frequency
(transition point of real part from negative to positive) was increased. For highly conductive
media (such as PBS), no pDEP response was observed over the cell trajectories, and as a
result, no cell entrapment was achieved. However, pDEP trapping and cell separation were
tunable for such a buffer solution by changing the medium’s electrical conductivity.
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Abstract: This paper presents a novel microfluidic chip for upconcentration of sub–100 nm nanopar-
ticles in a flow using electrical forces generated by a DC or AC field. Two electrode designs were
optimized using COMSOL Multiphysics and tested using particles with sizes as low as 47 nm. We
show how inclined electrodes with a zig-zag three-tooth configuration in a channel of 20 µm width
are the ones generating the highest gradient and therefore the largest force. The design, based on AC
dielectrophoresis, was shown to upconcentrate sub–100 nm particles by a factor of 11 using a flow
rate of 2–25 µL/h. We present theoretical and experimental results and discuss how the chip design
can easily be massively parallelized in order to increase throughput by a factor of at least 1250.

Keywords: dielectrophoresis; upconcentration; microfluidics; nanoparticles

1. Introduction

The separation of subpopulations of particles is important for many biological, diag-
nostic, or environmental applications. Such particles can be found in a variety of different
fluids, including but not limited to drinking water, surface water, blood, serum, urine,
and milk, and in sizes ranging from a few tens of nanometers (e.g., viruses, exosomes,
liposomes) up to a few tens of micrometers (e.g., blood cells, bacteria). Some particles
are available in large quantities in a sample and can therefore be readily identified and
processed, while others are very rare, requiring one or several upconcentration steps for
their isolation and identification. While exosomes for example are found in concentrations
of about 1 × 108 exosomes/mL in blood [1], circulating tumor cells (CTCs) are only present
in concentrations of 1–100 cells/mL [2].

Manipulation of micro- and nanoparticles by passive or active techniques has been the
subject of research for at least two decades. Microfluidic technology has been the driving
force, particularly due to low sample volume requirements, which are very attractive for
many diagnostic applications. Properties such as precise control of flow and the relative ease
by which externally applied forces can be integrated into these systems make microfluidic
technology ideal for most such applications.

Passive techniques utilize the properties of the flow itself along with geometrical
modifications to manipulate particles. Several examples of passive systems can be found
in the literature. For example, exosomes (size of 30–200 nm) were sorted with a purity of
92% and a recovery of 81% using a combination of inertial microfluidics and viscoelastic
fluids [3]. Inertial microfluidics by itself is a method that has been used for the size sorting
of particles in relatively large microfluidic channels and at relatively high Reynolds num-
bers [4]. Although the method is powerful for the size separation of particles, it operates
mostly on particles in the micrometer range. The use of deterministic lateral displacement
arrays (DLDs) is another popular passive method for particle separation that can be applied
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to particles from 20 nm to several tens of micrometers. However, for nanoparticle sorting,
it is also necessary to use pillars in the nanometer range, which complicates fabrication and
use of the system, and the method is also limited by throughput [5].

For continuous nanoparticle separation, active techniques are the preferred method.
Here microfluidics is combined with some sort of external force that acts on the particle and
displaces it away from its initial position. External forces are mainly electrical, magnetic,
acoustic, or optical. Most of these forces scale with the particle size, which means that
they are generally very small for nanoparticles, and have limited throughput [6]. Magnetic
forces require the particle to be sorted to either have magnetic properties or be labeled with
magnetic particles.

One of the most popular active manipulation methods is the use of electrical forces
generated by electrodes immersed in a liquid. Electrical forces acting on uncharged but
polarizable particles give rise to a so-called dielectrophoretic (DEP) force. This force
depends on particle volume and on the electrical properties of the particles and the medium
they are dispersed in (see Section 2.1 for further details). The method requires rather high
voltages, particularly in the case where the so-called insulator DEP is used [7]; the high
voltages lead to Joule heating and electrothermal flow that can disturb the separation [8].

The sorting of different biological particles, particularly cells, in a continuous flow
by DEP is very well studied. One of the main obstacles is the similarity between human
cells; they have similar densities and similar turnover frequencies [9]. Therefore, developed
systems utilize long channels, multifrequency DEP, and pretreatment protocols to achieve
separation. The method is quite efficient for this type of particles because they are rather
large; DEP forces scale with the particle radius, and cells are of the order of 5–30 µm.

The DEP force is also highly localized, as it is proportional to the electric field gradient,
which declines rapidly the further away from the electrodes the particle is. Therefore,
much effort has been put into designing electrodes that can generate significant gradients
in as much of the volume of a microfluidic channel as possible, where the DEP force
should act. These geometries include top and bottom electrodes; sidewall electrodes, also
called 3D electrodes [10]; liquid electrodes, where the channel geometry results in virtual
sidewall electrodes, even though the real electrodes are planar [11]; and other techniques,
such as nanosized orifices [12], laser-induced DEP [13], and nanopipette-based DEP [14].
Characteristic of all the above is a need for a specialized fabrication process or additional
equipment to achieve the large gradients necessary to affect the movement of nanoparticles.

In this paper, we present a simple and scalable microfluidic chip with microsized
electrodes generating the electrical field for the continuous sorting of sub–100 nm particles,
with the aim of upconcentrating these for further applications. Apart from an AC voltage
generator at a single frequency, no other equipment is required for its function, and the
fabrication process is simple and modifiable for large-scale production using screen print-
ing and injection molding. We used numerical simulations to find an optimal electrode
design and tested the chip using particles with sizes as low as 47 nm, corresponding to
the size of small viruses. We further show how this simple design is easily scalable for
increasing throughput.

2. Materials and Methods
2.1. General Requirements

The main function of the chip is to concentrate sub-nanometer particles at the center
of the channel using dielectrophoretic forces generated by a set of electrodes powered by
an AC voltage. The time-averaged dielectrophoretic force is given by Equation (1) for a
spherical particle of radius α [15].

FDEP = π· α3·εm·ε0·Re

(
ε∗p − ε∗m
ε∗p + 2ε∗m

)
·∇
∣∣∣E2
∣∣∣ (1)
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where εm is the relative permittivity of the suspending medium, ε0 is the permittivity
of free space, and E is the applied electric field amplitude. The quantities ε∗i , where the
subscript i can be either p or m, refer to the complex permittivities of the particle (p) and the
medium (m). These are given by Equation (2):

ε∗i = ε0ε− j
σ

ω
(2)

where σ is the conductivity, ε is the relative permittivity, and ω is the angular frequency of
the applied electric field.

The term containing the complex permittivities is known as the Clausius–Mossotti
factor and determines whether the particles are attracted towards the electrodes (known
as positive DEP) or move away from them (negative DEP). Due to surface conductance
effects, polystyrene beads have been shown to exhibit positive DEP at frequencies below
1–10 MHz [16].

The term ∇
∣∣E2
∣∣ in Equation (1) is dependent on the applied voltage (V) and the

distance between the electrodes (d). The quantity can be approximated as V2/
d3, which

means that the force is essentially inversely proportional to the distance between the
electrodes to the power of 3. A small electrode distance will generate a localized large
field at the tip of the electrodes, but nowhere else in the channel, unless the electrodes are
designed in such a way so that they maintain a small spacing at a larger proportion of the
channel width, without compromising the inhomogeneity of the electric field. Moreover,
to achieve a large field across the channel height, we would ideally need electrodes on
both the channel top and bottom. This, however, significantly complicates the fabrication
process. Therefore, electrodes were placed only at the bottom of the channel, and the
channel height was restricted to 25 µm. The channel width was restricted to 40 µm, for
the same reasons. The general chip design is shown in Figure 1a. Each chip contains three
individually addressed electrode arrays inside a microfluidic channel. There is one inlet
and three outlets for each channel, and the nanoparticles are collected through the central
outlet after they have been focused by the DEP forces. A close-up of the outlet region is
shown in Figure 1b. Electrodes were placed either directly opposite each other, or in a
zig-zag pattern. The angles of the main electrodes were at 60 degrees relative to the channel
middle, and the protrusions were spaced 5 µm (face-to-face) and 6 µm (zig-zag) apart, with
opposite electrodes having a minimum distance of 2.5 µm (face-to-face) and 2 µm (zig-zag).

Further, the option of using a DC voltage for the same purpose was investigated.
In this case, a voltage was applied on a thin electrode running along the entire length
of the channel exactly in the middle while several parallel ones provided the grounding
voltage. The channel was 100 µm wide, the electrodes were 3 µm wide, and the distance
between them was 6 µm. The particles were attracted towards the middle electrode due
to electrophoresis, as they are charged. The general design for the DC chip is shown in
Figure 1c. The dimensions of the two chips (AC and DC) were the result of a numerical
optimization of the upconcentration performance under AC or DC conditions.

Each chip contained 3 cm long channels with electrodes on the bottom. The main
channel splits into the three outlets, with the middle outlet designed to carry about 10% of
the flow by making it longer than the outer outlets. All three outlets of the DC chips were
50 µm in width, while all three outlets of the AC chips were 20 µm in width. As all the
particles coming from the inlet are concentrated in the middle of the channel, the middle
outlet will collect all the particles but only in a 10th of the original fluid volume, thus
resulting in the upconcentration of the sub-nanometer particles. Chips with more than
one row of electrodes were also fabricated in order to evaluate the ability of the process to
create identical electrodes along a large wafer surface.
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Figure 1. (a) The general chip design. (b) The channel contains a single channel with electrodes
at the bottom. In the case of the AC chip, the electrodes are either in a zig-zag or face-to-face
configuration (inset). (c) In the case of the DC chip, the electrodes are simple lines running parallel to
the channel length.

2.2. Numerical Simulations

COMSOL Multiphysics Version 5.4 was used to calculate the particle trajectories due
to the flow and the dielectrophoretic force. To minimize the computation time, only a
500 µm long channel was simulated. The electric field gradient and the dielectrophoretic
force were calculated using the AC/DC module, while the flow profile was calculated using
the laminar flow module. A voltage of 20 V peak-to-peak was applied to the electrodes in
order to calculate the electric field. All other boundaries were set to the default boundary
condition of “Electric Insulation” (n·J = 0). For the flow simulations, all boundaries apart
from the inlet and outlet were set with a no-slip boundary condition. A flow rate of 1 µL/h
was applied to the inlet, and a pressure of 0 was used as a boundary condition at the outlet.
Once the flow profile and the electric field were calculated, the particle tracing module
was used to calculate the trajectories of particles of varying diameters (in the range of
30–100 nm) and a density of 1200 kg/m3 starting at the channel inlet on a line spanning the
channel width at half the channel height. The particles were affected by the flow, gravity
(which was, however, negligible for nanoparticles), and dielectrophoresis. The general size
of the mesh was set to “coarse”, calibrated for fluid dynamics; however, all boundaries
were set to a “normal” size, and a mesh control face was added in the middle of the channel
(xz plane running along the channel length) with a maximum element size of 2 µm.

The particles starting and ending positions on the y and z axes (Figure 2) of a 500 µm
long channel were noted, and the displacement was used to evaluate the performance
of each design. Due to computational constraints, Brownian motion was not included
in the COMSOL simulations; however, the values of the velocity and electric field in a
unit cell of the geometry were exported in matrix form to Matlab (Version 2017b), and
an algorithm was developed to calculate the particle trajectories with the thermal force
included [17]. The algorithm stops when the particle touches one of the boundaries
(sidewalls of the channel or bottom). Due to the complexity of the simulation, bouncing
on the boundaries has not been included. The Matlab algorithm can be performed for
any flow velocity (by correcting the COMSOL calculated velocity with the correct mul-
tiplication factor, MF_vel = (wanted flow rate)/(COMSOL used flow rate). Similarly, the
dielectrophoretic force can also be adjusted in the Matlab program by a multiplication
factor MFforce = (wanted voltage)2/(COMSOL used voltage)2.
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Figure 2. (a) The 500 µm long channel with electrodes on the bottom side used for the simulations.
(b) The starting and ending position of each particle starting at a certain (y,z) point at x = 0 µm is noted
after the particle has moved in the channel to x = 500 µm. The displacement along the height and
width is used to evaluate how well each electrode design is performing in terms of particle focusing.

The simulations using Matlab were performed with an applied AC voltage of 20 V
peak-to-peak and for particles 100 nm in diameter. The particle movement was simulated
for flow velocities of 1 µL/h, 10 µL/h, and 25 µL/h. To gain statistical information, 10 to
200 particles were simulated from each position. For the end position graphs, only those
particles that had ended their movement on the bottom boundary were included.

We also performed similar simulations for the DC chip (data not shown), which
resulted in the chosen chip design and experimental conditions.

2.3. Chip Fabrication Process

The two most promising designs were fabricated using standard photolithography
processes on silicon wafers. The fabrication was completed at the National Center for
Nanofabrication and Characterization and the Technical University of Denmark. Briefly,
200 nm of silicon oxide was thermally grown on a standard 4-inch silicon wafer with a
thickness of 525 µm. Then, 1.5 µm of AZ5214E resist was spun on the wafer and exposed
to UV light (365 nm) for 7 s (KS Aligner) with a power of 8 mW/cm2 through a mask
containing the electrodes in hard contact mode. The resist was developed using a standard
AZ resist developer (AZ351B). Then, 10 nm of Ti and 100 nm of gold were evaporated on
the wafer by e-beam evaporation using a Wordentec QCL 800. This was followed by a
lift-off process in acetone for 20 min. SU8-2075 was spun on the wafer and exposed through
a second mask containing the microfluidic channels using the KS Aligner. The target height
for the SU8 resist was 20 µm. After development in propylene glycol methyl ether acetate
(PGMEA) for 10 min, the chips were diced using a diamond saw.

2.4. Measurement Setup

A holder was fabricated using micromilling. The holder contained the silicon chip, a
PDMS gasket to close the microfluidic channels, and holes for the inlet and outlet tubing
and the electrical connections using spring pins.

An AC signal generator (TG2000, Aim and Thurlby Thandar Instruments, Cam-
bridgeshire, UK) was used to apply an AC voltage of varying amplitude and frequency to
the electrodes. Voltages from 1 V to 20 V peak-to-peak were used at a frequency of 200 kHz.
This frequency was selected after evaluating the performance of the particle focusing at
frequencies ranging from 10 kH to 1 MHz. The flow rate was 2 µL/h. To avoid the particles
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becoming stuck to the middle electrode, an on–off frequency of 3 Hz was used, although
frequencies between 1 Hz and 5 Hz were also investigated.

For the DC case, a DC voltage of 2 V was used. The flow rate in this case was varied
between 10 and 50 µL/h. A standard syringe pump (Chemyx Fusion 200) was used for
controlling the flow rate.

Polystyrene beads of sizes ranging between 47 nm and 1 µm were used. The beads
were fluorescently labeled (Fluoresbrite YG Microspheres, from Polysciences, Inc., War-
rington, PA, USA). The bead movement was observed using a fluorescent microscope
(Nikon TE2000U). The beads were suspended in tap water with an addition of 0.1% Tween
(Sigma Aldrich, St. Louis, MO, USA). The pH of the solution was 7 and the conductivity
was 50 mS/m.

2.5. Result Evaluation

ImageJ was used to measure the minimum distance between electrodes for the AC
chip, as well as the dimensions of the electrodes in the DC chip. Image J was also used in
order to evaluate whether the fluidic channels were designed properly so that only 10%
of the flow was collected in the central channel. In this case, recordings of the particle
movements were taken, enhanced, and analyzed by manually tracking the position of up
to 20 particles per outlet channel. The average velocity of each particle was calculated, and
from these results, an average velocity for each outlet was found. The concentration ability
of the fluidic system was then calculated as follows:

Ratio =
Middle channel velocity

Upper + Middle + Lower channel velocity
(3)

Figure 3 outlines the general algorithm of the velocity calculation for each particle.
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Figure 3. The general algorithm for the calculation of the particle velocity by using recordings of
particle movement in the channel. To calculate the average velocity of each particle, 5 to 30 positions
were tracked per particle.

3. Results

The results of the chip fabrication, the simulations, and the experimental particle
upconcentration are presented in this section.

3.1. Chip Fabrication

A close-up of the electrodes and SU8 channels can be seen in Figure 4.
The lift-off process results in well-defined structures. ImageJ was used to measure the

distances between the electrode tips in both designs. For the face-to-face design, the mean
distance between the electrode tips is 2.53 ± 0.10 µm, while for the zig-zag structure, the
minimum distance between the electrode tips is 1.79 ± 0.18 µm. The DC electrodes are
3.24 ± 0.14 µm. All results are based on 10 different measurements.
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Figure 4. Close up of the chip. (a) Face-to-face electrode design. (b) Zig-zag electrode design. (c) DC
chip design.

3.2. Numerical Simulations

The chip’s geometrical requirements presented in Section 2.1 were based on numerical
simulations performed on a much wider channel (150 µm) and with electrodes at angles
of 30, 45, and 60 degrees relative to the direction of the channel width, located on the
bottom and top of the channel. The results of these simulations, performed for particles of
30 nm in diameter, in a channel with a flow of 1 µL/h, and with single, double, or triple
face-to-face electrodes per electrode arm, plotted as described in Section 2.2 and Figure 2
(for the case of a triple electrode), are shown in Figure 5. The graphs show that only the
particles situated in the central 40–60 µm of the channel width are influenced by the electric
field and that electrodes at a 60-degree angle result in a larger displacement than those at
30 or 45 degrees. We can also see that as the channel height becomes smaller (plotted here
for h = 5 µm and h = 2 µm), the displacement becomes bigger. However, channel heights
below 10 µm are difficult to fabricate and operate without clogging issues, so this solution
was not considered as optimal or realistic.

Therefore further simulations were conducted, where the channel width was reduced
to 40 µm and only a 60-degree angle was used. Furthermore, the particle diameter was
increased to 40 nm. The results are plotted in Figure 6, where not only the displacement
along the channel width, but also the displacement along the channel height is shown, for
both the face-to-face and the zig-zag designs. The zig-zag design is used to illustrate the
placement of the electrodes, for the purpose of guiding the eye. The simulations shown
were performed for both types of electrodes.

The results show that the zig-zag pattern is more effective than the face-to-face pattern
and that there is a displacement of particles regardless of their position along the channel
width. The maximum displacement per 500 µm channel length is 1 µm towards the channel
center and about 3 µm towards the channel bottom for the zig-zag pattern.

Figure 7 shows the required length to catch a particle (Figure 7a) as well as the position
across the channel width where the particle was caught (Figure 7b). It can be seen that
particles starting closest to the electrodes (in height) are reaching the channel bottom
furthest away from the center of the channel (dotted line at y = 75 µm). This simulation
was performed for three different starting positions across the width axis and for a flow
velocity of 1 µL/h.

To show the effect of the flow rate on the required channel length and final position,
we repeat the simulations for the middle case, i.e., for particles starting 10 µm from the
channel center (along the width axis), for three different flow velocities (shown in Figure 8).
This middle case shows the worst-case scenario for particles situated in the central 50% of
the channel width.
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Figure 5. Particle displacement along the channel width after 500 µm of channel length under the
influence of dielectrophoretic forces. Unless otherwise indicated, the channel height is 20 µm. The
figure shows that the displacement is larger for smaller but unrealistic channel heights. Double refers
to electrodes having only two “teeth” instead of the three shown in Figure 1b, which in this graph is
indicated as “triple”.
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500 µm of channel length under the influence of DEP forces.
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Figure 7. (a) The required channel length to catch particles on the electrode plane as a function
of starting position along the height of the channel for three different starting positions along the
channel width. (b) The end position along the width of the channel as a function of starting position
along the channel height.
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Figure 8. (a) Required channel length for catching the particles on the electrodes. (b) End position on
the width axis. The channel middle is at y = 75 µm (dotted line).

3.3. Particle Focusing

As shown in Figure 9, 47 nm particles were successfully aligned using an AC voltage
of 20 V peak-to-peak at a frequency of 200 kHz. When the voltage was turned off, the
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fluorescence was seen in the entire width of the channel, as shown in the signal intensity
curve. However, when the voltage was turned on, there was a clear peak in the middle of
the channel, indicating that the particles are focused in the channel center as expected.
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should carry 45% of the flow, while the central outlet should only carry 10% of the flow. 

Figure 9. Particle focusing at 20 V peak-to-peak and a frequency of 200 kHz.

We observed that the particles tend to stick to the electrodes when they come into
contact with them. In order to avoid this effect, we tested periodically switching the
frequency on and off with a frequency between 1 Hz and 5 Hz. The results show that
frequencies above 5 Hz reduce the focusing efficiency; therefore, a frequency of 3 Hz was
selected as the optimal.

The DC chip showed equally good alignment results. Figure 10a shows the fluores-
cence image superimposed on the optical image for 84 nm polymer particles that are clearly
focused in the middle of the channel with a voltage of 2 V applied at the middle electrode
and a flow rate of 50 µL/h. After prolonged exposure (hours) to the DC voltage, the center
gold electrode showed a significant amount of degradation and/or dirt accumulation that
could not readily be removed (Figure 10b). In addition, 47 nm particles were aligned under
the same conditions.
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Figure 10. (a) Eighty-four-nanometer PS particles focused towards the center of the channel and directed
towards the center outlet. Flow speed 50 µL/h at 2 V. (b) After prolonged (hours) exposure to 2 V
potential, the center gold electrodes showed a significant amount of degradation/dirt accumulation.

3.4. Upconcentration Evaluation

Using ImageJ, we analyzed the velocity of up to 20 particles per outlet in order to
determine the flow distribution in the three outlets. We expect that each of the side outlets
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should carry 45% of the flow, while the central outlet should only carry 10% of the flow.
Figure 11 shows the measured velocities, calculated as described in Section 2.4. The error
bars in Figure 11b are calculated based on the calculated standard deviations from the data
in Figure 11a.
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Figure 11. (a) Velocity of particles in the three outlets as calculated by ImageJ. The dotted lines
indicate the average values for each outlet. (b) Percentage of the total flow entering each of the three
outlets. The inlet shows the theoretically expected distribution.

The results show that the middle outlet carries 8.96% of the flow, while the two side
channels carry 44.84% and 46.2%, respectively.

4. Discussion

Based on the optical measurements of the fabricated chips, the fabrication process
can accurately reproduce the desired dimensions. The minimum distance between face-to-
face electrodes was on average 30 nm larger than designed, while the minimum distance
between zig-zag electrodes was on average 210 nm smaller than designed, something that
only improves the chip performance, as the electric field is larger than expected for a given
voltage. The DC electrode width is 240 nm larger than designed, meaning that the spacing
between electrodes is smaller than expected, again resulting in higher electric fields. A
certain deviation from the CAD designs is expected due to the lithography process, as
process parameters such as contact mode, exposure time, resist height, and development
time have an effect on the result, usually around 100–300 nm. The lithography mask itself
is produced with a pixel size of 0.2 µm [18], which means that it is reasonable to expect
deviations of this magnitude after fabrication.

Due to limitations in computational power, we have simulated the particle trajectories
for a channel length of 500 µm. The simulations show that the zig-zag pattern is the
most effective, which is also expected, as there are more regions of a high electric field
in this design compared to the face-to-face electrode design. The simulations do not take
Brownian motion into consideration, something that is hard to include in COMSOL in 3D
designs for a meaningful amount of particles. Instead, an algorithm was developed that
performs particle tracing, with certain limitations, based on COMSOL data in a unit cell of
the geometry.

The graphs (Figures 7 and 8) show that even at a velocity of 25 µL/h, which is
significantly higher than the originally calculated velocity of 1 µL/h, a channel length of
no more than 30 mm is needed to catch the particles. Our prototype design has a channel
length of 4–6 cm. The figure also shows that the end position along the channel width is
independent of the flow velocity, which is expected considering the symmetric design of
the electrodes across the channel length.
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Our experiments were performed with 47 nm particles and show that focusing is
indeed achieved well within the channel length of 4–6 mm with a flow rate of 2 µL/h.
The DC chip is equally good at focusing the 47 nm particles even at higher flow rates
and requires a significantly lower voltage. However, DC voltages come with a variety of
issues. Particles need to be charged in order for the method to work, which is only the case
at specific sample conditions (pH). Moreover, Joule heating is quite significant and can
result in unwanted secondary flows that may disturb the focusing. Visual inspection of
the electrodes after some hours of use shows that the electrodes are significantly degraded,
possibly due to hydrolysis effects. Indeed, using voltages over 2 V immediately results in
the development of bubbles, after which the electrodes show the same signs of degradation.
This is not observed for the AC voltage electrodes, which is why these are preferred, even
though they require a larger applied voltage. Although it is unlikely, we cannot completely
exclude the possibility of electrolytic corrosion of the Ti/Au microelectrode. This happens
at around the same voltages but usually at acidic or alkaline pH [19].

Apart from the DEP focusing forces, other phenomena can occur that will disturb, or
maybe help, the focusing of the sub-nanometer particles. Electroosmotic fluid flow has been
shown to be the dominant force in the 10 Hz–100 kHz frequency range [20], which means
that it may not play a role in the presented system. Although it is not easy to predict the
movement of a particle in our complicated electrode geometry, in general, electroosmosis
tends to pull the particles away from the electrode edges and towards the surface of the
electrodes, at least in a parallel plate electrode geometry. We would therefore expect the
band of particles to broaden around the middle of the channel, more than the distance
between the electrodes. As we collect particles in the middle 4 µm of the channel in the
particle outlet, this effect, if at play, would not be an issue. Similarly, temperature gradients,
and consequently also electrothermal flow, can occur due to the high voltage dissipated in
the system, particularly if the conductivity of the fluid is high (~0.1 S/m) [20]. Again, order
of magnitude calculations indicate that these forces are not significant, except when the
particles are less than 1 µm from the electrodes in a highly conducting liquid. Considering
the high degree of focusing that we observe in our experiments, it is likely that the used
frequency of 200 kHz does not give rise to significant secondary effects.

The chip design also works as expected in terms of upconcentration. The center outlet
(particle outlet) carries approximately 9% of the flow, while the two outer outlets on average
carry 45.5% each. Considering the difficulties in ensuring equal pressure difference for the
two outer outlet channels, the small discrepancy observed is insignificant, and in any case
well within the statistical error. We note, however, that the next device iterations have a
single outlet connecting the two outer channels, which ensures that they present the same
hydraulic resistance to the fluid.

The flow rate used for the upconcentration experiments was 2 µL/h up to 50 µL/h,
which is very slow. However, the electrode design can easily be adapted for massive
parallelization. Figure 12 shows a schematic of the parallelization concept, along with a
prototype of the multiple electrodes and 128 channels. Each layer can therefore provide a
flow rate of 256 µL/h up to 6.4 mL/h, and by vertically stacking 10 such chips, we achieve
a total flow rate of 2.5 mL/h up to 64 mL/h on a 35 cm2 footprint. Depending on the
application, this can be further enhanced. However, we acknowledge that for applications
requiring the processing of several liters per hour, other methods of upconcentration need
to be applied beforehand.
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Figure 12. (a) A schematic of the parallelization concept. Only two electrodes provide voltage on all
electrode pairs for an arbitrarily large number of parallel channels. All particle outlets are connected
together in the chip plane, while all side outlets exit the chip from a common outlet in the bottom
(not drawn). (b) A 3D drawing of the full chip, containing vertically stacked units, each containing
128 parallel channels. The dimensions of each chip are 65 mm × 48 mm. (c) Multiple electrode pairs
fabricated by photolithography as described above. In this image, 6 parallel channels are shown.
(d) A flow test of the microfluidic part of the device. For testing purposes, every 32 parallel channels
were grouped together with one common inlet and outlet.

5. Conclusions

In conclusion, we have presented a continuous flow upconcentration system for
nanoparticles using dielectrophoresis. The prototype was able to upconcentrate particles
with sizes as low as 47 nm at a flow rate of 2 µL/h. We showed how the electrode design
was optimized for achieving a maximum force on the particles and how the design is
scalable and can be massively parallelized in order to achieve the much higher flow rates
required for most applications.
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Abstract: In this paper, we report the wafer-scale fabrication of carbon nanotube field-effect transis-
tors (CNTFETs) with the dielectrophoresis (DEP) method. Semiconducting carbon nanotubes (CNTs)
were positioned as the active channel material in the fabrication of carbon nanotube field-effect
transistors (CNTFETs) with dielectrophoresis (DEP). The drain-source current (IDS) was measured as
a function of the drain-source voltage (VDS) and gate-source voltage (VGS) from each CNTFET on the
fabricated wafer. The IDS on/off ratio was derived for each CNTFET. It was found that 87% of the
fabricated CNTFETs was functional, and that among the functional CNTFETs, 30% of the CNTFETs
had an IDS on/off ratio larger than 20 while 70% of the CNTFETs had an IDS on/off ratio lower than
20. The highest IDS on/off ratio was about 490. The DEP-based positioning of carbon nanotubes is
simple and effective, and the DEP-based device fabrication steps are compatible with Si technology
processes and could lead to the wafer-scale fabrication of CNT electronic devices.

Keywords: dielectrophoresis (DEP); semiconducting carbon nanotubes; carbon nanotube field-effect
transistors (CNTFETs)

1. Introduction

Carbon nanotube-based electronic devices such as carbon nanotube field-effect transis-
tors (CNTFETs) and electronic circuits have been investigated extensively in the past years
for the application of future nanoelectronic devices [1–15]. Since carbon nanotubes (CNTs)
have a high aspect (ratio of the length to diameter) with a diameter of several nanometers
and a length of several micrometers, the electrons or holes in the tubes are subject to a
strong quantum-confinement effect in all directions perpendicular to the tube, making their
transport in the tube a ballistic transport with less scattering and collisions [16,17]. These
properties are not available in bulk electronic materials and can make carbon nanotube
field-effect transistors (CNTFETs) operate at a high speed and low power without energy
dissipating in the tube [18].

The wafer-scale fabrication of carbon nanotube electronic circuits can lead to the
production and application of carbon nanotube electronic devices and has recently been
reported by researchers [19–21]. In this paper, we report the wafer-scale fabrication of
carbon nanotube field-effect transistors (CNTFETs) using dielectrophoresis (DEP), which is
simple and unique compared to other methods [22,23]. Carbon nanotubes were positioned
and assembled as the active channel material in the wafer-scale fabrication of carbon
nanotube field-effect transistors (CNTFETs) using electric field-directed dielectrophoresis
(DEP). Dielectrophoresis (DEP) is a translational motion of neutral matter caused by
the polarization effects in a nonuniform electric field and has recently been investigated
theoretically and experimentally for the deposition and alignment of CNTs [24–29]. It is also
effective in assembling other materials such as liquid metal [30]. Aligned and dense carbon
nanotubes (CNTs) can be obtained in the DEP process by optimizing the ac frequency, the
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trapping time, and the CNT solution concentration [31–33]. Impurities such as the metal
impurity in CNTs, which come from the growth of CNTs due to the metal catalyst, could
electrically short CNTFETs and cannot be tolerated in the fabrication of CNTFETs [34,35].
However, the impurities can be filtered in the pre-DEP process with solvents such as N-
methyl pyrrolidone (NMP), making the DEP-based fabrication of CNTFETs appealing for
obtaining high-performance carbon nanotube field-effect transistors and electronic devices.
Since the DEP-based device fabrication steps are compatible with Si technology processes,
they are capable of being further optimized by following process development protocols
practiced by the semiconductor industry and can lead to the wafer-scale fabrication of CNT
electronic devices and sensors.

2. Experimental Details
2.1. CNT-NMP Solution Preparation

Carbon nanotube (CNT) powder with 98% semiconducting CNTs (from the NanoInt-
ergris Company) was used in this research. The CNT powder was dispersed ultrasonically
in the Nmethyl-2-pyrrolidone (NMP) solution (from the Sigma-Aldrich Company) for
the dielectrophoresis (DEP) process. The CNTs were subjected to a cleaning process for
filtering any possible impurity in the CNTs before being used for the DEP process. 1 mg
CNT powder was added to 20 ml NMP and sonicated for 10 min. The CNT solution was
then centrifuged at 14,000 rpm for 30 min. The resultant supernatant was decanted for the
sedimented carbon nanotubes, which were again subjected to the cleaning cycle with a
fresh NMP. The cleaning process was repeated three times. Finally, the sedimented carbon
nanotubes were added into a 30 ml NMP solution; the solution was sonicated for 5 min.
After the sonication, the carbon nanotubes were separated and uniformly dispersed in the
NMP solution, and the CNT-NMP solution was ready for the dielectrophoresis process in
the following device fabrication.

2.2. FET Device Fabrication

A 3-inch diameter 350-µm thick n-type <100> silicon (Si) wafer (from Virginia Semi-
conductor, Inc.) was used as the substrate in this research. The Si wafer was about 350 µm
thick and had a resistivity of about 3 Ω cm. The wafer was initially oxidized at 1100 ◦C for
120 min to grow a silicon dioxide (SiO2) layer of about 1 µm thickness using wet oxidation.
A PVD 75 (Kurt J. Lesker Company, Pittsburgh, PA, USA) e-beam/thermal evaporation
system was used to grow chromium (Cr)/gold (Au) thin films for the fabrication of Cr/Au
electrodes and device metallization. The process chamber had a background pressure of
2 × 10−7 Torr, and the film thickness was controlled by an INFICON deposition monitor.
An ALD-150LX system (Kurt J. Lesker Company, Pittsburgh, USA) was used to grow the
hafnium dioxide (HfO2) thin film as the gate oxide in the fabrication of CNTFETs [36,37]. A
set of four-piece photo masks was designed and used for the fabrication of the carbon nan-
otube field-effect transistors (CNTFETs). The photo masks were fabricated by Photoscience,
Inc. Figure 1a–c show the fabrication steps of CNTFETs. The first mask was used to define
and pattern 5-nm thick Cr/100-nm thick Au (99.99% pure from Alfa Aesar) source and
drain electrodes with gaps of about 3 µm using standard ultraviolet (UV) photolithography
and metal lift-off processes (Figure 1a). The thin Cr layer was used to enhance the adhesion
of Au to the underlayer. The device wafer was designed to have 30 CNTFETs on it. After
the first mask, 30 pairs of electrodes were fabricated on the wafer (Figure 2), and all the
electrodes were connected in parallel to two major pads, which were applied with the ac
voltages during the subsequent DEP process.
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Source, drain, and gate metal electrode definitions. 

Figure 1. Carbon nanotube field-effect transistor (CNTFET) device fabrication steps. (a) Cr/Au
electrode definition. (b) Alignment and assembling of CNTs with the DEP process under an applied
sinusoidal voltage source between source and drain electrodes; the subsequent steps of the etching of
Cr/Au films and the definition of HfO2 gate oxide are not depicted in this figure. (c) Source, drain,
and gate metal electrode definitions.
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nanometers). The CNT-NMP solution with a lower concentration of CNTs was used for 
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Figure 2. The wafer with 30 pairs of Cr/Au electrodes fabricated on it, where all the electrodes were connected in parallel
to two major pads to which the ac voltages were applied during the subsequent DEP process.

After the fabrication of the Cr/Au electrodes on the wafer, the dielectrophoresis
(DEP) process was then performed to deposit and align CNTs across the gap of electrodes
(Figure 1b). A sinusoidal voltage source was connected to the two major pads of the wafer
(Figure 2), and the wafer was then dipped into a glass beaker filled with the CNT–NMP
solution prepared as described above. A sinusoidal voltage with a peak-to-peak voltage of
10 V and frequency of 1 MHz was applied to the electrodes for 10 min. After that, the wafer
was taken out from the beaker. The solvent was blown off the wafer surface with nitrogen
gas. The wafer surface was then cleaned with 2-Propanol and rinsed in deionized (DI) water
for 1 min. After that, the wafer was dried with nitrogen gas. The CNTs were imaged in a
JEOL JSM-6610LV scanning electron microscope (JEOL Ltd, Akishima, Japan). Figure 3a
shows the scanning electron micrograph (SEM) image of CNTs positioned between a pair
of electrodes in a CNT-NMP solution with a higher concentration of CNTs using the DEP
process, while Figure 3b is the enlarged view of the CNTs across the gap of electrodes,
showing a network-like profile of CNTs. Figure 4a,b show the SEM images of CNTs
positioned between the electrodes in a CNT-NMP solution with a lower concentration of
CNTs using the DEP process for two pairs of electrodes. As shown in Figure 4a,b, although
they were positioned with the same DEP process conditions, the CNTs in Figure 4a,b had
varying profiles because of the random and uncontrollable property of CNTs dispersed in
the CNT-NMP solution. Figure 4 also shows that the positioned CNTs are not single-tube
and are bundling tubes (a single tube should have a diameter of several nanometers). The
CNT-NMP solution with a lower concentration of CNTs was used for the final device
fabrication.
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trodes into individual pairs of electrodes. After the UV lithography process, each pair of 
electrodes, together with the CNTs between the gap, was covered by Shipley 1818 positive 
photoresist, but all other areas on the wafer were open without being covered by the pho-
toresist. The wafer was dipped in a gold etchant (Transene Danvers, MA, USA) for 30 sec, 
then in DI water for 1 min, and in a chromium etchant (Transene, Danvers, MA, USA) for 
30 sec to remove all the Cr/Au except that protected by the photoresist. The wafer was 
finally rinsed in DI water for 1 min and was dried with nitrogen gas. After that, a 10-nm 
thick HfO2 film was deposited over the whole wafer as the gate oxide using plasma-en-
hanced atomic layer deposition. 

The third mask was applied to open a window through the HfO2 film on the 
source/drain for the final source/drain metal contact using the UV lithography. After the 
UV lithography process, the wafer was covered by Shipley 1818 photoresist, except for a 
30 µm × 30 µm small area on the source/drain. The wafer was then dipped in buffered 
oxide etchant (BOE) (Transene, Danvers, MA, USA) for 3 min to etch the HfO2 through 
the patterned windows on the source/drain for the contact. 

Finally, the fourth photoresist mask aligned to the opened windows was applied to 
define the source, drain, and gate metal contacts (100-nm thick Au/5-nm thick Cr) via e-
beam evaporation and metal lift-off. Again, Cr was used to enhance the adhesion of Au 

Figure 3. (a) SEM image of CNTs aligned and assembled between a pair of electrodes in a CNT-NMP solution with a higher
concentration of CNTs using the DEP process; (b) enlarged view of the CNTs, showing a network-like profile of CNTs. The
scale bar is 5 µm.
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Figure 4. SEM images of CNTs aligned and assembled between the electrodes in two pairs of electrodes in a CNT-NMP
solution with a lower concentration of CNTs using the DEP process, where both (a) and (b) show profiles of CNTs with
some alignment of CNTs across the electrodes. The scale bar is 0.5 µm.

The second mask was applied to create patterns for etching the Cr/Au metal film
that connected with the pairs of electrodes using the UV lithography and to separate the
electrodes into individual pairs of electrodes. After the UV lithography process, each
pair of electrodes, together with the CNTs between the gap, was covered by Shipley 1818
positive photoresist, but all other areas on the wafer were open without being covered
by the photoresist. The wafer was dipped in a gold etchant (Transene, Danvers, MA,
USA) for 30 s, then in DI water for 1 min, and in a chromium etchant (Transene, Danvers,
MA, USA) for 30 s to remove all the Cr/Au except that protected by the photoresist. The
wafer was finally rinsed in DI water for 1 min and was dried with nitrogen gas. After
that, a 10-nm thick HfO2 film was deposited over the whole wafer as the gate oxide using
plasma-enhanced atomic layer deposition.

The third mask was applied to open a window through the HfO2 film on the source/
drain for the final source/drain metal contact using the UV lithography. After the UV
lithography process, the wafer was covered by Shipley 1818 photoresist, except for a
30 µm × 30 µm small area on the source/drain. The wafer was then dipped in buffered
oxide etchant (BOE) (Transene, Danvers, MA, USA) for 3 min to etch the HfO2 through the
patterned windows on the source/drain for the contact.

Finally, the fourth photoresist mask aligned to the opened windows was applied to
define the source, drain, and gate metal contacts (100-nm thick Au/5-nm thick Cr) via
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e-beam evaporation and metal lift-off. Again, Cr was used to enhance the adhesion of
Au to the underneath layer (HfO2). Figure 1c shows the cross-sectional diagram of the
CNTFET device, and Figure 5 shows the scanning electron micrograph of the top view of
the fabricated CNTFET.
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2.3. Electrical Measurements

Electrical contacts to the substrate, source, drain and gate electrodes were performed
at room temperature using a probe station (CM-170 from Signatone, Gilroy, USA) equipped
with four triax micromanipulated probes. The wafer substrate remained electrically uncon-
nected (floating) during the measurements. Electrical signals for the device characterization
were sourced and measured using a precision semiconductor parameter analyzer (4156C
from Agilent, Santa Clara, CA, USA).

2.4. Electrical Breakdown Process

To increase the IDS on/off ratios with the electrical breakdown method [38,39], CNT-
FETs were fabricated using the same processes. The IV curves and transfer characteristics
of the CNTFETs were first measured as fabricated; after that, the devices were subjected
to an electrical breakdown process, which consisted of sweeping VDS from −8 V to 8 V
at different VGS values that varied from −8 V to 8 V in steps of 0.5 V until the IDS values
decreased to values that were about five to 10 times smaller. Then, the IV curves and
transfer characteristics of the CNTFETs were measured again.

3. Results and Discussion

After completion of the device fabrication, each carbon nanotube field-effect transistor
(CNTFET) fabricated on the wafer was probed and measured one by one as described
above. It was found that 26 (87%) of the 30 CNTFETs on the wafer were functional, while
the other four were broken. Among the 26 functional CNTFETs, 30% of the CNTFETs had
a drain-source current (IDS) on/off ratio larger than 20 while 70% of the CNTFETs had a
drain-source current (IDS) on/off ratio under 20. The highest drain-source current (IDS)
on/off ratio was about 490. The reason why the electrical properties such as the IDS on/off
ratio varied in the CNTFETs was because the profile and number of CNTs positioned
between the electrodes varied in the CNTFETs, as shown in Figure 4a,b. Both the profile
and number of aligned CNTs can have effects on the electrical property of CNTFETs. The
CNTFET with more CNTs had a lower channel resistance and therefore a higher IDS value.
The carbon nanotubes used in this research had about 98% semiconducting carbon tubes
and about 2% metallic carbon tubes. The metallic tubes in the CNTs could be the major
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factor responsible for the variation of the IDS on/off ratio in the CNTFETs. The metallic
carbon nanotube has a zero band gap and functions like metal, and the resistance cannot
be modulated with the applied gate voltage to CNTFETs. The semiconducting carbon
nanotube contributes to the increase of the IDS on/off ratio in a CNTFET, while the metallic
carbon nanotube functions in an opposite way [40,41]. A higher number of metallic CNTs
in the channel of CNTFET makes the modulation of channel resistance more difficult,
resulting in a lower IDS on/off ratio. Since the metallic carbon nanotubes could not be
filtered in the DEP process, they were randomly assembled into the channel of CNTFET,
resulting in the variation of the IDS on/off ratio in CNTFETs.

Figure 6a–f show the drain-source current (IDS) versus the drain-source voltage (VDS)
at various VGS values (Figure 6a,c,e) and the IDS-VGS transfer curves of the CNTFET at
various VDS values (Figure 6b,d,f) for three functional devices, respectively. The IDS on/off
ratio, defined as the maximum IDS value divided by the lowest one in the IDS-VGS transfer
curve, is 8 for the device in Figure 6b, 27 for the device in Figure 6d, and 10 for the device in
Figure 6f. All the devices present electrical properties of a p-channel field-effect transistor
(FET), which are like those of the p-type carbon nanotube transistors reported by other
researchers [42,43]. The IDS is sensitive to the VGS and can be modulated by VGS, as shown
in the figure. When increasing VGS negatively, the IDS values increase correspondingly.
P-type transistors conduct holes when a negative voltage is applied to the gate. They do
not conduct electrons, even at high positive gate voltages. The physical explanation for this
is that the Fermi level at the contact metal-nanotube junction is closer to the valence band
of the nanotube, leading to hole conduction and p-type behavior. The holes see a small
barrier and can thus tunnel through, whereas the electrons see a much larger barrier and
are not able to tunnel [44].

Figure 7a shows the drain-source current (IDS) versus the drain-source voltage (VDS) at
various VGS values for the functional CNTFET that had the highest IDS on/off ratio among
all the functional devices on the fabricated wafer, and it presents better IV curves, with the
saturation like that of a silicon-based p-channel field-effect transistor [45]. Figure 7b shows
the IDS-VGS transfer curves of the CNTFET at VDS = 4 V, 3 V, and 2 V. The IDS on/off ratio
is 61 at VDS = 4 V, 190 at VDS = 3 V, and 490 at VDS = 2 V. As described above, the reason
why the CNTFET had a higher IDS on/off ratio is possibly because less or no metallic tubes
were assembled in the channel during the DEP process. The IDS-VDS curves in Figure 7a
are comparable with those reported by other researchers [46,47].

Figure 8a–d shows the comparison of the electrical characteristics of a fabricated
CNTFET, which were measured as fabricated or after being subjected to the electrical break-
down process. Figure 8a,b shows the electrical characteristics of the CNTFET, which were
measured as fabricated. Figure 8a shows the drain-source current (IDS) versus drain-source
voltage (VDS) and gate voltage (VGS), while Figure 8b shows the transfer characteristics
at VDS = 5 V and 0.5 V, where the IDS on/off ratio is 4 at VDS = 5 V and 6 at VDS = 0.5 V.
Figure 8c,d shows the electrical characteristics of the CNTFET, which were measured after
the CNTFET was subjected to the electrical breakdown process described in Section 2.4,
where the IDS on/off ratio is about 339 at VDS = 5 V and 488 at VDS = 0.5 V. Although it
decreased the ID values, the electrical breakdown process significantly increased the IDS
on/off ratios. This post-device fabrication process has been used to increase the IDS on/off
ratio of CNTFETs and decrease the leakage current [38,39]. In the CNTFET channel with
the intermixed presence of metallic and semiconducting CNTs, the electrical breakdown
process can selectively destroy, by Joule heating, the metallic CNTs responsible for the
unwanted electrical characteristics while preserving semiconducting CNTs.
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4. Summary

We present the wafer-scale fabrication of carbon nanotube field-effect transistors (CNT-
FETs) with carbon nanotubes as the active channel material by using the dielectrophoresis
(DEP) process. A device wafer with 30 CNTFETs was fabricated and characterized suc-
cessfully, and it was found that 87% of the fabricated CNTFETs was functional and that,
among the functional CNTFETs, 30% of the CNTFETs had an IDS on/off ratio larger than
20 while 70% of the CNTFETs had an IDS on/off ratio under 20. The highest IDS on/off
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ratio was 490. The variation of IDS on/off ratios in the CNTFETs is mainly due to the effect
of the metallic carbon nanotubes in the channel. If the source carbon nanotubes are pure
semiconducting tubes or have fewer metallic tubes, the IDS on/off ratios should be much
higher and the variation of the ratios should be much smaller. The electrical breakdown
was used to improve the ID on/off ratios of the CNTFET, and it was found that it signifi-
cantly increased the IDS on/off ratios of the fabricated CNTFET. The DEP-based positioning
of carbon nanotubes (CNTs) in the fabrication of CNTFETs is simple and effective. The
DEP-based method can be easily extended for the assembly of other nanomaterials in the
development of the wafer-scale fabrication of devices. The DEP-based device fabrication
steps are compatible with Si technology processes, can be further optimized following
process development protocols practiced by the semiconductor industry, and can lead to
the wafer-scale fabrication of CNT electronic devices and sensors.
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sured the electrical properties of the devices, analyzed the data, and wrote the manuscript. J.K.
performed the fabrication and characterization of the devices. L.W. performed the fabrication and
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Abstract: At present, three-color electrophoretic displays (EPDs) have problems of dim brightness and
insufficient color saturation. In this paper, a driving waveform based on a damping oscillation was
proposed to optimize the red saturation in three-color EPDs. The optimized driving waveform was
composed of an erasing stage, a particles activation stage, a red electrophoretic particles purification
stage, and a red display stage. The driving duration was set to 360 ms, 880 ms, 400 ms, and 2400 ms,
respectively. The erasing stage was used to erase the current pixel state and refresh to a black state.
The particles’ activation stage was set as two cycles, and then refreshed to the black state. The red
electrophoretic particles’ purification stage was a damping oscillation driving waveform. The red and
black electrophoretic particles were separated by changing the magnitude and polarity of applied
electric filed, so that the red electrophoretic particles were purified. The red display stage was a low
positive voltage, and red electrophoretic particles were driven to the common electrode to display
a red state. The experimental results showed that the maximum red saturation could reach 0.583,
which was increased by 27.57% compared with the traditional driving waveform.

Keywords: electrophoretic displays; driving waveform; damping oscillation; particles separation;
red saturation

1. Introduction

As the carrier of human–computer information interaction, a flat panel display is very
important in modern life. In recent years, electronic paper displays, which are a new type
of display, have occupied a certain share in the display market due to its advantages such
as large viewing angle, light in mass, low power consumption, repetitive erasing, and
readability under sunlight [1–5]. As a kind of electronic paper display, electrophoretic
displays (EPDs) have an excellent performance in the field of device manufacturing, which
is expected to become one of the mainstream technologies for next-generation displays [6–8].
The charged particles in traditional EPDs are black electrophoretic particles with a positive
charge and white electrophoretic particles with a negative charge [9]. They can be driven to
the top or bottom of a pixel to display different states by applying an electric field [10–12].
However, the black and white particles cannot perfectly express the content of pictures
because of the signal color. Hence, a multi-color EPD is urgently needed.

The three-color EPD technology could cover people’s requirements for multi-color
electronic papers. In recent years, a three-color EPD has been reported [13]. Electrophoretic
particles of three colors were successfully driven in this work, and the EPD can be driven for
displaying corresponding colors by different voltage sequences. However, the red and black
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electrophoretic particles in electrophoretic fluid have the same polarity of charge, and they
are driven in the same direction when a driving electric field is applied. The disadvantage
of this design is an insufficient color saturation, especially red. Worse still, low display
quality can be caused such as ghost image and flicker, which are also problems in traditional
EPD displays [14–17]. In order to improve the display quality of EPDs, a lot of work has
been done. The display quality of EPDs has obviously improved by synthetizing new
material, manufacturing new devices, and optimizing the driving waveform, etc. [18–20].
As optimizing the driving waveform has an obvious improvement in the display quality,
researchers have done many works in this aspect. For example, a driving waveform based
on a delay response was proposed, and the hysteresis characteristic curve of an EPD
was measured [21]. Moreover, Johnson et al. [22] proposed a driving waveform in which
a reference state was designed, where the EPD could display the next gray scale more
regularly and accurately, and this method could greatly improve the display quality of
EPDs. At present, the red saturation of three-color EPDs is insufficient and it could be
optimized by improving driving waveforms.

In this paper, an insufficient red saturation of the three-color EPD was improved by
designing a new driving waveform. This driving waveform included an addition stage of
a damping oscillation; this stage could separate the red and black electrophoretic particles
more completely. The saturation is greatly improved when the EPD displayed a red state.
At the same time, ghost image and fringe phenomena can be weakened effectively by
optimizing other stages of the driving waveform.

2. Principle of Electrophoretic Displays (EPDs)

The structure of a three-color EPD is shown in Figure 1. White electrophoretic parti-
cles, black electrophoretic particles, and red electrophoretic particles are wrapped into a
microcapsule, and three-color particles have different polarities. The white electrophoretic
particles are negatively charged, and the red and black electrophoretic particles are pos-
itively charged [13]. Among these particles, the red and black electrophoretic particles
are different in charged, mass, and volume. Therefore, they can be successfully separated
to display different colors by controlling the magnitude and duration of the driving volt-
age [23]. As shown in Figure 1a, black electrophoretic particles are driven to the top in a
pixel with a high positive polarity voltage. As shown in Figure 1b, white electrophoretic
particles are driven to the top in a pixel with a negative polarity voltage. As shown in
Figure 1c, red electrophoretic particles are driven to the top in a pixel with a low positive
polarity voltage.
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Figure 1. A schematic diagram of a three-color electrophoretic display (EPD). The top is a common
electrode, the middle is the microcapsule that contains three-color particles, and the bottom is a pixel
electrode. (a) When the applied external voltage is a high positive voltage, the pixel is black. (b)
When the applied external voltage is a negative voltage, the pixel is white. (c) When the applied
voltage is a low positive voltage, the pixel is red. The particles are in a static state if there is no driving
voltage, which is called the bistable state of EPDs.
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The driving waveform refers to a voltage sequence applied to pixels, which seriously
affects the display quality of EPDs. A traditional driving waveform is composed of an
erasing stage, a particle activation stage, and a target state display stage [24,25]. Changes
in each stage can affect the display quality of EPDs. There are many details that need to
be improved in the driving waveform for a good display quality such as ghost image,
fringe phenomena, flicker, insufficient color saturation, etc. [15,26–28]. In the original stage,
particles are distributed irregularly in microcapsules. Therefore, it is necessary to rearrange
particles to prepare for the next gray scale of EPDs [29]. In this stage, the original state
can be driven to a state where electrophoretic particles are regularly arranged to the same
state. The migration rate of electrophoretic particles can be decreased when electrophoretic
particles remain in the same state for a long time. Therefore, the driving waveform of the
particle activation stage is designed. In this stage, pixels are refreshed to black state first,
and refreshed to white state immediately. This process can make sure that particles must
be activated during the driving process and reach steady state. Next, the target gray scale
can be driven by an applied electric field.

Charged particles are subjected to an electric field force in an electric field. As shown
in Equation (1):

Fq = q× E (1)

where Fq is the electric field force; q is the electric charge of electrophoretic particles; and E
is the applied electric field.

Since electrophoretic particles are dispersed in colloidal solution, the movement of
electrophoretic particles is also hindered by Stokes force [30]. Its expression is shown in
Equation (2):

Fd = 6πµvr (2)

where Fd is the Stokes force; µ is the liquid viscosity coefficient; v is the motion relative
rate between particles and fluids; and r is the sphere radius. The combined force of the
electric field force and the Stokes force is used as the driving force for the movement of
electrophoretic particles. As shown in Equation (3):

F = Fq − Fd = m
dv
dt

(3)

where F is the driving force that can drive electrophoretic particles; m is the mass of an
electrophoretic particle; and dv

dt is the acceleration of electrophoretic particles.
The moving distance of electrophoretic particles in a microcapsule can be calculated

according to the integral of speed and time. As shown in Equation (4):

S =
∫

cdt =
∫

σEdt (4)

where S is the moving distance of electrophoretic particles in a microcapsule; c is the
moving speed of electrophoretic particles; σ is the electrophoretic mobility of electrophoretic
particles; and E is the applied electric field.

Particles are subjected to random pulse signals in the electric field, as shown in
Equation (5):

f (t) =
N

∑
n=1

an[u(t− nT)− u(t− nT − τ)] (5)

where f(t) is a random amplitude rectangular pulse signal; an is the rectangular pulse
amplitude; t is the time; T is the pulse signal period; and τ is the pulse width.

The key step for increasing the red saturation is that red and black electrophoretic
particles in microcapsules can be separated completely, which can be completed by de-
signing a damping oscillation driving waveform according to the nature of particles. A
damping oscillation refers to the process in which the amplitude of vibration can be gradu-
ally decreased over time. As shown in Equations (6) and (7), the characteristic of a damped
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oscillation is that the amplitude gradually is decreased. Therefore, the intensity of the
electric field applied to the pixel gets lower and lower in the driving waveform. Driving
black electrophoretic particles requires a high electric field, and driving red electrophoretic
particles requires a low electric field. Therefore, the red and black electrophoretic particles
can be successfully separated.

Fr = −Bc (6)

X(t) = Ae−δt cos(ωt + ϕ) (7)

where Fr is the damped force; B is the drag coefficient; Ae−δt is the amplitude; and ω is the
angular frequency. In this process, the mean value of time is defined as Equation (8):

X(t) = lim
T→∞

1
2T

∫ T

−T
X(t)dt (8)

3. Design of Driving Waveforms

To improve the red saturation in three-color EPDs, an optimized driving waveform
was designed and divided into four stages: (1) An erasing stage; (2) a particle activation
stage; (3) a red electrophoretic particles purification stage, and (4) a red display stage. As
shown in Figure 2, the first stage was the erasing stage, which could erase the original pixel
state and refresh the white or black state. A positive 15 V could be applied for 200 ms to
reset the original state, and the EPD could display a black state. Similarly, a negative 15 V
was applied to reset the original state, and the EPD could display a white state. Then, 0 V
was applied after 15 V voltage for 80 ms. This duration was set to buffer the electrophoretic
particles, and red, black, and white particles were separated at this stage. The second stage
was a particle activation stage. The EPDs were driven multiple times to reach the optical
limit, which could increase the activity of particles and further eliminate ghost images. At
this stage, electrophoretic particles could be driven to move in the colloidal solution with
several cycles by an applied voltage. A cycle included a positive 15 V and a negative 15 V,
and the duration was 340 ms. Then, the red and black electrophoretic particles were driven
to the top of a pixel by a positive 15 V voltage for 200 ms at the end of this stage. The third
stage was a red electrophoretic particle purification stage. The purpose of this stage was to
separate red and black electrophoretic particles for displaying a red state. Two kinds of
particles can be driven at different speeds in microcapsules with the same applied voltage.
Hence, the damping oscillation driving waveform had a good effect on separating red and
black particles, and the red particles were purified greatly. The fourth stage was a red state
display stage, and a low positive voltage was applied during the whole stage.
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4. Results and Discussion
4.1. Construction of Test Platform

In this work, the experimental system is shown in Figure 3 and includes a function
generator, a signal amplifier, a colorimeter, a microcapsule EPD, and a computer. The
microcapsule EPD device was designed by us, and made by foundry (Dalian Longning
Technology Co. Ltd., Dalian, China). The driving waveform used in the experiment was
first designed by MATLAB (2017, MathWorks, Natick, MA, USA). Subsequently, it was
converted to generate a txt format file. Then, the tfw format file was output by Arbexpress
(Version 3.4, Tektronix. Inc, Beaverton, OR, USA). Next, the file was burnt into the function
generator by a Universal Serial BUS (USB). Finally, the driving waveform was output from
the signal amplifier to drive an EPD to display gray scales.
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The workflow of the entire system is shown in Figure 4. All equipment and instru-
ments were first connected. Then, the saturation data acquisition system was activated,
and the relevant parameters were set, which included averaging and trial. Averaging was
used to set the time interval for obtaining red saturation data, and the trial was used to set
the number of measurements that could appear on the color saturation diagram. Then, the
system was effectively calibrated. Finally, the EPD was driven to display relevant colors.
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4.2. Erasing Stage Optimization

Generally, the first stage of the driving waveform is an erasing stage, which is used to
erase previous states. In this work, the first stage of the driving waveform was designed
to erase the original gray scale and then refresh the EPD to a black state. As shown in
Figure 5a, the duration of this stage was set to 360 ms. Compared with the traditional
driving waveform, the erasing stage could erase to a white state and the polarity of
the applied voltage was the opposite, as shown in Figure 5b. The experimental results
showed that when the erasing stage was a black state, the red saturation was 0.583, and the
chromaticity diagram is shown in Figure 5c. However, when the erasing stage was a white
state, the red saturation was 0.448, and the chromaticity diagram is shown in Figure 5d.
This is because when the driving waveform is designed to erase to a white state, white
particles were near the common electrode, the red and black electrophoretic particles were
at the bottom of a microcapsule. Therefore, it took a lot of time to drive red particles from
the bottom to the common electrode in the particle activation and display red color stages.
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4.3. Particle Activation Stage Optimization

According to the traditional driving waveform, the particle activation stage has an
important contribution to reducing ghost images. At this stage, different cycles were tested.
The duration of a cycle was designed to be 340 ms, and the duration for resetting to the
black state was 200 ms. The maximum red saturation with different cycles are shown
in Figure 6. The experimental results showed that the maximum red saturation could
reach 0.583 when the stage was two cycles. As the cycle was increased, the maximum red
saturation was gradually decreased. This is because electrophoretic particles could not
return to their original position due to the resistance of the colloidal solution when the
EPD was driven to the black state or the white state. After multiple cycles, the distance
was increased so that white electrophoretic particles could not be driven to the bottom in
a microcapsule.
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4.4. Waveform Design of the Damping Oscillation

Since the red and black electrophoretic particles have the same polarity charge, it was
unrealistic to separate them by simply changing the driving voltage polarity. However,
the nature of red and black electrophoretic particles is different. A damping oscillation
driving waveform can not only change the polarity, but also change the magnitude of
the electric field. Hence, the red and black electrophoretic particles can be separated by
the damping oscillation driving waveform. As shown in Figure 7, we tested the effect
of different damping oscillation durations on the red saturation. It could be seen that
the maximum red saturation could be obtained when a short duration was designed for
the damping oscillation, and the maximum red saturation could be gradually improved
when the duration of the damping oscillation was increased to 400 ms. When the duration
exceeded 400 ms, the maximum red saturation gradually became worse. This was because
the damping oscillation duration was too short, so the red and black electrophoretic
particles were not completely separated. Then, the black particles were under red particles
when the target state was red so that the red saturation was low. In addition, when the
damping oscillation duration was too long, the red and black electrophoretic particles were
mixed again. Hence, the red saturation was also low.
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4.5. Red Display Stage Optimization

In order to obtain a high red saturation, the driving waveform was optimized in two
aspects: driving voltage and duration. As shown in Figure 8, the influence of different
driving voltages on the red saturation was verified by designing different durations. The
experimental results showed that the maximum red saturation values were different with
different durations. The maximum red saturation was gradually improved when the
duration was increased from 2000 ms to 2400 ms and the maximum red saturation showed
a downward trend when it exceeded 2400 ms. This is because a long duration would drive
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black electrophoretic particles toward the common electrode. In addition, the red saturation
showed an upward trend when the driving voltage was increased from 2.5 V to 2.9 V, and
the red saturation was gradually decreased when it exceeded 2.9 V. Comprehensively, the
optimal parameters were the driving voltage of 2.9 V and the duration of 2400 ms.
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We tested the maximum red saturation based on the traditional driving waveform
and the optimized driving waveform, respectively. As shown in Figure 9, the experimen-
tal results showed that the maximum red saturation was increased from 0.457 to 0.583,
therefore the red saturation increased by 27.57%.

Micromachines 2021, 12, x FOR PEER REVIEW 10 of 12 
 

 

We tested the maximum red saturation based on the traditional driving waveform 
and the optimized driving waveform, respectively. As shown in Figure 9, the experi-
mental results showed that the maximum red saturation was increased from 0.457 to 
0.583, therefore the red saturation increased by 27.57%. 

 
Figure 9. (a) The traditional waveform which was composed of three stages: (1) The erasing stage, (2) particle activation 
stage, (3) target state display stage. The driving waveform duration of three stages was set to 576 ms, 760 ms, and 2400 
ms, respectively [13]. (b) The optimized driving waveform was composed of four stages: (1) The erasing stage, (2) particle 
activation stage, (3) red electrophoretic particles purification stage, and (4) red display stage. The driving waveform du-
ration of the four stages were set to 360 ms, 880 ms, 400 ms, and 2400 ms, respectively. (c) The relationship between the 
red saturation and red display stage based on the traditional driving waveform. (d) The relationship between the red 
saturation and red display stage based on the optimized driving waveform. 

5. Conclusions 
In this paper, a driving waveform that could optimize red saturation was proposed 

for three-color EPDs. The damping oscillation driving waveform could separate red and 
black electrophoretic particles very well. Compared with traditional driving waveforms, 
the red saturation of the optimized driving waveform could be effectively improved by 
0.126. At the same time, the ghost image could be reduced and the steady state of particles 
could be improved. The concept of the damping oscillation can provide effective design 
ideas for the design of driving waveforms for color EPDs, which can provide a better and 
more comfortable visual experience for users. 

Author Contributions: Z.Y., W.Z. (Weibo Zeng)., and H.F. designed this project. H.F., W.Z. (Weibo 
Zeng)., and S.M. carried out most of the experiments and data analysis. W.Z. (Wenjun Zeng) and 
S.S. performed part of the experiments and helped with discussions during manuscript preparation. 
L.S., G.Z., and C.Z. gave suggestions on project management and provided helpful discussions on 
the experimental results. All authors have read and agreed to the published version of the manu-
script. 

Funding: This research was funded by the Guangdong Basic and Applied Basic Research Founda-
tion (no. 2020A1515010420), the Key Research Platforms and Research Projects in Universities and 
Colleges of Guangdong Provincial Department of Education (no. 2018KQNCX334), the Zhongshan 

Figure 9. (a) The traditional waveform which was composed of three stages: (1) The erasing stage, (2) particle activation
stage, (3) target state display stage. The driving waveform duration of three stages was set to 576 ms, 760 ms, and 2400 ms,
respectively [13]. (b) The optimized driving waveform was composed of four stages: (1) The erasing stage, (2) particle
activation stage, (3) red electrophoretic particles purification stage, and (4) red display stage. The driving waveform duration
of the four stages were set to 360 ms, 880 ms, 400 ms, and 2400 ms, respectively. (c) The relationship between the red
saturation and red display stage based on the traditional driving waveform. (d) The relationship between the red saturation
and red display stage based on the optimized driving waveform.
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5. Conclusions

In this paper, a driving waveform that could optimize red saturation was proposed
for three-color EPDs. The damping oscillation driving waveform could separate red and
black electrophoretic particles very well. Compared with traditional driving waveforms,
the red saturation of the optimized driving waveform could be effectively improved by
0.126. At the same time, the ghost image could be reduced and the steady state of particles
could be improved. The concept of the damping oscillation can provide effective design
ideas for the design of driving waveforms for color EPDs, which can provide a better and
more comfortable visual experience for users.
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