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Abstract: The article is a synthetic review of contemporary wind energy issues. It was created on
the basis of a survey of literature from the last two years, with mainly review articles. This work
is intended to be a source of information for a wide group of scientists and students from various
fields. The aim is to interest them in a wide range of topics related to wind energy and wind turbines.
This may allow for the selection of an area and the undertaking of research in this interesting and
future-oriented field.
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1. Introduction

“Saddle the Wind” is a classic, if somewhat forgotten, western directed by Robert Parrish
from the year 1958. Who could have thought then that after half a century, “saddling the
wind” would become one of the key challenges for people? Certainly nowadays, no one
dares to deny that the development of renewable energy is another giant leap for mankind.

This publication is intended to provide an overview of selected wind energy issues
and problems. In this introduction I consciously omit the analysis of the causes and
the great importance of the development of renewable energy, including wind energy,
in the contemporary world. Virtually every publication in this field begins with such
introductions. The number of publications on wind energy published so far is so great
that it certainly exceeds the number of wind turbines currently installed all over the world.
Therefore, in my review, I only included publications from the last two years. However,
such an assumption is not sufficient as the number of important articles related to wind
energy is still huge. Therefore, as my paper is limited mainly to the survey of the review
articles, it is a kind of meta review. It also applies only to selected issues that I have
arbitrarily considered representative. The aim of this review is to familiarize and interest a
wide group of scientists and students from various backgrounds and thematic areas in the
issues of wind energy. I discuss individual topics in terms of phrases, at a relatively general
level, so they are understandable to specialists in various fields. Hence, for this reason, I
resign from introducing acronyms denoting various methods, technologies, and indicators
to the article. I use full names so that they are understandable to representatives of various
fields. Increasingly, the same acronyms, even in similar fields, mean something else. The
number of acronyms introduced in scientific publications is growing at an alarming pace.
In many cases, creating new acronyms is simply unreasonable and introduces more chaos
than order.

With this review article, I would like to encourage the global scientific community
to find an area where they can conduct research and contribute to the development of
renewable energy. The approach I propose in this review publication may be controver-
sial for many experienced scientists, so I invite you to polemics but, above all, to share
your achievements in the field of wind energy. Such an opportunity was created when I
guest edited the special issue of, “Advances in Wind Energy and Wind Turbines” in the
journal Energies.

Energies 2021, 14, 8147. https://doi.org/10.3390/en14238147 https://www.mdpi.com/journal/energies1
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2. Overview of Selected Basic Issues

The subjects of the article were divided into three substantive parts. The choice of
topics and divisions were made on the basis of the research interests, experiences, and
knowledge of the authors. Thus, these are subjective divisions based on heuristic premises
aimed at introducing a certain systematic orientation of the review of research issues. This
review does not pretend to be a complete review of wind power problems. However, the
divisions used should be treated as conventional ones, despite other researchers being
of the opinion that the hierarchy may be completely different. This section discusses the
conventionally basic topics that apply to most typical wind turbines.

2.1. Wind Turbine Locations

Designing a wind farm requires determining its location and optimizing the placement
of turbines in the selected area. A review of works on these issues is included in [1]. The
article presents the historical background regarding the locations of wind farms. Then, a
review of wind farm modeling and optimization methods are discussed, taking into account
heuristic methods, artificial intelligence, and mathematical programming algorithms. The
main factor of optimization in the design of wind farms is the achievement of maximum
efficiency while minimizing the expenditure. The locations of the turbines should take
into account the decreases in the efficiencies of the turbines placed in the aerodynamic
shadows and the increases in the levels of turbulence generated by adjacent turbines. Apart
from the technical and economic aspects, when locating and designing the placements of
turbines, a number of other extremely important factors, such as environmental impact and
sociological aspects, must of course be taken into account. It is postulated to develop wind
farm optimization methods using computational fluid dynamics, deep machine learning,
and image recognition and processing techniques. It is possible to further improve the
efficiencies of the wind farms while reducing operating costs as well as reducing the
environmental impact.

2.2. Wind Parameters Forecasting

In wind energy, forecasting wind parameters is an extremely important and key
issue. This process is necessary for the management of individual components and the
entire energy network, current operations, energy distribution, planning for switching
systems on and off, maintenance, and repairs. Wind forecasting also allows for effective
exploitation and technical–economic optimization. A review of the methods of forecasting
wind parameters can be found in the article [2]. Physical and statistical issues, the use
of artificial intelligence, and hybrid methods are considered here. Various prediction
time scales and methods of accuracy were considered. Most often included in wind
parameters are velocity, direction, fluctuations, temperature, humidity, and air pressure.
The development of forecasting methods uses the huge available databases and complex
algorithms such as neural networks or deep machine learning. Due to the development
of offshore wind farms, wind forecasting methods apply not only to land areas but to an
increasing extent of the open sea.

2.3. Low Speed Wind Turbines

One of the general factors influencing the location of wind farms is the characteristics
of the wind in a given area. The optimal location is an area where winds have stable
high velocity and slight fluctuations in direction. However, it is also necessary to use
locations with lower wind velocities. The problem of turbines for generating electricity at
low wind velocities is discussed in [3]. The design of such turbines requires optimization
of the geometry, twist, and blade positioning, turbine size, number of blades, reduction of
rotor inertia, selection of start characteristics, and improvement and optimization of energy
conversion systems. The article presents problems related to the design of standard turbines
dedicated to low wind velocities and selected unconventional solutions. These are vertical
axis wind turbines, turbines with wind boosters, turbines with nozzles and diffusers,
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multi-wing turbines, wind concentration systems, and other solutions. An important issue
is also the development of algorithms controlling the operations of the turbines in order
to obtain maximum efficiency for variable wind velocity. Installing turbines in low wind
velocity areas also requires economic consideration. The authors state that these types of
turbines are an important complement to other energy systems, and new solutions should
be constantly researched.

2.4. Bearings for Wind Turbines

Wind turbines are based on rotation movement and the associated torque transmission.
Therefore, one of the important issues regarding the reliability of turbines is the issue of
bearings. The review article [4] is devoted to this very issue. The operating conditions of
bearings in wind turbines are extremely difficult, mainly due to the magnitude of the loads,
their variability over time, and environmental conditions. At the same time, the reliability
of these elements is of decisive importance for long term, uninterrupted operation and
economic effects. The costs associated with the possible need to replace the bearings in the
event of premature wear can have a decisive impact on the profitability of the investment.
In the article, the authors present an overview of tribological solutions related to the
problem of the bearing arrangement of the various elements of a wind turbine. Bearings
used in the main shaft, gearbox, or generator are subject to different, but always the highest,
requirements. The issues of bearing design, materials used, friction surface technology,
lubrication, and condition monitoring during operations are considered. The authors
emphasize the necessity of further verification of the basic causes of bearing damage, with
particular emphasis on the parts of the gearboxes. It is also important to pay attention to
the various environmental conditions related to the geographical locations of the turbines.
It is necessary to conduct research in the field of innovative bearing structures, for example,
fluid film bearings.

2.5. Vibrations Problems

The article [5] provides an overview of problems related to vibrations of wind turbines
as well as control and reduction techniques. The features of six main categories of systems
used are discussed and compared: advanced blade pitch control, variable rotor diameter,
flow control, tuned dampers, active tendons, and piezoelectric actuators. The authors point
out that many of these systems are used in other fields, but their transfer to wind energy
requires solving many problems, for example, scaling. The development of wind turbines
is heading towards the creation of facilities with gigantic dimensions, high slenderness
and flexibility, and weight reduction. This requires both adaptation works in the field of
conventional solutions as well as innovative conceptions and research.

Wind turbines are mechanical constructions of considerable height and high slender-
ness. They are found on various bases in various geological conditions, both on land and
offshore. They are subject to the wind impact of varying intensities and forces related to the
rotations of the rotors with the huge blades. They are exposed to constant vibrations, which
are a significant destructive factor. This issue is exacerbated by the possibility of various
mechanical resonances. Counteracting this influence is difficult due to the complexity of
the process of generating vibrations. The article [6] provides an overview of antivibration
techniques and strategies as applied to wind turbines. Theoretical and experimental re-
search in this field is constantly carried out. Passive, active, and hybrid vibration reduction
methods are used. Passive methods focus on the optimization of the turbine design and
the use of appropriate damping and ballast elements. Active methods require sensors,
actuators, and complex control systems as well as other elements that adapt dynamic
properties to the current conditions. In addition, an effective and comprehensive facility
vibration monitoring system is essential.
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2.6. Turbines Control Systems

Due to the variable nature of the air flow, wind energy requires dedicated control
systems. The issues related to this problem are discussed in the article [7]. An overview
of the currently used control systems for fixed speed, variable slip, doubly fed induction
generator, and full converter turbines is presented here. Currently, the last two types are
mainly used for large wind farms. Block diagrams and the structure of control systems for
all types of turbines were presented; their characteristics and the quality of the generated
power were compared. The development of control techniques and the challenges in this
area mainly relate to the problems of nonlinearity of the objects and the use of adaptive
techniques and state prediction to ensure reliable and effective operations.

Optimizing the efficiency of wind power requires the constant development of meth-
ods for controlling, managing, monitoring, and maintaining turbines. The use of artificial
intelligence methods becomes effective here. An interesting scientometric review in this
area is presented in the article [8]. It provides a critical overview of techniques utilized
in the wind industry with the use of artificial intelligence. The literature on this subject
in the last decade is huge. Authors in the area of network visualization present recent
publications on data-driven, decision-making techniques. They focus on the verification
and assessment of various artificial intelligence methods used in wind energy. Statistical
methods were used here to analyze the available literature knowledge. This allows for the
definition of thematic groups in this field and for setting trends and development direc-
tions. The authors indicate that deep machine learning methods in particular constitute
the area of potentially the highest scope of application. According to the authors, the
current level of application of artificial intelligence methods in wind energy is relatively
low compared to other fields. This is a challenge for research teams and designers of
renewable energy systems.

2.7. Wind Power Storage and Smoothing

An important issue in the process of wind energy generation as well as with the use
of other renewable energy sources is temporary storage. A review of issues related to
energy storage systems is presented in the article [9]. It provides a general overview of
such systems using a variety of technologies while the mechanical systems are thoroughly
discussed. The structures and comparisons of flywheel energy storage systems, pumped
hydro energy storage, and compressed air energy storage are presented. The advantages
and disadvantages of the applications of these systems in renewable energy storage have
been considered. The authors also present their recommendations in this regard.

The generation of wind energy is characterized by a strong variation with time, de-
pending on the current velocity of movement of air masses. The possibilities for anticipation
and planning in this regard are limited. This is a severely disadvantageous feature of this
energy source. Therefore, one of the important issues in this area is smoothing the energy
stream with the use of its storage. A review of the developed strategies in this regard can
be found in the work [10]. The process of hydrogen production, air compression, rotating
massive objects, supercapacitors, and superconductor coils are used to store energy, but
the basic is electrochemical batteries. Optimizing a power generation system requires an
appropriate control strategy. The paper [10] reviews such strategies related to the filtration,
charging, and discharging processes and wind velocity prediction. Solutions using classic
proportional-integral-derivative controllers, fuzzy logic, and the predictive control model
are discussed. The authors note that thus far the systems based on deep learning technology
have been used to a small extent.

A comprehensive review of publications related to the problem of wind power smooth-
ing in high power systems is included in the work [11]. The development of energy storage
methods for short and long term applications is discussed here. Attention was paid to
hybrid solutions and cooperation with the network. Reducing wind power fluctuations is
a constant challenge that must be constantly developed. Thanks to the conducted research,
the cost of energy storage systems is reduced. On the other hand, the parameters related
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to capacity, lifetime, and reaction speed are improving. This enables the development of
complex control systems for wind turbines and the improvement of the quality of wind
energy smoothing systems.

3. Advanced Problems of Wind Turbines

This part of the article is intended by the authors to discuss more advanced and
complex problems related to wind power. It is focused on certain specialized issues related
to the locations of wind turbines in difficult environmental conditions as well as the issues
of operations, maintenance, and repairs.

3.1. Urban Wind Turbine Locations

The issue of installing wind turbines in urbanized areas is discussed in the review [12].
The analysis of the current state of wind energy in urban areas in technical, economic,
and environmental aspects was made here. The foundation of wind turbines in urban
areas is a separate issue with specific features. Roofs and skyscraper, industrial, recreation,
and communication areas can be used here. The undoubted advantage of urban locations
is the use of energy on site without the need for long distance transmission and thus
energy losses. However, winds in built-up areas are variable in direction and force and
are difficult to predict. The nature of the air flows is different from that of open areas with
many shadow areas and considerable levels of turbulence. The limitation is also the cost
of installation and environmental nuisance. Due to the specificity of urban areas, various
turbine solutions are used in terms of scale and technology. It is important to choose the
optimal turbine for the available location conditions and wind characteristics. However,
the authors conclude that urban distributed wind energy can be an important supplement
to the constantly growing energy demand.

3.2. Offshore Wind Turbines

Offshore turbines and wind farms are both the current and future-oriented direction of
renewable energy development. This area of wind energy placement has many advantages
over onshore farms but poses many technological challenges. An overview of this subject
is provided in the article [13]. The stage of construction and placement of both anchoring
and floating turbines is decisive for the success of the project. The article provides a
comprehensive overview of the methods and equipment used to install offshore turbines.
It focuses on the technological, economic, legal, and environmental aspects. The types
of foundations used for wind turbines and the assembly techniques of their components
are presented. The authors state that while the problem of the permanent foundations
is relatively well developed, the issues related to floating foundations require further
work and studies. Installing turbines in the open sea is also a great challenge. Constant
development of numerical computation tools at the level of project development and
optimization is necessary. On the other hand, in the field of turbine installation, the subject
of improving techniques and equipment is also subject to constant improvement.

The operations and maintenance of offshore wind turbines are important technological
and economic problems in the field of modern wind energy. Regarding the operations
of turbines, a continuous process of condition monitoring, event prediction, and making
current and preventive decisions is carried out. The article [14] contains a summary of
currently used conventional strategies in this field and indicates the directions of devel-
opment. The use of modeling and computer simulation techniques becomes essential.
This allows for the prediction of events and the use of preventive actions. An important
direction of development is the use of IT methods, with particular emphasis on artificial
intelligence algorithms. This will allow for the automation of decision-making processes
and the introduction of autonomous systems. For this purpose, it is necessary to create
operational databases, which constitute the basis for the development and improvement of
operational and decision-making algorithms.
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Floating offshore wind turbines are potentially the most developing direction of wind
energy but also the greatest technological and research challenge. Their development
allows the use of huge wind resources; hence, research in this area is very important. In the
article [15], the authors reviewed the methods of testing floating turbines. This applies to
computer simulations, experimental tests in laboratory pools, and in situ measurements.
Thanks to the development of informatics hardware and software, numerical research
is now an important tool for solving complex, nonlinear aerodynamic–hydrodynamic
problems. However, numerical simulations require the determination of the boundary—
initial conditions and experimental verification. In the field of laboratory tests, attention
was paid to the important problem of scaling. The results of actual measurements on
selected offshore facilities, available in the literature, were discussed and analyzed. The
development of hybrid methods combining computer model research and experiments in
a laboratory pool is also presented. This process uses a virtual–experimental feedback loop.
According to the authors, this is the most promising direction of research.

3.3. Testing and Damage Detection

The rotor blades play a key role in the performance of wind turbines; however, as ac-
tive elements they are susceptible to damage. The damages may be related to construction
errors and defects arising in the production, transport, and assembly processes. They can
occur as a result of factors during the operations process such as high loads, transients, vi-
brations, collisions, emergency states, and others. Therefore, the process of blade condition
monitoring and damage detection is important. The article [16] presents an overview of
characteristic damage to blades and the detection methods. The techniques used include
strain measurement, acoustic and ultrasound emissions acquisition, vibration monitoring,
thermography, and optical monitoring methods. The review presents the theoretical basis,
the used physical quantities, and the methodology of damage detection for the discussed
technologies. A comparison of selected features of the methods as well as prospects and
development directions of damage detection techniques are also included. This problem is
extremely important for the proper, safe, and reliable operations of wind turbines.

The article [17] provides an extension to the review of nondestructive diagnostic
methods for wind turbine blades. In addition to those already mentioned, radiographic
and electromagnetic testing methods and shearography are also discussed. The strengths
and weaknesses of diagnostic methods are presented, with references to the relevant
literature items. Particular attention was paid to the technical, utilitarian, economic, and
logistical aspects of applying the discussed methods and the criteria for their selection.

3.4. Advanced Techniques of Air Velocity Measurement

Wind energy requires anemometric measurements, [18] both at the turbine design
stage and during the operations. The variety of methods of measuring the air flow veloc-
ity, depending on the metrological requirements, is significant. Laboratory studies often
require the measurement of three-dimensional velocity fields around objects. It is also
important to measure the level of turbulence and the frequency energy spectrum of the
flow [19]. Optical methods are used in such measurements—laser doppler anemometry
and particle image velocimetry. Hot-wire anemometry is also used in this area. However,
tachometric, pressure, and ultrasonic anemometers are used in situ during turbine exploita-
tion. Anemometric measurements always require the selection of an optimal measurement
method and instrument that ensure the required measurement parameters [20].

3.5. Increasing the Efficiency of Turbines

One of the interesting directions of wind energy development are diffuser augmented
wind turbines. This solution, which uses a specially constructed aerodynamic turbine
casing, allows for the optimization of the energy production process. The theoretical
analysis and a review of the mathematical models of this solution are discussed in [21].
The developed models are used to design and optimize the performance of such turbines.
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The analysis presented in [21] is of a critical nature, paying attention to the simplifying
assumptions adopted and the shortcomings of the models used thus far. This allows for
the opening of new research directions in this field. An important problem indicated
is estimating the maximum power that can be obtained from these types of turbines
for specific dimensions. This is one of the key issues associated with optimizing the
performance of these turbines.

4. Some Sophisticated Challenges

The last substantive part discusses selected issues related to wind power that do not
directly relate to energy production. They were referred to as sophisticated by the authors.
Although theoretically without considering these issues, the operations of wind farms
are possible, the development of civilization requires the consideration of these issues on
par with technological issues. The examples of issues selected in this part of the article
represent this matter.

4.1. Effects on Human Health

The impact of wind turbines on the health of the inhabitants of nearby areas is subject
to monitoring and constant research. A review of the literature on this subject has been
compiled in [22]. The main factor to be analyzed is the low frequency sounds and infra-
sound generated by the turbines’ rotors. Additionally, the visual impact is considered as a
disturbing landscape element and other potential threats. The influence on the emotional
state of people, irritation and irritability, sleep disturbance, and metabolism and blood
circulation as well as on mental disorders and behavioral disorders is investigated. The
literature review mainly points to the irritation and irritability of people as a result of the
acoustic emissions of turbines. Other health effects are not convincingly and unequivocally
confirmed. Rather, they are a derivative of the emotional, mental, and personal attitudes of
residents exposed to the acoustic impact of wind farms. In the process of planning wind
farms, attention should be paid to relations with local communities, their participation in
the project, reliable information and compliance with ethical requirements, and respect for
local customs and traditions.

An extensive literature review on the impact of wind turbine noise on sleep distur-
bance and insomnia [23] does not confirm a direct relationship between these elements.
The conducted comprehensive meta-analysis of the available sources did not show any
confirmation in the form of objective indicators of the impact of turbine noise on the sleep
patterns of the local inhabitants. However, due to the variety of research methodologies,
the use of nonobjective indicators and the lack of a uniform methodology of conducting
research to date, the authors leave the final solution as an open problem. Well-prepared
and objectified research on the influence of turbines on the organisms of people living in
the immediate vicinity is a scientific challenge for the future.

4.2. Social Perception

In addition to technological, economic, and legal issues, social perception is an im-
portant aspect of development, evolution, and expansion of wind energy. A review of the
literature in this area is included in [24]. The authors point out that despite the widespread
support for the idea of renewable energy, local acceptance is at a very low level. This is a
significant barrier to the development of this branch of energy. The article analyzes specific
case studies in various regions of Europe described in the literature. Comparative and both
qualitative and quantitative analyses were carried out. It was indicated that an important
factor in the development of renewable energy is gaining social trust. It is necessary to
implement information strategies based on high quality technical, economic, legal, social,
environmental and health data.
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4.3. Impact on the Natural Environment

The impact of wind energy on the ecosystem is subject to constant research and
monitoring. One problem is the noise generated by wind turbines. This issue concerns
not only the acoustic waves generated in the air but also the underwater noise produced
by offshore wind farms. The article [25] discusses the most important problems related
to this issue. Based on the collected literature, the results of measurements made in
various locations were reviewed. This allowed for the analysis and comparison of noise
parameters generated by offshore turbines. The noise level was analyzed depending
on the type and number of turbines, size, wind velocity, and distance from the noise
source. Based on the survey of measurements, it has been found that the level of low
frequency underwater noise produced by turbines is approximately 10 to 20 dB lower
than that generated by other facilities such as large cargo ships. While the noise level is
relatively high near the turbines themselves, it decreases quickly with distance. The size
of the turbines or the velocity of the wind have less influence here. Currently, turbine
noise has a significant environmental impact in areas where the levels of other sources
are low. However, the constant development of offshore wind energy will result in the
intensification of underwater noise and the necessity to take action to reduce the noise
impact on the environment.

One of the very important issues related to wind energy is the impact on the natural
environment. One of the aspects of this topic is the mortality of flying fauna, i.e., birds
and bats. This issue is studied and monitored in many areas of the world. The article [26]
reviews this subject in Latin America. This is particularly interesting because most of the
research is focused on Europe and North America. The authors of the article draw attention
to the lack of reviews in Latin America so far and are trying to fill this gap. It is important
because Latin America is potentially a region of rapid and intensive development of wind
energy in the coming years. The research conducted so far in this area indicates that
sparrows constitute the largest number of victims among the birds, while there are no
endangered species. However, one endangered species was reported among bats. The
available amount of information in this area is limited; therefore, it is difficult to make an
unambiguous and complete assessment of this phenomenon. However, it is necessary to
develop and intensify activities related to reducing the possibility of collisions between
animals and wind turbines. It would be helpful to use the experience from other areas of
the world where research in this field is more advanced.

4.4. Economic Issues and Indicators

The departure from traditional methods of electricity production based on the com-
bustion of fossil resources has become a civilization necessity. Therefore, various methods
of generating energy are being developed. It becomes imperative to compare and econom-
ically evaluate various energy sources. Levelized costs of electricity are a widely used
indicator for comparing the costs of energy production. Along with the development of
wind power and other modern energy technologies, it was necessary to adapt the meth-
ods of determining this indicator to the properties of these technologies. The article [27]
reviews these methods as applied to renewable energy. Economic considerations related
to investments, operations, performance, and risks are included here. The uncertainty in
determining economic indicators was analyzed. On the basis of the literature review, the
authors of the work [27] indicate the problems that should be taken into account when
determining economic indicators for renewable energy sources. These include variable
efficiency, location and seasonal conditions, cooperation with the grid, and renewable
energy policies. The authors point out the need to take into account the uncertainty of data
and parameters in the modeling of economic indicators.

An important exploitation indicator is also life cycle assessments. A systematic review
of the methods for determining this indicator, based on the literature, is included in [28].
The review covers all major methods of electricity generation, including those based on
the combustion of fossil fuels, nuclear energy, and renewable energy. The authors indicate
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that despite the development of methods for determining life cycle assessments, there
are still many unresolved problems that require further development. This applies to the
improvement of data processing methods, standardization, and the wide use of results by
decision makers.

5. Conclusions

As a conclusion of this survey, I would like to once again encourage readers to take
up challenges and undertake research in the field of broadly understood wind energy. We
can see that this theme applies not only to technical and engineering sciences, but also to
natural sciences, humanities, medical, social, agricultural, economic, and possibly even
art. What will be the future of wind energy development and its share in global energy
production? One possible answer to this question can be found in an article published in
the journal Science [29]. However, experience shows that simple trend extrapolation does
not always produce correct results. Apart from the enthusiastic development of diverse
renewable energy technologies, there are also questions. I recently received a challenge
to include a bold estimation of the ratio of all energy invested in wind turbines to all
energy gained from wind turbines so far worldwide. I do not know a simple answer to this
question and possibly someone from the younger generation of scientists will create an
appropriate model and be able to estimate this parameter with acceptable uncertainty.

Wind energy is one of the areas of renewable energy; however, it is important to
realize that there are no perfect, unlimited sources of usable energy. Contemporary energy
based on solar nuclear fusion, i.e., wind energy, hydropower, and photovoltaic, are not a
panacea for the risks associated with traditional energy based on raw materials [30,31]. In
addition to the development and improvement of renewable energy sources, an equally
important issue is to prevent unnecessary dissipation of utility energy. Let us remember
this and consciously use the available energy by treating it not as a commodity but as a
common good.
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Abstract: Wind Turbines (WTs) are exposed to harsh conditions and can experience extreme weather,
such as blizzards and cold waves, which can directly affect temperature monitoring. This paper
analyzes the effects of ambient conditions on WT monitoring. To reduce these effects, a novel WT
monitoring method is also proposed in this paper. Compared with existing methods, the proposed
method has two advantages: (1) the changes in ambient conditions are added to the input of the WT
model; (2) an Extreme Learning Machine (ELM) optimized by Genetic Algorithm (GA) is applied
to construct the WT model. Using Supervisory Control and Data Acquisition (SCADA), compared
with the method that does not consider the changes in ambient conditions, the proposed method can
reduce the number of false alarms and provide an earlier alarm when a failure does occur.

Keywords: Wind Turbine; temperature monitoring; ambient condition; Extreme Learning Machine;
genetic algorithm; SCADA

1. Introduction

Since wind energy is renewable and pollution-free, many governments cite wind
energy as a primary future energy source [1]. However, the high maintenance costs of
Wind Turbines (WTs) seriously restrict the development of the wind energy industry [2].
The most effective way to reduce maintenance costs is to monitor the working state of WTs
to sound alarms when failures occur. Thus, model-based WT monitoring has attracted
widespread attention, and different methods have been proposed. Existing model-based
WT monitoring methods can be roughly divided into two categories [3]: theoretical and
data-driven. The advantage of theoretical methods is that fewer data are required. Refer-
ence [4] focused on the main physical mechanisms responsible for temperature changes.
Reference [5] proposed an advanced annual energy computation model.

However, WTs are complex electromechanical systems, and the relationships between
the various parameters are primarily nonlinear; thus, the construction of a theoretical
model is difficult and often inaccurate [6]. Reference [7] proposed an approach that
identifies turbines with weakened power generation performance through assessing the
wind power curve profiles. Reference [8] discussed the short-horizon prediction of wind
speed and power. Reference [9] used sophisticated models to understand the complex
WT component degradation processes and to facilitate maintenance decision-making.
Reference [10] proposed a robust data-driven fault detection approach. For data-driven
methods, model accuracy relies on the quality and quantity of the data. A Supervisory
Control and Data Acquisition (SCADA) system, which can record electrical parameters
(active power, phase current, etc.), temperature parameters (main bearing temperature,
generator rotor temperature, etc.), and operating parameters (motor speed, etc.), has been
widely applied in wind farms [11–13].With hardware improvements, the abilities of SCADA
are increasing, making the data-driven methods more suitable for WT monitoring [14].
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A typical data-driven WT monitoring method analyzes real-time data using a model
with one parameter as the output and other parameters as inputs [15]. When building
data-driven models, intelligent algorithms are applied. By using Nonlinear State Estimate
Technology (NSET), Reference [16] and Reference [17] built a tower vibration model and
gearbox oil temperature model, respectively. Based on logistic regression (LR), Refer-
ence [18] and Reference [19] analyzed the direct-drive wind power generation set and the
bearing performance condition, respectively. With Support Vector Machine (SVM), Refer-
ence [19] classified and diagnosed the possible fault of the bearing of WT. Reference [20]
optimized SVM for Wind Turbine fault diagnosis based on a diagonal spectrum and clus-
tering binary tree. Reference [21] presented a multi-sensory system for fault diagnosis
using SVM. Reference [22] presented a two-stage fault detection and classification scheme
for electric motor drives in Wind Turbine pitch systems using SVM. In addition to the
above methods, Neural Network (NN) is widely applied due to its high accuracy and
short training time. Reference [23] achieved a robust simultaneous estimate of actuator
faults and system states using NN. Reference [24] applied an artificial NN approach to
the gearbox bearings. Reference [25] improved NN by mapping the original samples into
feature vectors in an embedding space. With NN, Reference [26] identified the wavelet-
transformed power components’ open-circuit faults accurately. Reference [27] captured
dynamic equations modeling wind power output, vibration of the drive train, and vibra-
tion of the tower. Reference [28] attempted to assess the prediction intervals of time-series
predictions with NN and Extreme Learning Machine (ELM).

Since SCADA of wind farms can obtain very large datasets, NN would entail high
computational costs [29]. In contrast to NN, the input weights and hidden layer biases
in ELM are assigned randomly, and the output weights of the hidden layer are directly
calculated by a Moore–Penrose (MP) generalized inverse operation [30–32]. Consequently,
ELM is more computationally efficient than NN [33]. However, the ELM model is based
on one set of initial weights and biases, which are mostly random. With the randomness
of the initial coefficients and large quantity of datasets, the model may easily fall into
local minima.GA is a global random search optimization algorithm based on the genetic
mechanism and evolution. Through genetic operations, the individuals with good fitness
are selected. With the strong global search capability, the initial coefficients can be optimized
by GA and the solution can avoid local minima [34]. Reference [35] improved the accuracy
and efficiency of a prediction algorithm by adopting the Genetic Algorithm.

Another issue is that a WT is typically exposed to harsh field conditions year-round,
including extreme weather (blizzards, cold waves, etc.). Different ambient conditions
have different influences on the WT’s temperature parameters. On one hand, the extreme
weather causes the internal temperature to fluctuate, which can easily trigger a false alarm.
On the other hand, the internal temperature shows a difference in the same normal working
state due to the change in ambient temperature. For example, the ambient temperature
difference can reach 50 ◦C between summer noon and winter midnight in the wind farm
studied in this paper. Due to this huge ambient temperature difference, the main bearing
temperature of a WT can differ by 20 ◦C in a normal working state. If the WT temperature
model is constructed without considering the ambient temperature, the model can be
inaccurate, which would easily cause false alarms in a normal working state, or fail to
sound alarms when the internal temperature is abnormal.

Furthermore, many studies have confirmed that the WT performance is directly
related to wind speed conditions [36], and thus WTs’ internal temperature parameters [37].
Therefore, it is necessary to consider the wind speed conditions in WT monitoring. In
existing studies, the wind speed condition division is primarily based on the absolute
value of the wind speed. This type of division is effective for WT power monitoring but
not accurate for WT temperature monitoring. Through research on real data, the internal
temperature is found to exhibit certain differences when wind speeds increase and decrease.
For example, the temperature difference in the same main bearing between a wind speed
increase and decrease may be more than 5 ◦C under the same wind speed of 10m/s and
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the same ambient temperature of 15 ◦C. If the wind speed condition only depends on the
absolute value, the temperature monitoring result may be inaccurate.

To address these issues, a novel WT monitoring method is proposed in this paper.
Considering the effects of ambient conditions on the WT’s internal temperature, the ambient
temperature and wind speed change are used as inputs in the optimized ELM model, along
with other related parameters. The model is developed by training with real SCADA data.
The WT monitoring is achieved by analyzing the real-time data with the model.

In general, the primary innovations of this paper are as follows:

1. The effects of ambient conditions (ambient temperature and wind speed change) on a
WT’s internal temperature are investigated.

2. Changes in the ambient conditions are used as the input of the WT temperature model.
To our knowledge, this study is the first to use wind speed change as the input of a
WT model.

3. GA is used to optimize ELM to avoid local minima due to the irregularity of initial
input weights and hidden layer bias.

The rest of this paper is organized as follows. Section 2 investigates the influence of
ambient conditions on WT monitoring. In Section 3, the framework of the proposed method
is presented in detail. In Section 4, the WT model is developed and verified. Section 5
presents the case study and the monitoring results of various analyses. Conclusions are
summarized in Section 6.

2. Effects of Ambient Conditions

A WT is a complex electromechanical system with many subsystems and components
(gearbox, generator and converter, etc. [27]), and every key component has a temperature
sensor. However, a WT is exposed to harsh weather conditions year-round and the ambient
conditions of a WT can be very different. This huge difference in the ambient conditions can
cause the internal temperatures to perform quite differently, even under the same working
state. Therefore, the effects of the ambient conditions on the internal temperatures must
be investigated. This paper investigates wind speed changes and ambient temperature.
The data in this paper come from the Damianshan Wind Farm in Wanyuan City, Sichuan
Province, China. The wind farm has a total of 33 1.5MW-WTs, with an annual power of
90.489 million kWh. The SCADA in this wind farm records data every 1 min.

2.1. Wind Speed Change

Figure 1a shows the active power–wind speed curve under a normal working state,
and Figure 1b shows the main bearing temperature–wind speed curve. To reduce the
impact of the ambient temperature, the ambient temperature of the two datasets shown in
the two curves is between 14.5 ◦C and 15.5 ◦C.
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Figure 1. WT in normal state: (a) active power–wind speed; (b) main bearing temperature–
wind speed.

Figure 1a shows that the active power is directly related to the wind speed. Therefore,
WT temperature monitoring should consider wind speed. Most existing methods only
divide the absolute value of wind speed into three regions, (0–3, 3–12, and ≥12) m/s,
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without considering wind speed change. However, the fact is that wind speed change also
affects the internal temperatures.

Figure 1b shows that the main bearing temperature increases as the wind speed
increases; this result occurs because wind speed has a direct positive correlation with rotor
speed, which is directly related to the heat generated inside. Considering the progress
of the heat conduction, there may be some delay between the wind speed change and
internal temperature change. Due to this delay, at the same wind speed, the main bearing
temperature during a wind speed increase is smaller than during a wind speed decrease.
Figure 2 shows the main bearing temperature–wind speed curve of a WT during a wind
speed increase and decrease. To accurately describe this phenomenon, despite the wind
speed change, the working state and conditions are similar, which are an active power of
900–1000 kW, an ambient temperature of 14–16 ◦C, and a wind speed of 9–11 m/s.
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Figure 2. Main bearing temperature during wind speed increase and decrease.

Figure 2 shows that, under the same wind speed, the main bearing temperature
experiences a significant difference during a wind speed increase and decrease. The
average difference is 4.6 ◦C, and the maximum difference can reach 5.4 ◦C. These results
indicate that wind speed change affects the internal temperatures. Therefore, in order to
improve the accuracy of WT monitoring, it is necessary to consider not only the absolute
value of the wind speed but also the wind speed change as one of the ambient conditions.

2.2. Ambient Temperature Change

Besides wind speed change, ambient temperature may also directly affect the in-
ternal temperature. Figure 3 shows the main bearing temperature of a WT at midnight
(2:00–3:00 a.m.) in January (winter) and during the afternoon (14:00–15:00 p.m.) in August
(summer). It is worth mentioning that, to enable effective comparison, the wind speed
during the two periods was maintained at around 15m/s.

As shown in Figure 3, the difference in ambient temperature between winter and sum-
mer can reach 50.6 ◦C. Due to this ambient temperature difference, the average difference
in the main bearing temperature is 19.2 ◦C. The internal temperature of the WT may change
with the ambient temperature.

Additionally, extreme weather may cause large fluctuations in internal temperature in
a short time. Figure 4 shows the main bearing temperature changes in one hour during
a cold wave in November. During this cold wave, the WT maintains normal full-load
power generation.
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Figure 3. Main bearing temperature within different ambient temperatures.
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Figure 4. Main bearing temperature during cold wave.

Figure 4 shows that the ambient temperature undergoes a significant drop of 10.2 ◦C
due to the cold wave and the main bearing temperature undergoes a drop of 4.4 ◦C.
The internal temperature may fluctuate due to extreme weather. Therefore, temperature
monitoring must consider the ambient temperature change.

3. WT Monitoring Framework

3.1. Overview of the Proposed Framework

To address the issues noted above, a novel WT monitoring method is proposed in
this paper. The framework of the proposed method is shown in Figure 5. The monitoring
process is composed of two parts: offline model construction and online data analysis.
Offline model construction is to build a model that simulates normal WT behaviors, and
online data analysis determines whether the WT is in a normal working state.

Compared with existing methods, the proposed method has two key advantages.
Ambient conditions are used as the input of the WT model. As mentioned earlier, both

wind speed change and ambient temperature affect internal temperatures. Therefore, the
proposed method uses wind speed change and ambient temperature as ambient conditions
in the model input.
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ELM is optimized for the randomness of initial weights and bias. Due to the ran-
domness of initial coefficients, ELM may fall into local minima when constructing the
WT model. To solve this problem, GA is applied to optimize the ELM to improve the
model’s accuracy.

 
Figure 5. Framework of the proposed method.

3.2. Input Parameter Selection

The output of the model should directly describe the WT’s working state and have a
strong impact on maintenance. Among the various WT failures, the main bearing failure
costs the most [18]. Because the main bearing temperature is closely related to the health of
the main bearing, the main bearing temperature is chosen as the output of the model in
this paper.

The input should be directly related to the main bearing and WT, which are: (a) the
production parameters, such as active/reactive power; (b) the parameters that are near
the main bearing temperature, such as gearbox front/rear bearing temperature; and (c)
ambient conditions. In this study, the input of the model contains 10 parameters: active
power, rotor speed, gearbox front bearing temperature, gearbox rear bearing temperature,
nacelle ambient temperature, tower vibration, ambient temperature, ambient temperature
change, wind speed, and wind speed change.

3.3. GA-ELM Modeling

The intelligent algorithm in model construction is the key to WT temperature moni-
toring. Compared with NN, Extreme Learning Machine (ELM) has the advantages of fast
training speed and high accuracy. ELM is composed of a single hidden layer feed-forward
Neural Network.

In ELM, X = [X1, X2, . . . , Xn]
T ∈ Rn and Y = [Y1, Y2, . . . , Ym]

T ∈ Rm are the input
and output of the model, respectively; ωij and ωij are the input and output weights,
respectively. For n distinct samples X, the ELM can approximate the target as

Ŷk =
ñ

∑
i=1

ωjk·g
(
ωij·Xi + bi

)
j = 1, 2, . . . , ñ (1)

where g(·) represents the activation function, ñ is the number of hidden nodes, and bi is
the hidden layer bias.

If ELM can fit n distinct samples with zero error, the matrix form of approximation
can be expressed as

Y = Ŷ = Hωñm (2)
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where the output weights ωñm =
[
ωT

1 ,ωT
2 , . . . ,ωT

m
]T , ωk = [ω1k, ω2k, . . . , ωñk]

T and the
hidden layer output matrix H can be expressed as

H =

⎡⎣ g(ω11·X1 + b1) . . . g(ωñ1·X1 + bn)
. . . . . . . . .

g(ω1m·Xm + b1) . . . g(ωñm·Xm + bñ)

⎤⎦
m×ñ

(3)

With given input weights ωij and hidden layer bias bj, the output weight can be
analytically calculated by a least squares method as

‖Hω̂ñm − Y‖ = ‖HH+Y − Y‖ = min
ωñm

‖Hωñm − Y‖ (4)

where H+ is the generalized Moore–Penrose inverse of H.
Then, the solution can be expressed as

ω̂ñn = H+Y (5)

However, the model is based on one set of initial input weights ωij and hidden layer
bias bj, which are mostly random. With the randomness of the initial coefficients, the ELM
model could easily fall into local minima. To solve this problem, GA is applied in this
paper to optimize ELM.

In GA, the coefficients to be optimized are coded as individual chromosomes. In this
paper, the individual chromosome code contains the input weights and hidden layer bias
of ELM. The fitness F, which can judge whether the code is a good solution, is calculated as

F = 1/(
m

∑
i=1

|ek|) (6)

where ek is the error of ELM as ek = Yk − Ŷk and m is the number of output layer nodes.
The GA optimization process proceeds as follows:
Step 1, selection. GA selection is based on fitness; the probability of selection is

calculated as
pi =

k/Fi

∑N
j=1 k/Fi

(7)

where N is the number of individuals.
Step 2, crossover. GA crossover of two chromosomes at gene j is calculated as

αkj = αkj(1 − β) + αl jβ

αl j = αl j(1 − β) + αkjβ

}
(8)

where αkj and αl j are the gene j of chromosome k and chromosome l, respectively, and β is
the cross-coefficient, which is a random number in the range (0–1).

Step 3, evolution. GA evolution of αij is as

αij =

{
αij +

(
αij − αmax

)
f (g), γ>0.5

aij +
(
αmin − αij

)
f (g), γ ≤ 0.5

(9)

f (g) = γ(1 − g/Gmax)
2 (10)

where αmax and αmin are the upper and lower threshold of aij, respectively, g and Gmax are
the current and maximum number of GA evolutions, respectively, and γ is the evolution
coefficient, which is in the range (0–1).

It is necessary to repeat the GA optimization until the maximum fitness is obtained.
The individual chromosome code with the maximum fitness is the optimal solution. By
decoding the optimal solution, optimal initial input weights and hidden layer bias can
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be obtained for the ELM. The flowchart of building the WT model based on GA-ELM is
shown in Figure 6.

Figure 6. Topology of Extreme Learning Machine (ELM).

4. Model Development and Validation

4.1. SCADA Datasets

To build the WT model and verify its accuracy, the learning set and test set are shown
in Table 1.

Table 1. Description of the learning and test sets.

Dataset
Start and End

Time
Number of Data

Ambient
Temperature

Wind Speed

Learning set 1 May 00:00
20 May 23:59 28,800 (8.41, 31.79) ◦C (0.23, 23.62) m/s

Testing set 21 May 00:00
21 May 23:59 1440 (12.45, 20.02) ◦C (4.63, 16.09) m/s

To ensure model accuracy, the learning set should cover the working conditions and
state as much as possible only without failures. Similarly, the test set should also contain a
variety of working conditions and states without failures.

4.2. Model Testing Result

To verify the GA optimization, the original ELM and Back-Propagation Neural Net-
work (BPNN) are used for comparison with GA-ELM. The residuals of GA-ELM, ELM,
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and BPNN are shown in Figure 7a; the ambient temperature and wind speed of the testing
set are shown in Figure 7b.

(a) (b) 

°

°
Figure 7. (a) Model testing results of different intelligent algorithms; (b)ambient conditions of testing set.

For the testing set, as shown in Figure 7b, the ambient temperature rises wavily and
the wind speed drops rapidly after remaining stable for a period of time. This kind of
irregularity may not fit the ELM and BPNN model at local minima. Thus, as shown in
Figure 7a, the residual temperature of GA-ELM is smaller than that of ELM and BPNN.

To quantitatively compare the performance of the three algorithms, Mean Square
Error (MSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE)
are used to analyze the results and calculated as

MSE=
1
s ∑s

k=1 (ek)
2 (11)

MAE =
1
s

s

∑
k=1

|ek| (12)

MAPE =
1
s

s

∑
k=1

∣∣∣∣ ek
Yk

∣∣∣∣ (13)

Statistical indicators are shown in Table 2. In this study, all calculations are performed
with the MATLAB R2017b environment on a 64-bit Windows operating system installed on
a computer with an Intel Core i7-6700 CPU with 4GHz.

Table 2. Statistical indicators of different intelligent algorithms.

Criteria GA-ELM ELM BPNN

MSE 0.10 0.21 0.58
MAE 0.19 0.59 0.91

MAPE (%) 0.26 0.73 1.84
Time (s) 3.46 3.22 3.15

Compared to ELM and BPNN, GA-ELM achieves a smaller MSE, MAE, and MAPE,
demonstrating that the GA optimization is effective and the accuracy of the WT model
is improved.

5. Case Study

To verify the proposed method, this paper sets up experiments for different ambient
conditions and real failure. For an extreme ambient temperature, cases of winter midnight,
summer noon, and a cold wave in normal state are presented. For wind speed change,
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cases of wind speed increase and decrease in normal state are presented. Meanwhile, for
failure detection, a main bearing offset case is presented as well.

In these experiments, a comparison method is also applied to analyze the effects of the
ambient conditions. The framework of the comparison method is the same as that of the
proposed method, as shown in Figure 5. The comparison method uses the same GA-ELM
model as the proposed method. The only difference between the proposed method and the
comparison method is that the inputs of the comparison method, as with existing methods,
do not contain the ambient conditions. To compensate for this, four other parameters (pitch
motor 1, 2 and 3 temperature and hub ambient temperature) are added to the inputs of the
comparison method. It should be noted that the residual in this paper is the difference in
the actual value minus the predicted value. Moreover, for concise description, the proposed
method in this paper is referred to as Method I, and the comparison method is referred to
as Method II.

5.1. Ambient Temperature Change in Normal State

For ambient temperature, the data in winter, summer, and the cold wave are shown
in Table 3. It should be noted that, during these three periods, the WT is in a normal
working state.

Table 3. Description of datasets under different weather conditions.

Dataset
Start and End

Time
Number of Data

Ambient
Temperature

Wind Speed

Winter 28 January
00:00–23:59 1440 (−10.58,−0.02) ◦C (9.75, 19.38) m/s

Summer 30 July 00:00–23:59 1440 (25.93, 36.59) ◦C (4.24, 8.61) m/s

Cold wave 24 Feberary
18:30–20:30 120 (2.84, 16.32) ◦C (15.63, 17.85) m/s

The residual results are shown in Figure 8, and the statistical indicators are shown in
Table 4.

Table 4. Statistical indicators of Method I and II under a normal working state under different
weather conditions.

Criteria
Winter Summer Cold Wave

Method I Method II Method I Method II Method I Method II

MSE 0.18 0.91 0.16 0.62 0.18 1.39
MAE 0.14 0.98 0.11 0.73 0.19 1.07

MAPE (%) 0.25 1.79 0.16 1.04 0.30 1.96

It can be seen from Figure 8a that the Method I residual results are between −0.45 ◦C
and 0.23 ◦C, but the Method II residual results are between −2.52 ◦C and 1.86 ◦C. Similarly,
in Figure 8b, the Method II residual results (between −2.12 ◦C and 1.67 ◦C) are much
greater than the Method I residual results (between−0.19 ◦C and 0.28 ◦C) in summer.
Table 4 also shows that Method I achieves smaller statistical indicators than Method II. This
proves that, with ambient temperature and ambient temperature change, Method I achieves
better performance when facing cyclical and seasonal ambient temperature changes.

Furthermore, comparing Figure 8a,b the effect of ambient temperature in summer is
smaller than in winter. A reasonable explanation is that the difference between the main
bearing temperature and the ambient temperature is smaller in summer than in winter,
since the range of the main bearing temperature in a normal working state is approximately
55–70 ◦C.

During the cold wave shown in Figure 8c, Method I has some reasonable fluctuations,
but Method II shows a downward trend. If the monitoring is based on Method II, the
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main bearing temperature continues to decline for 2 h, which may lead to false alarms.
However, the actual situation is that the WT is under a normal working state. This proves
that, although Method II has more temperature parameters as compensation, Method I is
more sensitive to the rapid ambient temperature change than Method II.

(a) (b) 

 
(c) 

° °

°

Figure 8. Residual results of Method I and II under a normal working state under different weather conditions: (a) winter;
(b) summer; (c) cold wave.

5.2. Wind Speed Change in Normal State

For wind conditions, the datasets of wind speed increase and decrease are shown
in Table 5. Similarly, in these two periods, the WT is in a normal working state. At the
same time, in the event that the ambient temperature would have an influence, the ambient
temperature is around 15 ◦C.

Table 5. Datasets of wind speed increase and decrease.

Dataset
Start and End

Time
Number of Data

Ambient
Temperature

Wind Speed

Wind speed
increase

12 April
09:00–10:39 100 (13.92, 15.01) ◦C (4.64, 15.12) m/s

Wind speed
decrease

15 April
14:00–16:59 180 (14.45, 15.89) ◦C (3.97, 14.83) m/s

The residual results of Method I and II are shown in Figure 9, and the statistical
indicators are shown in Table 6.
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(a) (b) 

° °

Figure 9. Residual results of Method I and II in normal working state within wind conditions: (a) wind speed increase; (b)
wind speed decrease.

Table 6. Statistical indicators of Method I and II in normal working state during wind speed increase
and decrease.

Criteria
Wind Speed Increase Wind Speed Decrease

Method I Method II Method I Method II

MSE 0.15 2.85 0.12 0.95
MAE 0.31 2.19 0.26 0.89

MAPE (%) 0.47 3.48 0.38 1.54

As shown in Figure 9a, during the wind speed increase, the residual results of Method
I and Method II are negative. As mentioned in Section 2, these results are due to the
delay between the wind speed change and internal temperature change. Since the wind
speed change is used as a model input of Method I, the delay is reduced effectively, and
the residuals’ absolute value of Method I is much smaller than that of Method II. The
amplitude of Method I is 0.48 ◦C, and that of Method II is 4.48 ◦C. The same reasoning
can explain Figure 9b: during the wind speed decrease, the residuals’ absolute value of
Method I is much smaller than that of Method II (0.39 ◦C vs. 1.48 ◦C, respectively). The
statistical indicators in Table 6 also prove that Method I achieves better performance than
Method II during the wind speed change.

Additionally, both Method I and II achieve better performance during a wind speed
decrease than during an increase. These results occur because the speed of wind speed
change can directly determine the delay between the wind speed change and internal
temperature change. In these two periods, the wind speed increase is faster than the
decrease, which means that the delay during the increase is larger than during the decrease.
Thus, the absolute values of the residual results during the wind speed increase are
generally larger than those during the decrease.

5.3. Main Bearing Failure Detection

To verify the failure detection ability of the proposed method, a serious main bearing
offset that occurred in the wind farm, which is shown in Figure 10, is used as a failure case.
The dataset of 5 h before the failure happened is shown in Table 7, and the residual results
are shown in Figure 11.

Table 7. Datasets of main bearing offset failure.

Dataset Start and End Time Number of Data
Ambient

Temperature
Wind Speed

Failure 18 Mar 05:40–10:39 300 (−5.58, 0.02) ◦C (3.64, 17.86) m/s
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Figure 10. Main bearing offset failure.
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Figure 11. Residual results of Method I and II in main bearing offset failure.

The residual results of Method I and Method II both show upward trends, which
means that both methods could predict the failure. However, during the 5h period, the
ambient temperature continued to drop and the wind speed continued to increase, which
caused the residual results of Method II at first to be negative, falling behind Method I. In
particular, at 10:16 (time point 276), the wind speed increased rapidly, which caused the
residual results of Method II to decrease over a short time. Comparing the two curves, it
can be seen that Method II generally falls behind Method I by more than 50 min, reaching
approximately90 min at a residual result of 2 ◦C.

Considering the conclusions of the previous experiments, Method I exhibits stable
performance during extreme ambient temperatures and wind speed change, and the
residual results of Method I are generally less than 0.5 ◦C. However, for Method II, due to
the change in the ambient conditions, residual results could be more than 1 ◦C, sometimes
reaching 4 ◦C, under a normal working state. Thus, the safe range of Method I is narrower
than that of Method II. If the safe range of Method I is set to ±1 ◦C and that of Method
II is set to ±2 ◦C, the alarm from Method I would be approximately120 min earlier than
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in Method II. If the safe range of Method I is set to ±0.5 ◦C and that of Method II is set
to ±4 ◦C, the alarm of Method I would be more than 180 min earlier than that of Method
II. These results demonstrate that Method I, with ambient conditions, can achieve higher
monitoring accuracies and earlier failure alarms.

6. Conclusions

WTs are exposed to harsh conditions year-round, and the variability of ambient
conditions can affect WT monitoring directly. The main bearing temperature can be
different in the same working state but different under ambient temperature and wind
speed changes. Conversely, a data-driven model may fall into local minima due to the
randomness of the initial coefficients, which can also affect the monitoring accuracy.

To solve these problems, a novel WT monitoring method is proposed. The changes
in ambient conditions are used as inputs of the WT model, and the GA-ELM is applied
to construct the WT model. Model testing shows that, compared to ELM and BPNN,
GA-ELM can avoid local minima and achieve smaller MSE, MAE, and MAPE. With cases
in different ambient conditions and real failure, it proves that, compared to the method
without considering the change in ambient conditions, the proposed method could reduce
false alarms when WT is in a normal working state under extreme ambient conditions, and
generate an earlier alarm when a failure is about to occur. This means that the proposed
method can reduce operation and maintenance costs, thereby improving the economic
efficiency of wind power generation.

It should be noted that this study focuses on ambient temperature and wind speed to
describe ambient conditions. However, ambient conditions also include other factors, such
as air humidity and air pressure. In future research, these factors should also be considered
in order to improve the accuracy of WT monitoring.
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Received: 23 January 2022

Accepted: 7 March 2022

Published: 11 March 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Article

Ultimate Limit State Scour Risk Assessment of a Pentapod
Suction Bucket Support Structure for Offshore Wind Turbine

Young-Jin Kim 1, Duc-Vu Ngo 1, Jang-Ho Lee 2 and Dong-Hyawn Kim 3,*

1 Department of Ocean Science and Engineering, Kunsan National University, Gunsan 54150, Korea;
ioi1937@nate.com (Y.-J.K.); ngoducvubk@gmail.com (D.-V.N.)

2 School of Mechanical Convergence System Engineering, Kunsan National University, Gunsan 54150, Korea;
jhlee@kunsan.ac.kr

3 School of Architecture and Coastal Construction Engineering, Kunsan National University, Gunsan 54150, Korea
* Correspondence: eastlite@kunsan.ac.kr

Abstract: Scour risk assessment considering reaction force at foundation was proposed and applied
to newly developed pentapod suction bucket support structures for a 5.5 MW offshore wind turbine
under ultimate limit state environmental load. Scour hazard was obtained according to scour depth
by using an empirical formula, which is the function of marine environmental conditions such as
significant wave height, significant period, and current velocity. Fragility of the pentapod support
structure was evaluated using the bearing capacity limit state criterion under ultimate limit state load
case. Scour risk was assessed by combining the scour hazard and the fragility. Finally, scour risk of the
developed pentapod suction bucket support structure under ultimate limit state has been assessed.

Keywords: offshore wind turbine; suction bucket; pentapod suction bucket; scour; scouring fragility;
scour risk

1. Introduction

Suction Bucket (SB) is a highly competitive foundation solution among the several
types of foundations currently implemented to support offshore wind turbines (OWT)
due to their quick and noise-free installation. They are also a more economical solution
compared to other foundations, especially for a large-scale wind farm [1]. The main design
factors of such a SB support structure are the horizontal bearing capacity and the stiffness of
the foundation. Latini and Zania, 2017 [2] investigated the dynamic behavior of SB and con-
cluded that the skirt length of a SB is an important parameter that determines the dynamic
behavior, and the horizontal bearing capacity is greatly affected by the ratio of the bucket
diameter and length. Foundation stiffness is strongly dependent on the relative density
of sand and the bucket’s geometry and has been investigated in a series of studies [3–5].
When existing SB support structures are installed in area where the geological structure is a
shallow soft-layer soil on top of a hard-layer soil, there is a problem that the SB diameter
must be abnormally large to fulfill the required bearing capacity. To solve this problem, a
pentapod suction bucket (PSB) support structure was developed by Ngo et al. [6], and a
seismic fragility analysis was performed on the developed support structure.

Scouring is recognized as a risk factor that weakens the bearing capacity around the
turbine support structures. Accordingly, local scour around OWT foundations has been
studied by many researchers [7–9], and most studies have used scale model tests and
numerical simulations. A series of laboratory experiments were conducted by Hu et al. [10]
to investigate the scour development around tripod foundation in combined waves and
the current. The influence of installation angles, KC number, and the ratio of velocities
Ucw on the scour depth were also examined. In another study, Hu and his colleagues
proposed a method to predict the equilibrium scour depth around the umbrella suction
anchor foundation [11]. In order to reduce the risk of scouring, a prevention method is
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installed around the support structures [12]. Since the scouring protection method incurs
costs, a reasonable risk assessment by scouring is necessary for the development of an
economical power generation complex. Studies on the behavior of supporting structures
by scouring have not been actively performed. A few studies have been recently reported.
Yi et al., 2013 studied the effect of scour on dynamic instability of monopile offshore wind
turbines [13]. In the study, the natural frequency change according to seabed scour depth
(SD) was analyzed and possible resonance due to scour was discussed. Ma et al., 2018 [14]
studied the effect of local scour around foundation on the dynamic behavior of the support
structure. Both studies revealed that scour had little effect on frequencies but had some
effect on dynamic behavior. Scour risk assessment around marine structures has also
been performed in many studies. Yanmaz and Salamak [15] evaluated the risk of the
scouring process at bridge piers. They established a probabilistic model for the scour depth
predictions through empirical equations in the dimensional state. Khalid et al. [16] applied
a non-linear regression-based technique to calculate the reliability of scour depth values
at bridge piers installed in cohesive bed sediments. A study that evaluated a reliability-
based probabilistic of the wave-induced scour depth around marine structure piles was
performed by Homaei et al. [17]; they developed a probabilistic model by using an artificial
intelligence method so as to predict the scour depth at pile groups under regular waves.
However, these studies were conducted on monopiles, and the risk of scouring could not
be evaluated quantitatively. Kim et al., 2020, proposed a scouring risk assessment method
by combining the scouring hazard and fragility of the support structure [18]. They showed,
for the first time, that scour risk can be evaluated by modifying the seismic risk assessment
approach. Scour fragility of a tripod suction bucket (TSB) was found by defining a critical
displacement at foundation. Ngo et al. recently reported a seismic fragility analysis of PSB
support structure and showed that the seismic performance of the pentapod is superior to
that of the TSB [6].

In this study, a scour risk analysis was performed to evaluate the stability of the newly
developed PSB support structure at an ultimate limit state. For this, the hazard according
to the scour depth was calculated. For the scour depth, an empirical formula defined as
a function of marine environmental variables was used. As for the fragility, the bearing
capacity limit state according to the ultimate load was used instead of the fragility function
based on displacement [18]. The safety factor (SF) was applied to the reaction force of the
PSB to determine how the scour risk was affected.

In the second chapter, theoretical background of scour risk assessment is explained.
How to calculate scour hazard, fragility and risk are shown in detail. In the third chapter,
why a PSB is developed and features of PSB are explained. After that, numerical analysis
and conclusions are described in turn.

2. Scour Risk

2.1. Probability of SD

During the design process, the capacity of OWT substructure (SB foundation in this
study) is designed against external loads such as wind, wave, and so on. The magnitude of
these external loads is governed by wind speed, wave height or current velocity, etc. and
their effects have also been verified through various design load cases (DLCs). Nevertheless,
the initial OWT foundation’s design capacity may be decreased due to several reasons,
with local scouring around its foundation being the most common. In previous studies,
maximum equilibrium SD was suggested as a keyword to evaluate the influence of scouring
on the structure. This leads to unnecessary costs in the design and operation of an OWT,
especially when the scale of the wind farm project is large. Therefore, it is necessary to
consider scouring as a probabilistic parameter in risk analysis.

In this study, the empirical formula of Equation (1) proposed by Sumer and Fredsoe,
2001 [19] is used to obtain the probability distribution of SD. In Equation (1), the SD is a
function of the Keulegan–Carpenter (KC) number and the parameter Ucw, in which KC was
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defined by the peak spectrum period (Tp), pile diameter (D), and maximum value of the
undisturbed orbital velocity at the sea bottom just above the wave boundary layer (Um).

S
D

=
SC

D
[1 − exp{−A(KC − B)}], KC ≥ 4 (1)

where: S: SD; SC: SD in the case of steady current alone; D: pile diameter; KC = UmTp/D
= 2πa/D; A = 0.03 + 0.75U2.6

cw; B = 6 exp(−4.7Ucw); Ucw = Uc/(Uc + Um); UC: the
undisturbed current velocity at the distance, y = D/2 from the bed; Um: maximum value of
the undisturbed orbital velocity at the bed; Tp: peak spectrum period; a: the amplitude of
the motion of water particles at the bed.

In Equation (1), the SD probability distribution can be obtained by considering the
variability of KC parameter. The variability of KC is governed by the variability of height
and period of the significant wave. The probability density function (PDF) of SD obtained
here is a scour hazard for risk analysis and denoted by fSD(x).

2.2. Scour Fragility

The fragility curve of structures under earthquakes has been proposed by Shinozuka et al.,
2000 [20]. These fragility curves are represented by logarithmic normal distribution func-
tions, and the two coefficients of the lognormal distribution function, median and logarith-
mic standard deviation, are obtained by the maximum likelihood estimation method. For
the k-th damage among various damage stages, the fragility curve can be expressed as:

Fk(x) = Φ

∣∣∣∣∣∣
ln
(

x
ck

)
ζk

∣∣∣∣∣∣ (2)

where Φ is the standard normal cumulative distribution function, ck is the median, and ζk
is the logarithmic standard deviation.

When assessing structural fragility, a limit state should be determined first. There are
various limit states such as serviceability limit state (SLS), fatigue limit state (FLS) and ulti-
mate limit states (ULS). Kim et al. found fragility curves of TSB based on displacement [10].
Because the displacement of the bucket causes a serviceability problem rather than the
destruction of the support structure, it is a fragility based on SLS. However, the purpose
of this study is to evaluate bearing capacity of a newly designed PSB under ultimate load
case. Therefore, an event in which the reaction force of the bucket exceeds the allowable
bearing capacity was defined as the failure. Therefore, the fragility of this study can be
called ULS based.

2.3. Scour Risk

By combining the probability of SD (hazard) and the scour fragility curve of the
structure, the scour risk can be calculated as in Equation (3).

Pf =
∫ xmax

x0

fSD(x)Fk(x)dx (3)

where xmax and x0 is the maximum possible SD and the lowest SD, respectively.

3. Development of PSB Support Structure

3.1. Background

A ground survey was carried out on the coast of Gunsan, Southwest of Korea, prior
to the design and installation of a 5.5 MW OWT. Figure 1a is the expected installation
location, while Figure 1b and Table 1 show the ground investigation results. It is observed
in Figure 1b that a bedrock layer appears at a depth of 7.5 m, and when an offshore wind
turbine supported by suction bucket foundation is installed here, the length of the suction
bucket skirt must be less than 7.5 m. Since the skirt length is limited, it is necessary to
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increase the bucket diameter to reinforce the overturning resistance and improve bearing
capacity. However, various problems include the lack of manufacturing facilities for
large-diameter suction buckets, transportation and installation equipment, etc. Moreover,
increasing the diameter can make the spacing between the buckets too narrow, leading
to overlap stress. Hence, developing a multi-pod suction bucket support structure that
exhibits equivalent support is necessary.

 
(a) (b) 

Figure 1. Installation area: (a) map; (b) soil layer.

Table 1. Soil profile of survey site.

Soil Layer
Depth

(m)
Unit Weight

(kN/m3)
Elasticity

(MPa)
Internal Friction

Angle (deg)
Cohesion Yield

Stress (kPa)
Poisson’s

Ratio

Upper clay 0.0~0.7 17 25.00 32.3 - 0.491
Upper sand 0.7~4.8 17.5 35.56 32.3 5 0.400
Lower sand 4.8~7.5 17.5 67.48 37.0 5 0.400

Weathered rock 7.5~ 20.0 76.00 32.0 - 0.450

3.2. Development of PSB Support Structure

Figure 2 shows the top view and thrust direction of the PSB model. The spacing (R)
between each bucket and the center of the tower is assumed to be the same. According
to the thrust direction, as shown in Figure 2, the pull-out resistance (Vt) and compression
resistance (Vc) are indicated by red and blue dots, respectively. Then, the resistance moment
(MR) can be calculated as in Equations (4)–(7).

MR = Vtb1 + 2Vtb2 (4)

b1 = R + Rcos(36◦) = 1.809R (5)

b2 = Rcos(36◦) +Rcos(72◦) = 1.118R (6)

MR = 1.809VtR + 2.236VtR = 4.045VtR (7)

When the number of buckets is 3 to 6, the moment of resistance (MR) can be calcu-
lated the same way, and the corresponding normalized resistance moments are shown in
Figure 3 [6].

It can be seen from Figure 3 that the PSB has better pull-out and compression resistance
than other multi-pod support structures. Therefore, a PSB support structure using five
buckets was finally developed. Figure 4 shows the developed PSB support structure.
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Figure 2. Top view of PSB [6].

Figure 3. Dimensionless resisting moment of buckets.

Figure 4. Pentapod support structure.

4. Numerical Example

4.1. Wind Turbine and Support Structure Model

Figure 5 is a 5.5 MW OWT with PSB support structure modeled by Bladed [21]. The
hub is located at the height of 110 from sea level and the water depth is 27.723 m. The
total height of the offshore wind turbine is 137.723 m. Substructure is a pentapod with
five single suction buckets. The geometric and material properties of the supporting tower
structure are referred from a previous study [6]. The mechanical characteristics of the
seabed connected to a substructure is represented by a soil stiffness matrix.
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Figure 5. Analysis target.

4.2. Soil-Structure-Interaction Simulation

In order to express the interaction behavior of the suction bucket and the contact
ground, a three-dimensional displacement analysis of the bucket-ground model caused by
an external force was performed. Then, a stiffness matrix from the analysis was applied
to Bladed. The commercially available Finite Element (FE) software ABAQUS [22] was
used. The finite element model was shown in Figure 6, the soil was modeled with C3D8R
elements, and the bucket foundation modeled by shell element with a diameter (D) of 9 m
and a skirt length (L) of 7 m. The center of the bucket top was set as the reference point to
apply an external load. Displacements were obtained after sequentially applying external
loads in the direction of 6 degrees of freedom (Fx, Fy, Fz, Mx, My, Mz) to the reference point.
In order to consider the effect of ground nonlinearity, the load in each direction was divided
into 10 steps and applied gradually. From the load-response relationship the following
equation can be written

[d] = [F][p] (8)

where [d] =
[

Δx Δy Δz θx θy θz
]T is the displacement vector; [p] = [Fx Fy

Fz Mx My Mz]T the load vector; [F] the flexibility matrix from numerical analysis [23].
Then, the stiffness matrix for ground can be derived as

[p] = [K][d] (9)

 

Figure 6. Stiffness matrix analysis model.
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The stiffness matrix [K] is the inverse of [F] and obtained in this study for Bladed input
as in Figure 7.

 

Figure 7. Bladed input for stiffness of foundation spring.

4.3. Wind Thrust

Thrust force by wind is automatically calculated in Bladed. At first, a wind field was
generated using the Kaimal model, and a total of 30 cases of thrust force set was calculated
by changing the phase of the wind field. Figure 8 shows a time history of thrust force for
10 min calculated by Bladed.

 
Figure 8. Time history of thrust force.

4.4. Calculation of Wave Load

The Morrison Equation [24] was used to calculate the wave loading acting on the
structure in Bladed. To evaluate the risk due to scouring, the most hazardous event caused
by the environment during the life cycle was considered. Significant wave height (Hs)
and wave period (Ts) are adopted from the HYPA model of the Korea Oceanic Research
and Development Institute [25] from 1979 to 2003. Figure 9 shows the probability density
function estimated using the Weibull distribution and it can be expressed as Equation (10)
where a and b are 5.56 and 9.66, which mean scale and shape parameters, respectively. To
obtain the ultimate limit state (ULS) wave load, the significant wave height corresponding
to a 50-year return period, Hs50, was estimated to be 6.64 m from the PDF. It is the wave
height at which an excess probability is 1/50. The significant period was estimated to be
12.9 s using Equation (11) [26].
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Figure 9. PDF of annual maximum Hs.

fX(x) =
b
a

( x
a

)b−1
e−( x

a )
b

(10)

Ts = 3.3H0.63
s (11)

To simulate the wave acting on the OWT substructure, Bretschneider’s wave spectrum
with significant wave height (Hs), period (Ts) and frequency (f ) is adopted to generate the
sea surface elevation time history, it was defined as

S( f ) = 0.257H2
s T−4

s f−5exp
[
−1.03(Ts f )−4

]
(12)

Using the Bretschneider spectrum mentioned above, the surface wave elevation profile
can be obtained and was shown as Figure 10.
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Figure 10. Surface wave elevation.

4.5. Probability Distribution of SD

The probability distribution of SD can be obtained by giving random variability to
the variable in Equation (1). The most important among them is the distribution of KC.
From the Weibull distribution of Equation (10), the annual maximum significant wave, Hs,
is generated and Ts is estimated from Equation (11). Then, peak period Tp corresponding
to the Hs and Ts is calculated from the spectrum of Equation (12). Once Tp is calculated
scour depth S can be obtained using Equation (1). With 50,000 times random sampling for
Hs, KC distribution was developed as Figure 11.
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Figure 11. Probability distribution of KC.

The distribution of current speed was collected from the National Oceanic and Atmo-
spheric Research Institute [27]. The estimated distribution of current speed fits the normal
distribution, and the mean and standard deviation are 1.34 and 0.19, respectively.

Since only values of KC greater than 4.0 are effective for scour generation, the depth
of scour was calculated using the distribution of KC greater than 4.0 and the tidal flow
distribution. As a result, the distribution of scour depth was obtained as shown in Figure 12.
It was found that a log normal distribution fit well, as shown in Figure 12. Two parameters
λ and ζ were 0.75 and 0.55, respectively.

 

Figure 12. Probability distribution of SD.

4.6. Scouring Fragility Curve

To obtain the fragility curve, the limit state function of PSB is defined as the following equation.

g(X) = Ra(SD) − Rmax (13)

where Ra is the allowable bearing capacity of a bucket; Rmax the maximum reaction force at
each bucket. The Ra is a function of scour depth SD since the contact area of a bucket with
ground is dependent on SD.

The bearing capacity of a bucket can be calculated numerically in horizontal and
vertical directions [28]. For the analysis, the suite of 30 cases were analyzed by changing the
seed of the wind field. Based on the structural responses at the mudline location for each
case (i.e., reaction force to tension, compression, and horizontal force), the scour fragility
was obtained. Accordingly, the maximum reaction members at the mudline obtained by
performing a dynamic analysis in the non-sour state were compared with the allowable
bearing capacity by SD to determine to what extent SD is safe.

Figure 13a shows the allowable pull-out force of a bucket for each SD. From the figure,
the allowable pull-out force rapidly decreases according to SD increase. The tension-bearing
capacity of the SB is mainly provided by vertical friction between bucket wall and soil.
Therefore, scour reduces bearing capacity in tension direction. Figure 13b compares the
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allowable tension force at SD of 6.5 m, with the maximum pull out load corresponding to
seed variation in wind field. The maximum pull out loads are smaller than the allowable
tension capacity. Therefore, no failure is expected in tensional bearing capacity. Figure 14
shows the same results for compressive mode. While Figure 14a shows the allowable
compressive force for each SD, Figure 14b compares the maximum compressive force
calculated from the structural analysis results and the allowable compressive force at SD
of 6.5 m. Both Figures 13 and 14 show that the tension and the compressive forces do
not exceed the allowance one because the structural responses are far smaller than the
allowable tension and compressive forces in all cases. Therefore, the fragility assessment of
support structure in terms of tension and compression force here is not necessary.

  
(a) (b) 

Figure 13. Variation of pull-out reaction: (a) allowable reaction; (b) reaction at SD = 6.5 cm.

  
(a) (b) 

Figure 14. Variation of compressive reaction: (a) allowable reaction; (b) reaction at SD = 6.5 cm.

The results of horizontal force analysis are given in Figure 15. As shown in Figure 15a,
the horizontal bearing capacity decreased as the SD increased. Figure 15b shows the result
of comparing the maximum horizontal reaction force and the allowable horizontal force
at SD of 4 m. It can be seen from Figure 15b that most of the horizontal reaction force
exceeded the allowable horizontal force at the SD of 4.0 m. If more than 4.0 m scour occurs,
the probability of failure will increase.
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(a) (b) 

Figure 15. Variation of horizontal reaction: (a) allowable reaction; (b) reaction at at SD = 4 m.

To see how the safety margin affects the fragility, five cases of safety factors (SFs) were
applied to the maximum horizontal reaction force. The fragility curves of the five safety
factor cases are shown in Figure 16. The corresponding median and standard deviation
values of the fragility curves are listed in Table 2. As can be seen from Figure 16 and Table 2,
when the safety factor was not considered, the fragility was more than 50% at SD of around
3.93 m, and when the safety factor 2.0 was considered, the fragility was more than 50% at
SD of approximately 2.43 m.

 

Figure 16. Scour fragility curve.

Table 2. Median and log-standard deviation.

Safety Factor (SF) Median (m) Log-Std. (m)

1.00 3.93 0.05
1.25 3.84 0.05
1.50 3.62 0.05
1.75 3.12 0.05
2.00 2.43 0.05

The log-normal standard deviation is equal to 0.05 because, for each SD level, the
analysis was carried out by considering only the load variability.

4.7. Scour Risk Assessment

Scour risk was evaluated by integrating the product of scour hazard (SD probability)
and scour fragility as given in Equation (3). The scour hazard denoted by fSD(x) was
found in Figure 12. It presents the probability density of SD. The fragility denoted by Fk(x)

37



Energies 2022, 15, 2056

was found in Figure 16 according to SF. SF of 1.0 is the most critical case. Multiplying the
scour hazard with the fragility and then integrating them over possible scour depth results
in scour risk. Scour risk is expressed as probability of failure, Pf . For convenience, the
probability of failure is converted into a reliability index as follows.

β = −Φ−1
(

Pf

)
(14)

Reliability indices are listed in Table 3 and plotted in Figure 17. The scour risk was
1.919 × 10−7~0.718 and the reliability index was 5.708~0.578, corresponding to the SF
from 1.0 to 2.0. The level of target reliability index (βt) can be referred from some design
standards. DNV GL [29] proposes target failure probability of 10−4, corresponding to
βt of 3.719, while IEC 61400-1 [30] proposes βt of 3.3. Since the DNV guideline is for
offshore wind turbine design, the reliability index was set higher than the IEC standard for
onshore wind turbines. Furthermore, compared with the design standards, the reliability
index evaluated for the PSB in Gunsan test bed seems higher than those standards if SF is
below 1.5.

Table 3. Scour risk and reliability index.

SF Sour Risk Reliability Index

1.00 1.919 × 10−7 5.078
1.25 6.178 × 10−7 4.850
1.50 6.560 × 10−4 3.213
1.75 0.058 1.570
2.00 0.718 0.578

  
(a) (b) 

Figure 17. Result of scour risk and reliability index: (a) scour risk; (b) reliability index.

5. Conclusions

In this study, a scour risk assessment procedure was proposed. Scour hazard was
calculated by giving variability to the variables of the empirical formula and was expressed
as the probability of the scouring depth. Scour fragility was calculated as the probability
that the response of the structure to the environmental load would exceed the limit state.
Scour risk was obtained by integrating the product of the scour probability and the fragility
for all possible scour depths. The scour risk assessment procedure was applied to PSB
supporting 5.5 MW OWT installed on the Gunsan coast in Korea. From the numerical
analysis, the reliability index was 4.85 if SF of 1.25 is applied. This level of reliability can be
accepted enough when some OWT design standards are used.
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Abstract: Offshore wind turbine drive train technology is evolving as developers increase size, aim
to maximise availability and adapt to changing electricity grid requirements. This work first of
all explores offshore technology market trends observed in Europe, providing a comprehensive
overview of installed and planned capacity, showing a clear shift from smaller high-speed geared
machines to larger direct-drive machines. To examine the implications of this shift in technology
on reliability, stop rates for direct-drive and gear-driven turbines are compared between 39 farms
across Europe and South America. This showed several key similarities between configurations,
with the electrical system contributing to largest amount of turbine downtime in either case. When
considering overall downtime across all components, the direct-drive machine had the highest value,
which could be mainly attributed to comparatively higher downtime associated with the electrical,
generator and control systems. For this study, downtime related to the gearbox and generator of
the gear-driven turbine was calculated at approximately half of that of the direct-drive generator
downtime. Finally, from a perspective of both reliability and fault diagnostics at component level, it
is important to understand the key similarities and differences that would allow lessons learned on
older technology to be adapted and transferred to newer models. This work presents a framework for
assessing diagnostic models published in the literature, more specifically whether a particular failure
mode and required input data will transfer well between geared and direct-drive machines. Results
from 35 models found in the literature shows that the most transferable diagnostic models relate to
the hydraulic, pitch and yaw systems, while the least transferable models relate to the gearbox. Faults
associated with the generator, shafts and bearings are failure mode specific, but generally require
some level of modification to adapt features to available data.

Keywords: wind energy; offshore; reliability; fault detection; geared; direct drive; transfer learning

1. Introduction

Wind turbine generator and drive train technology has developed rapidly over the
last decade as utility-scale wind turbines have increased in size and contribute to a greater
share of the electricity market [1–3]. This fundamental shift in the energy mix requires
wind turbines to cope with greater flexibility in generation, with wind farms now operating
more like traditional power plants to reach increased demand that meets current electricity
grid conditions. As the generator and wider drive train configuration has adapted to
meet changing grid requirements, wind turbine developers and operators have also been
challenged to lower the overall LCOE by reducing the OPEX. The response to this challenge
has been to find opportunities to maximise availability, increase system reliability, decrease
the cost of repairs, reduce downtime and minimise lost production over the lifetime of a
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site due to unplanned maintenance activities [4]. In recent years, system reliability issues
have also been addressed by simplifying and reducing the number of potential points of
failure, with some OEMs taking the strategic decision to remove the gearbox and focus on
direct-drive technology.

1.1. Problem Statement

In the offshore environment, where turbines are now increasing to 14 MW rated power,
not only is access at a premium, but lost production is also very expensive to operators,
with research recently suggesting that O&M could contribute up to 30–40% of the total
LCOE [5]. This scenario provides developers with extra motivation to increase overall
wind turbine reliability. This has lead some OEMs to focus on eradicating components that
have conventionally caused expensive repairs and high amounts of downtime relative to
other elements of the drive train. Examples of this behaviour would be in removing the
gearbox for a direct-drive machine, or removing the high-speed stage of the gearbox for a
medium-speed machine. For wind energy to continue to be financially viable, the wind
industry must continue to adapt and improve technology; however, it must also ensure
knowledge gained from older systems is understood and transferred where possible to
ensure any lessons learned are appropriately recorded and applied.

When a new technology or wind turbine model is deployed, there is little or no
operational data and maintenance records to understand reliability at a system-wide level.
The transition to larger turbines with direct-drive train technology therefore poses an
interesting hurdle to asset owners and operators that are looking to scale and optimise
maintenance activities; in the context of wind turbine reliability and condition monitoring,
how much insight can be drawn from data gathered on older technology and applied to
modern direct-drive machines?

1.2. Motivation, Paper Structure and Novelty

Literature surrounding wind farm O&M commonly falls into several distinct cate-
gories; reliability analysis, performance optimisation, fault diagnostics, failure prognostics
and maintenance optimisation. To date, reliability analysis has been used to determine
critical components in order to focus efforts on fault detection, failure prediction and main-
tenance optimisation to minimise both OPEX and lost production, a process which has been
identified as a key driver to achieve higher wind farm availability. Papers published to date
have proposed a range of fault diagnostic methods primarily focusing on using SCADA
data to detect anomalies across the wind turbine gearbox [6–8], blades [9], generator [10,11],
pitch [12] and yaw [13] systems and main bearing [14]. Earlier approaches such as [15]
used a linear auto-regressive model model to detect generator bearing failure by modelling
bearing temperature and [16], which developed higher-order polynomial models of drive
train temperatures. More recently, nonlinear auto-regressive neural networks with exoge-
nous inputs (NARX) models have been used in [17,18] to detect gearbox issues. Several
review papers [19–22] have also been published over the last several years providing a
comprehensive overview. That being said, no study to date has attempted to review and
evaluate previous work with an emphasis on highlighting the potential of transfer learning
between direct-drive and geared machines.

Section 2 of this paper aims to provide a comprehensive overview of geared and
direct-drive train taxonomy, with an emphasis on highlighting the key differences and
similarities at assembly and component level that can be used to gather and transfer
information. In addition, this section will take a look at real-world SCADA data to evaluate
what information is typically gathered across different monitoring systems for each drive
train configuration. This initial assessment is a vital step to determine which failure modes
are likely to be common across both configurations and what associated monitoring data
are readily available.

Using standardised research methods observed in the literature, Section 3 will present
new results from a reliability study of 617 wind turbines across Europe and South America
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with a combined total of 217 operational years. Wind turbine stoppage rates and downtime
related to a range of components are assessed, with the study encompassing both direct-
drive and gear-driven systems all under 3.2 MW rated power. Initial results are then
compared to results from other reliability studies found in the literature.

Section 4 builds on previous sections and presents a framework to assess existing
literature in the area of fault diagnostics and prognostics. The aim of this review is to
provide an overview of existing techniques and case studies that are most applicable to
direct-drive machines, making use of existing datasets made up of mainly gear-driven
wind turbines. Not only does this allow for some immediate insight into the direct-drive
machines, this study also opens up opportunities in areas such as transfer learning and
reinforcement learning to adapt models as more data and information are made available
for modern, larger, direct-drive machines. Finally, drive train components and failure rates
common to both configurations are brought together to assess which components are most
critical for future research into direct-drive diagnostics and prognostics. In the context of
existing literature in this area, the contribution of this work is to:

• Provide an overview of the current technology trends observed in the European
offshore wind sector.

• Present results from a new reliability study of over 617 wind turbines, directly com-
paring down times associated with direct-drive and geared machines.

• Introduce a framework for evaluating how transferable previous diagnostic models
published in the literature using older technology are when considering newer large-
scale direct-drive generators.

• Deliver insight into key components that must be considered a priority for large-
scale direct-drive generators with regards to diagnostic and prognostic modelling
considering both reliability and previous research.

2. Drive Train Configuration Trends

When describing a wind turbine drive train configuration, it is typically expressed as
a series of assemblies and components required to convert the kinetic energy in the rotor to
electrical energy needed for a stable grid connection. In modern utility-scale wind turbines,
there are four major categories as described in [4,23]. Note configuration type A and B
from [4] have been excluded due to a focus on current utility-scale technology applicable to
the offshore environment that meets modern grid requirements [24,25].

Full details of each configuration type along with schematic diagrams can be found
in [4,23]; however, a brief overview of the important configurations used in this work will be
provided. Configuration one is the doubly-fed induction generator (DFIG). A partial power
converter is used to control the electrical current in the generator’s rotor. Configuration
two has a full-power converter which enables the decoupling of the generator and grid
frequency. This means that the frequency on the generator side can be fully controlled
allowing for enhanced grid services and the use of a gearbox can be avoided. A synchronous
electrical generator (which can be either an electrically excited synchronous generator
(EESG) or a permanent magnet synchronous generator (PMSG)) is directly coupled to
the main shaft of the rotor. Configuration three is a gearbox-equipped wind turbine
with a full-power converter and medium/high-speed synchronous generator, which can
be EESG or PMSG. In this arrangement, it is possible to choose between a relatively
small gearbox (with moderate gear ratios) at the expense of using a large medium-speed
synchronous generator. On the other hand, it is possible to assemble a gearbox with a
higher gear ratio in order to reduce the size of the generator (high-speed configuration with
synchronous generator). Configuration four is a gearbox-equipped wind turbine with a
full-power converter; however, it has a high-speed asynchronous generator. As the full-
power converter enables the speed to be controlled by modifying the operating frequency,
a squirrel cage induction generator (SCIG) is generally employed in this configuration.
In the context of offshore wind energy more broadly, configuration three corresponds to a
geared multistage high-speed wind turbine, configuration two is a direct-drive machine,
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while type three and four are hybrid models. In relation to the work completed in this paper,
configuration two makes up the direct-drive wind turbine category, while configurations
one, three and four are grouped together into the gear-driven wind turbine category.

According to the JRC Wind Energy Database, in terms of market share, geared turbines
have dominated the global onshore market, with the vast proportion of these turbines
onshore made up of a DFIG arrangement below 3 MW rated power output. This is particu-
larly true across Europe, Asia and North America. Further analysis presented in [1] shows
the evolution of configuration types with geographical location, with configuration four
more prevalent in North America and configurations two and three having more market
share in Europe and Asia. If we look offshore across Europe, DFIG models dominated the
early market predominately close to shore. This has vastly changed over the last 5–7 years,
with direct-drive and hybrid models now making up a significant proportion. PMSGs
have seen an explosion in the Asian market in particular, while EESGs are typically more
common in European waters. Conversely, PMSGs have been gaining more traction in
Europe as turbines increase beyond 5–6 MW [2,23,26–29]. The technological shift towards
direct-drive PMSGs over other types of generators is predominately due to the perceived
increase in reliability that can be achieved with fewer components and importantly, no
gearbox. Whether the reliability of the system as a whole does in fact increase is still up for
debate, with further evidence required in order to conclusively state either way. This topic
will be discussed in greater detail throughout the reliability analysis section of this paper.

Looking offshore, this shift is even more apparent, with direct-drive machines starting
to dominate the UK market over the last 5 years. In fact, from the 1725 wind turbines
currently installed or under development in UK waters since 2016, 70.1% (or 1221) have
direct-drive PMSG technology. This accounts for an installed capacity of just over 11.1 GW
since 2016, 73.4% of total capacity either installed or under development.

Figure 1 shows the technology shift in the UK and wider European market from
the first offshore wind farm to all current wind farms either operational or currently in
development (due to be commissioned by 2026). These plots were developed by the authors
using open source information found in [30]. In Figure 1a, each circle represents a wind
farm, with the size of each circle scaled with the number of turbines that make up the
site. Direct-drive configurations are shown in red, while gear-driven wind turbines are
represented in blue. The y-axis displays individual wind turbine rated power of each site
which, as shown on the plot, has increased significantly over the last 20 years along with
the average site size. Figure 1b shows these same technology trends but split into each
European country for comparison. Observed trends are similar, with turbine rating and
total site capacity getting larger, with a large number of direct-drive machines entering the
market over the last 5 years. Looking more closely at wind turbine manufacturers, Figure 2
shows a breakdown of OEM market share across Europe. SGRE currently has the largest
share, with over 58% of installed capacity, followed by Vestas (28%) and GE Renewable
Energy (11%).

Each wind turbine drive train configuration can be broken down into a common
series of major components, each assigned a unique set of failure categories, which will
be discussed extensively throughout the next section. Looking specifically at SCADA
data related to the generator and gearbox, Figure 3 shows the average number of data
channels recorded for both direct-drive and geared machines. Three examples of each
configuration type were used, each ranging from 1 to 3 MW rated power. This information
has been included to showcase the key differences when it comes to which sensors are
available to create features for fault detection. This approach will later be used to assess
model transferability. Based on these examples, direct-drive models have on average
fewer channels and sensors than their geared counterparts. With regards to the generator
specifically, temperature readings are typically available for the bearings, stator and rotor
across both configurations, along with generator shaft speed and electrical current, voltage
and power measurements.
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Figure 1. Overview of offshore wind turbines drive train technology trends in Europe. (a) Comparison
of geared and direct-drive offshore wind turbine installed capacity in Europe; (b) installed capacity
of different drives by country.

Geared

Direct Drive

Vestas

SGRE

Senvion
Eemshaven
Multibrid
Adwen
Areva
Repower
Multibrid, Repower

SGRE

GE

UK

Be
lg

iu
m

N
et

he
rla

nd
s

G
er

m
an

y

D
en

m
ar

kRe
st

 o
f 
Eu

ro
pe

UK

Germany

DenmarkNetherlands
BelgiumRest of Europe

Germany
Belgium
Germany
Germany
Germany
Germany
UK
Germany
Rest of Europe

Denmark

UK

Germany

Denm
ark

Netherlands

Belgium Rest of Europe

UK

Germany

2

4

6

8

10

12

Rating (MW)

Germany, Repower

Rest of Europe, GE
Netherlands, Nordtank
Denmark, Vestas/SGRE

Rest of Europe

Figure 2. European offshore wind installed (or planned) capacity by drive train type and OEM.

Geared

Direct

Generator

Gearbox

Generator

GearedG
en

er
at

or

Gearbox

Elec
tric

al

Temperature

Speed

Temperature

Power

Line current

Line voltage

Stator windings

Bearing

Rotor

Slip ring

Shaft

Bearing

Gear oil

DirectGenerator

Electric
al

Temperature

Speed

Line current

Line voltage

Power

Heat sink

Bearing

Rotor

Stator

Shaft

Number of average SCADA channels per turbine

Figure 3. Number of SCADA channels assigned to each drive train category and component (showing
only generator and gearbox).

45



Energies 2022, 15, 3180

3. Wind Turbine Stop Rate Analysis

Wind turbine reliability rates cover a range of metrics regarding wind turbine reli-
ability. These can be wind turbine failure rates, stop rates, downtimes, or possibly lost
production. For the purposes of this paper, the reliability rates examined are the stop rates
and downtimes for wind farms in Europe and South America.

Wind turbine stoppages can occur for a range of reasons, from manual stops relayed
from the owners or operators of the turbine to faults in the turbine components. Different
metrics have been used in the past to assess the reliability of wind turbines, and their com-
ponents. These metrics provide different levels of information, such as turbine availability
percentage, stop rates, or failure rates. Wind turbine failures differ from wind turbine
stops, and therefore cannot be directly compared. However, the general trends may still be
examined and discussed, as stop rates will also include any failures, or faults, that caused
the turbine to stop.

Previous studies have investigated the reliability of wind turbines, typically focusing
on failure rates of wind turbine components. These are usually presented as number of
failures per turbine per year, and are presented alongside the number of hours of downtime
per turbine per year.

Several studies have collated reliability results from papers that have investigated
wind turbine datasets. These studies typically present failures by component group,
and these are usually similar with some slight variations in category definitions. The results
presented in this section will be compared against the various past studies. Several of
these studies also present the downtime per turbine per year in hours for the datasets.
The studies cover wind turbines from across Europe, Asia, and the USA. The majority of
these studies are focused on onshore turbines, and typically gear-driven turbines with
some direct drives. In particular, a study from S. Ozturk et al. [31] has compared sub-1 MW
geared and direct-drive wind turbines from the WMEP dataset in Germany. The papers
collated in these reviews are described in Table 1.

The data provided for this study consisted of 39 farms, located in either South America
or Europe. The majority of turbines assessed were located in South America, approximately
470, and the others, approximately 150, located in Europe. The European turbines are from
either around the Mediterranean sea, or the British and Irish Isles.

Three of the farms investigated consisted of direct-drive turbines, approximately
50 turbines in total, with all of these located in Europe. The turbines rated between 1.5 and
3.5 MW, and aged between 2 and 13 years. The majority of turbines were operating for less
than 7 years, with a small minority in operation longer. The data provided cover the life of
the turbines investigated from when they were first operational until the beginning of 2020.
A factor that is of interest in the wind energy community is how wind turbine reliability
rates, such as stoppages, scale with turbine size. This link is unfortunately beyond the
scope of this paper, as the dataset is limited to turbines of similar rating. Future work,
utilising a dataset with more varied turbine rating, could examine the change in reliability
rates between small and large rated turbines.

46



Energies 2022, 15, 3180

T
a

b
le

1
.

Fa
ilu

re
ra

te
st

ud
ie

s
fe

at
ur

ed
in

th
e

re
vi

ew
s

pr
ev

io
us

ly
di

sc
us

se
d.

A
u

th
o

r
T

it
le

D
a

ta
se

t
T

u
rb

in
e

N
u

m
b

e
r

Y
e

a
rs

C
o

ll
e

ct
e

d
C

o
u

n
tr

y
T

o
p

3
F

a
il

u
re

s
T

o
p

3
D

o
w

n
ti

m
e

s

M
.R

ed
er

[3
2]

W
in

d
Tu

rb
in

e
Fa

ilu
re

s—
Ta

ck
lin

g
cu

rr
en

tP
ro

bl
em

s
in

Fa
ilu

re
D

at
a

A
na

ly
si

s
A

W
ES

O
M

E
43

00
-

Eu
ro

pe

<1
M

W
:(

G
ea

rb
ox

,
Bl

ad
es

,o
th

er
bl

ad
e

br
ak

e)

<1
M

W
:(

G
ea

rb
ox

,
G

en
er

at
or

,B
la

de
s)

>1
M

W
:(

G
ea

rb
ox

,
C

on
tr

ol
le

r,
Pi

tc
h)

>1
M

W
:(

G
ea

rb
ox

,
G

en
er

at
or

,B
la

de
s)

D
D

:(
C

on
tr

ol
le

r,
M

et
St

at
io

n,
Ya

w
)

D
D

:(
G

en
er

at
or

,B
la

de
s,

C
on

tr
ol

le
r)

G
.W

ils
on

[3
3]

A
ss

es
si

ng
w

in
d

fa
rm

re
lia

bi
lit

y
us

in
g

w
ea

th
er

de
pe

nd
en

t
fa

ilu
re

ra
te

s
Bl

ac
kl

aw
an

d
W

hi
te

le
e

O
ve

r
25

0
-

Sc
ot

la
nd

C
on

tr
ol

,D
ri

ve
tr

ai
n,

Ya
w

-

V.
H

in
es

[3
4]

C
on

ti
nu

ou
s

R
el

ia
bi

lit
y

En
ha

nc
em

en
tf

or
W

in
d

(C
R

EW
)

D
at

ab
as

e:
W

in
d

Pl
an

t
R

el
ia

bi
lit

y
Be

nc
hm

ar
k

C
R

EW
80

0–
90

0
20

13
U

SA
R

ot
or

,G
en

er
at

or
,

C
on

tr
ol

s
Ya

w
,B

ra
ke

s,
C

on
tr

ol
s

Y.
Li

n
[3

5]
Fa

ul
ta

na
ly

si
s

of
w

in
d

tu
rb

in
es

in
C

hi
na

C
W

EA

11
1

20
10

C
hi

na

Pi
tc

h,
Fr

eq
ue

nc
y

C
on

ve
rt

er
,G

en
er

at
or

-
56

0
20

11
Fr

eq
ue

nc
y

C
on

ve
rt

er
,

G
en

er
at

or
,P

it
ch

64
0

20
12

Fr
eq

ue
nc

y
C

on
ve

rt
er

,
G

en
er

at
or

,P
it

ch

C
.C

ra
bt

re
e

[5
]

W
in

d
En

er
gy

:U
K

ex
pe

ri
en

ce
s

an
d

of
fs

ho
re

op
er

at
io

na
lc

ha
lle

ng
es

Eg
m

on
d

aa
n

Z
ee

36
3

ye
ar

s
N

et
he

rl
an

ds
C

on
tr

ol
,Y

aw
,

Sc
he

du
le

d,
Pi

tc
h

G
ea

rb
ox

,G
en

er
at

or
,B

la
de

s

I.
D

in
w

oo
di

e
[3

6]

A
na

ly
si

s
of

of
fs

ho
re

w
in

d
tu

rb
in

e
op

er
at

io
n

&
m

ai
nt

en
an

ce
us

in
g

a
no

ve
lt

im
e

do
m

ai
n

m
et

eo
-o

ce
an

m
od

el
in

g
ap

pr
oa

ch
Eg

m
on

d
aa

n
Z

ee
36

3
ye

ar
s

N
et

he
rl

an
ds

C
on

tr
ol

,Y
aw

,
Sc

he
du

le
d,

Pi
tc

h
G

ea
rb

ox
,G

en
er

at
or

,C
on

tr
ol

J.
R

ib
ra

nt
[3

7]
Su

rv
ey

of
fa

ilu
re

s
in

w
in

d
po

w
er

sy
st

em
s

w
it

h
fo

cu
s

on
Sw

ed
is

h
w

in
d

po
w

er
pl

an
ts

du
ri

ng
19

97
–2

00
5

El
fo

rs
k

78
6

20
00

–2
00

4
Sw

ed
en

El
ec

tr
ic

,S
en

so
rs

,
Bl

ad
es

/P
it

ch
G

ea
rb

ox
,C

on
tr

ol
,E

le
ct

ri
c

J.
R

ib
ra

nt
[3

8]
R

el
ia

bi
lit

y
pe

rf
or

m
an

ce
an

d
m

ai
nt

en
an

ce
—

A
su

rv
ey

of
fa

ilu
re

s
in

w
in

d
po

w
er

sy
st

em
s

El
fo

rs
k

78
6

20
00

–2
00

4
Sw

ed
en

El
ec

tr
ic

,S
en

so
rs

,
Bl

ad
es

/P
it

ch
G

ea
rb

ox
,C

on
tr

ol
,E

le
ct

ri
c

V
TT

92
20

00
–2

00
4

Fi
nl

an
d

H
yd

ra
ul

ic
s,

Bl
ad

es
/P

it
ch

,G
ea

rb
ox

G
ea

rb
ox

,B
la

de
s/

Pi
tc

h,
H

yd
ra

ul
ic

s

W
M

EP
65

0
20

03
–2

00
4

G
er

m
an

y
El

ec
tr

ic
,C

on
tr

ol
,

Se
ns

or
s/

H
yd

ra
ul

ic
s

G
en

er
at

or
,G

ea
rb

ox
,

D
ri

ve
tr

ai
n

Z
.M

a
[3

9]
A

St
ud

y
of

Fa
ul

tS
ta

ti
st

ic
al

A
na

ly
si

s
an

d
M

ai
nt

en
an

ce
Po

lic
y

of
W

in
d

Tu
rb

in
e

Sy
st

em
H

ua
di

an
13

13
20

15
C

hi
na

Tr
an

sf
or

m
er

,G
en

er
at

or
,

Pi
tc

h
Tr

an
sd

uc
er

,G
en

er
at

or
,

C
on

tr
ol

47



Energies 2022, 15, 3180

T
a

b
le

1
.

C
on

t.

A
u

th
o

r
T

it
le

D
a

ta
se

t
T

u
rb

in
e

N
u

m
b

e
r

Y
e

a
rs

C
o

ll
e

ct
e

d
C

o
u

n
tr

y
T

o
p

3
F

a
il

u
re

s
T

o
p

3
D

o
w

n
ti

m
e

s

C
.S

u
[4

0]
Fa

ilu
re

s
an

al
ys

is
of

w
in

d
tu

rb
in

es
:

C
as

e
st

ud
y

of
a

C
hi

ne
se

w
in

d
fa

rm
Ji

an
gs

u
1

61
20

09
–2

01
7

C
on

tr
ol

,P
it

ch
,E

le
ct

ri
cs

C
on

tr
ol

,P
it

ch
/B

la
de

,
El

ec
tr

ic
s

Ji
an

gs
u

2
47

20
11

–2
01

7
C

hi
na

Pi
tc

h,
C

on
tr

ol
,E

le
ct

ri
cs

Pi
tc

h/
Bl

ad
es

,C
on

tr
ol

,
El

ec
tr

ic
s

G
.V

an
Bu

ss
el

[4
1]

R
el

ia
bi

lit
y,

A
va

ila
bi

lit
y

an
d

M
ai

nt
en

an
ce

as
pe

ct
s

of
la

rg
e-

sc
al

e
of

fs
ho

re
w

in
d

fa
rm

s,
a

co
nc

ep
ts

st
ud

y
LW

K
64

3
19

95
–1

99
9

G
er

m
an

y
C

on
tr

ol
,I

nv
er

te
r,

G
ea

rb
ox

-

G
.H

er
be

rt
[4

2]
Pe

rf
or

m
an

ce
,r

el
ia

bi
lit

y
an

d
fa

ilu
re

an
al

ys
is

of
w

in
d

fa
rm

in
a

de
ve

lo
pi

ng
C

ou
nt

ry
M

up
pa

nd
al

15
20

00
–2

00
4

In
di

a
Bl

ad
es

,G
ea

rb
ox

,
H

yd
ra

ul
ic

s
-

M
.W

ilk
in

so
n

[4
3]

M
ea

su
ri

ng
w

in
d

tu
rb

in
e

re
lia

bi
lit

y:
re

su
lt

s
of

th
e

R
el

ia
w

in
d

pr
oj

ec
t

R
el

ia
w

in
d

A
ro

un
d

35
0

-
Eu

ro
pe

El
ec

tr
ic

s,
R

ot
or

,C
on

tr
ol

El
ec

tr
ic

s,
R

ot
or

,C
on

tr
ol

R
.B

i[
44

]

A
su

rv
ey

of
fa

ilu
re

s
in

w
in

d
tu

rb
in

e
ge

ne
ra

to
r

sy
st

em
s

w
it

h
fo

cu
s

on
a

w
in

d
fa

rm
in

C
hi

na
SU

Z
H

O
U

13
4

20
11

C
hi

na
Pi

tc
h,

C
on

tr
ol

,S
en

so
rs

C
ab

le
s,

Pi
tc

h,
C

on
tr

ol

F.
Sp

in
at

o
[4

5]
R

el
ia

bi
lit

y
of

w
in

d
tu

rb
in

e
su

ba
ss

em
bl

ie
s

W
in

ds
ta

ts
D

en
m

ar
k

(W
SD

K
)

23
45

–8
51

-
D

en
m

ar
k

C
on

ve
rt

er
,Y

aw
,

G
en

er
at

or
-

W
in

ds
ta

ts
G

er
m

an
y

(W
SD

),
Sc

hl
es

w
ig

H
ol

st
ei

n
(L

W
K

)
12

95
–4

28
5,

15
8–

64
3

-
G

er
m

an
y

El
ec

tr
ic

al
,C

on
ve

rt
er

,
R

ot
or

-

P.
Ta

vn
er

[4
6]

R
el

ia
bi

lit
y

an
al

ys
is

fo
r

w
in

d
tu

rb
in

es

W
in

ds
ta

ts
G

er
m

an
y

(W
SD

)
up

to
45

00

19
94

–2
00

4

G
er

m
an

y
G

ri
d/

El
ec

tr
ic

al
,Y

aw
,

Pi
tc

h
C

on
tr

ol
-

W
in

ds
ta

ts
D

en
m

ar
k

(W
SD

K
)

up
to

25
00

D
en

m
ar

k
Ya

w
,H

yd
ra

ul
ic

,
G

en
er

at
or

-

S.
O

zt
ur

k
[3

1]

Fa
ilu

re
M

od
es

,E
ff

ec
ts

an
d

C
ri

ti
ca

lit
y

A
na

ly
si

s
fo

r
W

in
d

Tu
rb

in
es

C
on

si
de

ri
ng

C
lim

at
ic

R
eg

io
ns

an
d

C
om

pa
ri

ng
G

ea
re

d
an

d
D

ir
ec

tD
ri

ve
W

in
d

Tu
rb

in
es

W
M

EP
—

D
D

50
0

kW

15
00

19
89

–2
00

6
G

er
m

an
y

C
on

tr
ol

,E
le

ct
ri

c,
G

en
er

at
or

/H
ub

R
ot

or
Bl

ad
es

,
Pa

rt
s/

H
ou

si
ng

,D
ri

ve
Tr

ai
n

W
M

EP
—

G
D

20
0

kW
C

on
tr

ol
,E

le
ct

ri
c,

H
yd

ra
ul

ic
G

ea
rb

ox
,E

le
ct

ri
c,

R
ot

or
Bl

ad
es

/
C

on
tr

ol
/P

ar
ts

/H
ou

si
ng

W
M

EP
—

G
D

30
0

kW
El

ec
tr

ic
,C

on
tr

ol
,

H
yd

ra
ul

ic
G

ea
rb

ox
,G

en
er

at
or

,R
ot

or
Bl

ad
es

W
M

EP
—

G
D

50
0

kW
El

ec
tr

ic
,C

on
tr

ol
,Y

aw
G

en
er

at
or

,C
on

tr
ol

,E
le

ct
ri

c

S.
Fa

ul
st

ic
h

[4
7]

W
in

d
tu

rb
in

e
do

w
nt

im
e

an
d

it
s

im
po

rt
an

ce
fo

r
of

fs
ho

re
de

pl
oy

m
en

t
W

M
EP

15
00

19
89

–2
00

6
G

er
m

an
y

El
ec

tr
ic

al
sy

st
em

,E
le

ct
ri

ca
l

C
on

tr
ol

,S
en

so
rs

G
ea

rb
ox

,D
ri

ve
tr

ai
n,

G
en

er
at

or

B.
H

ah
n

[4
8]

R
el

ia
bi

lit
y

of
W

in
d

Tu
rb

in
es

:
Ex

pe
ri

en
ce

s
of

15
ye

ar
s

w
it

h
15

00
W

Ts
W

M
EP

15
00

19
91

–2
00

6
G

er
m

an
y

El
ec

tr
ic

al
,P

la
nt

C
on

tr
ol

,S
en

so
rs

G
en

er
at

or
,G

ea
rb

ox
,

D
ri

ve
tr

ai
n

48



Energies 2022, 15, 3180

The categories used here were defined based on a combination of two reliability
studies [5,49], which was done to allow for ease of comparison with previous work. The first
set of categories were taken from Figure 8 in [49], with the addition of Grid from [5],
and finally Nacelle, Shafts and Bearings categories were added.

Stop rate was calculated by taking the number of stops in each category and dividing
through by the number of turbines and years of operation in each farm, this gave a number
of stops per turbine per year.

S =
Ns

NT ∗ T
(1)

where S is the stop rate, Ns is the number of stoppages recorded for that category, NT is the
number of turbines in that farm, and T is the years in operation for that farm. Downtime
was calculated, for each farm, by dividing the total days of downtime per category by the
number of turbines in the farm and the number of years in operation.

DT =
TD

NT ∗ T
(2)

where DT is the downtime, TD is the total days of downtime for recorded, NT is the number
of turbines in the farm, and T is the years in operation for that farm. These two values
allow for fair comparison across all farms and turbines, as it negates the effect of farm size
or age.

Figure 4 shows the average stop rates and downtimes for the direct-drive and gear-
driven farms respectively. As can be seen, the generator has roughly double the stop rate in
direct-drive turbines, and there is also a much greater average downtime for direct-drive
generators. The top three stoppage and downtime categories for each turbine type are
shown in Table 2. There are some similarities between both turbine types; however, from
Figure 4, it can be seen that direct-drive turbines seem to have higher overall downtimes.
Even for components that are assumed to be similar between turbine configurations, there
are quite large differences in stop rate and downtimes. For example, the sensors and pitch
systems both have differences in stop rate and downtime, whilst being components that
should not differ too much between configuration. It is possible that the pitch system could
be hydraulic or electric, and this could bring about some of the change. There may also be
a difference in turbine operation that could account for these differences.

Figure 4. Comparison of the Geared and Direct Drive turbines within the dataset based on average
stop rates and downtimes for each configuration.

Before any comparisons are made between the results presented here and in other
studies, it is important to note that stoppages are not the same as failures, therefore a
direct comparison cannot be made. Stoppages can include failures; however, they also
include stoppages due to alarms. These alarms can be for any reason, such as temporary
overheating of a component. It is possible that these stops are indicators of failure; however,
developing a model to represent this link is beyond the scope of this paper.
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Table 2. Top three stoppage and downtime categories per turbine type.

Turbine Type Top 3 Stoppage Categories Top 3 Downtime Categories

Direct-Drive Turbines Pitch, Yaw, Blades and Hub Electrical, Controls, Pitch

Gear-Driven Turbines Pitch, Electrical, Sensors Electrical, Grid, Pitch

Comparison with Previous Studies

Table 1 presents the details of previous failure rate and downtime studies examined.
The table outlines the different databases used by each paper, the number of turbines
contained, the time period examined, and the country of origin for each database. The last
two columns of the database present the top three turbine components by failure rate,
and downtime per failure respectively. From this table, two studies examined the reliability
data for direct-drive turbines in Europe. The first, from M. Reder et al. [50], found that the
top three, in descending order, components by failure rate were the Controller, Met Station,
and Yaw systems, and by downtime were the Generator, Blades, and Controller. The second
study, from S. Ozturk et al. [31] found that the top three components by failure rate were
Controls, Electric Systems, then the Generator and Hub were tied for third. The top three
by downtime were the Rotor Blades, Parts/Housing, and then the Drivetrain. When this
is compared against Figure 4, it can be seen that there are some differences. The top three
categories are shown in Table 2; however, these are for stoppages rather than failures. So it
may not be appropriate to make a direct comparison.

The frequency of which each component is featured within the top 3 failures or
downtimes is plotted in Figure 5. This bar chart plots the number of times each component
was featured in the top three of either metric in Table 1. This chart can then be used to find
out the overall top three components for both failure rates and downtimes. For failure rates,
the top three components were the Controller, Pitch, and Generator, with the Controller,
Gearbox, and Generator coming in at top three for downtime.

Figure 5. Frequency of each component being within studies top three failures or downtimes from
Table 1.

One review from Crabtree et al. [5] presented the stop rate for the Egmond aan Zee
offshore wind farm situated in the Netherlands. This farm consisted of 36 turbines with
3 years of operational data. These were geared 3 MW turbines, and unlike other studies
presented stop figures instead of fault data. The control system, yaw system, and service
stop categories were the top three, with the Gearbox, Generator, and Blades stops being the
top three categories for downtime. This review is of particular interest as it presents stop
rates, which can be directly compared against the results presented here.
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Compared with Figure 4, the geared turbines from this study have relatively low stops
due to the yaw and control systems, and low service stops on average with quite extreme
outliers. For the downtime, the Generator, Gearbox, and Blades were relatively low.

Stop rates are explicitly different from failure rates in several ways—for example stop
rates are caused by an wind turbine stoppage, whereas failure rates are due to an unsched-
uled, or unplanned, failure of the turbine due to some fault or malfunction. Therefore,
several categories are found in stop data that would not be found for failure data, such
as scheduled service as these are known in advance, or grid failures which are outwith
the operator control. Stoppages are also typically more frequent and should have lower
downtimes on average per stoppage as they are usually less severe than turbine failures.
Within the stop data there will be failure examples, as these are examples of wind turbine
stoppages; however, they will be less frequent.

4. Framework for Assessing the Transferability of Diagnostic Techniques between
Drive Trains

4.1. Framework

In the previous section, reliability rates (wind turbine stop rates and downtimes) for
both direct and geared wind turbines were presented, where several key differences were
highlighted. Building on these results, a framework for assessing the transferability of
failure modes and associated sensors will now be presented. The aim for this framework is
to help determine how well a particular fault could be diagnosed in modern direct-drive
wind turbines using data and diagnostic models demonstrated on geared wind turbines.
This framework does not make any attempt to predict future reliability rates of larger
direct-drive machines. Stop rates and downtimes presented in Section 3 will be used in
conjunction with the framework to assess which components need to be the focus of future
diagnostic research. An example of how this framework can be used is presented later
in this section, which examines previous fault detection papers by assessing their failure
mode and input data to examine how transferable the fault case from each paper was.
By doing this, we can see which components in particular are suitable to assessment in the
future with direct-drive machines, and whether the data inputs used previously would
be suitable or would require some level of processing. The transferability of each paper
was assessed over two dimensions to examine overall transferability. The first dimension
examined how transferable the sensors, or data channels, used by each paper to predict,
or diagnose, the fault. The second dimension assessed how well the specific failure mode
transferred between geared and direct-drive turbines based on fundamental understanding
of the physics of failure.

Two small-scale decision trees were drawn up to assess each paper examined for
their transferability, one for each dimension. The first tree, Figure 6, is used to assess the
transferability of the sensors, or channels, used in each paper. So this assesses the paper’s
selection of features for modelling a particular failure mode—and how well these features,
and required sensors, transfer from a geared to a direct-drive machine. The first question,
in the top diamond, asks if the direct-drive would have all the sensors required for the
features used by the paper. The second question, in the middle two diamonds, asks if
the majority of the sensors used in the paper would be in the same location within the
turbine. The third question, the bottom four diamonds, asks if these sensors are of the same
specification as those on an arbitrary direct-drive machine. This question is essentially used
to assess if the general expected data range you would get from this sensor would be the
same as one on a geared machine. An example could be bearing temperature, you could
consider if a similar thermistor could be used to cover the expected range and resolution
of recorded temperatures. This helps to assess scale of component as well, for example a
generator bearing in a direct-drive machine will be much larger than one in a similarly rated
geared machine. For all of these questions, it was assumed that the direct-drive and geared
machines were of the same arbitrary turbine model; however, the only difference being that
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the the direct-drive machine had no gearbox and the generator was of an appropriate size
for the same power rating as the geared machine.

Both con gura ons 
have all sensors types 

to model required 
features.

Majority of sensors 
are in a similar 

loca on.

Are required sensor 
speci ca ons 

similar? 

TrueFalse

-4 -3

Set of features used in modelling 
technique

Diagnostic model

Majority of sensors 
are in a similar 

loca on.

Are required sensor 
speci ca ons 

similar? 

TrueFalse

TrueFalse

-1

TrueFalse

-2

Are required sensor 
speci ca ons 

similar? 

1 2

Are required sensor 
speci ca ons 

similar? 

TrueFalse

TrueFalse

4

TrueFalse

3

Figure 6. Decision tree for sensor/channel group transferability.

The second decision tree, Figure 7, assesses how transferable the physics of failure
mode of each paper is. This tree examines the particular component that failed, and any
failure mode information provided by each paper. First the papers are split by if the fault,
or damage, can be found anywhere across either turbine configuration. Next it is split
by whether it can be found on a specific component—if it can then it asks if the fault
progresses in the same physical manner, and if not then it asks if the model corresponds to
a specific failure mode. If it cannot be found on a specific component, then the questions
determine if it is on an assembly within the turbine, and then if it follows the same physical
manner, and lastly if it is specific to the failure mode examined. Again these questions were
answered under the assumption that the turbines would be of similar models, with the
exception of the gearbox and generator.

To test these decision trees, a database of past fault detection papers were collected
and their fault and input data were collated. Table 3 shows all the past papers examined,
and their scores based on the decision trees referenced earlier. The majority of these
faults occurred on the drivetrain, with some in the blades. SCADA data were the focus
of this study; however, some papers were assessed that used images as their input data.
The input data that each paper utilised were assessed with the first decision tree, and the
fault itself was assessed using the second decision tree. The data ranged both in terms of
years assessed, but also in the turbine rating. All the turbines within the dataset of papers
examined were geared turbines.
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Table 3. Database of papers examined for their transferability.

Author Year
Turbine
Rating

Fault Examined Data
Sensor
Score

Component
Score

Dhiman [6] 2021 Sub 1 MW Gearbox SCADA −4 −5

L. Yang [7] 2021 Unknown Gearbox SCADA −4 −5

X. Yang [51] 2021 Unknown Blade Damage Images 4 5

0.5–1 MW High Speed Shaft −2 −2
Turnbull [10] 2020

2–4 MW Generator Bearing
SCADA

3 2

W. Chen [52] 2021 1.5 MW Blade Ice Accretion SCADA 4 5

S. Moreno [53] 2020 2 MW Load and Wind Sensor Failure SCADA 4 4

X. J. Zeng [54] 2018 1.5 MW Gearbox Oil Temperature
Over Limit Fault

SCADA −3 −3

Bearing HSS Replacement

Generator BrushesM. Beretta [11] 2020 2 MW

Generator Non-Drive End Bearing

SCADA 3 1

J. Chen [55] 2020 1.6 MW Overheating Generator Bearing SCADA −2 2

Rezamand [9] 2020 ∼2.5 MW Blade Fault SCADA 4 4

X. Liu [56] 2020 Unknown Gearbox and Generator SCADA −2 −5

McKinnon [57] 2020 Unknown High Speed Shaft Faults SCADA 3 2

Y. Wang [58] 2019 Unknown Blade Damage Images 4 5

Gearbox Bearing −4 −2
J. Carroll [59] 2019 2–4 MW Gear Tooth Fault

SCADA and
Vibration −2 −5

McKinnon [57] 2020 2–4 MW Intermediate Gear Fault SCADA −4 −5

H. Yun [60] 2019 Unknown Ice Detection SCADA 4 5

C. Yang [61] 2019 Unknown Pitch Limit Switch and Angle Encoder SCADA 3 5

L. Wei [12] 2018 2 MW Pitch System SCADA 4 5

R. Pandit [13] 2018 2.3 MW Yaw Error SCADA 4 5

Gearbox −4 −5

Generator Rear Bearing 3 2H. Zhao [62] 2018 1.5 MW

Inverter Failure

SCADA

3 5

Y. Zhao [63] 2017 1.5 MW Generator Fault SCADA 3 3

Y. Zhao [64] 2016 Unknown Generator Fault SCADA 3 3

M. Beretta [14] 2021 2 MW Main Bearing SCADA −2 5

McKinnon [65] 2021 1.8 MW Pitch System Bearing SCADA 4 5

M. Cardoni [66] 2021 Unknown Oil leaks between HSS and Generator Images 4 5

P. Mucchielli [67] 2021 Unknown A Range SCADA 4 1

Gearbox Planetary Bearing −2 −2

Gearbox HSS Bearing −2 1X. Liu [68] 2021 Unknown

Gearbox

SCADA

−4 −5

A. Heydari [69] 2021 2 MW Gearbox Bearing Fault SCADA −2 −2

L. Xiang [70] 2022 750 kW Gearbox Gear Failure SCADA −2 −5
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Figure 7. Decision tree for component failure mode transferability.

This technique could potentially be expanded to papers that utilised high-frequency
conditon monitoring systems (CMS) data, which is commonly used in the literature.
SCADA data, which is 10 min aggregate data, is what is examined here. High-frequency
CMS data may be of interest in transfer learning for two reasons, the first being the lack
of direct-drive data for the larger machines, but also because CMS data are much more
difficult to acquire. SCADA systems are commonly installed on wind turbines; however,
CMS sensors are less so (particularly on older machines). Typically, CMS data are specifi-
cally used to target an area of interest; however, it is becoming cheaper to install relative to
power output and therefore more common.

4.2. Framework Application Results

Results are presented based on the framework explained in the above section for the
literature stated in Table 3. Figure 8 shows the component tranferability scores on the
x-axis and the sensor tranferability scores on the y-axis. Each single point represents a
diagnostic model presented in the literature (see Table 3) with the fault grouped into the
corresponding component or wider assembly. The mean value per component for each axis
was calculated and plotted as a larger cross on Figure 8. Note that this does not correspond
to any particular model, but simply represents the average transferability of that component
or assembly. All 35 models from Table 3 are shown, although some points have identical
coordinates and cannot be easily distinguished. The most transferable diagnostic models
relate to the hydraulic, pitch and yaw systems, which makes sense due to them being
mostly universal to different wind turbine drive train configurations. For this same reason,
sensor faults and electrical issues also scored highly. The least transferable models were,
as expected given the drive train topology, associated with the gearbox. The components
with the most variability in scoring were the the generator, shafts and bearings. For these,
the overall transferability was largely dependent on both the sensors required to create
model features and specific failure mode being diagnosed.
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Figure 8. Results showing transferability of diagnostic model.

4.3. Discussion

The framework presented is built upon several questions determined by the authors to
distinguish diagnostic models by two key metrics. The first decision tree (Figure 6) is designed
to split models and features by which channels and sensors are similar across both turbine
configurations. This decision is of course influenced by the selection of features used in each
paper, which can lead to some variation in what channels were deemed relevant. The papers
chosen for this study have been peer reviewed; therefore, it is assumed that the channels were
selected either through some expert domain knowledge, or through a data-driven technique
to select variables relevant to the component examined. For this reason it can also be assumed
that these features would prove to be related to the component and how transferable these
features are will help decide how transferable each particular failure mode is.

The second decision tree (Figure 7) is designed to compare faults across different
components, as well as the manner in which a particular fault is likely to develop through
time. Although the decision tree itself is designed to be as general as possible, the specific
failure modes related to the diagnostic models presented here do not represent all possible
failure modes, or even components, within the wind turbine. In Figure 7, faults to be
diagnosed are first split at a component level, as this is the fundamental aspect of how
transferable a fault is. From here, faults are split by the manner they are likely to progress
and present themselves, which is more specific to the fault and failure mode itself. This
requires some expert knowledge of wind turbines and mechanical or electrical systems
depending on the individual fault.

Some papers presented in Table 3 were less specific about the fault than others. For ex-
ample, Dhiman [6] presents a gearbox fault, whereas Zeng [54] presents a gearbox oil
temperature over limit fault. The more specific a fault, the easier it can be scored using
the decision trees; however, it is more sensitive. Conversely, as a more general fault is
harder to score without further information about the failure mode from the authors, more
general faults will typically score lower than a specific fault. Similarly, those papers which
utilise a wider range of SCADA channels, compared to ones that use channels picked for
their relevance to the fault, will typically score lower. By using a wider range of data, it is
less likely that all of the features used will still be transferable to a direct-drive machine.
For example, while a paper may examine a generator fault which is fairly transferable,
the authors may incorporate many features from the gearbox. Obviously, most SCADA
channels in the gearbox will not be transferable to those in a direct-drive turbine.

The transferability of each diagnostic model is shown in Figure 8. Each quadrant
relates to a different level of transferability. The bottom left quadrant is the least transferable
section, with both the required sensors and physics of failure relating to a particular
component fault being unsuitable. The top left quadrant is where the sensors required to
create the model features are available, and hence more transferable, but the fault is not
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relevant. An example of this could be a gearbox failure sensed through other means such
as power curve analysis. The bottom right quandrant represents models which scored
a high score on the component metric, but a low score on sensor metric. An example of
this could be in detecting a high-speed bearing fault using features primarily created from
sensors associated with the gearbox. Although the sensors are not available across both
configurations, high-speed bearing faults could still be relevant to a lower-speed shafts on
the direct-drive machine. The top right quandrant consists of the most transferable fault
cases, with both the sensors and components being relevant and transferable.

The most transferable components in this upper right quadrant appear to be the
components more ubiquitous across turbine configurations, such as pitch and yaw systems.
The channels relevant to these faults are usually quite ubiquitous as well. The generator
is also a fairly transferable component; however, due to its size compared to that of a
direct-drive turbine, some processing may be required to the channels to engineer more
appropriate features. As expected, the least transferable component is the gearbox; however,
as can be seen, some failure modes and sensors are slightly more transferable to a direct
drive. For example, a gearbox bearing may exhibit similar behaviour to other bearings
within a direct-drive turbine. One interesting component group is general shafts and
bearings of the turbine. These are typically transferable faults; however, the choice of
sensors may need examined. Many of these failures focus on the high-speed shaft, which is
not present in a direct-drive turbine, but could be transferred with some feature engineering.

5. Conclusions

This paper presents a comprehensive look at the future trends in European offshore
wind energy. First, it was shown that offshore wind in Europe is currently moving more
towards direct-drive turbines, with each individual installed turbine having a higher
rated power. Overall capacity of new sites is also increasing on average. To examine the
implications of this change, the stop rates for direct-drive and gear-driven turbines were
compared between 39 farms across Europe and South America. It was found that there was
some differences, and in particular the top components by stop rate and downtime were
different from previous papers that had examined failure rates of wind turbines. In the
future, it would be of value to develop a way of mapping stop rates to failure rates, thereby
allowing a more direct comparison to be made.

Finally, this paper presented a framework for analysing how well published fault
detection models transfer between geared and direct-drive turbines. For this, two decision
trees were created to enable a quantitative score to be placed on both the required input
channels and failure mode respectively. Overall transferability could then be assessed by
considering both metrics together. It was found that components, or assemblies, that were
ubiquitous across turbine configurations, such as the pitch system, were more transferable.
Whereas, as expected, the gearbox was the least transferable component. The generator,
shafts and bearings were somewhat transferable; however, in general, these would require
some level of feature engineering to improve the potential performance. While this paper
has examined over 25 papers in testing of the proposed framework, not all turbine com-
ponents or fault conditions were presented. Further study may be needed to apply this
framework to these components. Additionally, this paper has focused mostly on SCADA
data from wind turbines; however, this technique could be applied to papers that have
utilised high-frequency CMS data.

Based on market trends, it is important for researchers to focus their efforts on develop-
ing fault detection techniques for the most critical components related to large direct-drive
technology. Since no such reliability study exists in the literature on large direct-drive wind
turbines, for the time being, previously observed reliability rates must be used and adapted
where appropriate. Based on these studies, the most common critical components stated
with extended downtime are related to the controller, pitch system, generator and gearbox.
Based on the transferability scores presented in this paper, the components that would
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require further work are those related to the direct-drive generator. Additional work is
required in this area in order to utilise, adapt and improve existing fault detection methods.
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Abstract: This paper introduces the issue of reliability simulation studies of wind farm equipment in
the process of an operation. By the improvement, retrofitting and insertion of new (optimal) solutions
to change the quality and terms of the use of wind farm equipment, an evaluation of their impact on
reliability under real conditions can be carried out over a long period of time. Over a brief period,
testing the reliability of a technical facility is only possible in a simulation. The aspect of evaluating
the reliability of wind farm equipment after the application of intelligent systems, including the Wind
Power Plant Expert System (WPPES), can be tested in the manner of a simulation. It was accepted in
this article that the operation of the wind farm equipment is detailed based on Markov processes.
The results of such research activities are the development of reliable and appropriate strategies and
an exploitation policy of PE facilities. The above-mentioned issues in such a comprehensive approach
have not been fully presented in the literature. The process of exploitation of complex technical
objects such as PE devices is a complex random technical and technological process.

Keywords: simulation testing; reliability; intelligent systems; servicing process; Markov processes;
expert system

1. Introduction

1.1. Motivation and Incitement

This paper presents the problems of the simulation study of the reliability of wind
farm (WF) equipment in its operation process. The problem of investigating the process of
operation of complex technical objects, including wind farm (WF) equipment and wind
turbines (TWG), is an important cognitive issue. This problem is particularly important
for the owners and users of WF. It must answer the question of how to organize the
organizational and technical activities in the technical maintenance system of WF facilities.
It is only a properly organized system of WF renewal that may optimize well the use of
these facilities. The results of such research activities are the development of reliable and
appropriate strategies and the operation policy of PE facilities. The above-mentioned issues
in such a comprehensive approach have not been fully presented in the literature. The
process of the operation of complex technical objects such as PE devices is a multifaceted
random technical and technological process. The process of the operation of technical
objects and equipment is defined as a random set of the state of the use and the state
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of the technical operation of an object. The intricacy of this process results from the
complexity of the events (elements) that describe and occur during this process. The
set of those elements that enter the process of WF equipment operation, which require
cognition, description and examination, include: WF equipment, the process of diagnosing
(examining the state) of WF during its use and the process of the technical service of a
given object in which it is renewed. The issues concerning the description and testing
of individual elements describing the process of the operation of technical objects have
been well-presented in publications. However, there is a lack of studies that holistically
present the issue of testing and organizing the operation process of complex technical
objects. Hence, this article undertakes the task of a simulation study of the reliability of the
wind farm (WF) equipment in its operation process. The following research questions must
be solved for this work. The initial issue is to comprehend and describe the WF equipment
diagnostics problem. Another issue is understanding and describing the process of wind
farm equipment operation (usage and maintenance). Understanding and describing the
concerns of the organization of the technical service system in the operation process of
the object under consideration is an essential topic covered in this article. The major goal
of this article’s production was to comprehend and describe the challenges surrounding
the arrangement of an object’s operating process in order to model it. Three models (A, B
and C) of the operation process of wind farm equipment were developed and described
in this article for the purpose of the organization of the simulation studies. Another issue
addressed in this article is the problem of a reliability assessment of WF equipment after
the application of intelligent systems, including the Wind Power Plant Expert System
(WPPES), which supports its efficient operation; this is the main research objective of this
article. An important objective of this article was to develop a simulation study plan;
for this purpose, appropriate quantities that describe WF reliability were selected. Based
on the literature and the authors’ own work, the input data for the study was prepared.
The quantities adopted describe the functional properties of the object investigated: the
time of the object’s use T—the time of the object remaining in a fit state, TNA—the time
of removing the unfitness of the object and TNP—the time required to perform a planned
repair. In article [1], the author introduced, inter alia, the idea and methodologies of the
development of the models of the operation process of complex technical objects. This
includes such models that describe the use and maintenance of systems using trivalent
logic diagnostics and artificial neural network information. The problem of the modeling
systems and the operation processes of complex technical objects is complex, and it involves
many scientific fields, such as mathematics, the theory of operation, the reliability theory,
technical diagnostics, the systems modeling theory, computer science, etc. Each of the
directions is currently being developed quite intensively. The problem of performance
modeling and simulation studies of the efficiency of wind farm equipment presented in
this paper offers an innovative and future-proof solution.

1.2. Literature of Review

An important element in modeling the operation process of a complex technical facility
is the development of a model of the renewal process of an intelligent maintenance system.
These issues have been presented in publications, including those by Buchannan et al.
and Duer et al. [2–6]. In his work, the author presented issues related to the definition of
system maintenance models. The system designed for an automatic regeneration of object
properties provides a basis for an optimization of costs related to preventive measures.
This system fully minimizes the costs associated with organizing the maintenance system.
The regeneration of the facility is carried out when required. This is ensured by an intelli-
gent object diagnostic system built based on an artificial neural network—in particular, a
network that reliably identifies the object’s states for which preventive measures need to
be performed [7–10]. The system eliminates the costs related to the regeneration of those
elements of the facility that do not require it and that are in working order. The intelligent
maintenance system designed (including the intelligent diagnostic system) for the facility
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ensures the regeneration of those internal (structural) elements that need it and are in a
state of incomplete efficiency {1} or unfitness {0}.

The study by Kacalak et al. [11–15] contained a description of the effective measure-
ment path, which constitutes an important element in the design of the diagnostic system.
Furthermore, the theoretical basis for the system’s design is presented for designing a
measurement system using a computerized measurement card, the aim of which is to create
a measurement base for the diagnostic system.

The issues of modeling the process of the operation of technical facilities were pre-
sented in the publications by Nakagawa and Pokoradi et al. [16–21]. This research presented
a mathematical approach to modeling this process. This article addresses the problem of
a quality assessment of such an organized maintenance process. To that end, this paper
presents a simulation test program. The research program includes a characterization of
the models of the operation processes of technical facilities and the establishment of test
input data, which provides the quantities of the operation time of a technical object being
the summary duration time of the regeneration (repairs) and the use of the object and the
determination of the indexes of a qualitative assessment of the regeneration of the object in
the operation process. The results of the research are justified in the example of simulation
studies on the effects of the operation process with the reclamation of a technical facility in
an intelligent system incorporating an artificial neural network.

The studies authored by Dyduch, Epstein et al. and Siergiejczyk et al. contained
a description of the reliability, and an operational analysis is necessary [22–29]. In their
lectures, they presented a reliability and operational analysis of complex technical and
other facilities, such as power systems in transport telematics systems (PSSs in TTDs).
The article discussed PSS in a TTD from both the primary and backup sources, as well
as alternative solutions utilized in power supply systems. Bulletin outlines, among other
things, are the solutions employed in power systems. This enables the determination of
the relationships that indicate the plausibility of the other system in a fully functional
state, a security emergency and a safety emergency. A qualitative examination of PSS
in TTD, as well as the quality ratio for supply continuity, was conducted and evaluated.
This index demonstrates the CQoPS reliance on numerous quality metrics, not only to
indicate dependability but also to indicate the quality of the continuity of supply. The
example illustrates the computation of the CQoPS factor both for the main and backup
supply using three observations, each affecting the quality. The considerations presented
for qualitative and reliability operational modeling PSS can be used in other public facilities
as well (including those classified as crucial infrastructure).

Zajkowski [30] presented the organization, execution and analysis of the simulations
held to assess the quality of the maintenance system of WPP wind farm equipment. An
important aspect for the reader is the presentation of the models of WPP wind farm
equipment operation processes. The reader will find the problems of the construction and
organization of the operation process of complex technical objects [31]. Three models of
WPP in the simulations are used the processes of wind turbine equipment operation. The
prime model is Model A, i.e., an operation process of a wind power plant that uses an
intelligent maintenance system. The latter model is Model B, i.e., an information-intensive
operation process in bivalent logic: the operating process is a model with the maintenance
system organized by planning its optimal preventive actions. The third is Model C, i.e.,
an operation process of a wind power plant with a maintenance system that is organized
classically without any condition survey in the evaluation process: the maintenance strategy
is based on the manual planning of preventive measures and an arbitrary selection of its
scope by the operator.

The article by Duer [32] depicted an organization, implementation and an analysis of
the enforcement carried out to assess the quality of the maintenance system for the wind
farm equipment WPP. A significant aspect for the reader is the presentation of the models
of wind farm equipment WPP operation processes. The reader will become acquainted
with the issues of the construction and organization of the operation process of complex
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technical facilities in [33]. Three models for wind farm usage operation processes WPP
have been used in simulations. The first model is Model A: an operation process of a wind
power plant that uses an intelligent maintenance system with an artificial neural network.
The other model is Model B: the process of the operation of an object that uses information
in bivalent logic: a model with an upkeep system organized by the scheduling of its optimal
preventive actions. The third one is Model C: a classically organized operation process
of a wind power plant with a maintenance system without any condition testing in the
assessment process: the maintenance strategy is based on a manual planning of preventive
actions and a free choice of their range by the operator.

1.3. Contribution and Paper Organization

The operation process of the wind farm equipment, together with the technical main-
tenance system, is based on the diagnostic information concerning the test information and
identifying the technical condition of the object tested [34]. The diagnostics of the wind farm
equipment uses state recognition in binary or ternary logic [35]. Diagnostics using trivalent
logic is of the greatest practical importance in the organization of the operation process
and renewing of the technical object. The artificial neural network used in this model
points out that the assessment system used in this WPP operating process is intelligent. A
characterization of this diagnostic process using an artificial neural network, and an expert
system WPPES is not the target and subject of the issues addressed in this article. Different
models of the WPPS usage process are known, and models are described that appear in
the studies included in the bibliography. Simulation studies of the process of the operation
of technical objects shall be carried out based on the input data. The aforementioned data
refers to:

− Fault-free operation of a WPP;
− Operating time between WPP wind farm damages;
− Period of (WPP) Wind Power Plants repair;
− The duration of ineffective (WPP) Wind Power Plants shutdown.

The article raises the problem of simulation testing of the dependability of wind farm
equipment in the operating process. The main objective of this article is the concept of
assessing the dependability of WF appliances after the use of intelligent systems, along
with the Wind Power Plant Expert System (WPPES), which supports its effective use. The
Kolmogorov–Chapman equations were adopted in an analytical description of the models
developed by the wind farm operational process. In a simulation analysis of the reliability of
wind farm equipment, the reliability value known in the literature [36] will be determined
in the form of the availability factor Kg(t). This article covers the issues of a qualitative
evaluation of the renewal process of operational properties in complex technical objects in
an intelligent maintenance system. The concerns surrounding the study of the operating
process of complicated technological items are not covered in depth in the literature. A
complex technical object operation is a complex and random technical and technological
procedure. A random collection of the states of use and maintenance of a technical object
is described as the process of operating technical objects and equipment. The complexity
of this process is the result of the complexity of the events (elements) that describe and
occur during it. The following are the aspects that occurred throughout the use of the
object and require description and testing: the technical object, the process of diagnosing
the object in its state of use and the process of the maintenance of a given object. The issues
of the description and research of individual elements that characterize the process of the
operation of technical objects are well-presented in previous publications. However, no
research comprehensively presents the issues of studying the operation process of complex
technical objects.

In most publications, researchers of the issues of the reliability and quality of the
operation of systems and complex technical objects use research methods based on the use
of the Kolmogorov–Chapman equation. Such methods were presented in [36]. In these
works, researchers use a qualitative assessment of the operation process in the form of the
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availability coefficient (Kg(t)). Another practical approach used in this assessment may be
to convert the determined value of the coefficient or readiness function Kg(t) into a form of
probability that the object under test will be in a fit or operational state. The innovation
of our article and the subject presented in it is the use of new functions developed by the
authors for an assessment of reliability issues and the operation process of systems and
complex technical objects in the form of (FC(t)): the quality of a qualitative assessment of
the operation process of the facility and (Fch(t)): the absorption function of the operation
process. These two values are only used in this publication when assessing the reliability of
technical systems and facilities.

The problems of a simulation study of the reliability of wind farm (WF) devices in the
process of the operation presented in the article will be solved as follows. The second part
of the article will cover the problems of understanding and a description of the operation
processes (use and operation) of the wind farm devices. To organize the simulation studies
in the article, three models developed (A, B and C) of the operation process of the wind
farm devices were instroduced and described. Another issue addressed in this part of the
article is the problem of a reliability assessment of the WF equipment after the application
of intelligent systems, including WPPES, which supports its efficient operation, as the
main research objective of this article. The third part of this article covers the planning
and organization of the simulation study. For this purpose, relevant quantities describing
the reliability of the WF have been selected. Based on the literature and the authors’ own
analytical work, the input data for the study was prepared. The quantities adopted describe
the functional properties of the object investigated: T—the time of the object remaining in
the state of fitness, TNA—the time of removing the unfitness of the object and TNP—the
time of performing the planned repair. In the fourth part of the article, the results of the
simulation tests are presented for their prepared input data.

2. Methodology of Building Models of the Wind Farm Equipment Operation Process

The operation process of a complex technical facility: the Wind Power Equipment with
expert assistance WPPES systems is a stochastic process S(t), the elements of which (Si)
belong to the subsets of the states of an object {S}: operation and maintenance. Analyzing
possible operating situations in which the facility could be found after any number of runs,
the states of the object in operation can be determined, which creates a set of the states of
the object S(t). Each of the possible states of the object in the process of operation that may
occur is determined during the process of diagnosing the object. The set of the object’s
state in the process of the object’s operation {S}, depending on the accepted valence of the
valuation of states, is divided into two or three subsets {S1, S01 and S10}, where: S0—the
subset of operating states, S1—the subset of non-operational states and S10—the subset
of insufficient operational states. The subset of the states of the operation of an operation
process is a single-element process S0 of the object’s states in the operation process.

The condition in which the facility is used in the operation process is the state of the
operation process Z1 in which the facility performs the required functions by its use. If
the facility is no longer in use because it is not performing its required function, it must be
repaired during maintenance.

The distinct states in the diagnosis process when the object is not in use belong to
the subset of the object’s handling states {S1}. This subset is a multi-element collection
that includes the following states: {S1, S01 and S10} where: S1—scheduled maintenance,
S01—unscheduled surveys and S10—inefficient use (the shutdown state). Concerning the
research needs expressed in the literature [1–3,33], different methods are used to represent
the process of the operation of a technical facility. Most frequently, the operating model
of an object is presented graphically. A process graph is a graphical presentation of the
realization of the object’s operation process. A questionnaire analysis offers another method
of presenting the implementation of the facility operation process.
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2.1. Indices That Characterize the Process of Operating a Technical Facility

From the set illustrated in the literature [32] of these indicators characterizing the
process of the operation of a technical object, the value best reflecting the operation process
is the availability indicator Kg and the accessibility function Kg(t). The process for calculat-
ing the availability feature Kg(t) is generally simplified when calculated for a limit value
at t → ∞. The size is closely related to the stationary characteristics of the damage and
maintenance process. Due to this, the availability rate Kg is the most appropriate measure
to set out the efficiency of the operation process, which links both the utility and economic
characteristics of the facility. The accessibility factor Kg of the object is the likelihood of the
event that the object is operational after a sufficiently long period of operation (→∞). The
accessibility factor Kg determines the average proportion of the technical object’s service
life in the total service life, as represented by the following relationship:

Kg = lim
t→∞

Kg(t) = lim
t→∞

Kgsr(t) (1)

where Kg(t) is the medium value of the accessibility factor Kg.
The determination of the accessibility factor Kg requires that the operation process

of a given object is known exactly. While having the determined quantity that expresses
the effectiveness of the operation process of an object of any class, one can determine the
quality function of the object’s operation process.

The quality function of the object’s operation process Fc is a dependence that charac-
terizes the object’s operation process concerning the effectiveness and the quantity of the
input used during the total object’s operation period, which is presented in the form of the
following dependence:

Fc =
Kg

Ne
(2)

The quality function of the facility’s operation process expresses the effects achieved in
the facility operation process in the form of the accessibility factor Kg versus the operational
input Ne that incurred during a specific period (t) of the facility’s functioning.

In the quality assessment of the dependability of complex engineering objects, the
volume that the author referred to as the absorption function of the object operation process
(Fch) can be of a high research relevance interest. The uptake function of the facility opera-
tion process Fch is a benchmark indicating the amount of expenditure (costs) that incurred
in a given process of the facility’s operation so that the quality function of the facility’s op-
eration process (Fc) would then have the paramount value. The absorption function of the
facility’s operation process (Fch) shall be determined based on the following relationship:

Fch = 1 − Fc (3)

where Fch is the absorption function of the facility’s operation process.

2.2. Two-State Model of the Wind Farm Equipment Operation Process (Model C)

The characterization of a simple model of the operation process of a technical facility
consists of a sequence of the random times of use and repair that occur alternately in this
process. In the article, the terms: “technical facility” and “wind farm equipment” are
equivalent to each other. The new facility is being put into operation, and it performs
its required function. At the moment of failure after the time (τ1), the object goes to the
emergency repair state S1. In the state of emergency repair S1, the process of restoring
the object to its full operational properties over time (TNA) takes place. As soon as the
damage is removed, the object with the intensity μ, where: μ = 1/TNA [1/h], returns to the
fit state S0, where it performs its task. Since there is no possibility of recognizing the state
of incomplete fitness (inoperability) in the facility, the facility is used as long as it is subject
to further damage. As soon as a failure occurs, the object goes into the S1 emergency repair
state. In the S1 state, the object renewal process takes place, which consists of restoring
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complete functional properties to the object. As soon as the damage over time (TNA) is
removed, the object goes back to the fit state S0 with intensity μ.

The relations between the states in model C mean the following (Figure 1):

− λ—indicates the intensity of the transition of the system from state S1;
− μ—informs about the intensity of the system transition from state S1 to state S0. The

graphic structure of the two-state model is as follows (Figure 1).

Figure 1. Diagram of a simple process for handling wind farm equipment, model C.

In order to determine the likelihoods of the system in the particular states of an interest
to us, the operation process model of the wind farm equipment presented in Figure 2 should
include the following equations: { −λ·P0 + μ·P1 = 0

λ·P0 − μ·P1 = 0
(4)

Figure 2. Diagram of the process of operating wind farm equipment with intelligent WPPES systems
and an artificial neural network decision support concerning safety in its use (model A).

In the matrix notation, Relationship (4) can be presented as follows:[ −λ μ

λ −μ

]
·
[

P0
P1

]
=

[
0
0

]
(5)

By transforming Equation (5), the following dependencies can be determined:

P1 =
λ

μ
·P0 (6)
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Obviously enough, it is known that the relationship is correct:

P0 + P1 = 1 (7)

Therefore:

P0·
(

1 +
λ

μ

)
= 1 (8)

Kg1 = P0 =
1(

1 + λ
μ

) (9)

Kg1 = P0 =
μ

μ+ λ
(10)

The symbols in the equations above mean the following:

− λ—indicates the intensity of the system transition from state S0 to state S1;
− μ—informs about the intensity of the system transition from state S1 to state S0;
− P0—the probability of the system will remain in S0;
− P1—the probability of the system will remain in S1;
− Kg(t)—readiness factor.

Using Expression (10), it is possible to determine the value of the probability that
the wind farm equipment system is in working condition. It is numerically equal to the
readiness ratio Kg(t). We assume that the modeling of the operation process consists of
determining the probabilities of the system of the wind farm equipment in particular states
{S0, S1}, and therefore, the following needs to be determined:

• the probability function of the system remaining in S0;
• the probability function of the system remaining in S1.

2.3. Three-State Operational Process Model of the Wind Farm Equipment (Model A)

A subset of the service condition and a subset of the service state make up each process
of any complicated technical entity. The task of describing the relationship of transitions
between the stages emphasized in the object’s operating process under investigation is
tough. The selection of data for simulation testing necessitates a detailed analysis and
understanding of the wind farm equipment’s real functioning process. The most difficult
work in any facility’s operation process is to develop a model of the structure of the facility’s
operation process in the form chosen (analytical or graphic). With the constructed process
of the facility’s operation tested and knowing the relations between the operating states
interpreted, it is possible to define selected values of reliability that characterize this model.

An analysis of the ways of changing the states of the object operated according
to the model described (Figure 2) demonstrates that the object can be in one of the
following conditions:

− S0—use of the technical object;
− S1—scheduled maintenance—NP preventive repair;
− S01—unscheduled maintenance: the fit state S0 with intensity μ.

The relations between the states in model A mean:

− λ—interpretation of the intensity of the transition of the system from state S0 to
state S1;

− μ—interpretation of the intensity of the transition of the system from state S1 to state
S0, only an interpretation of the intensity of the transition of the system from state S0
to state S01 and only an interpretation of the intensity of the transition of the system
from state S01 to state S0.

In the publications by numerous authors [36], the three-state model of operation is
called the prophylaxis (servicing) model by age. This statement may be correct only when
the model developed by the operating process concerns a technical object in which its
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diagnostics is carried out, along with the possibility of assessing the states. Therefore,
in a situation where a technical facility is diagnosed, especially in the three-valued state
assessment [2–4,33], and a set of wind farm devices, it is equipped with intelligent WPPES
advisory systems and an artificial neural network decision support concerning safety in
its use. Model A is an operational process model. The system of the WF is equipped with
intelligent WPPES advisory systems support for decision-making concerning the safety of
its use (Figure 2).

The transition between the states in this model is as follows: an early moment in time,
the object is turned on for work; its use or being ready for use (on-call) begins. When using
a technical facility, based on a forecast, with high reliability, it is possible to determine the
moment in time Δt in which the facility will be in the condition of planned repair. Therefore,
for known times Δt, the planned repairing of the object is scheduled. Hence, after time,
at the moment (t1 = t0 + Θ) of operation, the object is in a subset of service states. The
object passes from state S0 to state S1 with the intensity λ, where: λ = 1/Θ [1/h]. In the
S1 condition, the planned repair is carried out during TNP. At the moment of performing
the scheduled repair, the object with intensity μ, where: μ = 1/TNP [1/h], goes to state S0
use. The technical object in use in state S0 may be damaged. Then, the technical object with
damage intensity λ1 goes to state S01. Removal of the failure of the object in the state of
unscheduled repair of S01 during TNA causes the object to move from unplanned repair
intensity μ1 to the use state S0.

To determine the likelihood of the presence of wind farm devices in individual
states, the model of its working process set out in Figure 2 is to be described by the
following equations: ⎧⎨⎩

−λ·P0 + μ·P1 − λ1·P0 + μ1·P01 = 0
λ·P0 − μ·P1 = 0
λ1·P0 − μ1·P01 = 0

(11)

In the matrix notation, Relationship (11) can be presented as follows:⎡⎣ −(λ+ λ1) μ μ1
λ −μ 0
λ1 0 −μ1

⎤⎦·
⎡⎣ P0

P1
P01

⎤⎦ =

⎡⎣ 0
0
0

⎤⎦ (12)

By transforming Equation (12), the following relationships were obtained:

P1 =
λ

μ
·P0P01 =

λ1

μ1
·P0 (13)

Obviously enough, it is known that the equation is correct:

P0 + P1 + P01 = 1 (14)

Therefore:

P0·
(

1 +
λ

μ
+

λ1

μ1

)
= 1 (15)

Kg2 = P0 =
1(

1 + λ
μ + λ1

μ 1

) (16)

Kg2 = P0 =
μ·μ1

μ·μ1 + λ·μ1 + λ1·μ (17)

The symbols in the equations above mean the following:

− Λ—interpretation of the intensity of the transition of the system from state S0 to
state S1;
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− μ—interpretation of the intensity of the transition of the system from state S1 to state
S0, only an interpretation of the intensity of the transition of the system from state S0
to state S01 and only an interpretation of the intensity of the transition of the system
from state S01 to state S0;

− P0—the likelihood that the system will remain in S0;
− P1—the likelihood that the system will remain in S1;
− P01—the likelihood that the system will remain in S01.

Using Expressions (17), it is possible to determine the value of the probability of a wind
farm system remaining in the operational state. It is numerically equal to the readiness
index. If we assume that the modeling of the operation process consists of determining the
probabilities of a wind farm system remaining in particular states {S0, S1 and S01}, then the
following values need to be determined:

− The probability function of the system remaining in state S0;
− The probability function of the system remaining in state S1;
− The probability function of the system remaining in state S01.

2.4. Four-State Model of the Operation Process of Wind Farm Equipment (Model B)

A model of an actual facility’s operating process using a typical usage and maintenance
system (model B). In this model, it was assumed that the wind farm’s equipment did
not include any sophisticated WPPES decision support system for ensuring the safety
of its operation. Undetected faults and inefficiencies in this class of things may present
themselves automatically when they arise. Then, there is no way of knowing when the
facility in use will fail. That model accurately depicts the operation of this type of facility.
As a result, the condition of ineffective usage S10 was identified in the operating process
for these undetected malfunctions. Using this type of model, the operational properties
of facilities are examined, e.g., those stored (over a long period of time) or those facilities
in which there are no diagnostic systems and, therefore, no fault signaling (fault signaling
factor α = 0). The problem related to the description of this type of operation process
mod was presented in previous studies [2,32]. The graphic form of this model is shown in
Figure 3.

Figure 3. Diagram of the operation process of a wind equipment farm that is not provided with any
intelligent WPPES safety decision support systems (model B).

The analysis of the model of the operation process of the wind farm equipment
presented in Figure 3 demonstrates that the facility may be in one of the following states:

− S0—effective use of the facility;
− S1—scheduled maintenance—preventive NP;
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− S01—unscheduled maintenance;
− S10—ineffective use of the facility.

The transitions between the states in model B mean the following:

− λ—has an interpretation of the intensity of the system’s transition from state S0 to
state S1;

− μ—has an interpretation of the system’s transition from state S1 to state S0;
− λ1

λ1+λ2
λ1—has an interpretation of the intensity of the transition of the system from

state S0 to state S01;
− μ1—has an interpretation of the intensity of the transition of the system from state S01

to state S0;
1. λ2

λ1+λ2
λ2− —has an interpretation of the intensity of the transition of the system from

state S0 to state S10;
− μ2—has an interpretation of the intensity of the transition of the system from state S10

to state S0.

A technical facility used without the WPPES expert system is damaged, and it modifies
its place in the operating process. The object moves with intensity λ2

λ1+λ2
λ2 from state S0

to the state of ineffective use S10. The time of the technical object remaining in the state of
ineffective use S10 is determined by a random variable τNA. The value of the useful life of
an ineffective technical facility results from the wind farm operating conditions or from
changes in the weather conditions. The technical object, once the unfitness has been located
and removed, that determines the cause of its ineffective use is again transferred to the S0
use state with an intensity of μ1. To identify the probability of the system remaining in a
particular state, the network of crossings presented in Figure 4 shall be described with the
following equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩

−λ·P0 + μ·P1 − λ1· λ1
λ1+λ2

·P0 + μ1·P01 − λ2· λ2
λ1+λ2

·P0 + μ2·P10 = 0
λ·P0 − μ·P1 = 0
λ1· λ1

λ1+λ2
·P0 + μ1·P01 = 0

λ2· λ2
λ1+λ2

·P0 + μ2·P10 = 0

(18)

In the matrix notation, Relationship (18) can be presented as follows:⎡⎢⎢⎢⎢⎣
−
(
λ+ λ1

λ1+λ2
·λ1 +

λ2
λ1+λ2

·λ2

)
μ μ1 μ2

λ −μ 0 0
λ1

λ1+λ2
·λ1 0 −μ1 0

λ2
λ1+λ2

·λ2 0 0 −μ2

⎤⎥⎥⎥⎥⎦·
⎡⎢⎢⎣

P0
P1
P01
P10

⎤⎥⎥⎦ =

⎡⎢⎢⎣
0
0
0
0

⎤⎥⎥⎦ (19)

By transforming Equation (19), the following relationships were obtained:

P1 = λ
μ ·P0

P01 = λ1
λ1+λ2

· λ1
μ1

·P0

P10 = λ2
λ1+λ2

· λ2
μ2

·P0

(20)

Obviously enough, it is known that the relationship is correct:

P0 + P1 + P01 + P10 = 1 (21)

Therefore:

P0·
(

1 +
λ

μ
+

λ1

λ1 + λ2
· λ1

μ1
+

λ2

λ1 + λ2
· λ2

μ2

)
= 1 (22)

Kg7 = K0 =
1(

1 + λ
μ + λ1

λ1+λ2
· λ1
μ1

+ λ2
λ1+λ2

· λ2
μ2

) (23)
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Kg7 = K0 =
(λ1 + λ2)·μ·μ1·μ2

(λ1 + λ2)·μ·μ1·μ2 + λ(λ1 + λ2)·μ1·μ2 + λ2
1·μ·μ2 + λ2

2·μ·μ1
(24)

Using Expression (23), it is possible to determine the values that are of interest and
related to the probabilities of a wind farm system remaining in its various operating
states. If the assumption is made that the modeling of the operation process consists of
determining the probabilities of a wind farm system remaining in individual states {S0, S1,
S01 and S10}, then the following values need to be determined:

− The likelihood function of the system being in state S0;
− The likelihood function of the system being in state S1;
− The likelihood function of the system being in state S01;
− The likelihood function of the system being in state S10.

Figure 4. Graph of Kg(t) readiness function for the models tested (A, B and C) of the wind farm
equipment in the operation process, where To is the time of the operation process.

3. Results of the Research into Reliability Testing in the Operation of the Wind Farm
Equipment and Discussion

A simulation test method may be used to perform reliability testing on wind farm
equipment that has an intelligent WPPES system to support its successful operation. The
genuine values of the operational (use) and nonoperational (damage) periods that charac-
terize the usage of a set of wind farm devices equipped with an intelligent WPPES system
in the actual operation process are required for this distribution of the facility’s reliability
tests. The input data gathered in this manner serves as the foundation for a simulation
study for the operational process models generated.

The source of the aforementioned input data for the research may consist of the values
obtained from the observation of the actual process of the facility’s operation tested, and
it may include a properly prepared and implemented simulation experiment. Simulation
tests have been carried out for ongoing expenditure on the operation of the object tested
over the entire lifetime (simulation test time of the object—To).

As the assessment of the actual operation process is too time-consuming, three models
of the operation process are designed for the simulation tests:
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1. Model A: this is the operation process of wind farm facilities equipped with intelligent
decision support systems concerning safety in its use (a model including the operating
system with WPPES);

2. Model B: the process of operating wind turbine equipment without any intelligent
safety decision support systems (a model with the operating system including WPPES);

3. Model C: a simple process of operating wind farm equipment.

The same input data is used in the reliability simulation testing of the wind farm
equipment operation process. The input data adopted for the simulation is as follows:

− λ—damage intensity = 0.00022831 (1/h);
− μ—repair intensity = 0.5 (1/h);
− λ1—type I inspection intensity = 0.0004566 (1/h);,
− μ1—type I operational maintenance intensity = 0.45 (1/h);
− λ2—intensity of type II inspections = 0.0001141 (1/h);
− μ2—type II operational maintenance intensity = 0.25 (1/h).

The reliability of the facility after renovation in the maintenance regime was tested for
three models of the facility’s operation processes (models: A, B and C). The results obtained
are presented graphically in Figures 4 and 5.

Figure 5. Graph of the use quality function Fc for the models tested (A, B and C) of the wind farm
devices in the operation process, where: To—is the time of the operational process.

In the simulation studies, the indicators characterizing the reliability in the process of
the operation of wind farm equipment using the WPPES expert system and the artificial
neural network (model A) and FW without the WPPES system (models B and C) were
examined. In the simulation analysis, the following values of the reliability assessment of
the object were investigated: availability factor Kg and unavailability factor Fch.

The test results obtained are presented in the charts (Figures 4 and 5).
The reliability values (Kg) and (Fch) are determined and presented in Figures 4 and 5,

and they are expressed as a function of the test time (To), of the operation process.
The following requests can be obtained from the analysis of the reliability values (Kg)

and (Fch) presented in Figure 4:

1. The results of the size (Kg) test for the model (A and B) are descending, according
to the corresponding theoretical characteristics [5,10]. The highest value (Kg) for
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model A is KgA = 0.7508. However, for other models, this value is: KgB = 0.4931 and
KgC = 0.2332, respectively.

2. The value (Kg) tested in the simulation process has also some practicalities: it speaks
of the efficiency of the organization of the system related to the application and
maintenance of wind farm equipment. From the definition of this value, expressed
as Formula (14) (Kg) [1,2,5], it follows that the availability factor (the basic reliability
value tested) determines the ability (readiness) to use the wind farm equipment by its
time of use (T).
That is why the system of the organization of the operation process presented in a
model (A) is the most effective, because the value KgA = 0.7508 is the utmost value.
For this value, we may conclude that, during a given lifetime (t = T) for the time
(t = 3/4 T) of the wind farm equipment, it is technically fit and capable of performing
its functions (i.e., the features required).
On the other hand, for the three models tested (A, B and C), the least effective organi-
zation of the wind farm equipment operation process is found in the model (C), while,
for model C, the values tested are KgC = 0.2332. Based on this figure (KgC), we may
conclude that during the use (t = 1 − 0.2332 T), the wind farm equipment is unable to
perform its tasks (this is its ineffective application—standstill S10) (Figure 5).

3. The quality function investigated in the operational process (FC) of the wind farm
devices in models (A, B and C), which is presented graphically in Figures 5 and 6,
shall be expressed in the simulation time (To) adopted. From the definition of the size
(FC), Dependence (2) shows that this value is largely influenced by the expenditure
incurred in the organization of the use (operation process) of the wind farm equipment
possessing the WPPES expert system in a given model. To test the dependability
of the wind farm equipment, the value of fixed inputs for the models (A, B and C)
expressed as a linear function was adopted. The analysis (Figure 6) shows that the
highest quality of the operational process (FC) is for a model (A), where: FCA = 0.2239,
while, for models B and C, these values are, respectively, lower, and they amount to
FCB = 0.1979; FCC = 0.0959. It may be assumed that the organization of the use and
maintenance system of the wind farm equipment in a model (A) is more expensive. It
is a more high-tech process of operating wind farm equipment.

4. The reliability test of the wind farm equipment in the operation process (Fch) exhibits
practicalities (Figure 6). This informs the researcher about the ineffectiveness of
the organization (structure) of the proposed process of operating the wind farm
equipment under examination. This value represents information on the average
share of downtime (damage and maintenance) over the entire period of testing (use
and maintenance) of the wind farm equipment.
It follows from the definition of this quantity tested that the nonavailability coefficient
(Fch) of the wind farm equipment, which is presented in the form of Dependence
(16) [36], determines the inability (unfitness, nonavailability, etc.) to use the wind
farm equipment.
Therefore, we may conclude that the higher the value (Fch) is, the greater the reliability
of the devices of the wind farm tested is. Based on an analysis of the research results
presented graphically, it was established that the most ineffective system for the
organization of the wind farm equipment operation process is presented in Model C.
The value (Fch) tested accepts the value (FchC = 0.9750), and it is the maximum value
for the three models tested. For model A, this value is (FchA = 0.7508), and it is the
smallest value. We can also state that, in the operation phase (t = T) tested in time
(t = 3/4 T) in model C, the set of the wind farm equipment was technically incapable
of carrying out its tasks (the features required).
On the other hand, for the other models (A and B) tested, the smallest ineffectiveness
of the organization of the service system in model A for this value was FchA = 0.233.
Based on one of these values (FchA), it can be concluded that the reliability of the wind
farm equipment in model A was high during operation (t = 1 − 0.2332 T). Therefore,
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the FW can carry out its tasks (this is an ineffective use: a state of standstill). This state
was probably caused by damage to the wind farm equipment in model B or its being
in the maintenance system (regeneration time).

5. The study of the quantities that describe the reliability (durability) of the wind farm
equipment in the operational process is an important (basic) tool in taking actions to
optimize the efficiency of the operation process of the wind farm equipment.

6. The research conducted confirms that one of the criteria (methods) for assessing
the quality of the model of the wind farm equipment operation process may be a
reliability assessment.

Figure 6. Graph of changes in the facility’s nonavailability coefficient Fch in the facility’s operation
process for the operating system models tested (models: A, B and C), where: To is the time of
operation process.

The results of the research conducted serve to confirm the correctness of the concept
adopted related to the organization of the system for the use and maintenance of wind
farm equipment possessing the WPPES system.

4. Discussion

The article presents a method for testing and evaluating the reliability properties of
wind farm devices in the operation process. Two new quantities were additionally proposed
for the reliability tests of the object tested: the facility operation process quality function
(Fc(t)) and the operation process absorption (non-readiness) function (Fch(t)). These two
quantities, which feature the reliability of the working process of wind farm equipment,
are original values that have not yet been published in the literature.

The study, analysis and monitoring of the real operational process to identify the input
data for the testing formed the foundation for the organization of the wind farm device sim-
ulation tests. The literature on the subject of dependability testing of complicated technical
devices is constantly evolving. Three models of the wind farm operating process are pre-
sented in this study for simulation investigations. The first model performed was model A,
which describes the operation process of wind farm installations equipped with intelligent
systems that support decision-making regarding the safety of their use. The next model
developed was model B, which describes the operation process of wind farm equipment
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without any intelligent WPPES safety decision support systems. Another model was model
C, which describes a simple (theoretical) operational process of wind farm equipment. To
organize simulation tests, this article covers and describes the following issues:

1. Development of the models (A, B and C) of the operation process of the wind
farm equipment.

2. Elaboration of a test plan.
3. Arrangement: input data for the tests describing the functional properties of the object

tested, for example, the object’s use time T—the object’s working lifetime, TNA—time
to remove the unfitness of the object and TNP—scheduled repair time.

4. Understanding and describing the operation process (use and maintenance) of the
wind farm equipment.

The problem of testing the reliability properties of the wind farm equipment during
its operation presented in the article is a difficult task. The difficulty of this is due to the
acquisition of input data for the research. Numerical data describing the operation of the
wind farm equipment can be obtained over a long period of time. The observation time
(a measurement of the downtime and service life) in the actual operation process of the
wind farm equipment is practically expressed in years during its “life”. The only rational
(sensible) attitude towards this type of study is a simulation test. This type of research
requires the knowledge and a description of the actual operation process of the wind farm
equipment and the determination of reliable input data for the research. At the core of each
research, there is a good testing plan (how and in what manner to test) of the wind farm
equipment. The grounds for the simulation study of the operation process of wind farm
devices are formed by the models developed of the operation process organization.

The following reliability values were examined in the simulation tests to establish the
credibility of the wind farm device in the operational process:

− The value of coefficient (Kg) for the models of (A, B and C). In the model, the value
tested is KgA = 0.7508. On the other hand, for the remaining models, this value is:
KgB = 0.4931 and (KgC = 0.2332, respectively. Thus, the most effective system is the
organization of the use of wind farm equipment in the operation process in model A;

− The operation process quality (FC) function of wind farm devices in the models (A, B
and C): the highest quality of the use of the wind farm equipment in the operation
process (FC) is for model A, where: FCA = 0.2239. However, for models B and C, these
values are respectively lower, and they amount to FCB = 0.1979; FCC = 0.0959.

− Unreliability of wind farm equipment in the operation process (Fch): the value (Fch)
examined for model C is FchC = 0.9750, and this is the maximum value. For model A,
this value is FchA = 0.7508, and this is the smallest value. We can also conclude that, in
the lifetime investigated (t = T) for time (t = 3/4 T) in model C, the farm’s equipment
set is capable of work.

What forms the basis for the reliability of any simulation study results is the study
plan developed, the input data and the quality of the models developed of a given process.
The first problem is fundamental. Reliable input data can be determined only based on the
study of appropriate time quantities occurring in the real study of the operation process
of wind farm equipment. In the simulation study, the time data from the study of the
technical documentation analysis of the operation process of the equipment of one wind
farm located in the north of Poland was adopted. Models of the operation process of
wind farm equipment are theoretical models presented in the literature-based Kolmogorov–
Chapman equations. The models are developed properly and correctly. A good software
tool: MaTlabon, was used in the simulation studies. On this basis, it can be assumed that
the results obtained of the simulation studies are correct and reliable.

5. Conclusions

This paper presents the problem of simulation studies on the reliability of wind farm
equipment during its operation using input data from WF equipment. The parameters of
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these studies describe the actual operation of the wind farm equipment. We found that
reliability studies of the real process of any technical object can be carried out over a long
period of time. Observation, measurement time: periods of unfitness and fitfulness in the
real process of operation of the wind farm equipment are practically expressed in years
during its “life”. Therefore, the current acquisition of data on the reliability of the studied
object can be obtained through simulation studies reflecting the actual operation of the WF
equipment. This type of research requires learning and descripting the real process of the
wind farm equipment operation and determining reliable input data for the research by the
investigators. The second task that must be released in this type of research is to develop
models of the exploitation process of the technical object under study. In this paper, for
the purpose of simulation studies, three models (A, B and C) of the exploitation process
of wind farm equipment were developed. The expected result of the simulation study of
the exploitation process of the wind farm equipment was the reliability, which determined
the extent to which reliability indicators influence new solutions for equipping wind farms
with new intelligent decision support systems for their safe operation. This article is the
only one in the literature on this topic that fully represents the expected reliability results.
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Symbols and Acronyms

X(ei,j) diagnostic signal in the jth element of the ith set
X(w)(ei,j) model signal for X(ei,j) signal
FC max max. value of the function of the use of the object
W(ε (ei,j)) value of state assessment logics for jth element within ith
{2, 1, 0} module (from the set of the accepted three-value logic of the state assessment)
Kg(t) or Kg the average value of availability function or factor Kg
Fc the quality function of the object’s operation process
Fch function of the object operation process
λ damage intensity
To the time of operation process
μ repair intensity
λ1 intensity of type I inspections
μ1 type I operational maintenance intensity
λ2 intensity of type II inspections
μ2 type II operational maintenance intensity
P0 probability of the system being in state S0
P1 probability of the system being in state S1
P01 probability of the system being in state S01
P10 probability of the system being in state S10
WPPES Wind Power Plant Expert System
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Abstract: Measurements of air flow velocity are essential at every stage of the design, construction
and operation of wind turbines. One of the basic measurement tools in this area is the tachometric
anemometer, which is based on the simple physical phenomenon of the air kinetic energy exchange
with a rotating measuring element. Tachometric anemometers have favorable operational features and
good static metrological parameters. However, in the case of fast-changing flows, the measurement
is burdened with a significant dynamic error, and the measured average value of the velocity is
overestimated. This article presents the concept and results of pilot studies of a dynamic error
correction method of tachometric anemometers. The correction consists of the precise measurement
of the rotor’s rotational velocity and determination of the measured air velocity, taking into account
the dynamics of the instrument. The developed method can be used in tachometric anemometers
intended for laboratory, technical and industrial measurements in time-varying flows. One of the
important application areas is the measurement of wind energy.

Keywords: wind energy; air velocity; tachometric anemometer; dynamic error; measurement correction

1. Introduction

Measurements of the air flow velocity are of key importance at each stage of the imple-
mentation of wind energy projects [1]. Anemometric measurements are used in laboratory
tests in the process of modeling and optimization of devices [2]. When selecting the location
of turbines and wind farms, comprehensive measurements of the characteristics of local
air flows are necessary [3]. This applies to daily and annual characteristics, flow stability,
turbulence intensity, spatial profiles, wind shear and other parameters [4]. Anemometric
measurements are also important for making long-term forecasts of the energy efficiency
of wind farms [5]. At the stage of turbine operation, it is necessary to constantly monitor
wind parameters, both in terms of optimizing energy efficiency and predicting threats and
failures, and in the process of maintenance and repairs [6,7]. Measurements of the flow
velocity are also extremely important in the field of ecology and research on the impact of
wind turbines on the environment, animals and humans [8].

Instruments used in wind energy for anemometric measurements are based on the use
of various physical phenomena. Depending on the metrological requirements, mechanical
anemometers, pressure tubes, thermal anemometers, ultrasonic anemometers, and optical
anemometers are used [9]. The basic type of anemometer used in technical and industrial
measurements is the mechanical tachometric anemometer.

The name “tachometric anemometers” was introduced by the author to refer to the
whole group of mechanical anemometers having a rotating measuring element. These
anemometers have various structures, but the common element is the mechanical rotor
rotating under the influence of air flow. An overview of the design of tachometric anemome-
ters and their applications in the mining industry, which is interesting from the point of
view of development, is presented in [10]. The flow velocity is measured indirectly by
measuring the rotational speed of the rotor. Depending on the purpose, the rotors of
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tachometric anemometers have different shapes, and use different methods of reading the
rotor rotational speed and different systems of signal processing, linearization, filtration
and averaging.

In addition, regarding wind energy, tachometric anemometers are one of the ba-
sic types of measuring instruments. The work [11] analyzes the operation of the cup-
anemometer group over long time intervals for the purpose of determining the operating
conditions of wind energy. The signals of anemometers placed at different heights in one
of the meteorological stations in Saudi Arabia were examined. The analysis of the signals
from cup anemometers allowed for the formulation of conclusions concerning the influence
of the height of the anemometers’ placement on the tower on the measurement results. The
influence of the shading of the measuring tower was investigated. Annual mean, median,
and standard deviation values of the wind velocity were found to be substantially the
same for sensors placed at the same location at all altitudes. Based on the analysis of the
measurement results, specific, optimal types of wind turbines were selected for the tested
location. The article [11] proves the thesis that metrological issues and the properties of
measuring instruments constitute an important element of wind energy optimization.

Tachometric anemometers are based on the exchange of kinetic energy between the
tested gas stream and a rotating measuring element. The most commonly used measuring
elements are a vane, cup, turbine or propeller rotor. Other constructions of the measuring
element can also be encountered. The angular velocity of rotation of this element is a
measure of the flow velocity. Tachometric anemometers are often used due to their simple
operating principle and good static parameters. The main advantages of these instruments
are: simple and durable structure; linear dependence of rotor velocity on flow rate; low
sensitivity to other flow parameters, such as temperature, pressure and humidity; their
averaging properties; and low price of the devices.

One of the disadvantages of tachometric anemometers is that they do not allow the
determination of the wind direction. Additional mechanical sensors or other measurement
methods, such as ultrasonic anemometers [12], must then be used. However, this type of
anemometer is currently less commonly used than mechanical tachometric anemometers in
wind energy measurement. One of the relevant factors here is certainly the relatively high
price of ultrasonic anemometers, which, however, due to studies such as those presented
in [12], may soon change.

However, the main disadvantage of mechanical tachometric anemometers seems
to be their poor dynamic properties. The dynamic properties of mechanical tachomet-
ric anemometers are an important issue analyzed in many scientific publications. The
work [13] is dedicated to the issues of construction and dynamics of cup anemometers.
The anemometer with three cups, which is the author’s original design, is tested here.
The construction of the equation of motion for the rotor of the vane anemometer and
the study of the effect of overestimating the average velocity measurement is included
in the article [14], and is the basis for considerations in subsequent publications. In arti-
cle [15], the analysis covers the transient states of the turbine anemometer response to the
test excitations. The article [16] is devoted to measurements in fast-changing and pulse
flows with the use of an anemometer with a turbine. An overview of the applications of
anemometers in research on turbulent flow issues is presented in [17]. In many articles
analyzing dynamic processes, selected detailed metrological issues are considered. The
work [18] presents the key issues related to the measurement of atmospheric turbulent
flows. The use of mechanical anemometers for the measurement of time-varying flows
in liquids is discussed in [19]. The work [20], by comparison, is devoted to the issue of
measurements in pulsed fluid flows with the use of miniature turbines. The influence of
air density on the calibration of the anemometer is the subject of the work [21], while in
the article [22], using CFD techniques, the influence of the medium viscosity on the work
of the anemometer is analyzed. In the work [23], an attempt was made to apply artificial
neural networks to model static and dynamic phenomena for the cup anemometer. The
analysis of the anemometer response to acoustic fluctuations is discussed in the article [24].
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The relatively large inertia of the measuring element implies a significant dynamic
error in the measurements of fast-changing flows. This error overestimates the measured
average velocity and limits the applicability of these anemometers in velocity fluctuation
studies [25]. A method of improving the dynamic properties of anemometers through the
use of active control in a feedback loop was previously developed [26]. However, this
method requires a significant expansion of the hardware structure of the instrument. The
author of this article also developed a method of software correction of the output signal
from the thermal anemometer [27]. However, this article presents a new method of dynamic
error correction for tachometric anemometers. It should be emphasized that, in this article,
we deal with only one element concerning the assessment and improvement of the parame-
ters of tachometric anemometers. The aim of the article is to present the assumptions of the
new method, the possibility of its technical application, and the preliminary, pilot results of
the research verifying the method. Comprehensive tests of the prototype anemometer in
a wide range of changes in flow parameters and other metrological parameters were not
carried out. The aim of the article is to present the theoretical foundations of the method
and an exemplary application to the constructors of apparatus and measuring instruments
in order to enable its application in the developed instruments intended for measuring
specific issues. Each device, depending on the shape and parameters of the rotor and
the signal processing algorithm used, will have specific metrological parameters. The
determination of these parameters and the associated measurement uncertainty are an
important element of a correct measurement process [28].

2. The Method of Dynamic Measurement Error Correction of Tachometric Anemometers

In order to analyze the proposed method, let us consider a simplified tachometric
anemometer model using the rotor kinetic energy balance [29]. The change in kinetic energy
E of the rotor over time dt is related to the transfer of kinetic energy by the gas mass part
dm acting on the rotor in this time:

dE
dt

=
dm(V2 − v2)

2dt
(1)

Velocity V of the gas reaching the rotor is the flow velocity to be measured, and v is the
velocity of the gas mass part dm leaving the rotor in the time dt. In the presented model,
it is assumed that the velocity v is a linear function of the angular velocity of the rotor ω,
with the proportionality coefficient a depending on the rotor shape:

v = aω. (2)

This assumption [29] results from the fact that the gas mass dm acting on the rotor is
linearly controlled by the rotor angular velocity, similarly to the case of a fan. The mass of
gas that exchanges kinetic energy with the rotor at time dt is given by the equation:

dm = ρsvdt, (3)

where:

ρ—gas density,
s—cross-section of the rotor in the plane perpendicular to the velocity V. Substituting (2) and
(3) into (1), and denoting the moment of inertia of the rotor as I, we obtain the relationship:

I
dω

dt
=

ρsa
2

(V2 − a2ω2). (4)

This equation is a simplified dynamic mathematical model of the rotor of a tachometric
anemometer. It shows the dependence of the rotor angular velocity ω on the measured
flow velocity V. The parameters of Equation (6) I, s, a, are the quantities characterizing the
mechanical properties of the rotor, while the density ρ characterizes the tested gas.
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A typical measurement with a standard tachometric anemometer consists in plac-
ing the anemometer rotor in the tested flow and measuring the mean angular velocity
of the rotor during a given period. The value v1 of the measured flow velocity is deter-
mined in accordance with Model (4), assuming that the measurement is performed in the
steady state:

v1 = aω. (5)

The parameter a of Equation (5) is most often determined during instrument calibration
in a wind tunnel. In many cases, the static relationship (5) additionally takes into account
the intercept, higher powers of angular velocity or complex algebraic expressions [30]. This
allows the static error to be minimized.

Such a measurement in fast-changing flows is always burdened with a dynamic error.
This error is caused by not taking into account the dynamic states described by Equation (4).
This phenomenon overestimates the measured average velocity and limits the possibility
of using tachometric anemometers to measure velocity fluctuations. The proposed method
of correction of the dynamic measurement error of tachometric anemometers consists in
determining the v2 value of the measured flow momentary velocity from the dynamic
Model (4) in accordance with the relationship:

v2 =

√
a2ω2 + b2 dω

dt
, (6)

where:

b =

√
2I
ρsa

. (7)

In the process of calibrating the anemometer, both the static parameter a and the dy-
namic process parameter b should be determined. Note that both parameters have a length
dimension. The momentary angular velocity of the rotor in the presented method must be
measured with high accuracy and time resolution. This makes it possible to determine the
time derivative of the angular velocity of the rotor with sufficient approximation for the
required accuracy of the measurement.

Standard, commercial tachometric anemometers measure the angular velocity or rotor
rotation frequency with a low time resolution [31]. The maximum number of counted
pulses during one revolution is usually several dozen, and is typically the number of pulses
related to the number of rotor segments, or the number of marks of the coding disc placed
on its axis [32]. Therefore, it is not possible to apply the proposed method directly to
standard instruments. However, magnetic, precision angular position sensors are now
easily accessible and cheap. Their advantages are a resolution of 12 to 14 bits per revolution
and a very short conversion time. The use of such sensors enables the implementation of
the proposed method in tachometric anemometers.

3. Experimental Verification of the Method

The block diagram of the test stand for the verification of the method of correcting the
dynamic error of the anemometer is shown in Figure 1.

The tested tachometric anemometer was a vane anemometer type. The rotor radius
is about 45 mm, with a shape comprising eight blades with an angle of inclination of 45◦.
On the rotor axis there is a magnet co-operating with the angular position sensor with
a resolution of 14 bits, model AS5147 from AMS. The sensor through the SPI interface
and the Controller block sends information about the rotor position to the Computer. A
sampling time of 5 ms was used. The rotor parameters of Equation (6) were experimentally
determined in a calibration wind tunnel stand [33] with results of a = 34 mm, b = 281 mm.
In order to carry out dynamic tests, the anemometer is placed in a test stream of air. The test
flow is generated by a wind tunnel equipped with a fan, a honeycomb stream straightening
system and an outlet nozzle. It is not an easy task to create a reference flow for the dynamic
testing of anemometers. It is practically impossible to build an experimental stand that
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produces a variable in time flow with preset shape, amplitude and frequency parameters.
Various methods are used to evaluate the dynamic parameters of anemometers. One of
these is to develop a good anemometer model and evaluate the dynamic properties on the
basis of simulation tests. However, this is an approximate method. Various modulation
methods are used to generate the actual test stream. Depending on the required parameters,
it may provide appropriate control of the tunnel drive motor, swinging shutters, vibrating
elements (membranes) on the walls of the tunnel, or elements causing vortexes of the
stream. In our tests, the flow is modulated by a rotating shutter. The shutter is made
in the form of a metal mesh semicircle. For half the period of spinning the shutter, the
air stream is free, and for the second half of the period, it is dumped with a mesh. The
mesh lowers the stream velocity by about 15%. In this way, a periodic, quasi-rectangular
air flow is generated. The air velocity and shutter frequency are set from the Computer
via the Controller block. Additionally, the system is equipped with a hot-wire Constant-
Temperature Anemometer [34], which is used to control the test flow. This anemometer
allows for observation of the shape of the generated flow, and measurement of its amplitude
and frequency parameters. A hot-wire sensor made of thin tungsten wire having a diameter
of 5 μm and resistance at a reference room temperature of 6 Ω was used here. The sensor
cooperates with the Constant-Temperature Anemometer with a filament overheating ratio
of 1.8. This allows a 20 kHz bandwidth in the tested velocity range to be obtained. This is at
least one thousand times more than the frequencies of interest for tachometric anemometers.
The Constant-Temperature Anemometer was calibrated in a reference tunnel in the range
of 0.5 to 20 m/s. The uncertainty of calibration is 2%. The signal from the anemometer is
converted into a digital signal, which was linearized and filtered in the computer.

Figure 1. Diagram of the test stand.

Initial tests were carried out for two average velocity values: 2.5 and 12.5 m/s. Four
shutter frequencies were used: 0.2, 1, 5 and 25 Hz. The change in the angular position
of the anemometer rotor over time was recorded by the Controller and Computer. On
this basis, the angular velocity of the rotor was calculated by dividing the difference in
angular positions by the sampling time. Its derivative was calculated from two successive
values of the rotor angular velocity. In order to minimize signal noise, the algorithm
of inertial averaging of the derivative with a time constant of 10 ms was used. The
measurements carried out in this way, together with the determined parameters, made it
possible to calculate the measured flow velocity. The value of v1 of the measured velocity
was calculated for the standard method from the dependence in Equation (5). Using
the proposed method of dynamic correction, the value of v2 from Equation (6) was also
calculated. The measurement results for the average flow velocity of 2.5 m/s are shown in
Figure 2.
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Figure 2. Measurement results for the average velocity of 2.5 m/s and the frequency of flow modula-
tion: (a) 0.2 Hz, (b): 1 Hz, (c): 5 Hz, (d): 25 Hz.

For the standard measurement method, waveform v1, a significant dynamic mea-
surement error in relation to the shape of excitation V is visible. The error is caused by a
relatively large rotor inertia. At 1 Hz, the waveform still roughly reaches the excitation
value. For the frequency of 25 Hz, the variability of the waveform v1 is practically in-
visible. In contrast, we observe an overestimation in the average velocity. Based on the
response time to the rectangular excitation, the frequency bandwidth of the anemometer
was estimated to be 0.07 Hz in this case.

It can be seen from the v2 waveform that the application of the described correction
method allows for a significant reduction in the dynamic error. The waveform for 1 Hz
is practically in line with the excitation, and for 5 Hz the dynamic error is still small. The
estimated frequency bandwidth here is around 2.75 Hz. It is therefore 40 times wider
than that of the standard method. A small amount of noise is visible on waveforms
calculated using the presented correction method. It is inseparably related to the principle
of calculating the derivative from the discrete signal.

Similar tests were carried out for an average velocity of 12.5 m/s. The results are
shown in Figure 3.

The dynamic error of the waveform v1 for the standard measurement method is
smaller than that previously found due to the rotor inertia. At 0.2 Hz, the waveform
roughly reaches the excitation value. For the frequency of 25 Hz, the variability of the
waveform is still well observable. Figure 3d clearly shows the overestimation of the average
velocity above 12.5 m/s. Due to the small amplitude of the excitation changes, amounting
to about 15%, the increase in the average velocity is not very large. Based on the response
time to the rectangular excitation, the frequency bandwidth of the anemometer in this case
was estimated to be 0.36 Hz.

The course of the measured velocity v2 shows also a significant reduction in the
dynamic error. However, the waveforms are similar to those obtained for the lower velocity.
For frequencies up to 5 Hz, the waveform is practically compliant with the excitation. A
slight overshoot is observed here. The estimated frequency bandwidth is approximately
3.1 Hz. Thus, it is almost 10 times greater than for the standard method. In the conducted
tests, the change in the corrected anemometer bandwidth with the increase in f the flow
velocity is rather low. This may be related to the applied method of inertial averaging of the
derivative of the angular velocity of the rotor. Here, we deal with a necessary compromise
between the bandwidth and the noise in the measured signal.
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Figure 3. Measurement results for the average velocity of 12.5 m/s and the frequency of flow
modulation: (a): 0.2 Hz, (b): 1 Hz, (c): 5 Hz, (d): 25 Hz.

This article presents the results of verification research for two velocity values and
four flow pulsation frequencies. These results are representative of the whole conducted
research and allow for the formulation of general, presented conclusions regarding the
confirmation of the presented method. The values of velocities and frequencies were
selected in the range that reflects the actual conditions of using tachometric anemometers
in typical applications. It is necessary to emphasize once again the fundamental difficulties
associated with testing the dynamic properties of anemometers. The author is aware
that the presented experimental studies can be extended, both in terms of the range of
parameters and the methodology of research and apparatus. However, according to the
author, the results of the research are fully acceptable as confirmation of the effectiveness of
the proposed method. Further research, if it is going to be conducted, should concern the
application of the method in devices designed for, for example, serial production.

4. Conclusions

The article presents the concept of a method of correction of the dynamic measurement
error of tachometric anemometers. The results of the pilot studies carried out for the vane
anemometer confirmed the adopted assumptions and the effectiveness of the method.

Measurements of velocities fluctuations using tachometric anemometers are disturbed
by a dynamic error, and the measured average velocity is overestimated. However, it is
possible to correct these errors by processing the output signal. The correction algorithm
based on the dynamic model of the anemometer enables the extension of the frequency
bandwidth and reduction in the dynamic error. The algorithm requires measuring the
angular velocity of the rotor with high accuracy and time resolution, and calculating the
derivative of the angular velocity. The calculated derivative of the angular velocity of the
rotor is used for the measurement correction. The quality of the estimation of this quantity
affects the effectiveness of the method. It is important to optimize the derivative calculation
algorithm to minimize the dynamic error, but also the noise of the measurement signal.

It is not a trivial issue to create a reference flow for testing the dynamic properties
of anemometers. For the purposes of the research presented in this article, a rotating
diaphragm modulating the air stream was used. To control the test flow, a Constant-
Temperature Anemometer with a hot-wire sensor having a diameter of 5 μm was used. The
tests showed a significant reduction in the dynamic error and the extension of the frequency
bandwidth of the vane anemometer by about 40 times for the velocity of 2.5 m/s, and
10 times for the velocity of 12.5 m/s. The quantitative parameters of the improvement in the
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dynamic properties of the measurement are mainly related to the quality of the estimation
of the derivative of the angular velocity of the rotor. The presented method and its possible
variants can improve the dynamic parameters of tachometric anemometers used in the
measurement of fast-changing flows. This requires the use of a high-performance angular
velocity sensor and signal processing system in these anemometers.

The article concerns only one selected problem in the field of tachometric anemometers.
It proposes an original method of minimizing the dynamic error in the measurement of
flows that vary in time. The issues related to mechanical anemometers vary and cannot be
discussed in detail in the case of the pilot verification tests presented here. Issues such as
total measurement uncertainty, directional characteristics of the anemometer, influence of
the medium parameters on the measurement, invasiveness of the sensor, and many others
are considered in other articles on measurements with mechanical anemometers. The article
is a preliminary conceptual work and presents pilot research confirming the assumptions of
the method. The implementation of the presented method in actual, commercial measuring
instruments intended for laboratory, technical and industrial tests [35] requires taking into
account individual metrological requirements and parameters of the anemometer. These
works should take into account the parameters of the tested flow, the required metrological
properties, the type, structure and parameters of the rotor, and other individual features.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data available via the author’s email.

Conflicts of Interest: The author declare no conflict of interest.

References
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Abstract: Hot-wire anemometric measurements are often related to the determination of flow param-
eters in a high frequency range. Such knowledge is particularly important when analyzing the flow
phenomena in the vicinity of wind turbines. The reliability of obtained results is determined by the
knowledge of the properties of the system used for measurements. It concerns both the static and
dynamic characteristics of individual measurement channels. In studies of hot-wire anemometric
systems, a problem related to the unstable transmission bands of such systems and their high depen-
dence on measurement conditions and the system configuration itself has been commonly indicated.
This paper presents the results of an investigation of a new type of hot-wire anemometer, allowing
for automatic adjustment of its dynamic characteristics under real working conditions. The presented
system is dedicated to the analysis of the wind energy spectrum in experimental laboratory tests on
reduced-scale models and to specialized in situ measurements.

Keywords: flow measurement; wind energy spectrum; hot-wire anemometer; transmission
band adjustment

1. Introduction

Among the many topics related to wind energy [1], there is a special group associated
with precise measurements of flow parameters. Such topics include farm site assessment
and wake interference among the wind turbines. During such research, various types of
precise anemometers are used. One type is a hot-wire anemometric system dedicated to
the measurement velocity signals in a wide frequency range. A reliable knowledge of
the wind is significant for the wind farm location planning and implementation. Wind
data acquired by the meteorological stations provide knowledge about the distribution of
frequency, velocity, and energy in different directions. It is used for making preliminary
estimates about the wind energy potential of a site [2].

A lot of research related to the wind turbines focuses on the model tests in a wind
tunnels. In such research the scale effect must be taken into account. It requires the use of
various types of measuring equipment, allowing for measurements in a wide spectrum
of frequencies [3–6]. Many experimental investigations focus on the effects of various
flow parameters, including the intensity of turbulence [7–9]. In presented cases the basic
measurement instrument capable to measure velocity with frequencies of tens of kilohertz
is a hot-wire anemometer.

Based on recorded velocity changes, it is possible to determine the characteristic
parameters of analyzed flows, including the turbulence. This phenomenon occurs in flows
of any kind, and it is characterized by its randomness in both time and space domains. With
respect to its time randomness, the assessment of turbulence requires the measurement
systems that enable measurements with the best possible dynamic parameters. Therefore,
the design of hot-wire anemometric measurement systems comprises a complex process
in which an appropriate selection of electronic components providing the fastest possible
response of the system to changes occurring in the flow plays a crucial role.

Energies 2022, 15, 4618. https://doi.org/10.3390/en15134618 https://www.mdpi.com/journal/energies91



Energies 2022, 15, 4618

While measuring the flow velocity with the use of such hot-wire anemometric tech-
niques, the problems related to changes of characteristics of a hot-wire anemometric
system, which are conditional based on the environment in which these measurements
are performed, can often be encountered. Research on sensitivity of hot-wire anemometric
measurement methods with respect to environmental conditions, as well as the configu-
ration of measurement systems, concerns their static characteristics, allowing for precise
determination of flow velocity. Comprehensive analysis of this problem resulted in the
development of measurement systems allowing for compensation of the effect of variable
environmental measurement conditions, such as the influence of variable flow temperature
on characteristics of the measuring hot-wire anemometer [10]. Rarely, the discussion deals
with the problem of the dynamic sensitivity of the measurement of hot-wire anemometric
systems, which is closely related to the issue of the dynamic response of the hot-wire
anemometric system. The presented system is dedicated to the analysis of the wind energy
spectrum in experimental laboratory tests on reduced-scale models and to specialized in
situ measurements.

2. Dynamic Properties of the Hot-Wire Anemometric Systems

The first elaborations concerning the transmission band of hot-wire anemometers
contained detailed analyses of measurement probes as well as experimental investigations
of the transmission band of hot-wire anemometric sensors. An analysis of the influence of
flow velocity on the transmission band of hot-wire anemometric sensors operating in the
constant-current operational mode can be found in [11]. The author describes the results
of an experimental investigation of a transmission band of a platinum wire at different
velocities of the flow, in which the wire was placed. A detailed analysis of the wire’s
dynamics under various flow conditions suggests its huge changes depending on flow
velocity. Studies of dynamics of thermoresistant wire elements are still under way and
obtained results allow for development of complex systems for correction of dynamic errors
acquired during temperature measurements [12–15].

The dynamic response of the hot-wire anemometric systems doesn’t depend only on
the sensor properties themselves. It is also conditional on the electronic configuration of the
measurement module itself, among other things. Therefore, the analysis of the transmission
band of such systems must be examined with special consideration given to components
deciding the rate of the system’s reaction to fluctuating measurement signals, such as the
properties of the electronic components from which these systems are made.

In the literature concerning this subject, a number of studies raising the problem of
the dynamic response of hot-wire anemometric systems are available. In the study [16], a
description of the constant-temperature hot-wire anemometric system in the bridge config-
uration by means of the third-order linear differential equation allowing for determination
of its dynamic response was proposed. Testing of dynamics of such systems in real-life
conditions was hindered, owing to the lack of possibility to generate precisely specified,
controlled, harmonically variable fields of flow velocity. In order to verify the dynamic
response of such systems, a generator of sine or rectangular voltage wave included in one
branch of the bridge circuit of a hot-wire anemometer, simulating the step-change excitation
of the velocity of flowing medium, was used. This method was used to determine the
optimal dynamic response of the hot-wire anemometric system, which would ensure the
system’s maximum bandwidth—Figure 1.

Figure 1. Optimal dynamic response of the hot-wire anemometer.
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In such case, the system’s bandwidth frequency fc can be determined on the basis of
measured time Δt, which is the time interval in which the system’s response reaches 3% of
its maximum value (1).

fc =
1

1.3Δt
(1)

Such a method for investigating the dynamics of hot-wire anemometers was adopted
as the standard. Later on, a series of studies dealing with detailed analysis of dynamic
properties of hot-wire anemometric measurement systems was performed. Studies [17–20]
presented the results of model testing of hot-wire anemometric measurement systems,
which consider additional factors influencing the response of hot-wire anemometers such
as: the frequency characteristics of the amplifier used in real-life conditions, the impedance
of electric circuit, the offset, type of measuring wire and the properties of the medium in
which the measurements are performed.

3. The Hot-Wire Anemometer with Bandwidth Frequency Optimization

Analysis of the literature dealing with hot-wire anemometry points out the necessity
to adjust the hot-wire anemometric measurement systems in a way that would ensure their
optimal transmission bands depending on the configuration of the system itself and the con-
ditions under which the measurements are performed. In case of the conventional hot-wire
anemometers, the bandwidth optimization is adjusted only for specific probes, cable types,
length, velocities, and specific laboratory conditions. The electrical anemometer parame-
ters are selected to ensure high bandwidth for different types of probes. However, such
adjustment does not provide the guarantee that this bandwidth will be optimal. Depending
on different measurement conditions, bandwidth changes, and in some cases, it can be
much lower than we expected and assumed in experiment. The development of hot-wire
anemometric systems characterized by wide transmission bands, constant over possibly the
widest range of fluctuations of factors influencing their dynamic response, has become an
important problem. Simulation testing of the model of such a system was presented in [21].
It showed that it is possible to develop a hot-wire anemometric measurement system that
would allow for implementation of algorithms enabling the automatic adjustment of the
hot-wire anemometer, ensuring that the optimal transmission band would be obtained.
For this purpose, a simplified model of such a measurement system was used. Figure 2
presents conception of one measurement channel of the anemometer.

Adjustment of dynamic properties of such a system are facilitated by including two
potentiometers between the upper point and the ground point of the resistance bridge. In
line with the assumptions, adjusting the P1 potentiometer gives the possibility to obtain a
stable operation of the system with a preliminarily optimized transmission band. Adjusting
the P2 potentiometer allows for a final optimization of the transmission band of the whole
system to be obtained.

Based on this concept, an eight-channel measurement system enabling the measure-
ment of flow velocity in a constant-temperature operational mode or the measurement of
temperature in a constant-current mode was developed. The measurement system was
presented in Figure 3 and described in Table 1. It consists of a communication module and
eight measurement channels (two channels applied in Figure 3) that can work as a constant
temperature hot-wire anemometer or a constant current thermometer. The measurement
system includes digitally controlled potentiometers responsible for setting the overheat
ratio of the wire sensor, amplification of measured signal, and the control of the frequency
and amplitude of rectangular voltage wave generated in one of the branches of the hot-wire
anemometer’s bridge circuit. The processes of control and measurement data acquisition
are realized with the use of a multifunction measurement card and dedicated software
package developed in the LabVIEW environment.
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Figure 2. The simplified model of hot-wire anemometer featuring the optimization of
bandwidth frequency.

Figure 3. Hot-wire anemometer with automatically adjusted dynamic properties.

Table 1. Hot-wire anemometer—specification.

Feature Title 2

Communication:

• Sensor resistance measurement
• Overheat ratio setting
• Bandwidth adjustment
• CTA/CCT Channel control

Digital, I2C

Signal Output analog 1 . . . 5 V DC

The properties of the system were tested in a laboratory wind tunnel, dedicated to the
analysis of the characteristics of hot-wire anemometric probes, which allows us to generate
flows with a velocity ranging from 0.1 to 17 m/s. Single-wire hot-wire anemometric
sensors including wires 3 and 5 μm in diameter were used in the study. The scheme of the
measurement setup is presented in Figure 4.

Figure 4. Measurement setup diagram.
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Probes of this type are often used in flow experiments related to the study of turbulence.
They are characterized by a large bandwidth up to 100 kHz depending on the diameter and
material used. These probes have a unique properties such as resistance, which can cause
changes in dynamic characteristics of the measurement channel, resulting in a non-optimal
frequency measurement range.

During measurement experiments, the dynamic response of the system was generated
by the rectangular voltage wave generator. The output signal was acquired under various
measurement conditions. The frequency of the testing signal was adjusted such that it
allowed the steady state of the system’s response to the leading slope of the rectangular
voltage wave to be obtained before the trailing slope occurrence. Such frequency was equal
to 1 kHz. The output signal was registered as the voltage across the measuring wire URS,
with the sampling frequency of 25 MHz.

4. Manual Adjustment of Dynamic Properties of the Measurement System

In the first stage of the study, the possibility to adjust the developed measurement
system was verified. The system included a probe with a 3 μm-diameter measuring wire
and was placed in a flow of which the velocity was 5 m/s. Subsequently, the setting of
adjustment potentiometers P1 and P2 was changed. The adjustment started from starting
values of resistance P11 (39.06 Ω) and P21 (9.82 kΩ), which ensured the stable yet slow
response of the system to variable excitation—Figure 5a. During the initial stage of the
experiment, the value of resistance P11 was increased until the moment, in which the
response of the system was characterized by the occurrence of consecutive overshoots. One
of the objectives of the regulation was to find such a value of P11 that oscillations in the
dynamic response of the system began to appear, not leading to unstable operation of the
system. Such oscillations should still be possible to reduce by adjusting the potentiometer
P2. Once such a boundary (Figure 5b) is found, it is possible to fine-tune the response of
the measurement system.

In the case under investigation, such a response was recorded for P11 equal to
3.01 kΩ. Such a preoptimized measuring system was the basis for the final optimiza-
tion using the P2 potentiometer—Figure 5c. By decreasing the value of resistance P21, one
may obtain an optimal dynamic response of the measurement system characteristic of a
fifteen-percent overshoot.

Figure 5. Successive stages of manual adjustment of dynamic properties of the hot-wire anemometer:
(a) stable, slow response of the system; (b) oscillations in the dynamic response of the system;
(c) optimal dynamic response of the measurement system.

During adjustment performed in the above-described way, it is crucial to determine
the optimal value of resistance P11, as the response of the measurement system with
the characteristics ensuring the maximum bandwidth frequency can then be obtained by
adjusting the setting of potentiometer P2. Excessively increasing the value of resistance P11
or decreasing the value of resistance P21 results in the unstable operation of the hot-wire
anemometer, shown by means of unfading oscillations of the voltage response of the system
to testing excitation and may lead to damage of the measuring wire.
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5. Automatic Adjustment Algorithm of Dynamic Properties of the Measurement
System—Experimental Case

The performed experimental study confirmed the possibility of dynamic properties of
analyzed measurement system to be adjusted. It allowed for the algorithm enabling the
automatic adjustment of the measurement system to be applicated and successfully imple-
mented. The aim of such automatic adjustment is to find optimal settings of potentiometers
P1 and P2 to ensure that maximum bandwidth frequency of the measurement signal is
obtained. The algorithm is divided into four stages, during the realization of which the
character of the hot-wire anemometer’s dynamic response changes from the initial stable
but slow response to final optimal one, consistent with the one presented in Figure 1.

The detailed operation of the discussed adjustment algorithm can be explained with
the use of the block diagram describing the individual steps of its implementation—Figure 6.
In the initial phase, the P1 potentiometer settings are increased with the assumed step Δp,
until the dynamic response of the object with three maxima is obtained. If, in the response
of the control system, the number of peaks is greater than three, it returns to the previous
value of P11 and decreases the value of the step Δp. In the case where there are two maxima
in the object response, the value of Δp is also decreased. The adjustment process is repeated
until the obtained number of maxima in the dynamic response of the object is three. The
fulfilment of this condition ends the control with the potentiometer P1 and starts decreasing
the value of the resistance P21 on the potentiometer P2 with the set step Δp. For each of the
successive values of the P21 resistance, the dynamic response of the system is recorded. The
adjustment process lasts until the optimal dynamic response of the hot-wire measurement
system is achieved with the assumed accuracy of the first overshoot. First, the number of
maxima is checked, which in the ideal case should be one. Then, by appropriate selection
of the control step value, the level of 15% of the first overshoot is reached. After achieving
the assumed level of accuracy, the frequency response of the system is determined.

Figure 6. Adjustment algorithm—coarse adjustment.

This method of regulation ensures quick tuning of the system in terms of its dynamics.
However, the manual configuration shows that it is possible to achieve a wider frequency
response. This requires additional, fine system adjustment. The assumption of the final
control is to obtain the maximum possible bandwidth for various configurations of the
system and for various measurement conditions. The optimization algorithm (Figure 7)
starts with the resistance values P11 and P21 obtained as a result of the preoptimization.
In the first step, the resistance P11 is increased by the value Δp1. Then, on the basis of the
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performed measurement of the dynamic response of the system, the overshoot value is
checked. If it is lower than 14.9%, the value of Δp2 is reduced by half, and the resistance P21
is increased by the new value of Δp2. In the case when the obtained overshoot is greater
than 15.1%, the resistance P21 is decreased by the value of Δp2. Each time the resistance
value changes, the dynamic response of the system is measured. The process of such
regulation lasts until the response with overshoot in the range of 14.9–15.1% is obtained.

Figure 7. Adjustment algorithm—fine adjustment.

Obtaining the optimal frequency response is associated with obtaining an ideal dy-
namic response characteristic with one maximum. Appearance of the next maximum
determines its overshoot, therefore the level of the next maximum in relation to the set
value can be treated as a criterion of the final regulation. If this criterion is met, the value
of resistance P11 is increased by Δp1, and the variable Δp2 is assigned an initial value.
The optimization algorithm ends its operation when it is impossible to find for the next
P11 value increased by the step Δp1 the resistance value P21 ensuring the reduction of the
second maximum level below the limit mmax.

6. Automatic Adjustment of Dynamic Properties of the Measurement
System—Experimental Case

The presented algorithm was implemented in the measurement system and tested in
various configurations (3.5 and 8 μm probes, various cables connecting the sensors with the
anemometer, velocities, etc.). Figure 8 shows the next steps of the algorithm implementation.
It contains a graph of changes in the resistance of the potentiometers during the automatic
adjustment process. The example of the process of automatic adjustment shown here refers
to study performed upon the measurement system connected to the sensor including the
wire of 5 μm in diameter, placed in the air flow of velocity of 15 m/s.

 

Figure 8. Successive stages of automatic adjustment of dynamic properties of the hot-wire anemometer.
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In the first stage of the process of automatic adjustment, the value of resistance P11
is increased in eight iterations from 1.69 to 3.05 kΩ with the value of resistance P21 being
simultaneously kept constant at the value of 10.13 kΩ. At the same time, the dynamic
response of the measurement system is automatically analyzed. The second stage of the
adjustment process starts once the system’s response characterized by the occurrence of
third maximum of assumed level is obtained (Figure 9a). The value of resistance P21 is
gradually reduced until the recorded signal of the dynamic response is fifteen percent
over-regulated (Figure 9b). In the example of the presented measurement, this takes
place after the next eight iterations, following which the second stage of the process of
preliminary optimization of the hot-wire anemometric measurement system is finished, and
the resistances P11 and P21 are set to values 3.05 and 7.20 kΩ, respectively. The bandwidth
frequency obtained in this way equals 20.15 kHz.

The third stage of adjustment realizes the algorithm of optimization of the hot-wire
anemometer’s dynamics, consisting of increasing the resistance P11 with the least possible
step, the value of which is given by the resolution of settings of the adjustment potentiometers.
For gradually increasing values of the resistance P11, appropriate values of resistance P21
(decreasing) ensuring the model characteristic of the dynamic response of the system are
sought. Individual consecutive settings allowing for the above-mentioned dynamic response
to be obtained are recorded until the maximum value of bandwidth frequency is obtained. In
the case of the example presented, such a frequency was equal to 44.92 kHz (Figure 9c).

Figure 9. The dynamic response of the hot-wire anemometer in individual stages of the process of
automatic adjustment: (a) first adjustment stage; (b) second adjustment stage; (c) third adjustment
stage; (d) fourth adjustment stage.

Further adjustment causes additional over-regulation maxima to appear in the dy-
namic response of the hot-wire anemometric system, which as a consequence leads to an
unstable operation of the system. In order to prevent the system from reaching this state,
the number of consecutive maxima and amplitude of over-regulations are analyzed in the
fourth stage of the process of automatic adjustment. If the parameters of the response
of the measurement system, i.e., the number of recorded maxima and their amplitude
level (Figure 9d), exceed beyond the preset boundary values, the optimization process
is terminated and the values for which the optimal value of bandwidth frequency of the
system was obtained in the third stage of the process are taken as final settings.

7. Application of the Hot-Wire Anemometer with Automatic Adjustment of Its
Dynamic Properties

One of the main factors influencing the dynamic properties of hot-wire anemometric
measurement systems is the mean value of flow velocity. It is related to the intensity of
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heat exchange between the measuring wire and flowing medium. Due to the optimization
of hot-wire anemometric measurement systems to low velocities, the initially obtained
response of the system, which is ideally adjusted for high velocities, becomes distorted. In
the dynamic response of the system, additional overshoots begin to appear, which leads
to a considerable confinement of the whole system’s transmission band. Therefore, at the
stage of planning of hot-wire anemometric measurement systems, their dynamic response
is adjusted to high values of velocities. This allows the risk of damage to the measurement
probe to be eliminated when performing measurement in high-velocity flows. It does not
eliminate the problem of reduction of bandwidth frequency in measurements in which the
mean value of velocity is lower than the one for which the system was optimized at the stage
of planning. When performing the multi-point measurements, it is also necessary to use
various measurement probes. As shown by the study [22], the type of measurement probe
used for the measurement is of crucial importance with respect to dynamic characteristics
of the measurement system, and the use of different types of measurement probes (i.e.,
different wires, properties of material of which the measuring wires are made) makes the
development of a universal measurement system impossible.

The basic test of the developed system is its ability to maintain the optimal bandwidth
in the case of a change in the mean velocity value and the use of different types of sen-
sors. The measurement system, together with the algorithm for automatic adjustment of
dynamic properties, was tested in a wide range of velocities, during which two types of
measuring probes including the wires of 3 and 5 μm in diameter were used. Figure 10
presents the results of the performance of the above-described algorithms in real-life
measurement experiments.

Figure 10. The bandwidth frequency in the function of flow velocity for measurement probes with 3
and 5 μm wires.

The presented results for bandwidth frequency of the measurement system in the
function of flow velocity confirm the efficacy of the developed procedure of automatic ad-
justment. Bandwidth frequencies obtained for two types of commonly used measurement
probes are characterized by their constancy in a wide range of flow velocities (above 3 m/s),
reaching the level of 78 kHz and 46 kHz for 3 μm and 5 μm probes, respectively. In the case
of lower velocities, the values of the bandwidth frequencies of the measurement system
are insignificantly lower, reaching the minimal values in the case of optimization under
the no-flow conditions. This effect may be explained by the fact that the characteristic of
heat exchange between the sensor and its surroundings changes under these conditions.
As the flow velocity decreases, the role of free convection in such a heat exchange increases,
resulting in a change in thermal conditions around the sensor and thus hindering the
possibility of compensation.
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The use of the algorithm for the automatic optimization of the transmission band
of the hot-wire anemometric measurement system thus allowed for optimal values of
bandwidth frequency of the system to be obtained in a single channel, irrespective of
installed measurement probe or adopted flow velocity.

8. Conclusions

In routinely performed hot-wire anemometric measurements, the measurement sys-
tem’s dynamics are influenced by factors related to properties of flowing medium in which
such measurements are performed (the mean velocity value), the used type of measure-
ment probe, or the length of used signal wires. Every change of measurement system
configuration leads to perturbations in the ideal characteristics of the originally designed
measurement system and changes its dynamic properties in an unspecified manner. Per-
forming measurements using a measurement apparatus with unknown dynamic properties
undermines the reliability of results obtained from measurements of high-frequency phe-
nomena, including determination of the intensity of turbulence. One solution to this
problem may exist in the presented measurement system, allowing for the effect of various
factors interfering with dynamic characteristic of hot-wire anemometric measurement sys-
tems to be compensated for. As a result of performed investigations, the full ability of the
system to automatically compensate for the effect imposed by various measurement-related
factors on the bandwidth frequency of the system was confirmed.
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Abstract: The paper presents an experimental implementation of an optimal-based vibration control
for a scaled wind turbine tower-nacelle structure. A laboratory model of the approximate power
scale of 340 W, equipped with a nonlinear tuned vibration absorber (TVA), is analysed. For control
purposes, a combined operation of a small-scale electric servo drive and a magnetorheological (MR)
damper is used in the TVA system. Nonlinearities of both the electric drive and the MR damper
are intrinsic parts of the adopted nonlinear control concept. The aim of the research is the simple-
hardware real-time implementation and the experimental investigation of the simultaneous actuator
and damper control, including the analysis of the influence of optimal control law parameters and
quality function weights on the vibration attenuation efficiency and actuator energy demand. As
a reference, an optimal-based, modified ground-hook control with the single goal of the primary
structure deflection minimisation is used along with the passive system with zero MR damper current
and idling electric actuator, proving the advantages of the proposed method. The regarded solutions
guarantee 57% maximum structure deflection reduction concerning the passive TVA configuration,
using an MR damper of 32 N maximum force and an electric drive of 12.5 N nominal force and
0.76 W nominal power. An interesting alternative is the optimal control concept tuned with regard
to the actuator power minimisation—it provides 30% maximum structure deflection attenuation
(concerning the passive TVA configuration) while using a passive damper of 3.3 N maximum force
and an actuator of 0.17 W nominal power only. It makes evident the advantage of the properly tuned
optimal control algorithm over the modified ground-hook law—it requires 51% less actuator energy
than the latter parametrised to exhibit the same vibration attenuation properties.

Keywords: real-time vibration control; optimal-based control; wind turbine; hybrid tuned vibration
absorber; electric drive; magnetorheological damper

1. Introduction

Mechanical vibrations are problematical phenomena concerning slender structures
such as towers, masts, chimneys, bridges [1,2], skyscrapers [3–5], wind turbines [6–10], as
well as plate structures [11,12], etc. Most of them are fitted with dedicated solutions for
vibration minimisation and fatigue reduction, such as tuned vibration absorbers/tuned
mass dampers (TVAs/TMDs), tuned liquid column dampers (TLCDs), bracing systems,
etc. [13–18]. TVAs are more and more widely spread vibration reduction systems. A
standard (passive) TVA is built as an additional mass connected with the protected structure
by a spring and a viscous damper (in parallel), the parameters of which are tuned to the
selected mode of the vibration [19]. Passive TVAs cope reasonably well with the vibration
of a single frequency but cannot adapt to a broader spectrum [8]. During the structure
exploitation lifespan, its frequency response may vary due to i.a. temperature fluctuations,
icing, or external loading, apart from the defects that may arise. Thus, more advanced TVA
systems have been investigated. Hybrid TVAs (H-TVAs), being the parallel connection
of a passive TVA with active actuators [5], are the most dependable systems used in civil
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engineering [15,20–23]. The active force of the H-TVA increases the vibration attenuation
efficiency and robustness of the TVA, while its energy, power, and force requirements
are much lower than those of an active TVA (i.e., a TVA in which an active actuator
replaces a viscous damper) of comparable performance. The devices used for the structural
vibration control include active electro-hydraulic/-pneumatic/-magnetic actuators, semi-
active magnetorheological (MR) or changeable-orifice dampers, or passive devices such as
viscoelastic/hydraulic/friction/granular dampers, etc. [13–15,24].

Most of the (active or semi-active) actuator real-time control solutions are based
on the bang-bang strategy [25], fuzzy logic, or two-stage algorithms that consist of the
determination of an actuator’s required force and its accurate tracking [2,26,27]. The latter
concepts experience an inability to produce the required (by the first stage algorithm) force
pattern due to the actuator nonlinearities/constraints (including the ever-present force and
stroke constraints), the impossibility of generating active forces for semi-active actuators,
etc. The stroke limitation of the real-world vibration reduction system, specifically the
TVA, is frequently addressed by the use of end-stop bumpers or spring-damper buffer
systems [28], which prevent the collision with the primary structure but compromise the
control quality at the same time (the presence of the additional springs also alters the TVA
tuning frequency within the buffer ranges). As a result, the force pattern determined to
be optimal (at the first stage) is not the same as the actuator’s output. Some sophisticated
algorithms require real-time frequency determination, which may be problematic for
polyperiodic or random vibrations.

The idea of a concurrent, parallel operation of the MR damper and the active actuator
has only occasionally been investigated, to mention just a few references. Kim et al. [29]
used a parallel, concentric connection of the three actuators: a passive air spring, an MR
damper, and an electromagnetic coil actuator in a precision machine mount to isolate it from
unwanted vibrations. The pneumatic forces constantly supported the heavy weight of an
upper structure, the MR damper handled the transient response, while the electromagnetic
actuator reduced the resonance response, which was switched mutually with regard to the
velocity threshold (the control signal was applied either to the MR damper or the active
device). Switching logic was implemented to resolve the problem of interference between
the MR damper and active actuator control forces. A simple proportional controller was
applied to the MR damper, while a proportional-derivative circuit was applied to the
electromagnetic and pneumatic devices. Sophisticated hardware was required to treat the
high sampling rate. The parallel combination of the MR damper and active air spring in
a hybrid mount system designed for vibration isolation was investigated in [30]. The air
spring was used to support the precision stage and to isolate the large loads by controlling
the spring coefficient. Additionally, the MR damper force was produced to control the
extensive vibrations. The isolation performance was investigated by the utilisation of the
simple PID controller for the air servo valve and the MR damper current. The vibration
was reduced at low frequencies, yet the response amplitude at frequencies above 30 Hz
was slightly increased. In turn, the simultaneous operation of the MR damper arranged in
series with the hydraulic cylinder in a bracing system of a shear frame model representing a
monopile wind turbine structure was investigated in [31], adopting the linear control theory
for the linearised system and actuator—the MR damper was used to emulate the behaviour
of the idealised linear dash-pot. The hydraulic cylinder provided the correct displacement
across the MR damper, while the bang-bang force tracking algorithm determined the MR
damper control current. The controller activated high-frequency modes and generated
drift in the actuator displacement, though. Thus, only a fraction of the measured damper
force could be used as input to the designed integral force feedback in the real-time
hybrid simulations.

With regard to the above considerations, the current study concerns a complex, hybrid
MR TVA system (H-MR-TVA) utilising a parallel, concurrent operation of a small-scale
electric servo drive [13,22,28,32–34] and an MR damper [2,4,35–41]. An MR damper exhibits
a wide range of resistance forces compared with a viscous damper, as well as a millisecond
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response time and only signal-level energy requirements, although it cannot add energy
to the system when necessary (being a semi-active device); it also suffers from a nonzero
remanent force [27,41–45]. On the other hand, a small-scale electric actuator may be used to
generate the active forces and cancel the MR damper remanent force while using a modest
amount of energy. Simulations and experiments have shown that implementing both
an MR damper and a small electric drive in the TVA system may lead to state-of-the-art
vibration reduction efficiency. The experimental implementation of a parallel operation of
the simultaneously controlled MR damper and electric drive in the TVA system may be
considered the originality of this work.

To cope with the control limitations (discussed above), the author devised a con-
cept [34,40,41] to embed the nonlinearities of the actuators (i.e., the MR damper and the
electric servo in the current study), including their force constraints, into a control prob-
lem formulation, removing efficiency and robustness issues that arise when a determined
optimal-based control is imprecisely mapped or beyond the permissible actuator range.
This requires the use of nonlinear control methods, which include maximum-principle-
based methods [9,12,46], Lyapunov function-based methods [1,3,32,39,44], linearisation
methods with linear optimal control theory (LQR/LQG/H2/H∞) [3,13,28,33,37,47,48], etc.
Each method group has advantages and disadvantages, including the high computational
load necessary for real-time operation and control authority degradation due to distur-
bances or unmodelled dynamics. The deployment of a nonlinear maximum-principle-based
control method that incorporates actuators’ nonlinearities while providing relatively simple
real-time hardware implementation is the major contribution of this study.

The concept of the maximum-principle-based nonlinear optimal (or optimal-based)
control was previously investigated by the author [40], considering, in particular, a scaled
wind turbine tower-nacelle model [41,49–54]. Wind turbines experience varying external
loads, such as wind variations, wind shear, Karman vortices, blade passing, changeable
inflow conditions for the blades, sea waves, and ice load, etc. Additionally, internal factors,
such as rotating machinery unbalance, contribute to the structural vibration and fatigue
wear of towers and blades. In order to investigate the problem of wind turbine tower
vibrations, a scaled tower-nacelle laboratory model that exhibits partial dynamic similarity
(i.e., similarity of motions of tower tips) with a real-world 1.5 MW Vensys82 structure was
developed and built. It was assumed that a nacelle, a hub, a shaft, a generator, blades, and a
gearbox would all be represented by the rigid body fixed to the top of the rod, modelling a
tower. A horizontal force produced by a modal shaker may be applied to the rod modelling
a tower or to the rigid body, representing a nacelle assembly. The laboratory model enabled
the analysis of two initial bending modes of the tower-nacelle system; however, only
the first mode was investigated in the current study, and H-MR-TVA was tuned to its
frequency. Current research results may be transferred to a real-world wind turbine thanks
to previously determined time, length, and force scale factors [53,54]. The approximate
power scale of the laboratory model was 340 W.

The paper is organised as follows. In the next section, a regarded system is described.
Subsequently, the optimal vibration control problem is formulated and solved, covering
simultaneous MR damper and actuator control. Then, the implementation procedure, the
experimental setup, and the test conditions are discussed. This is followed by the key sec-
tion covering real-time control results. The paper is summarised with several conclusions.

2. A Regarded System

A scaled wind turbine tower-nacelle model is regarded as a protected structure whose
first bending mode modal parameters are: mass m1, stiffness k1, and damping c1. An H-MR-
TVA of absorber mass m2 and spring stiffness k2 is considered (Figure 1). The movement of
both m1 and m2 was constrained to be linear displacement x1 and x2 (accordingly) along
the common axis (horizontal in Figure 1) of an applied excitation force Fe, modelling the
resultant load applied to the nacelle. An MR damper and a force actuator (Fa) were both
built parallel to the spring. Although the force actuator was carefully selected to exhibit the
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lowest motion damping for the required output nominal force Fnom, its influence (excess
damping) on the TVA operation was significant; thus, mass m2 was increased with regard
to the previous research [41] to 14.1% of the mass m1 to obtain two local maxima of the
primary system displacement (x1) frequency response (see Section 7) [19], while stiffness
k2 was tuned accordingly. Both the MR damper and force actuator were used for control
purposes. The values of the adopted system parameters are presented in Table 1.

Figure 1. Two-body diagram of a regarded system with an H-MR-TVA.

Table 1. The adopted system parameters.

Parameter Value

m1 170.34 kg
k1 82,554 N/m
c1 49.53 Ns/m
m2 24.01 kg (14.1% m1)
k2 8000 N/m

Fnom 12.5 N/6.25 N

Figure 2 presents the diagram of the theoretical passive TVA efficiency (vs. mass ratio,
i.e., m2/m1), according to the authors of [19], represented by maximum nacelle displacement
amplitudes A(x1) for the regarded primary structure parameters (Table 1); A(•) states for
the amplitude. Two dots indicate mass ratios assumed in the current (14.1%) vs. previous
research (7.7%) [41]. As it is commonly known, the TVA efficiency characteristic is nonlinear.
The reduction in A(x1) due to the mass ratio increase to 14.1% was expected to be 23% only
(concerning TVA of 7.7% mass ratio). However, a larger mass ratio contributes to lower
TVA sensitivity to detuning [55].

Figure 2. Maximum nacelle horizontal displacement amplitude A(x1) vs. passive TVA mass ratio
(tuned according to [19]).
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3. Control Problem Formulation and Solution

Consider the equation of motion of a vibrating structure with an H-MR-TVA:

.
z(t) = f (z(t), u(t), t), t ∈ [t0, t1] (1)

where z(t) is a state vector:

z(t) = [z1(t) z2(t) z3(t) z4(t)]
T , (2)

u(t) =
[
u1 (t) u2 (t)

]T ∈ U (U = R2) is a piecewise-continuous control vector, and a
quality index to be minimised is:

G(z, u) =
∫ t1

t0

g(z(t), u(t), t)dt. (3)

Following Section 2, assume: z1 = x1, z2 =
.
x1, z3 = x2, z4 =

.
x2, thus:

f (z(t), u(t), t) =

⎡⎢⎢⎢⎣
z2(t)

1
m1

(−(k1 + k2)z1(t)− c1z2(t) + k2z3(t) + Fmr(z(t), u(t), t) + Fa(u(t)) + Fe(t))
z4(t)

1
m2

(k2z1(t)− k2z3(t)− Fmr(z(t), u(t), t)− Fa(u(t)))

⎤⎥⎥⎥⎦ (4)

where:

Fmr(z(t), u(t), t) = (C1imr(u(t), t) + C2)tanh{ν[(z4(t)− z2(t)) + (z3(t)− z1(t))]}+
+(C3imr(u(t), t) + C4)[(z4(t)− z2(t)) + (z3(t)− z1(t))]

(5)

is the MR damper force represented by the hyperbolic tangent model with the parameters:
C1, C2, C3, C4, ν [40]; imr(u(t), t) is the MR damper control current, Fa(t) is the actuator
force, and Fe(t) is the excitation force applied to the protected structure. To include the MR
damper current restriction to [0, imax] range (imax > 0), it was further assumed:

imr(u(t), t) = imax sin2(u1(t)). (6)

To include the actuator output (static) nonlinearity, i.e., the nominal force limitation to
[−Fnom, Fnom] range (see the adopted Fnom design values in Table 1), it was assumed:

Fa(t) = Fnom sin(u2(t)). (7)

Remark

For an electric servo drive with a ball screw slide mechanism used as the force ac-
tuator in this study (see Section 5), the output was considered to be linear within limits
of [−Fnom, Fnom] (contrary to the electro-hydraulic actuator considered in [34]); the corre-
sponding motor driving torque range was

[
− rFnom

π − M0, rFnom
π + M0

]
, where M0 is no-load

driving torque of the slide unit, while r is the spindle radius. In addition to the actuator’s
static non-linearity (force limitation), its linear dynamics were not considered in this study.

The regarded quality function was:

g(z(t), u(t), t) = g11z1
2(t) + g12z2

2(t) + g13(z1(t)− z3(t))
2 + g14(z2(t)− z4(t))

2 + g21imr
2(u(t), t)+

g221Fmr
2(z(t), u(t), t) + g222Fa

2(u(t)) + g23Pa
2(u(t))

(8)

to account for the protected structure displacement z1 and velocity z2 minimisation, the
TVA stroke z1 − z3 minimisation, the MR damper coil current imr and resistance force Fmr
minimisation, and the actuator force Fa and power Pa minimisation, where:

Pa(t) = Fa(t)(z2(t)− z4(t)).
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Assume the Hamiltonian in the form:

H(ξ(t), z(t), u(t), t) = −g(z(t), u(t), t) + ξT(t) f (z(t), u(t), t). (9)

If (z∗(t), u∗(t)) is an optimal control process, there exists a co-state vector function ξ
satisfying the equation:

.
ξ(t) = − f ∗T

z (z∗(t), u∗(t), t)ξ(t) + gT
z (z

∗(t), u∗(t), t), t ∈ [t0, t1] (10)

with a terminal (transversality) condition:

ξ(t1) = 0 (11)

so that u∗(t) maximises the Hamiltonian over the set U for almost all t ∈ [t0, t1] ( fz and
gz are f and g derivatives with respect to z; f and g are continuously differentiable with
respect to state and continuous with respect to time and control) [56]. For the analysed
system, the co-state vector was:

ξ(t) = [ξ1(t) ξ2(t) ξ3(t) ξ4(t)]
T , (12)

while:

f ∗T
z (z∗(t), u∗(t), t) =⎡⎢⎢⎢⎢⎢⎣

0 − 1
m1

(
k1 + k2 + F̃mr(z∗(t), u∗(t), t)

)
0 1

m2

(
k2 + F̃mr(z∗(t), u∗(t), t)

)
1 − 1

m1

(
c1 + F̃mr(z∗(t), u∗(t), t)

)
0 1

m2
F̃mr(z∗(t), u∗(t), t)

0 1
m1

(
k2 + F̃mr(z∗(t), u∗(t), t)

)
0 − 1

m2

(
k2 + F̃mr(z∗(t), u∗(t), t)

)
0 1

m1
F̃mr(z∗(t), u∗(t), t) 1 − 1

m2
F̃mr(z∗(t), u∗(t), t)

⎤⎥⎥⎥⎥⎥⎦
(13)

with:

F̃mr(z∗(t), u∗(t), t) =
ν(C1imr(u∗(t), t) + C2)

{
1 − tanh2[ν(z∗4(t) + z∗3(t)− z∗2(t)− z∗1(t)

)]}
++(C3imr(u∗(t), t) + C4)

(14)

thus:

F̃mr(z∗(t), u∗(t), t) =
∂Fmr(z∗(t), u∗(t), t)

∂z∗3(t)
=

∂Fmr(z∗(t), u∗(t), t)
∂z∗4(t)

= −∂Fmr(z∗(t), u∗(t), t)
∂z∗1(t)

= −∂Fmr(z∗(t), u∗(t), t)
∂z∗2(t)

(15)

and:

gT
z (z∗(t), u∗(t), t)

=

⎡⎢⎢⎣
2g11z∗1(t) + 2g13

(
z∗1(t)− z∗3(t)

)− 2g221F′
mr(z∗(t), u∗(t), t)

2g12z∗2(t) + 2g14
(
z∗2(t)− z∗4(t)

)− 2g221F′
mr(z∗(t), u∗(t), t) + 2g23F2

a (t)
(
z∗2(t)− z∗4(t)

)
−2g13

(
z∗1(t)− z∗3(t)

)
+ 2g221F′

mr(z∗(t), u∗(t), t)
−2g14

(
z∗2(t)− z∗4(t)

)
+ 2g221F′

mr(z∗(t), u∗(t), t)− 2g23F2
a (t)

(
z∗2(t)− z∗4(t)

)
⎤⎥⎥⎦ (16)

where:
F′

mr(z
∗(t), u∗(t), t) = Fmr(z∗(t), u∗(t), t)F̃mr(z∗(t), u∗(t), t).

Thus, Hamiltonian (9) takes a form:

H(ξ(t), z(t), u(t), t) = −g11z1
2(t)− g12z2

2(t)− g13(z1(t)− z3(t))
2 − g14(z2(t)− z4(t))

2−
g21imr

2(u(t), t)− g221Fmr
2(z(t), u(t), t)− g222Fa

2(u(t))− g23Fa
2(u(t))(z2(t)− z4(t))

2+
ξT(t) f (z(t), u(t), t),
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where:

ξT(t) f (z(t), u(t), t)

=
[

ξ1(t) ξ2(t) ξ3(t) ξ4(t)
]
⎡⎢⎢⎢⎣

z4(t)
1

m1
(−(k1 + k2)z1(t)− c1z2(t) + k2z3(t) + Fmr(z(t), u(t), t) + Fa(u(t)) + Fe(t))

z4(t)
1

m2
(k2z1(t)− k2z3(t)− Fmr(z(t), u(t), t)− Fa(u(t)))

⎤⎥⎥⎥⎦
The Hamiltonian maximisation conditions [56] are:

∂H(ξ(t),z∗(t),u(t),t)
∂u1(t)

={(
1

m1
ξ2(t)− 1

m2
ξ4(t)− 2g221Fmr(z∗(t), u(t), t)

)
∂Fmr(z∗(t),u(t),t)

∂imr(u(t),t)
− 2imaxg21 sin2(u1(t))

}
sin(2u1(t))imax = 0

(17)

∂H(ξ(t), z∗(t), u(t), t)
∂u2(t)

=

{
1

m1
ξ2(t)− 1

m2
ξ4(t)− 2Fnom

[
g222 + g23(z2(t)− z4(t))

2
]

sin(u2(t))
}

cos(u2(t))Fnom = 0 (18)

with the appropriate sign change regimes, where:

∂Fmr(z∗(t), u(t), t)
∂imr(u(t), t)

= C1tanh[ν(z∗4(t) + z∗3(t)− z∗2(t)− z∗1(t))] + C3(z∗4(t) + z∗3(t)− z∗2(t)− z∗1(t))

Let us fix an attention on u1(t) range of [0 , π]; thus, Equation (17) results in (g21 �= 0
is assumed):

sin(2u1(t)) = 0

or:

sin2(u1(t)) =
1

2imax21

(
1

m1
ξ2(t)− 1

m2
ξ4(t)− 2g221Fmr(z∗(t), u(t), t)

)
∂Fmr(z∗(t), u(t), t)

∂imr(u(t), t)
a (19)

Analogically to [31]:

i∗mr(u
∗(t), t) =

⎧⎪⎨⎪⎩
0, if , RHS(19) < 0

1
2g21

(
1

m1
ξ2(t)− 1

m2
ξ4(t)− 2g221Fmr(z∗(t), u(t), t)

)
∂Fmr(z∗(t),u(t),t)

∂imr(u(t),t)
, if RHS(19) ∈ [0 1)

imax, if RHS(19) ∈ ≥ 1
(20)

where RHS(19) is the right-hand side of Equation (19).
Condition (18) yields (g222 �= 0 is assumed):

∂H(ξ(t), z∗(t), u(t), t)
∂u2(t)

=

⎧⎨⎩ 1

2Fnom

[
g222 + g23(z2(t)− z4(t))

2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)
− sin(u2(t))

⎫⎬⎭ cos(u2(t)) = 0. (21)

To analyse Hamiltonian derivative (21) sign change conditions, let us fix an attention
on u2(t) range of [−π, π ], regarding the period of both sin(u2(t)) and cos(u2(t)). This
analysis, with the help of Figure 3, yielded proposition (22)(23)(24), covering three disjoint
and complementary cases:

(1) i f

⎧⎨⎩ 1

2Fnom

[
g222 + g23(z2(t)− z4(t))

2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)⎫⎬⎭ ≤ −1, then (21) is

fulfilled and
∂H(ξ(t), z∗(t), u(t), t)

∂u2(t)
exhibits +/− sign change (Hamiltonian maximi-

sation) for: u2
∗(t) = −π

2
only (see Figure 3); thus:

F∗
a (t) = −Fnom. (22)
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(2) i f

⎧⎨⎩ 1

2Fnom

[
g222 + g23(z2(t)− z4(t))

2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)⎫⎬⎭ ≥ 1, then (21) is ful-

filled and
∂H(ξ(t), z∗(t), u(t), t)

∂u2(t)
exhibits +/− sign change (Hamiltonian maximisa-

tion) for: u2
∗(t) = π

2
only (see Figure 3); thus:

F∗
a (t) = Fnom. (23)

(3) i f

⎧⎨⎩ 1

2Fnom

[
g222 + g23(z2(t)− z4(t))

2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)⎫⎬⎭ ∈ (−1, 1), then (21)

is fulfilled and
∂H(ξ(t), z∗(t), u(t), t)

∂u2(t)
exhibits +/− sign change (Hamiltonian maximi-

sation) for: u2
∗(t) = arcsin

⎧⎨⎩ 1

2Fnom

[
g222 + g23

(
z∗2(t)− z∗4(t)

)2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)⎫⎬⎭
only (see Figure 3); thus:

F∗
a (t) =

1

2
[

g222 + g23
(
z∗2(t)− z∗4(t)

)2
]( 1

m1
ξ2(t)− 1

m2
ξ4(t)

)
(24)

Figure 3. Hamiltonian derivative (21) sign analysis.

4. Control Implementation

Regarding the considerations presented in [34,40,41], the implementation of the above
control proposition (20) and (22)–(24) may be as follows: the boundary value problem
(1)(3)(9)÷(11) may be solved in every sampling step of the real-time control, while the
horizon of the optimisation may be assumed as one integration step to cope with the
large computational load. A numerical implementation of such a nonlinear optimal con-
trol for a structure equipped with either an MR-TVA (a standard TVA featuring an MR
damper instead of a passive one) [40] or an H-TVA [34] was realised recently using MAT-
LAB/Simulink level-2 s-function and bvp4c iterative scheme [57]; it was shown numerically
(for the MR-TVA system also experimentally [41]) that the iteration procedure yielding
high computational load may be omitted, adopting a short time horizon optimal problem
task and zero initial conditions for co-state integrators. It was proved that the influence
of the terminal condition (11) error was negligible for the considered control applications.
In the present research, both the active electric actuator optimal-based control and the
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MR damper optimal-based control were implemented simultaneously in the TVA system
(Figure 1)—this solution will be designated hereinafter by OPT.

A modified two-level displacement ground-hook control (hereinafter designated by
GH)—the optimal control direct implementation for the case when the protected structure
deflection minimisation is the single objective—was additionally regarded during this
study. The GH control law changes the actuator force between −Fnom and +Fnom with
regard to x1 sign changes and varies the MR damper control current between 0 and imaxth
regard to x1 and Fmr signs [34,40].

On the experimental ground, the OPT approach was compared with the GH technique
for different levels of the nominal actuator force and maximum MR damper current,
adopting the 1 ms sampling step.

5. The Experimental Setup

The regarded wind turbine tower-nacelle scaled laboratory model fulfilled a dynamic
similarity condition of motions of tower tips with a real-world full-scale wind turbine
Vensys82 structure [49,50,53,54].

The test rig (Figure 4) consisted of a vertically oriented Ti-Gr5 circular rod (no. 1,
modelling the wind turbine tower) and a complex of steel plates (no. 2, modelling the
nacelle unit, including the turbine) fastened to the top of the rod, with the H-MR-TVA
system built-in. The Ti-Gr5 rod was fixed to a section steel foundation frame (no. 3). The H-
MR-TVA (no. 4) consisted of an additional mass moving horizontally along linear bearing
guides, joined to the nacelle-unit (no. 2) via springs (no. 5), Lord RD-1097-1 MR damper
(no. 6) [45], and Festo EGSC-BS-KF-32-50-8P mini slide actuator of linear stroke (powered
by Festo EMME-AS-40-S-LV-AS servo motor) (no. 7) [58] in parallel. The H-MR-TVA
operated along the same direction as the force excitation applied. The structure was excited
by the TMS2060E modal shaker (no. 8 [59]), whose force was transferred to the nacelle-unit
(no. 2) with the use of the drive train system (no. 9) of the changeable leverage.

Figure 4. The laboratory test rig: (a) a general view, (b) the H-MR-TVA.

The data acquisition and control system used a laser sensor for the nacelle-unit absolute
displacement (i.e., the tower tip deflection) x1 measurement, a laser vibrometer for the
H-MR-TVA mass absolute displacement x2 measurement, the MR damper force sensor (no.
10), the shaker force sensor, the MR damper coil current Hall sensor, power supply and
conditioning circuits for the sensors and actuators, and a measuring-control PC embedded
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with Inteco I/O board of the RT-DAC4 series [60] and MATLAB/Simulink/RT-CON
applications. The RT-CON software ensured the fulfilment of real-time regimes using the
1 kHz sampling rate. The RT-DAC4 analogue input channels and RT-CON analogue input
drivers mediated measurement data transfer to the Simulink control environment, where
the demanded MR damper current/actuator force was calculated in each sample step.
The RT-CON/RT-DAC4 analogue output drivers/channels were used for control output
mediation. The MR damper current output was conditioned with the dedicated amplifier
and PID controller to force the required electric current through the MR damper coil. The
demanded actuator force was fed to the Festo CMMT-AS-C2-3A-EC-S1 servo controller
connected with the EMME-AS-40-S-LV-AS motor. The shaker control output was generated
using the TMS2060E force measurement signal compared with the demanded excitation
pattern and conditioned with the PI controller implemented in the MATLAB/Simulink/RT-
CON environment [36].

The system parameters, as in Table 1, along with the identified MR damper unit
(Table 2) [41] and electric drive (21) parameters, were assumed for the experiments.

Table 2. The identified MR damper unit parameters [41].

Parameter Value

C1 44
C2 1.0
C3 225
C4 7.0
ν 70

The electric drive ±15 N step response series was gathered (Figure 5) using the locked
(with 0.9 A control current) MR damper, built-in parallel, and its force sensor (no. 10,
Figure 4). The response was identified with a time-delayed transfer Function (21) of three
poles and two zeros from MATLAB System Identification App (fit to estimation data 96%,
data prefiltered, stability enforced):

Ga(s) =
32.6s2 + 1.55e4s + 9.66e4

s3 + 140s2 + 1.71e4s + 1.06e5
e−0.006s (25)

Figure 5. Electric drive force step response series: measurement vs. identification.

The actuator identification tests confirmed the considerable response delay of the
used mini slide powered by a servo motor (the electro-hydraulic cylinder assumed in the
previous numerical study [34] guaranteed a measurably faster response [61]), which was
projected to be compensated by the MR damper output force (exhibiting a few-millisecond
response time) while maintaining the simplicity of real-time hardware implementation—
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the electric drive response delay influenced state and co-state variables values, which in
turn amended the i∗mr control current according to (20).

6. The Test Conditions

For the real-time vibration control of the wind turbine tower-nacelle model first
bending mode, the approach described in Sections 3 and 4 was implemented using the
damper control Formula (20) and the actuator control Formulas (22)–(24). Various OPT
control cases I–III (see below) were regarded along with GH control, assuming different MR
damper maximum currents and actuator nominal force values.

The test conditions parameters were as follows. The wind turbine tower-nacelle model
was excited by a harmonic force of amplitude A(Fe(t)) = 45.4 N and a frequency range of
[2.2, 4.5] Hz. The fixed sample step ts = 10−3 s was adopted. The nominal actuator output
force Fnom = 12.5 N (thus servo motor nominal driving torque Mnom = 17.2·10−3 Nm) was
assumed as a baseline OPT/GH configuration, along with Fnom = 6.25 N assumed as its
more energy-efficient, restricted force alternative; the corresponding actuator control signal
Fa ctr maximum value of 15 N for the OPT system (13.5 N for the GH system), or 7.5 N for
the OPT system (6.75 N for the GH system) (see time responses in Section 7), were assumed
accordingly, based on the identification (25). The maximum value of Fa ctr corresponding to
the assumed Fnom value for the GH system was 10% lower than for the OPT system due
to the 10% duty cycle of the OPT resetting function (zero initial conditions for co-state
integrators are assumed). The MR damper maximum current imax = 1.0 as was assumed for
the baseline configuration (Fnom = 12.5 N), while imax = 0.5 as was assumed for its restricted
force counterpart (Fnom = 6.25 N)—see Table 3. The values of imax elding Fmr ranges were
tuned to the assumed Fnom ranges, as the MR damper, due to its few-millisecond response
time (see, e.g., Figure 12b in [41] p. 12), was activated ahead of the electric drive, while the
electric actuator may have cancelled the detrimental MR damper remanent force.

Table 3. The test cases: nominal actuator force Fnom/maximum MR damper current i_max.

Configuration

Control Method OPT CASE I
g221 = 0
g23 = 0

OPT CASE II
g221 =106

g23 = 0

OPT CASE III
g221 = 0

g23 = 1010 or g23 = 1011
GH

Baseline 12.5 N/1.0 A 12.5 N/1.0 A 12.5 N/1.0 A 12.5 N/1.0 A

Restricted force 6.25 N/0.5 A 6.25 N/0.5 A 6.25 N/0.5 A 6.25 N/0.5 A

The general weighting factors for the OPT control solution’s quality index (8) were
assumed as follows: g11 = 1018, g12 = 0, g13 = 1015, g14 = 0, g21 = 4, g222 = 4·10−12.
A negligible but nonzero g222 value was selected to eliminate calculation problems for
z2(t) = z4(t) in (21), (22)(23)(24); the electric drive force magnitude was tuned through the
Fnom assumption (baseline or restricted force configuration) in the current research.

The remaining weights were assumed to (OPT cases I–III, see Table 3):

I. minimise the primary structure deflection (nacelle-assembly displacement) x1 am-
plitude as the primary objective while considering TVA stroke amplitude limitation
(these were the two basic objectives for cases II and III as well);

II. minimise the MR damper force in addition to the case I objectives (to account for
the MR damper’s possible force limit and thermal constraints);

III. minimise the actuator power in addition to the case I objectives (to account for the
actuator’s energy constraints).

7. Real-Time Control Results

The efficiency of the adopted solutions was analysed using the frequency char-
acteristics of the nacelle displacement (primary structure deflection) amplitude A(x1)
(Figures 6–8), the TVA stroke amplitude A(x1 − x2) (Figures 9–11), the maximum MR
damper force (Figures 12–14), and the mean actuator power (Figures 15–17), along with the
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time patterns of x1, x1 − x2, Fa ctr, Fa, and Fmr (Figures 18–21). If omitted, imax = 0 d all weights
as for control case I (Section 6) were assumed all over this section. Figures 6, 9, 12 and 15
present the frequency characteristics of A(x1), A(x1 − x2), the maximum MR damper
force, and the mean actuator power, respectively, obtained for the OPT and GH systems
with Fnom = 12.5 N, relative to the passive system with constant MR damper control
current values of 0.0 A, 0.1 A, 0.2 A, 0.5 A, and idling electric actuator (passive sys-
tem omitted in Figure 15). Similarly, Figures 7, 10, 13 and 16 present the frequency
patterns of A(x1), A(x1 − x2), the maximum MR damper force, and the mean actuator
power, respectively, obtained for the OPT solution with Fnom = 12.5 N, and different
imax/g221 values (imax = 0, imax = 0.5 A or imax = 1.0; nonzero MR damper force weight
g221 = 106 for imax = 1.0 case only), the OPT solution with Fnom = 6.25 N, and imax = 0
imax = 0.5 A, and GH solution with Fnom = 6.25 N, and imax = 0 or imax = 0.5 A. Addition-
ally, Figures 8, 11, 14 and 17 present the frequency characteristics of A(x1), A(x1 − x2), the
maximum MR damper force, and the mean actuator power, respectively, obtained for the
OPT concept with Fnom = 12.5 N and different imax/g23 values (imax = 0, imax = 0.5 A or
imax = 1.0; the actuator power weight g23 = 1010 or g23 = 1011).

Figure 6. Nacelle horizontal displacement amplitude A(x1) frequency characteristics: passive system
vs. OPT for Fnom = 12.5 N vs. GH for Fnom = 12.5 N.

Figure 7. Nacelle horizontal displacement amplitude A(x1) frequency characteristics: OPT for
different control parameter values vs. GH for Fnom = 6.25 N.

114



Energies 2022, 15, 9530

Figure 8. Nacelle horizontal displacement amplitude A(x1) frequency characteristics: OPT for
different imax d g23 values, and Fnom = 12.5 N.

Figure 9. The TVA stroke amplitude A(x1 − x2) frequency characteristics: passive system vs. OPT
for Fnom = 12.5 N vs. GH for Fnom = 12.5 N.

Figure 10. The TVA stroke amplitude A(x1 − x2) frequency characteristics: OPT for different control
parameter values vs. GH for Fnom = 6.25 N.
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Figure 11. The TVA stroke amplitude A(x1 − x2) frequency characteristics: OPT for different imax an
d g23 values, and Fnom = 12.5 N.

Figure 12. The maximum MR damper force frequency characteristics: passive system vs. OPT for
Fnom = 12.5 N vs. GH for Fnom = 12.5 N.

Figure 13. The maximum MR damper force frequency characteristics: OPT for different control
parameter values vs. GH for Fnom = 6.25 N.
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Figure 14. The maximum MR damper force frequency characteristics: OPT for different imax and g23

values, and Fnom = 12.5 N.

Figure 15. The mean actuator power frequency characteristics: OPT for Fnom = 12.5 N vs. GH for
Fnom = 12.5 N.

Figure 16. The mean actuator power frequency characteristics: OPT for different control parameter
values vs. GH for Fnom = 6.25 N.
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Figure 17. The mean actuator power frequency characteristics: OPT for different imax and g23 values,
and Fnom = 12.5 N.

Figures 18–21 present the comparison of the primary structure deflection (i.e., nacelle
horizontal displacement) x1, the TVA displacement x1 − x2, the actuator control signal
Fa ctr and force Fa, and the MR damper force Fmr time patterns obtained at the specific
frequency points: 3.2 Hz (Figure 18), 4.0 Hz (Figure 19), 3.4 Hz (Figure 20), 3.6 Hz, and
3.7 Hz (Figure 21). Figures 18 and 19 present the comparison of the time responses obtained
for the OPT system with Fnom = 12.5 N, imax = 0/0.5/1.0 A, g221 = 0, the OPT system
with Fnom = 12.5 N, imax = 1.0 A, g221 = 106, and the GH system with Fnom = 12.5 N,
imax = 0/1.0 A. Fig. 20 presents the comparison of the time responses obtained for the OPT
system with Fnom = 6.25 N, and imax = 0 or 0.5 A. Figure 21 compares the time responses
determined for the OPT system with Fnom = 12.5 N, imax = 0/1.0 A, and g23 = 0/1010/1011.

As may be observed in Figures 6 and 7 for Fnom = 12.5 N (in Figure 7 for Fnom = 6.25 N),
both OPT and GH solutions with an MR damper semi-active operation (i.e., with nonzero
imax) exhibited significantly lower maximum A(x1) values within the regarded structure
first bending mode frequency neighbourhood (especially in 4.0 Hz neighbourhood), than
OPT and GH without the MR damper support (i.e., with imax = 0, omitted in the legends).
The latter, however, presented slightly lower A(x1) values in the 3.2 Hz neighbourhood.
These phenomena are illustrated in Figures 18 and 19 for Fnom = 12.5 N and various
imax/g221 values. The additional force provided by the MR damper semi-active operation
resulted in a slightly smaller TVA stroke (x1 − x2) amplitude (compared to Figures 9 and 10),
which yielded somewhat lower TVA efficiency for nonzero imax at 3.2 Hz (Figure 18). At a
higher frequency of 4.0 Hz (Figure 19), however, the other factor was dominant in relation
to the electric servo activation delay time regarding the shorter vibration period; thus, the
MR damper few-millisecond response time was greatly beneficial, as previously expected
(Section 5). Similar phenomena for Fnom = 6.25 N are depicted in Figure 20a,b (for 3.6 Hz)
and Figure 20c,d (for 3.7 Hz). Figure 6 clearly indicates the TVA excess damping with
regard to the optimally tuned TVA [19]—the maximum A(x1) for the zero-control passive
system was greater than 2.5 mm. In contrast, Figure 2 suggests a value of 2.1 mm for a
14.1% mass ratio.
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Figure 18. Time responses at 3.2 Hz: (a) OPT, imax = 0 (b) OPT, imax = 0.5 A (c) OPT, imax = 1.0 A,
(d) OPT, imax = 1.0 A, g221 = 106, (e) GH, imax = 0, (f) GH, imax = 1.0 A (Fnom = 12.5 N).
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Figure 19. Time responses at 4.0 Hz: (a) OPT, imax = 0 (b) OPT, imax = 0.5 A (c) OPT, imax = 1.0 A,
(d) OPT, imax = 1.0 A, g221 = 106, (e) GH, imax = 0, (f) GH, imax = 1.0 A (Fnom = 12.5 N).
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Figure 20. OPT time responses at 3.6 Hz: (a) imax = 0, (b) imax = 0.5 A vs. OPT time responses at
3.7Hz: (c) imax = 0, (d) imax = 0.5 A (Fnom = 6.25 N).

The combined electric drive and MR damper operation in the H-MR-TVA system
(control case I, baseline configuration), i.e., with Fnom = 12.5 N, imax = 1.0 A led to a 35%
maximum A(x1) reduction in relation to the H-MR-TVA operation without MR damper
semi-active support (i.e., with imax = 0 a and 52% reduction with regard to the previ-
ous research with an MR-TVA system of a lower (7.7%) mass ratio, but less TVA excess
damping [41]. This is regarded as a satisfactory result for such a real-time implementation,
considering the nonlinearity of Figure 2 characteristics and the expected 23% A(x1) reduc-
tion only (Section 2). Both GH and OPT (control case I, baseline configuration) provided
maximum A(x1) values close to 1.1 mm (i.e., 57% reduction concerning the 0.0 A passive
configuration exhibiting the lowest A(x1) values, and 87% reduction regarding the 0.5 A
passive configuration, see Figure 6). This result was obtained at ca. 4 mm TVA stroke
amplitude (OPT configuration, Figure 9), ca. 32 N maximum MR damper force (Figure 12),
and ca. 0.76 W maximum actuator power (Figure 15). The configurations without the MR
damper semi-active support were characterised by more than 4.5 mm TVA stroke ampli-
tude, only 4 N maximum MR damper force, and as much as 0.95 W maximum actuator
power, while being significantly less efficient in primary structure deflection minimisation.
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Figure 21. OPT time responses at 3.4 Hz: (a) imax = 0 (b) imax = 0, g23 = 1010 (c) imax = 0, g23 = 1011

(d) imax = 1.0 A (e) imax = 1.0 A, g23 = 1010, (f) imax = 1.0 A, g23 = 1011 (Fnom = 12.5 N).

As presented in Figures 6, 9, 12 and 15 for Fnom = 12.5 N (in Figures 7, 10, 13 and 16 for
Fnom = 6.25 N), the results of OPT and GH operation were similar, with minor differences
noticeable concerning A(x1), A(x1 − x2), the maximum MR damper force, and the mean
actuator power, especially for Fnom = 12.5 N. In Figure 18a,c vs. Figure 18e,f as well as
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in Figure 19a,c vs. Figure 19e,f, disparities in the time patterns may be spotted with Fa ctr
differences coming to the forefront, as explained in the final paragraph of Section 6.

The interesting alternative to the baseline configuration (Fnom = 12.5 N, imax = 1.0 A
with g221 = 0 (control case I) was a configuration with a lower imax = 0.5 A value (control
case I), and with imax = 1.0 A and nonzero MR damper force weight g221 = 106 (control case
II); Fnom = 12.5 N for both these configurations. In Figures 7, 10, 13 and 16, the respective
frequency characteristics are included, while in Figure 18b,d as well as in Figure 19b,d,
the time patterns are presented. It may be observed that these two solutions exhibited
higher x1 deflection amplitudes, similar x1 − x2 strokes, and lower MR damper forces
(as intended, especially for the imax = 1.0 A, g221 = 106 configuration) than the baseline
configuration. The maximum actuator power used in the imax = 1.0 A, g221 = 106 configu-
ration was actually slightly higher, being also less efficient in A(x1) minimisation than the
imax = 0.5 A, g221 = 0 configuration. In Figure 18c vs. Figure 18d as well as in Figure 19c
vs. Figure 19d, the differences in the Fmr patterns resulting from the different g221 (MR
damper force) weights may be spotted. Due to the MR damper millisecond response time,
its control signal imr patterns were omitted in the time characteristics Figures 18–21 (details
may be found in [41] pp. 12–13).

In Figure 8, Figure 11, Figure 14, and Figure 17, the frequency characteristics deter-
mined for the OPT system with nonzero actuator power weights g23 (control case III) and
different imax values are presented. Figure 21 depicts time patterns obtained for zero and
nonzero g23 values with the MR damper in passive mode (imax = 0) and semi-active mode
(imax = 1.0 A) Due to lowering actuator power (Figure 17) (and so its mean force, see Fig-
ure 21), the maximum A(x1) values may be observed within the (3.3, 3.4)Hz neighbourhood
(Figure 8), contrary to the configurations with g23 = 0 (Figures 6 and 7), for which A(x1)
elevation may be observed at higher frequencies due to the more detrimental actuator
response delay in the situation of its higher output force. However, for the (3.3, 3.4)Hz
range, MR damper support was not beneficial (see Figures 8 and 21), as was discussed
earlier (i.e., the MR damper semi-active operation resulted in a slightly smaller TVA stroke
amplitude, while the actuator response delay was not that meaningful as for the higher
frequencies). The influence of the actuator power weight on its operation is apparent in
Figure 21—the actuator control signal Fa ctr (and so its output force Fa) was clearly lowered
for g23 = 1010, and particularly for g23 = 1011. This yielded significant actuator power
reduction, i.e., below 0.19 W, regarding the control case I (g23 = 0), as shown in Figure 17
vs. Figures 15 and 16.

Three of the regarded control options deserve a special note: the restricted force OPT
configuration, control case I (Fnom = 6.25 N, imax = 0.5 A, g23 = 0) vs. the restricted force
GH configuration (Fnom = 6.25 N, imax = 0.5 A) vs. the baseline configuration, control case
III (Fnom = 12.5 N, imax = 1.0 A, g23 = 1010). All three configurations yielded maximum
x1 deflection amplitudes of ca. 1.78 mm (Figures 7 and 8), which was more than a 30%
reduction regarding the 0.0 A passive system (Figure 6), while the maximum TVA stroke
amplitudes were close to those of the 0.0 A passive system. To obtain the primary structure
deflection minimisation, both noted restricted force OPT/GH configurations required the
MR damper of ca. 16 N maximum force and the actuator of 0.35 W nominal power, while
the latter approach (baseline configuration, control case III) required the damper of 3.3 N
maximum force and the actuator of 0.17 W nominal power, which is by far a preferable
solution. Here comes forth the advantage of the properly tuned OPT solution (over the
simple GH control with changeable Fnom and imax values only) with its various optimisation
fields (quality function components) to obtain a significantly better efficiency concerning
the important aspect of the energy demand, associated with the g23 weight use, while the
vibration attenuation efficiency was the same as for the GH configuration considered here.
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Recapitulating, the control solutions that are particularly recommended are:

(1) H-MR-TVA system with OPT control case I/GH baseline configuration, characterised
by the 57% maximum structure deflection reduction (regarding the passive configura-
tion), ca. 0.76 W nominal actuator power, and ca. 32 N maximum MR damper force;

(2) H-TVA system with OPT control case III baseline configuration and g23 = 1010, char-
acterised by the 30% maximum structure deflection attenuation (regarding the pas-
sive configuration), 0.17 W nominal actuator power, and 3.3 N maximum (passive)
damper force.

For higher actuator force solutions (as the former), the MR damper semi-active support
with millisecond response time was greatly beneficial due to the substantial actuator
response time delay related to the oscillation period at frequencies above 3.6 Hz (see
Figures 5, 6 and 19). On the other hand, it may also be observed that the electric actuator
cancelled the unwanted MR damper remanent force, as assumed previously—see Figures
17, 18, 19 and 20a,b,d.

Using a nonzero g221 value led to 40% MR damper force reduction (Fnom = 12.5 N,
imax = 1.0 see Figure 13); however, the cost was a 24% increased maximum structure
deflection, and a 7.5% increased maximum actuator power, which rendered this solution
aimless. The influence of the other weighting factors (g11, g13, g21) was studied within
the scope of the previous research [34,41]. The operation of the regarded system with MR
damper control only (idling electric drive) was also studied before; in current research, it
was regarded as aimless, as the already embedded electric actuator adds undesirable excess
damping to the TVA system.

With the help of the dynamical similarity analysis that includes previously determined
time and length scale factors (sT = 0.135 and sL = 0.0176, respectively) [53] in combination
with force scale factor sF = 1.75·10−3 [54], the results obtained in the current study may be
used as the indicators of the demanded control forces (with regard to actual mass ratio)
that have to be generated in the H-MR-TVA (H-TVA) system attached to the real-world
Vensys82-class wind turbine structure. Full-scale implementation of the two exemplary
control solutions (1) and (2) recommended above will require: (1) an actuator of 7.1 kN
nominal force and 3.33 kW nominal power, plus an MR damper of 18.2 kN maximum force,
(2) an actuator of 7.1 kN nominal force and 0.74 kW nominal power, plus a passive damper
of 1.9 kN maximum force.

8. Conclusions

The purpose of this research was a real-time implementation and experimental study of
the nonlinear optimal-based vibration control for a scaled wind turbine tower-nacelle model
with the H-MR-TVA system, using the simultaneous operation of the small electric servo
drive and the MR damper. With the use of commercially available hardware, the previously
developed approach was successfully implemented and validated. The combined operation
of the electric actuator and the MR damper in the H-MR-TVA baseline system led to a 35%
maximum structure deflection reduction in relation to H-MR-TVA operation with MR
damper in the passive mode (with zero current) and a 52% reduction compared to the
previous research [41]. Both GH and OPT solutions guaranteed maximum deflection values
close to 1.1 mm (the 57% reduction with regard to the best passive TVA configuration),
using the MR damper of 32 N maximum force and actuator of 12.5 N nominal force and
0.76 W nominal power. This proved the effectiveness and validity of the adopted concept.
No MR damper/actuator force tracking nor online vibration frequency determination were
required, which decreased the control adequacy, especially during the multi-frequency
and random vibration phases. The MR damper and actuator force constraints did not
compromise the control quality. No offline calculation nor disturbance presumption were
required for proper system operation.

An interesting alternative is the OPT system with the actuator power weight g23 = 1010.
It provided a 30% maximum structure deflection attenuation, regarding the passive con-
figuration, while using a passive damper of 3.3 N maximum force and electric drive of
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0.17 W nominal power, which was 22% of the baseline system nominal actuator power. This
also makes evident the advantage of the properly tuned OPT solution (over the simple GH
control) with its various optimisation fields, covered by the optimal control task quality
index—it yielded significantly better energy efficiency marks compared to the GH approach
exhibiting the same vibration attenuation properties. The GH control is devoted to the
case when only the protected structure deflection has to be minimised, while the OPT
concept coped well with different system constraints as, e.g., the TVA working space, the
MR damper/actuator nonlinearities (including stroke and force limitations), the actuator
power and energy demand, etc., which makes the proposed method a valuable real-time
vibration control solution. However, the used electric drive response time is a substantial
drawback of the regarded system; the actuator linear dynamics were not considered in this
study, and this turned out to yield elevated vibration levels at higher frequencies (which
may not be the case for other actuator types to be used, e.g., the electro-hydraulic one).
Thus, the nearest research involves a (model) predictive optimal control with the actuator
linear dynamics implemented to cope with this problem. Moreover, the possible increase
in the sampling rate will benefit the OPT control.
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Abstract: The article presents the results of research on the operation of a wind microturbine model
with an adjustable blade pitch angle. The physical basics of wind turbine operation and the methods
of its optimal control are discussed. The results of the measurements carried out for the selected blade
geometry with the possibility of adjusting the pitch angle are presented. The tests were carried out
for a resistive load with a linear characteristic and for a load with a non-linear characteristic of a Li-Po
battery. The results of the operation of a simple MPPT control algorithm are presented. The practical
methods of controlling larger wind turbines are not optimal for small and very small turbines. The
conducted research focused on determining the possibility of using blades with an adjustable angle
setting, depending on the rotational speed in wind microturbines. The use of a simple mechanism for
changing the pitch angle of the blades depending on the rotational speed of the turbine can increase
the efficiency of the microturbine in a wider range of wind speeds.

Keywords: small wind turbine control; maximum power point tracking; pitch angle wind turbine

1. Introduction

The power of designed and built wind farms in the world is constantly increasing
and reaches the value of MW. This pursuit is economically justified as larger turbines
achieve higher efficiency of generated power. Modern commercial wind farms mostly have
a horizontal axis of rotation and a three-blade turbine. The most frequently used generators
are asynchronous machines and synchronous machines with permanent magnets (PMSG)
together with power electronic converters and control systems. Modern wind turbines
with a horizontal axis of rotation are usually adapted to work at wind speeds not exceeding
25 m/s. These turbines achieve their rated power at wind speeds between 10 and 15 m/s [1].
PMSG generators made of neodymium magnets are most often used in low-power wind
turbines with high rotational speed, while in larger power plants, induction generators
with a mechanical gear are used [2]. In modern wind turbines, several methods of adjusting
the rotor speed and the generator power related to it are used in several ways, depending
on the instantaneous wind speed [2]. To reduce mechanical power on the shaft in large
turbines, pitch control is used, while in small and medium-sized ones, mainly passive stall
control is used, breaking the laminar air stream [3,4].

The European Parliament issued a directive 2010/31/UE on the energy performance
of buildings, introducing the nearly zero-energy building concept (zero-energy building).
According to this directive, new buildings must meet the requirement that a significant
amount of energy comes from renewable sources, including sources integrated with the
building [5]. As a result, there is a growing interest in micro wind turbines that would
supplement the electricity demand of small households [6–8]. The manufacturers’ offer
includes wind microturbines with a nominal power from 100 W to several kW. Miniature
wind turbines can also often be seen on small yachts, recreational plots, and street-lighting
lamps where there is no access to the power grid—Figure 1. Typically, such microturbines
have three or more blades with as simple a profile as possible, are easy to manufacture,
and directly mounted on the PMSG generator axis. Most often, the rated voltage of the
generator is selected so that it charges the battery using an ordinary 6D rectifier.
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(a) (b) 

Figure 1. Hybrid power supply from renewable energy sources: (a) street-lighting lamp; (b) on the yacht.

The belief that the cost of manufacturing a controller for the optimal operation of
a microturbine is high in relation to the possible improvement of the efficiency of the
microturbine means that there is no such controller on the market. In addition, control
methods for larger wind turbines are not optimal for small turbines [9–11]. Therefore, the
author designed and built a small test stand that allows for preliminary research related to
the selection of the optimal wind turbine geometry, and the development and testing of
the operation of the control algorithm for the operation of a simple converter charging the
battery so as to optimally use the power of the wind turbine [12].

The presented research focuses mainly on determining the possibility of using wind
turbines with an adjustable blade pitch angle depending on the rotational speed in micro-
turbines. In larger wind turbines, changing the pitch angle is only used to limit their power
at high wind speeds [10,11]. Currently, such solutions in micro wind farms are not used
for economic reasons. Wind microturbines are very often located in places where wind
conditions are unfavorable: low height from the ground, and terrain obstacles limiting the
speed of the wind stream and causing its turbulence [1,9]—Figure 1a. The use of a simple
blade pitch angle adjustment mechanism depending on the angular velocity of the turbine
can increase its efficiency in a wider range of wind speeds.

The test stand with small dimensions enables quick and cheap development of initial
prototypes of turbine blades due to the use of 3D printing technology.

2. Materials and Methods

2.1. Working Principle of Wind Turbine

The operation of the wind turbine depends on the setting of the blade angle φ

(Figure 2): it is the angle between the blade chord and the apparent wind V, being the sum
of the vectors of the blade linear velocity Vω = ω·r and the wind speed V. The value of
the angle of attack α depends on the ratio of the linear blade speed Vω to the wind speed
V and the blade position angle. Two forces act on the turbine blade: the lifting force FL,
perpendicular to the direction of the resultant velocity V, and the thrust FD, corresponding
to its direction. The rotation of the turbine causes the component FT of the resultant force FL
in the direction of the blade rotation. The value of FT depends on the aerodynamic profile
of the blade and is a non-linear function of the angle of attack. In the range of small values
of the angle of attack, this force grows approximately linearly, but from a certain value of
this angle it rapidly decreases; a stall state occurs [1,2,13]. Maintaining a constant value of
the angle of attack, ensuring maximum aerodynamic efficiency, requires maintaining an
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approximately constant ratio of the angular velocity of the rotor to the wind speed, i.e., the
change in rotor speed in proportion to the wind speed.

Figure 2. Aerodynamic forces on the blade profile.

The lift generated by the airfoil section is a function of the angle of attack to the
incoming air stream. The angle of the air stream inflow depends on the rotational speed
and the wind speed within a certain radius. The required twist angle of the blade depends
on the ratio of the airfoil speed over a certain radius and the desired angle of attack of the
airfoil. The part of the blade closer to the hub is tilted more against the wind due to the high
ratio of wind speed to blade radial speed. The blade tip, on the other hand, will be almost
perpendicular to the wind direction. In the case of blades with a constant angle of their
setting, the optimal twist angle of the blade can be determined. However, when the angle
of the blade is to be adjusted, the twist angle of the blade should also change. It would be
too costly to build a wind turbine with variable-adjustable geometry and currently such
solutions are not used in practice. Therefore, blade angle adjustment is only used in large
turbines to limit their power. In the case of airplanes or helicopters where the adjustable
pitch propeller is used as a drive, the blades of such propellers have a small or zero twist
angle—this provides a wider speed range for effective operation of the propulsion [1,2].
For the purposes of the research on the impact of the adjustment of the blade angle on the
operating efficiency range of a wind turbine, a propeller with a straight profile and a zero
twist angle of the blade was made.

The aerodynamic properties of the wind turbine are determined by the power factor
Cp(λ, β), which depends on the tip speed ratio λ and the blade pitch angle β. The coefficient
λ is defined as the ratio of the linear speed of the turbine blade tip to the wind speed,

λ =
ωr·R
Vw

, (1)

where ωr is the angular velocity of the turbine and R is the radius of the turbine.
The power factor corresponding to the aerodynamic efficiency of a wind turbine is

given by the expression,

CP =
Pm

Pw
, (2)

where Pm is the mechanical power of the turbine and Pw is the wind power:

Pw = 0, 5ρπR2V3, (3)
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where ρ is the air density.
Figure 3 shows an example of the Cp(λ, β) characteristic of a wind turbine. The

maximum power generated by the turbine at a given wind speed Vw is achieved for the
maximum value of the efficiency coefficient corresponding to a certain optimal value λopt
of the tip speed ratio [1,2].

Figure 3. An example of the Cp(λ, β) characteristics.

The mechanical power of the turbine and the output of the electrical system Pout is
described by Equation (4), where Mt is the frictional moment, ω is the turbine angular
velocity, J is the moment of inertia of the rotating mass, η is the overall electrical efficiency
of the system from the generator input to the inverter output.

Pm =
1
η

Pout + ω·Mt + ω·J dω

dt
, (4)

The boundary layer is a thin layer of air and appears on the surface of objects in
viscous flow. The boundary layer effect depends on the flow pattern which is related to the
Reynolds number (5). Reynolds number is a function of fluid velocity,

Re =
ρ·V·C

μ
, (5)

where ρ is the fluid density, V is the mean velocity of the fluid, C is a chord length, and μ is
the dynamic viscosity of the fluid.

Airfoil efficiency decreases as the Reynolds number decreases. Reducing the Reynolds
number means that viscous effects become more dominant, increasing viscous drag. In
addition, the thickness of the boundary layer will increase as the Reynolds number de-
creases, leading to increased shape drag or less lift. Small wind turbines usually operate
at Reynolds number less than 5 × 105. In this Reynolds number range, laminar flow gets
separated at the upper surface of the airfoil and is reattached to the surface as turbulent
causing laminar separation bubble, which increases the drag of the airfoil. Large-scale wind
turbines have become the development trend of wind power. At present, the radius of
wind turbine rotors ranges to one hundred meters, or even more, which extends Reynolds
number of the airfoil profile from the order of 106 to 107.
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2.2. The Most Commonly Used Methods of Optimal Control of Wind Turbine Operation

The algorithms used to achieve maximum power point tracking (MPPT) by wind
turbines can be divided into three main control methods: tip speed ratio (TSR) control,
power signal feedback (PSF) control and, search method maximum power (hill-climb
search—HCS) [14–16]. The TSR control method regulates the rotational speed of the wind
turbine in order to maintain the optimal value of the tip speed ratio, at which the achieved
turbine power is the highest [17,18]. This method requires measuring or estimating both
the wind speed and the rotational speed of the turbine, and also requires knowledge of the
characteristics of the optimal tip speed ratio for the designed turbine—Figure 4.

 

Figure 4. Tip speed ratio control.

In the PSF control method, it is required to know the maximum power characteristics
of a wind turbine and to follow this curve with a control and measurement system [19,20].
The maximum power curves should be obtained by simulations or experiments with a
disconnected wind turbine. In this method, the reference power is determined from the
recorded maximum power curve or from the wind turbine power equation where the input
speed is either wind speed or rotor speed—Figure 5.

 

Figure 5. Power signal feedback control.

The HCS control algorithm is constantly looking for the peak power of the wind
turbine—Figure 6. The tracking algorithm, depending on the position of the operating
point of the turbine and the relationship between changes in power and rotational speed of
the turbine, calculates the optimal signal to bring the wind turbine to the point of maximum
power [21–25]. Unfortunately, HCS control can only work well when the moment of
inertia of the wind turbine is very small so that the change in turbine speed occurs almost
“instantaneously” to the change in wind speed. For wind turbines with higher inertia, the
instantaneous power output of the power plant is related to the mechanical power of the
turbine and changes in kinetic energy stored in the rotating elements, which often makes
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the HCS method ineffective. HCS control does not reach the maximum power points with
rapid increases in wind speed and causes the so-called “stall” when wind speed decreases,
which severely limits the usefulness of this method for wind turbines. Boundary layer flow
characteristics are critical for determining inputs to control systems. The occurrence of
the laminar-to-turbulent transition process, especially at high angles of attack and rapid
changes of angles of attack, can significantly change the aerodynamic behavior of the blade
and cause the phenomenon of stalling [26,27].

 

Figure 6. Hill-climb search algorithm.

It is therefore highly desirable to develop a maximum power output method for micro
wind turbines that does not require measuring wind speed and turbine rotor speed, is
independent of system characteristics, and is applicable to small wind turbines.

2.3. Experimental Stand

A small test stand was built for the purpose of testing the wind turbine model.
Figure 7 shows a schematic diagram of the stand. The test stand includes a virtual

measurement and control device implemented on a PC class computer and a physical
model of a miniature wind tunnel. The virtual measurement and control device was
created in the LabView programming environment. Figure 8 shows the view of the front
panel. The device can set the output value of the fan power, the value of the PWM duty
cycle for the DC/DC converter, and the pitch value of the wind turbine blade. In addition,
the instrument displays and records the following measured values: wind speed v, turbine
speed n, generator output voltage UG, output voltage of the DC/DC converter UO, and
load current IO. The power delivered to the load PO is also determined.
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Figure 7. Schematic diagram of the stand for testing the wind microturbine model.

 

Figure 8. Virtual measuring and control device—front panel.

The model of the wind tunnel made, shown in Figure 9a,b, consists of a tunnel pipe
(1) fixed in a frame (2) which also acts as a honeycomb (air stream straightener). Attached
to the frame is a brushless BLDC fan motor (3) with a 203 mm (8-inch) diameter propeller
and 101 mm (4-inch) pitch, and a DC brush motor (4) with permanent magnet excitation
acting as a DC generator. The generator is powered by a propeller that functions as a wind
turbine. At the entrance to the tunnel there is an anemometer sensor (5) measuring the
speed of the wind. The BLDC motor of the fan is powered by a three-phase inverter (6).
The research model has a controller (7) based on a 32-bit STM32F1 microcontroller which
controls the operation of the fan, DC/DC converter, and the servomechanism (12) of the
turbine propeller pitch (11). The controller also measures wind speed v, turbine rotational
speed ω, generator output voltage UG, converter output voltage UO, and load current IO
(8). The controller, via the USB serial interface (9), communicates with the master computer
on which the virtual measurement and control device program is running. The model is
powered by a power supply (10) with a voltage of 12 V. Due to the small size of the model,
some of its elements could be produced using a 3D printer.
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(a) (b) 

Figure 9. (a) View of the research model; (b) View of the wind tunnel.

3. Results and Discussion

The virtual measurement and control device has the ability to automatically record
measured values for ten set fan power values and one hundred set values of the PWM
wave fill factor for the transistor in the DC/DC converter (buck converter). Because of this
solution, a matrix of 1000 values is obtained for each measured value without the tedious
involvement of the person conducting the measurements and data recording. Moreover,
the measuring and control device has the possibility of automatic adjustment of the blade
setting angle in accordance with the control function described by the expression dependent
on the measured instantaneous rotational speed of the turbine β = f(n). Ultimately, the
practical solution of the microturbine provides for a possibly simple and cheap mechanical
solution using the centrifugal force of the rotating mass, which would change the pitch of
the blades. The optimal control of the power plant is based on achieving the maximum
power for a given wind speed value. Power control, in this system solution of the power
plant, is carried out by changing the duty cycle of the PWM signal that controls the operation
of the switch in a simple DC/DC converter, which has a direct impact on the value of the
converter output voltage. In the conducted research, measurements were carried out for a
load with a non-linear current–voltage characteristic, which is a lithium-polymer battery
cell. The electromotive force EMF of the cell used, depending on the state of charge, was in
the range (3.3 ÷ 4.3) V and its internal resistance was determined as Rw ≈ 0.25 Ω.

3.1. Wind Turbine with a Classic Aerofoil Profile Blade

In order to compare the results of the research on the influence of the adjustment of
the pitch angle of the blades on the efficiency of the wind turbine operation, a propeller
with a blade with a classic aerodynamic profile and a constant pitch angle was used in
the experiment. Examples of power generated by a wind turbine for a resistive load as a
function of the duty cycle of the PWM signal (control quantity) for different wind speeds
are shown in Figure 10.
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Figure 10. The power generated by a wind turbine for a linear load as a function of the control
value—the duty cycle of the PWM signal, for different wind speeds.

It is worth noting that for a linear load such as a resistor, the optimal operation of the
power plant for higher wind values is achieved for a narrow range of the PWM duty cycle
(0.50 ÷ 0.65). The limitation of the power of the power plant in this case is mainly due to
the relatively high resistance value of the generator winding. For lower wind speeds, the
power limitation results mainly from the low value of mechanical power achieved by the
wind turbine (propeller), which is transferred to the generator shaft. Examples of power
generated by a wind turbine loaded with a Li-Po cell as a function of the duty cycle of the
PWM signal (control quantity) for various wind speeds are shown in Figure 11. It is worth
noting that for a non-linear load such as a Li-Po cell, the optimal control of the power plant
operation requires a wider range of PWM duty cycle values within the range (0.4 ÷ 0.85).
It is also necessary to take into account changes in the EMF voltage of the cell depending
on the degree of its charge.

Figure 11. The power generated by a wind turbine for a non-linear load, as a function of the control
value—duty cycle of the PWM signal, for different wind speeds.
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Figure 12 presents the obtained characteristics of the maximum power of the power
plant depending on the wind speed. It can be seen that at higher wind speeds, the slope
of the characteristic no longer increases. The cause may be a significant increase in the
thrust force Fr, resulting from the increase in the rotational speed of the turbine—the frontal
resistance of the airfoil. In the conducted experiment, the turbine achieves a high tip speed
ratio λ >10: the turbine blades are positioned almost perpendicular to the wind direction.
In addition, taking into account the static friction of bearings and brushes and the cogging
torque resulting from changes in the reluctance of the generator’s magnetic circuit, the
start-up of such a turbine is very difficult and takes place only at a relatively high wind
speed of 4 m/s, compared to the wind speed of 1.5 m/s at which it stops.

Figure 12. The maximum power of a wind turbine.

Preliminary results of the measurements indicate that the direct connection of the
battery to the generator, often used in microturbines, whose charging characteristics are
strongly non-linear and varies depending on the battery charge level, may be the cause of
poorer efficiency of micro power plants. The solution to this problem may be the use of
a possibly simple DC/DC converter, which could linearize the load characteristics of the
wind microturbine.

Tests were carried out of a micro wind power plant model, controlled by a simple HCS
algorithm presented in Figure 6. Figure 13 shows selected results of the experiment in the
form of graphs: microturbine wind power, PWM duty factor, and turbine rotation speed.
The results were obtained at a constant wind speed v = 5 m/s.
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Figure 13. Graphs: microturbine power, duty factor PWM, and turbine rotation speed of a microtur-
bine model controlled by HCS algorithm.

The results of the experiment indicate the possibility of using a simple HCS algorithm
to control the operation of a wind microturbine only for a stable value of wind speed. In the
case of rapid and greater decreases in wind speed, the presented simple HCS algorithm no
longer works optimally, even leading to the wind turbine stopping and the need to restart
it. Some improvement in operation can be achieved in this case by using the measured
turbine rotational speed in the control algorithm.

3.2. Wind Turbine with Adjustable Pitch

For the purposes of the research on the impact of the adjustment of the blade angle on
the operating efficiency range of a wind turbine, a propeller with a straight profile and a
zero twist angle of the blade was used in the experiment—Figure 9. Figure 14 shows the
power characteristics obtained in the tests carried out on a wind turbine with a constant
pitch β = 15

◦
as a function of the value of the PWM signal duty factor (control variable) for

various wind speeds.
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Figure 14. The power generated by a wind turbine with a constant pitch, as a function of the control
value—duty cycle of the PWM signal, for different wind speeds.

On the other hand, Figure 15 shows the power characteristics obtained in the tests
carried out on a wind turbine with adjustable pitch depending on the rotation speed n
[rpm] of the turbine β(n) = 30

◦ − n/150, as a function of the duty cycle of the PWM signal
for various wind speeds. It is worth noting that for a non-linear load such as a Li-Po cell,
optimal operation of the power plant requires a wider range of PWM control variable
values in the range (0.45 ÷ 0.95). It is also necessary to take into account changes in the
EMF voltage of the cell depending on the degree of its charge.

Figure 15. The power generated by a wind turbine with adjustable pitch, as a function of the duty
cycle, for different wind speeds.
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Figure 16 compares the obtained two characteristics of the maximum turbine power
achieved as a function of wind speed for the case of fixed (β = const) and adjustable angle
of the pitch (β = f(n)) of turbine blades. It can be seen that for the case of the adjustable
angle of the pitch, the efficiency of the power plant is higher. In the experiment, the turbine
achieves a high value of tip speed ratio λ ≈ 10; the blades of the turbine are positioned
almost perpendicular to the direction of the wind. In addition, taking into account the
static friction of bearings and brushes and the cogging torque resulting from changes in the
reluctance of the generator’s magnetic circuit, the start-up of such a turbine is very difficult
and takes place only at a relatively high wind speed of 4 m/s, compared to the wind speed
of 1.5 m/s at which it stops. Adjusting the pitch angle of the blades can greatly facilitate
the start-up of a wind turbine and allow it to operate at lower wind speeds. In addition,
through the appropriate selection of the dependence β = f(n), it is also possible to limit the
maximum rotational speed of the turbine at which β(nmax) = 0.

Figure 16. The maximum power of a wind microturbine for the case of constant and adjustable pitch.

The results of the measurements indicate that the direct connection of the battery to
the generator, often used in wind microturbines, whose charging characteristics is strongly
non-linear and changes depending on the battery charge level, may be the cause of poorer
performance of the microturbine. The solution to this problem may be the use of a possibly
simple converter that could linearize the load characteristics of the microturbine.

Tests were carried out of a wind microturbine model, controlled by an HCS algorithm,
presented in Figure 6. Figure 17 shows selected results of the experiment in the form of
graphs: power of the wind farm, value of the PWM duty factor, and the rotation speed of
the turbine. The results were obtained at constant wind speed v = 6.5 m/s.

141



Energies 2023, 16, 945

Figure 17. Graphs: microturbine power, duty factor PWM, and turbine rotation speed of a microtur-
bine model controlled by HCS algorithm for adjustable pitch angle of the turbine blade.

The obtained results of the experiment show the possibility of using a simple HCS
algorithm to control the operation of a wind microturbine only for a stable value of wind
speed. In the case of rapid and greater decreases in wind speed, the presented simple HCS
algorithm no longer works optimally, leading to a significant decrease in the turbine’s rota-
tional speed and its re-acceleration. A slight improvement in operation can be achieved in
this case by using a simple mechanism for adjusting pitch angle of the blade β = f(n), which
prevents sudden stalling and facilitates the acceleration of the turbine. Some improvement
can also be obtained by introducing additional actions to the control algorithm resulting
from additional measurement of the instantaneous rotational speed of the turbine.

4. Conclusions

The obtained measurement results showed that the direct connection of the battery to
the generator may cause poorer efficiency of the wind microturbine. The solution to this
problem may be the use of a simple converter, which can linearize the load characteristics of
the wind microturbine. The possibility of changing the pitch of the wind turbine depending
on its rotation speed gives some improvement in the efficiency of the wind microturbine.
However, in practical implementation, the additional costs of manufacturing the blade
pitch adjustment mechanism and its reliability in difficult environmental conditions related
to icing should be taken into account. The use of a simple mechanism for adjusting the
pitch of the turbine using the centrifugal force of the rotating mass may be beneficial for
two-blade microturbines with a high tip speed ratio. Resigning from the third blade in the
wind turbine in favor of the blade angle adjustment mechanism, it is possible to achieve a
higher rotational speed of the turbine, and thus to use a cheaper generator with a smaller
number of pole pairs. The DC brush motor with permanent magnets used in the model as
a generator proved its usefulness. The additional resistance to movement caused by the
brushes did not cause significant limitations at lower wind speeds. Research has shown
that DC motors used in radiator fans from scrap cars can be used in micro wind turbines
for recycling. The use of a simple DC/DC converter in this case would allow optimal
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adjustment of the load characteristic to achieve the maximum power of the wind turbine in
a wide range of wind speeds. The conducted research showed that the built model of the
wind microturbine allows us to observe and measure the physical phenomena related to
the aerodynamics of the wind turbine and the operation of the electricity generator. Test
results that use only simplified mathematical models of the wind turbine often do not take
into account the phenomenon of stalling, which is significant when the maximum load
power of the wind turbine for a given wind speed is exceeded.

The research model in the presented scale allows you to quickly and cheaply make
and test initial prototypes of the designed wind turbine blades using popular 3D printers.
In addition, the controller made enables the implementation, in the program memory of
the used STM32F1 microcontroller, the developed algorithms for optimal control of the
wind microturbine. The computing power of the 32-bit microcontroller is sufficient even
for more complex algorithms. The specificity of the operation, construction, and limitations
of micro wind turbines is in some aspects completely different than in the case of larger
wind turbines, for which numerous scientific studies have already been prepared.

Due to the growing demand for autonomous and portable hybrid micro power plants,
combining small photovoltaic panels and wind micro turbines, it is advisable to conduct
research on improving the energy efficiency of these devices [6–8].

Further research work will focus on the use of the PMSG permanent magnet syn-
chronous generator, the start-up of a wind microturbine with a high tip speed ratio, and
algorithms for optimal MPPT control of the wind microturbine.
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Abstract: Wind turbine blades are one of the largest parts of wind power systems. It is a handicap
that these large parts of numerous wind turbines will become scrap in the near future. To prevent
this handicap, newly produced blades should be recyclable. In this study, a turbine blade, known as
the new generation of turbine blade, was manufactured with reinforced carbon beams and recycled,
low-density polyethylene materials. The manufacturing addressed in this study reveals two novelties:
(1) it produces a heterogeneous turbine blade; and (2) it produces a recyclable blade. In addition,
this study also covers mechanical tests using a digital image correlation (DIC) system and modeling
investigations of the new generation blade. For the mechanical tests, displacement and strain data
of both new generation and conventional commercial blades were measured by the DIC method.
Instead of dealing with the modeling difficulty of the new generation blade’s heterogeneity we
modeled the blade structural system as a whole using the moment–curvature method as part of the
finite element method. Then, the behavior of both the new generation and commercial blades at
varying wind speeds and different angles of attack were compared. Consequently, the data reveal that
the new generation blades performed sufficiently well compared with commercial blades regarding
their stiffness.

Keywords: wind turbine blade; new generation blade technology; recyclable composite structures

1. Introduction

Increasing environmental concern about the harmful consequences of global warming
and carbon emissions has recently created new demands for renewable and sustainable
energy sources such as wind, solar, biomass and geothermal energy [1]. Among these
renewable energy sources, wind has become the focus of attention in recent years [2–7].
With the developing technology, wind power plants, which are a renewable energy alterna-
tive, are rapidly progressing to become one of the main energy sources in the world. For
example, when the installations of wind power plants in Turkey are analyzed over periods
of years, it can be seen that the interest in wind power plants in Turkey has increased over
time. While the power of wind turbines in Turkey was 9253 MW according to the data of
May 2021, it has increased to 10,976 MW according to the data for December 2022 [8,9].
WindEurope predicts that the installed power of the European Wind Power Plant, which is
currently 220 GW in total, will reach 318 GW in 2025. It is also predicted that Turkey will
reach a total installed power of 14 GW in the same period, ranking sixth in Europe [10]. In
the report of the International Renewable Energy Agency (IRENA), titled “Global Energy
Transformation: A Roadmap to 2050”, it is stated that the electricity produced from wind
energy is expected to constitute 36% of total electricity production in 2050. Accordingly, the
share of wind energy in renewable energy sources is estimated to be 42% [10].
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Wind turbines, which are still being installed around the world, typically have a
lifespan of about 20 to 30 years. Although some components of wind power plants, such as
towers and generators, that have reached the end of their lives can be recycled with some
processes, it is very difficult to recycle thermoset-based composite materials used in the
turbine blades [11]. Because of these difficulties, these turbine blades are usually buried
on land, while only a few can be used in the construction industry. The fact that these
large parts of a large number of wind turbines installed throughout the world in the last
thirty years cannot be recycled and will turn into scrap also creates a handicap in terms of
environmental and climate change. For example, it is predicted that there will be 43 million
tons of wind turbine blade waste worldwide by 2050 [12]. According to this prediction,
40%, 25% and 16% of the world’s total turbine blade waste will belong to China, Europe,
and the United States, respectively. Considering that each kilowatt of wind energy needs
about 10 kg of wind turbine blade material, it is expected that shortly, humanity will waste
about 200,000 tons of blades [12]. It is also estimated that the amount of blade material
that will need to be recycled annually between 2029 and 2033 may reach 400,000 tons [13].
Finally, the amount of blade waste is expected to increase to 800,000 tons per year after
2050 [13].

The commonly used intervention for the recycling of wind turbine blades consists of
transporting the blades to landfills as waste, as shown in Figure 1. In addition, the pro-
duction of various products, such as fibers, pellets, construction materials and panels from
composite fiber wastes, contributes to the study of recycling. These forms of applications,
also referred to as cyclical and zero-waste solutions, demonstrate attempts at reducing the
carbon footprint of turbine blades [14].

 

Figure 1. Knotted carbon-based bars used in the production of the new generation blade.

Energy production of wind turbines is largely dependent on the aerodynamics of
the blades, and energy output can be increased by improving the blade’s aerodynamic
performance [15–21]. Another way to increase the amount of energy is to increase the blade
dimensions, though this depends on the blade strength [22–25]. Considering the amount
of energy produced by wind power plants and the dimensions of the turbine blades, the
blades of medium- and large-scale turbines is produced with a different manufacturing
concept compared with the blades of small-scale turbines, since they are subjected to higher
bending moments and shear forces [26–28]. In the manufacturing of the blades of these
medium- and large-scale blades, each layer of the blades consists of glass and carbon fiber
reinforced epoxy materials. In these layered composites, the matrix material is epoxy, while
the reinforcing materials are glass and carbon. Although the layers in these composite
structures are heterogeneous within themselves, considering that turbine blades are formed
by the repetition of these composite layers, it can be stated that the blades are produced in
a homogeneous structure [29–33]. Small-scale turbine blades are produced by embedding
chopped glass or carbon reinforcements into the matrix material homogeneously using
plastic injection production technology in order to make production practical and fast.

It is vital that the composite structures used in the production of turbine blades can
provide the desired strength values when exposed to wind force. According to the literature,
the mechanical properties of the blade structures are commonly obtained by flapwise and
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edgewise tests. Considering that the usage of these test setups is expensive, the digital
image correlation (DIC) technique offers a convenient and economical alternative, especially
for a classical flapwise test. The digital image correlation (DIC) technique was invented
in the early 1980s. It is still a common non-contact and non-destructive experimental
measurement technique for measuring the displacement of structures under various loads.
It can be seen in the literature that the DIC technique has been extensively applied to
tests of structures where the sample size is small, and the experimental setup is well
established [34]. For example, Winstroth et al. [35] successfully measured the displacements
of turbine blades using the DIC technique, even in a large-scale wind turbine of 3.2 MW.
Wu et al. [36] used a new and economical optical technique based on three-dimensional
digital image correlation (3D-DIC) for the health monitoring of wind turbine blades. In
their study, the measurements of a 5-kW wind turbine with a diameter of 4 m were obtained
using 3D-DIC. First, they painted rotor blades with random black and white dot patterns
and placed two digital cameras in front of the wind turbine to measure the rotor blade
deformations. With this test setup, the displacement and strain values of the blades were
obtained dynamically. Mastrodicasa et al. [37] also used the DIC system to measure the
deformation and three-dimensional stresses on a 50-m blade subjected to periodic loading.
They also improved the calibration of the DIC system considering the size (~4 m × 3 m)
of the focal areas for the cameras. The results obtained in their study show that the DIC
technique can provide reliable information about the changes in strains and deformations
of the structures that are subjected to even fatigue loads. Khadka et al. [38] tried to develop
a new non-contact technique using a drone to take dynamic measurements from the DIC
system. In their experimental study, the integration of DIC and drone was used to obtain
strain data on wind turbine blades at remote locations.

Composites show themselves in structures produced by the combination of two
or more different materials. In this context, when we look at the history of the use of
composite materials, it is known that they are used in almost different areas and many
different products. Reinforced concrete beam or column structures used in the construction
industry are also examples of composite structures. In these reinforced concrete structures,
this concrete material needs to be reinforced due to the low performance of the concrete
material under tensile load, although it is sufficiently resistant against the compressive load.
In order to meet this need, the concrete is reinforced by using steel bars in its material. With
this concept, massive weights are easily carried by reinforced concrete beams and columns
in buildings. Reinforced concrete design specifications place a limitation on the distances
between steel bars used in the concrete material to prevent delamination or splitting-type
failures within the reinforced concrete beams or columns. Considering that turbine blades
exhibit a kind of cantilever beam feature under wind load and also that the strength of
layered composite structures should be increased despite the delamination failures, it is
predicted in this study that the turbine blades can be produced in an analogous way to
reinforced concrete beams.

A heterogeneous turbine blade, which in this study we call a new generation turbine
blade, is produced in way that is inspired by the reinforced concrete beams that are
frequently used in the construction industry and is unlike traditional turbine blades with
a homogeneous structure. In this production, the first to be reported in the relevant
literature, continuous carbon-based bars were used instead of reinforcing steel bars in
reinforced concrete beams, and recycled low-density polyethylene was also used instead
of the concrete material. The most important reason for producing the new generation
blades in a heterogeneous structure inspired by reinforced concrete beams is to prevent
delamination-type failures, which can often be seen in traditional turbine blades. In other
words, it is predicted that delamination failures will be minimized in the new generation
blades, whose reinforcing material is heterogeneously embedded in the matrix material, so
that the total contact surface area between the materials is increased. Another novelty of
this study is based on the originality of the production technique of the new generation
blades, as the manufacturing technique used in the production of the new generation
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blade differs from the production methodology of the traditional turbine blades. Unlike
traditional blades, almost no resin or epoxy material was used in the production of this
new generation blade. This new generation blade was produced by bonding the matrix
material (recycled polyethylene) to its reinforcement by exposing it to heat and physical
melting it. Another advantage of using this technique is to supply a recyclable turbine blade
since the matrix material of the blade can be easily stripped from the reinforcing material
through heat application. In addition, in this study, we aimed to produce a new generation
blade that is more mechanically durable than a conventional one. The modelling of a
classical heterogeneous system will require information regarding several characteristics,
obtained from coupon tests of the different materials in composite structures and also
from interfacial bonding tests between these different materials. Since the heterogeneity
of the new generation blades makes their modelling difficult, all the obtained mechanical
data must be defined during modelling. Instead of obtaining all these data, this study
facilitates the modelling of the blade structural system as a whole. While the strength
and displacement of the wind turbine blades are obtained by using the DIC system, static
loads were applied to the blades. While applying these loads, the deformations were
measured with the DIC system and moment–curvature curves were calculated. In ADINA
finite element method software, and by using the moment–curvature data, the behavior of
the new generation and commercial blades was modelled as a whole based on pressure
distributions obtained from CRADLE Computational Fluid Dynamics (CFD) software at
different wind speeds. Thereby, there was no need to define the mechanical properties of
materials in the finite element model of the blades. This is another novelty of our study.

In this study, first, the new generation blade was produced in the same profile and size
as the purchased commercial blade, with the manufacturing and measurement methods
explained in Section 2. Then, experimental studies were conducted on the strength of
both new generation and commercial blades using the DIC technique. An analysis of the
mechanics and flow are described in Section 2. Then, commercial and new generation
blades are modelled and their behaviors under different wind speeds and angles of attack
are compared in Section 3.

2. Materials and Methods

The new generation blade mentioned in this study differs from traditional turbine
blades both in terms of production technique and the difference of materials used in
production. In order to measure and evaluate how these differences contribute to the
new generation turbine blades, a commercially available traditional turbine blade was
purchased first. Then, the new generation blade was produced with the same size and
profile as the commercial one. The details on the production of the new generation blade
are given as follows.

2.1. Manufacturing of the New Generation Blade

In order to minimize delamination type fractures, which are frequently encountered
in traditional turbines, new generation blades are inspired by the structure of composite
reinforced concrete beams, which are widely used in the construction industry. In this
production, continuous carbon-based bars are used instead of reinforcing steel bars in
reinforced concrete beams, and recycled low-density polyethylene is also used instead of
the concrete material. In addition, as is known, deformations are formed on the steel bars
of the reinforced concrete structures in order to increase the interfacial bonding strength
between the steel bars and concrete material. In other words, due to the usage of the
deformed steel bars, we can ensure that the steel reinforcements do not slide into the
concrete material. This important because the reliability of the design calculations of the
reinforced concrete beams depends on the fact that the concrete material in the beams
works as a whole with the adjacent steel reinforcement without slipping. With this context,
in order to produce the new generation blade of this study so that it operates under a
similar principle, sliding of the carbon reinforcement within the blade must be minimized.
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For this reason, knotted structures were arbitrarily formed on each carbon-based bar to be
used for the production of the new generation blade. The visuals of these knotted structures
are given in Figure 1. Additionally, only this much information will be given in terms
of the creation of these knotted structures, which were developed within the company
established by one of the authors, since the know-how on this subject is evaluated to be
within the scope of trade secrets. As a matter of fact, it is vital to minimize any reduction
in the strength capacity of carbon rods during the creation of knotted structures, and the
know-how in this regard belongs to the company.

Figure 2 is plotted to represent the locations of the knotted bars within the airfoil of
the new generation blade. According to Figure 2, the new generation blade was produced
in two separate parts using two different molds. In order to realize the production of these
separate parts, two molds with different shapes were first obtained (see Figure 2). Both
blade pieces were produced by heating in a furnace after the placement of the knotted
carbon bars and recycled polyethylene material in the molds. These pieces were then glued
together using a trace amount of epoxy material as shown in Figure 2. It can be emphasized
that the amount of epoxy in the new generation blade is negligible when compared with
the amount of resin or epoxy used in traditional turbine blades. Additionally, it is thought
that this epoxy, which is used a negligible amount, does not have a negative effect on the
recycling of new generation blades. Because, as is known from the recycling industry, the
materials are never recycled in pure form. Moreover, the new generation blade in this study
has already been produced using an impure recycled form of low-density polyethylene
(F2–12).

Figure 2. A representative display for the new generation blade. (a) Airfoil after combining two sepa-
rate parts, (b) representative cross-sectional area of the part coming out of the first mold, (c) represen-
tative cross-sectional area of the part coming out of the second mold.
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2.2. Digital Image Correlation Method

In this study, a digital image correlation (DIC) system was used to obtain the strength
and displacements of both new generation blade and purchased commercial blades under
static load. The DIC system captures repetitive images and then calculates the displace-
ments of samples by tracking the deformation of the white dots applied to the surface of
the samples using a cross-correlation method [39,40]. The DIC system used in this study
includes 2 × 1 megapixel (MP) high speed cameras, 2 spot lamps, Zeiss precision F-Mount
35 mm lens, and ISTRA 4D software with a calibration target. The maximum frame rate of
the camera is 1000 frames per second with a resolution of 1280 × 800 pixels. In order to
activate the system, first the calibration process is performed. Calibration was performed
before the experiment using a square work area of 500 mm × 500 mm. In the calibration
process, first, the calibration board was displayed with 2 compact cameras and 2 spot lamps,
and the speckled structure was defined in the system by transferring it to the software.

Both of the blades were made ready by being painted as a white dot (pattern) for
the application of the DIC system as in Figure 3. The purpose of this process is to obtain
deformation and displacement measurements by referring to the white dots of the cameras
in the DIC system.

  
(a) (b) 

Figure 3. Making the necessary preparations for the experimental analysis of the blades in the DIC
system, (a) painting work required for the DIC system, (b) blade surface after painting.

According to Figure 4a, the images of both the purchased commercial blade and the
manufactured new generation blade—before being subjected to any load—were taken by
using the commercial software of the DIC system. These first images will be used as the
reference image for the blades, and according to this reference image, the deformation
values of the blades under static load can be calculated. The color changes in the images in
Figure 4b indicate the strain values formed on the surface of the blades under loading.
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(a) 

 
(b) 

Figure 4. Application of the DIC method on a selected blade (a) reference image (b) strain distribu-
tions on the blades.

While the strength and displacement of the wind turbine blades are obtained by using
the DIC system, the static loads applied on the blades are given in Figure 5. In order to
compare the 2-kW small-scale ISTRA BREZEE brand commercial wind turbine blade with
the new generation blade which has the same size and profile, the loads shown in Figure 5
are separately applied at the root, middle and tip regions of both blades. Information about
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the locations of the applied loads is given in Figure 5. While applying these loads, the
deformations were measured with the DIC system.

(a) (b) (c) 

Figure 5. Representative images of the loads of (a) 9.8 N, (b) 14.7 N, (c) 19.6 N applied on the blades
when using the DIC system.

2.3. Finite Element Modeling for the Blades

It is important for the energy sector that the new generation blades can be modeled as
in the traditional blades. In addition, the heterogeneity of the new generation blades makes
their modeling difficult. The modeling of a classical heterogeneous system will require
information about several characteristics, which can be obtained from the coupon tests
of the different materials in composite structures and also from interfacial bonding tests
between these different materials. Then all these obtained mechanical data must be defined
during modeling. Instead of obtaining all these data, this study deals with facilitating
the modeling of the blade structural system as a whole. In this modeling, ADINA R.D.
Inc. commercial engineering simulation software program was used. As mentioned in the
tutorial examples of this program, it is possible to combine the mechanical properties of the
entire structural system into just one batch of moment–bending curve data by considering
the beam element structure as a whole in the finite element method. In other words, the
moment–curvature curve shows how the output data of a simple beam structure changes
according to the input data when bending, and it briefly illustrates the relationship between
input and output. In this respect, by using the moment–curvature data, the behavior
of beam structures with a variable cross-sectional area when bending can be modeled
as a whole. For this modeling, it is sufficient to model the blades as a cantilever beam
element without even defining the cross-sectional areas. The blades are modeled in two
dimensions and the displacements in the flapwise testing direction could be calculated by
the finite element method. These calculated displacement values will then be compared
with the experimental values obtained from the DIC flapwise tests. By the way, to maintain
control over the mesh size in the finite element modelling, mesh sizes were increased until
consistent displacement output data were obtained. In addition, there is no need to define
the mechanical properties of different materials in the finite element model of the blades.
The only data needed here is to know the moment–curvature data of both commercial
and new generation blades. Experimental data using the DIC system were used to learn
these moment–curvature data. In light of these experimental data, the moment–curvature
data of the root, middle and tip regions were obtained by using the strain values at the
blade surfaces. In other words, the moment–curvature calculation of each region was
roughly calculated by using the strain data of the root, middle and tip regions of the turbine
blades obtained from the DIC experiments in the formula in Equation (1) [41]. Finally, the
bending behavior of composite blades, whether homogeneous or heterogeneous, can be
easily modeled using the learned moment–curvature curve.

Curvature =
Strain

(blade thickness)× (0.5)
(1)
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2.4. Flow Analyses

In wind turbines, flow energy is converted into mechanical energy, and mechanical
energy is converted into electrical energy in the generator. During this transformation,
the effect of air as a fluid on the blades and the aerodynamic forces resulting from this
action are basically based on pressure distributions. Flow analysis is required to obtain
these pressure distributions, and these analyses can be done with CFD software [17,42,43].
In this study, MSC CRADLE, one of the MSC One software products, was used to obtain
pressure distributions. In the numerical flow analysis, the flow area was firstly created
according to the blade length. The same mesh structure was applied to the blade and the
created flow area as seen in Figure 6 in each analysis. The hexagonal network structure
formed in the blade and flow area was determined as a total of 922,673 octant (number of
elements). In Figure 7, it is seen that while the mesh structure is denser in the blade, it is
evenly distributed over the flow area in order to measure the changes in the blade more
precisely. The angles of attack (α) were selected as 5◦ and 10◦ in the analyses. Pressure
distributions were obtained by giving 5 m/s, 10 m/s, 15 m/s and 20 m/s fluid velocities at
each angle of attack. The pressure distribution data obtained from the CRADLE program
were applied to the blade beam models in order to determine the behavior of the blades
under different wind speeds and different angles of attack and also to simulate the structure-
fluid interaction.

 
(c) 

Figure 6. The mesh structure (a) the flow domain (b) the meshed blade and (c) length scale of the
meshed blades.
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Figure 7. Pressure distribution on varying wind speeds and angles of attack: (a) α = 5◦ v = 5 m/s
(b) α = 10◦ v = 5 m/s (c) α = 5◦ v = 10 m/s (d) α = 10◦ v = 10 m/s (e) α = 5◦ v = 15 m/s
(f) α = 10◦ v = 15 m/s (g) α = 5◦ v = 20 m/s (h) α = 10◦ v = 20 m/s.

3. Results and Discussion

The results obtained in this study include (1) the data results of the experimental tests
of the blades with the DIC system, (2) the results of the flow analyses, and (3) the behavior
of the blades modeled in the finite element method.

3.1. Experimental Results Obtained from the DIC System

The strengths of both commercial and new generation blades under static load (see
Figure 5) were compared using the DIC system. Table 1 has been created to better under-
stand this comparison. In Table 1, the displacement and surface strain values of both the
commercial and new generation blades are shown corresponding to each test case. When
these displacement and strain values are compared, it is revealed that the new generation
blade has higher stiffness than a commercial one. For example, after applying a single load

154



Energies 2023, 16, 1961

to the tip region of both blades, the displacement values along the longitudinal axis of
commercial and new generation blades vary between 5 mm–60 mm and 0.8 mm–30.3 mm,
respectively. Since this example shows that the commercial blade makes about two-times
more displacement than the new generation blade under the same load, it turns out that the
stiffness value (stiffness = force/displacement) of the commercial blade is approximately
equal to half of the stiffness of the other blade. In addition, if the strain values formed on
the surfaces of the blades are to be compared with each other, the average strain values
occurring in the root region of commercial and new generation blades are shown as approxi-
mately 0.0070 and 0.0029, respectively (see Table 1). The average strain values in the middle
region of commercial and new generation blades are also shown as approximately 0.0147
and 0.0059, respectively. Finally, the average strain values in the tip region of commercial
and new generation blades are approximately 0.0247 and 0.0129, respectively.

Table 1 also includes the displacement data for commercial and new generation blades
after applying a single load to the middle and root regions. When the single load is applied
to the middle region of the blades, the maximum displacements of the commercial and
new generation blades are calculated as approximately 14 mm and 11.57 mm, respectively.
This shows that the new generation blade again exhibits higher endurance performance.
However, this is not the case when a single load is applied to the root zone. In other words,
the maximum displacements of commercial and new generation blades were calculated as
approximately 0.41 mm and 0.55 mm when the single load was applied to the root regions
of the blades. In addition, considering that the displacement values calculated at such
low values will be within the margin of error of the DIC system, it would be difficult to
claim anything through comparison of the new generation and commercial blades with
these data.

When the data in Table 1 are examined, the surface strain distributions that occur
when a single load is applied to the middle regions of both blades show that the new
generation blade is 77% stiffer than the commercial blade. In addition, the surface strain
distributions formed when a single load is applied to the root regions of both blades show
that the new generation blade is 43% more rigid than the commercial blade. However, as
stated above, the new generation blade displaces more when a single load is applied to
the root region of both blades. In this context, it can be thought that there is a mismatch
between the displacement data from the DIC system and the stain data. However, it is
thought that the main reason for this incompatibility is not related to the DIC system or
commercial software, but that a possible fixation problem may have occurred during the
testing of the new generation blade under the single load at its root region. In other words,
since the strain data are independent of the perfection of the fixation of the blades, it is
thought that the displacement data may have been greatly affected by a problem with the
fixation of the blade root.

According to Table 1, it can be seen that there is more variation in the different color
distributions on the blade surface for the commercial blade. It is thought that the excess
in this change is due to the heterogeneity of the internal structure of the new generation
blade. In order to further reduce the standard deviation of the strain values on the surface
of the new generation blade and also to standardize its production, it is thought that an
optimization and design study should be carried out on the number of knotted carbon
reinforcements and the distance between these reinforcements.
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3.2. Results of Flow Analyses

Figure 7 shows the pressure distributions on the blade as the wind speed increases
from 5 m/s to 20 m/s at different angles of attack (5◦ and 10◦). In these distributions, it is
seen that the flow separations increase with the increase of the angle of attack. In addition,
with the wind speed increase, the total pressure values increased approximately 13.6 times
for the angle of attack of 5◦; this value is approximately 16.4 for the angle of attack of 10◦.
While the flow separation leaves the blade surface late in Figure 7a, it is seen in Figure 7e
that the flow separation decreases with the effect of the inertia force. It is seen that the
flow separation in Figure 7a is later than Figure 7b at the same wind speed. It can be
concluded that, with the increase of the angle of attack, the flow is not able to cope with the
reverse pressure gradient and viscous forces, and it cannot hold on to the blade surface.
The separation of the flow from the blade surface reduces the aerodynamic performance of
the blade.

According to the CRADLE analysis given in Table 2, Force-Y expresses the drag force
(FD) on the blade, while Force-Z expresses the lift force (FL). When the wind speed value
increases from 5 m/s to 20 m/s, it was observed that the lift force increased 15.23 and
15.09 times at the 50◦ and 10◦ angles of attack, respectively. It is also seen that the lift force
is 0.91% more effective at the angle of attack of 5◦ than 10◦.

Table 2. Lift and drag forces at varying speeds and angles of attack.

Wind Speed (m/s) Force Type
Angle of Attack

5◦ 10◦

5
Force-Y (N) 0.2809 0.3534740

Force-Z (N) −0.19985 −0.3127885

10
Force-Y (N) 1.118019 1.388722

Force-Z (N) −0.86685 −1.2039

15
Force-Y (N) 2.459789 3.097886

Force-Z (N) −1.719546 −2.6772

20
Force-Y (N) 4.351231 5.480113

Force-Z (N) −3.042711 −4.72061

3.3. Blade Modeling Results

To recall, the curvatures of the blades were calculated according to Equation (1) by
using the blade surface strain values obtained from the DIC tests. Then, these curvature
data together with the moment diagram of the blades formed the moment–curvature
inputs for the blades in modelling. These DIC tests could be verified by using these
inputs in the material definition section in the blade modeling. For this verification, the
blade displacement outputs from the models can be compared with the displacement data
obtained from the experimental DIC tests (see Table 3). The errors in Table 3 show that the
model results generally show a good agreement with the test results. In Table 3, it can be
accepted that one of these errors is high. As mentioned before, it is thought that this high
error may stem from a problem with the fixation of the new generation blade during one of
the DIC tests.

After validating the models with experimental data, the pressure values obtained from
the flow analyses at different wind speeds and angles of attack were applied to the root,
middle and tip sections of the blades. With these new simulation models, the mechanical
behavior of both commercial and new generation blades at different angles of attack and
different wind speeds were investigated. The displacement values in the root, middle and
tip regions of the wings, which are dependent on these behaviors, are shared in Table 4. In
addition, to facilitate the comparison of these displacement values with each other, these
values are also discussed in Figures 8–10. Figures 8–10 show the displacement values in the
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root, middle and tip regions of both blades, respectively. The “brown” and “blue colors” in
these figures represent commercial and new generation blades, respectively.

Table 3. Displacements of both blades at the tip region corresponding to DIC tests and finite
element modellings.

Blade Type

Displacements from DIC Tests Displacements from Modelings Error (%)

Load at
Root

Region
(mm)

Load at
Middle
Region
(mm)

Load at
Tip

Region
(mm)

Load at
Root

Region
(mm)

Load at
Middle
Region
(mm)

Load at
Tip

Region
(mm)

Load at
Root

Region
(mm)

Load at
Middle
Region
(mm)

Load at
Tip

Region
(mm)

Commercial
blade 0.41 14.0 60.0 0.3758 13.2656 57.7843 8 5 4

New
generation

blade
0.55 11.6 30.3 0.3191 10.8647 32.5191 42 6 7

Table 4. Modeling results for commercial and new generation blades for varying wind speeds and
different angles of attack.

Blade Root Region Blade Middle Region Blade Tip Region

α=5o α=10o α=5o α=10o α=5o α=10o

Commercial Blade

v = 5 m/s 0.00271 0.00634 0.03329 0.07430 0.05536 0.11812
v = 10 m/s 0.01992 0.02365 0.23492 0.27585 0.37492 0.43756
v = 15 m/s 0.05482 0.05672 0.64525 0.67217 1.03456 1.07430
v = 20 m/s 0.08716 0.06092 1.03066 0.71374 1.64834 1.14930

New Generation Blade

v = 5 m/s 0.00231 0.00540 0.02185 0.04940 0.03460 0.07550
v = 10 m/s 0.01696 0.02014 0.15597 0.18361 0.23910 0.28010
v = 15 m/s 0.04666 0.04829 0.42826 0.44586 0.65880 0.68433
v = 20 m/s 0.07421 0.05186 0.68383 0.47379 1.05003 0.73111

Figure 8. Modelling displacements of both blades at the root region. Red and blue colors are for
commercial and new generation blades, respectively.
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Figure 9. Modelling displacements of both blades at the middle region. Red and blue colors are for
commercial and new generation blades, respectively.

Figure 10. Modelling displacements of both blades at the tip region. Red and blue colors are for
commercial and new generation blades, respectively.

According to the data in Figure 8, the displacement values of both wings increase at
similar rates for both angles of attack (5◦ and 10◦) with increasing wind speed from 5 m/s
to 15 m/s. However, the effect of the angle of attack comes to the fore when the wind speed
is 20 m/s. Therefore, when the wind speed is 15 m/s or 20 m/s at a 10◦ angle of attack,
the variation of the displacement values of both blades remains small. In addition, when
the blue and brown colors in Figure 8 are compared with each other, it is revealed that the
displacement values of the root zone of the new generation blade are always calculated
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lower than the commercial one for each speed and each angle of attack. It is seen that the
difference between the displacement values of the new generation and the commercial
blades increases with the increase in wind speed.

The data in Figures 9 and 10 also show other displacement distributions compatible
with the data in Figure 8. Therefore, according to the data in these figures, it is revealed
that the displacement values of the middle and tip regions of the new generation blade
are always lower than the commercial blade at different wind speeds and different angles
of attack. This also indicates that the stiffness of the new generation blade is higher than
the commercial one. Finally, in these figures, as in Figure 8, the difference between the
displacement values of the new generation blade and the commercial blade increases with
increasing wind speed.

4. Conclusions

The main purpose of this study was to provide the production of an innovative wind
turbine blade with a new perspective. This new point of view is to compare the turbine
blade structure to the reinforced concrete beam structure, which is frequently used in
construction technology. Just as concrete is used as a matrix material in reinforced concrete
beams and steel bars are used for reinforcing material, it is also possible to strengthen the
recyclable light plastic matrix material in turbine blades with the help of carbon or glass
bars. The use of recyclable materials in the production of this turbine blade also makes
this new production technique more environmentally friendly. In addition, the fact that
the amount of epoxy or resin used in traditional turbine blades is considerably higher than
the trace amount of epoxy material used in the production of the new generation blade,
emphasizes the importance of this new production.

In order to explain to the energy sector that the new generation turbine blade tech-
nology can be functional, it was compared with the commercial turbine blade of the same
size and profile. Experimental DIC tests were applied for these comparisons and it can be
seen that the new generation blade was stiffer. In addition, a simple modeling approach
for both the commercial and the new generation blades is also presented in this study in
order to attract the attention of the energy industry. In addition, the models of both blades
were used with flow analysis and their behaviors at different speeds and different angles of
attack were determined. All these findings demonstrate that the new generation blade has
the possibility to exhibit sufficient strength in the field.
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Abstract: Vertical Axis Wind Turbines (VAWTs) have proven to be suitable for changing wind
conditions, particularly in urban settings. In this paper, a 2D URANS (Unsteady Reynolds-Averaged
Navier Stokes) numerical analysis is employed for an H-Darrieus VAWT. A turbulent domain is
created through systemically randomising the inlet velocity to create macro-turbulence in front of
the VAWT. The parameters for spatial and temporal randomisation of velocity and its effects on the
turbine performance are studied for a mean free stream velocity, U∞ = 10 m/s, and a tip speed ratio
(TSR) of 4.1. The mean Coefficient of power (Cp) for randomised fluctuation of 2 m/s and half-cycle
randomisation update frequency is 0.411 and for uniform inlet velocity is 0.400. The Cp vs. Tip Speed
ratio plot suggests that the optimal tip speed ratio for operation is around 4.1 for this particular
wind turbine of diameter 1 m, chord 0.06 m, and NACA 0018 airfoils. The effect of randomisation
for tip speed ratio λ = 2.5, 3.3, 4.1, and 5.3 on the performance of the turbine is studied. Turbine
wake recovers at a faster rate for macro-turbulent conditions and is symmetric when compared to
wake generated by uniform velocity inlet. The maximum velocity deficit for a distance behind the
turbine, x/d = 8 at TSR (λ) = 4.1 is 46% for randomised inlet and 64% for uniform inlet. The effect
of randomisation for λ = 2.5 to 5.3 on the performance of the turbine is analysed. A time-varying
gust based on International Electrotechnical Commission (IEC) Extreme Operating Gust is used to
study the effect of fluctuating wind conditions in a turbulent environment. Since real-time conditions
often exceed gust factors mentioned by IEC, winds with large gust factors such as 1.50, 1.64, and 1.80
are analysed. With an increase in gust amplitude, Ugust = 6 m/s to Ugust = 12 m/s on a free stream
velocity of U∞ = 10 m/s, the mean Cp decreases from 0.41 to 0.35 since the wind turbine operates
under tip speed ratios outside optimal range due to large fluctuations in incoming velocity.

Keywords: vertical axis wind turbine; gust; macroturbulence; URANS

1. Introduction

The recent trend in environmental degradation and climate change has led to a pressing
need to shift towards renewable and sustainable sources of energy. With wind energy
steadily gaining pace, the global wind energy market continues to be stable with about
591 GW in 2018, and approximately 51 GW installed worldwide every year. There has been
an approximate 400% increase in power generated by wind turbines from 2008 to 2018 [1].
Though there are efficient methods to harness wind energy using large wind farms and
offshore sites, there is still a void in the development of effective harnessing methods for
urban conditions.

Unlike wind conditions in large wind sites, the urban winds are mainly characterised
by unsteadiness in wind velocity and wind direction and have high turbulence intensity
due to the interaction of winds with various physical obstacles such as buildings and trees,
and localised temperature variations. Emejeamara et al. [2] measured wind velocities in

Energies 2023, 16, 2250. https://doi.org/10.3390/en16052250 https://www.mdpi.com/journal/energies165



Energies 2023, 16, 2250

urban environments and reported the presence of gustiness in urban winds and the need
for their consideration in urban wind studies.

For energy extraction in large wind farms, conventional Horizontal Axis Wind Tur-
bines (HAWT) are efficient choices. However, HAWTs do not prove to be as efficient as
Vertical Axis Wind Turbines (VAWT) in urban areas. The power produced by HAWTs
drops significantly when the direction of the wind changes, while that of the Vertical
Axis Wind Turbines (VAWTs) remains constant irrespective of the directional change.
VAWTs pose an advantage over HAWTs in urban conditions due to their omnidirectional
characteristic [3–5]. As the angle of wind changed from 0◦ to 45◦ incident to HAWT, the
voltage produced by the generator of wind turbines significantly dropped, according to
Ishugah et al. [6]. Voltage further dropped to 0 V when the angle reached 90◦. VAWTs,
however, produced a steady voltage for all angles. When compared to a HAWT, a VAWT is
suitable for urban environments because of less space requirement and more potential to
produce power for the same swept area of the turbine [6]. VAWTs also have several other
advantages over HAWTs due to their capability to operate at low tip speed ratios (TSR),
low noise levels and ease of construction and maintenance, and thus are suitable choices
for urban wind conditions [3,7,8].

In recent years, several kinds of research and analyses have been conducted on the
performance and design of the VAWTs under various wind conditions. Many studies have
focused on the effect of unsteady and fluctuating winds [9–19], impact of gust [20–26], and
turbulence [27,28] on the performance of VAWTs.

Both numerical and experimental studies have been performed on the effects of
unsteady winds on the performance of VAWTs. Danao et al. [18] experimentally studied
these effects by employing 7% and 12% velocity amplitude fluctuations on a sinusoidal
wind profile for a scaled wind tunnel model of a VAWT. Shahzad et al. [29] studied the effect
of accelerating and decelerating airflow on VAWTs by steadily increasing the velocity from
4 m/s to 10 m/s and decreasing it back to 4 m/s. They established that even though the
rate of acceleration is constant during acceleration and deceleration, their effects on VAWTs
vary. Bhargav et al. [14] and Danao et al. [17] have numerically studied the performance
dependency of the unsteadiness of the wind by establishing a relation between the wind
velocity fluctuation amplitude and the fluctuation frequency. The fluctuating wind varies
its velocity sinusoidal, and different analyses are performed by varying the fluctuation
amplitude and frequency. These studies show that, as the fluctuation amplitude increases,
the coefficient of power (Cp) values decreases significantly, and as the fluctuation frequency
increases, the Cp value increases. Jafari et al. [30] used a wind model that generates quasi
unsteady wind velocity by generating random velocities using the turbulence intensity of
the wind, which was 20% in their study.

Studies comparing the computationally modelled sinusoidal wind and real-time un-
steady winds have also been conducted. In a comparison study performed by Wekesa
et al. [12], the performance results obtained computationally were compared to the empiri-
cally obtained results at specified locations, namely Marsabit and Garissa. Numerically
obtained power densities of wind compared closely with the empirically obtained ones
and had only marginal errors of 4% and 17%, respectively, at Marsabit and Garissa.

Gust winds are the winds with a sudden increase in wind speed, followed by a
decrease in wind speed. The incoming winds, based on the direction, are classified into
longitudinal, lateral, and upward [21]. Lee et al. [31] studied the influence of the vertical
wind on the performance of a small vertical-axis wind turbine installed on the rooftop of
a building and concluded that if the horizontal wind is greater than 8 m/s, the impact of
the vertical wind and the impact of horizontal wind on the power output of the turbine
is reduced.

The Extreme Operating Gust (EOG) standardised by the International Electrochemical
Commission’s (IEC) [32] is used in this paper. EOGs are constituted by a decrease, followed
by a steep rise, a steep drop, and a rise back to the original wind speed value. There has
been research on the effects of gust winds on VAWTs. Onol and Yesilyurt [23] studied
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the effect of the IEC’s model of EOG on VAWTs through 2D URANS-based numerical
simulations by plotting the power coefficient against the angle of attack for various Tip
Speed Ratios. Wu et al. [20] studied the responses of VAWTs to lateral gustiness of wind
using sinusoidal wind signals. They stated that gust influences are not only present in the
immersion period but also in a much broader influencing period because of the mutual
aerodynamic interaction between the gusts and rotor.

Even though the IEC has standardised gusts, several studies [22,33] have been per-
formed comparing the original gust data and possible corrections that have to be made to
the model to make it more accurate. Rakib et al. [22] compared the IEC 61400-2013 gust
model to actual wind data for a 5 kW Aerogenesis turbine at Callaghan. It was observed
that the average gust factor of experimental data was 26% higher and the rise-and-fall time
was 21% shorter when compared to the IEC gust model. The frequency of occurrence of
gust was also higher than the predictions by IEC. Thus, an increase in the mean amplitude
of gust velocity, shorter rise, and fall time, and an increase in gust factor must be incorpo-
rated into the inlet gust model. The analyses on gust winds did not take into consideration
the high turbulence levels in urban winds.

In order to reproduce the real-life turbulent urban wind conditions in numerical
simulations, Balduzzi et al. [27] developed a numerical strategy for an unsteady RANS
approach to generate macro-turbulence for wind energy applications. The study introduced
macro-turbulence by spatially randomising the velocity values at the inlet. Further in the
study, it was used to simulate the behaviour under turbulence of an H-Darrieus vertical
axis wind turbine. The results produced by the simulations were also reported to match
the experimental results.

The study of the wake is necessary for predicting aerodynamic behaviour downstream
of the turbine. Extensive experimental and numerical studies on the effect of wind condi-
tions on wake and wake characteristics of VAWTs are reported. Lam and Peng [34] studied
wake characteristics of VAWT using 2D and 3D simulation models. They found that SST
turbulence models are coherent with experimental results. Peng et al. [35] experimentally
studied wake aerodynamics of a 5-straight-bladed VAWT through wind tunnel tests. They
concluded that wake asymmetry was attributed to the larger number of vortices shed in the
windward direction. In addition, a counter-rotating pair of vortices was found downstream
that contributed to complete mixing and faster wake recoveries. Rezaeiha et al. [36] studied
the effect of tip speed ratio on wake structures and its influence on wake parameters such
as length of the turbine wake and velocity deficit.

The effect of macro-turbulence in winds and gustiness of winds on VAWTs has been
separately studied in the past for a typical urban environment. However, VAWTs are likely
to be installed in environments with wind profiles that have a super-imposition of both.
Thus, this study analyses the effect that macro-turbulent gusty winds on the performance
and wakes of VAWTs. In the current study, wind speeds are varied both spatially and
temporally in an attempt to reproduce a typical urban setting under an Extreme Operating
Gust (EOG) criteria. The temporal randomisation accounts for the unsteadiness in wind
velocities, and spatial randomisation attempts to reproduce non-homogeneous eddies
with larger length scale as present in urban winds. This work studies inlet randomisation
parameters such as randomised fluctuation and randomisation update frequency on a
steady inlet velocity and its effects on the upwind conditions and performance of the VAWT.
It includes the effect of Tip Speed Ratio (TSR) on the performance of the VAWT and a study
of wake turbine characteristics for different tip speed ratios for randomised inlet conditions.
A comparison of uniform and randomised velocity inlet cases on turbine performance and
wake is performed. The effect of gust parameters such as gust amplitude and gust time
period are also studied for spatially randomised time-varying gust cases.

2. Problem Statement

The present study uses a 2-dimensional simulation of a 2-bladed H type VAWT with
NACA0018 aerofoil. The height and diameter of the turbine are both equal to 1 m, and
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solidity (σ) is 0.12(σ = Nc/D). The shaft diameter (D) is 0.04 m, and the chord length of the
aerofoil (c) is 0.06 m. N signifies the number of blades. The effect of struts is disregarded in
this study. Table 1 shows the geometric features of the turbine considered for the study.

Table 1. Geometric features of the turbine considered for the study.

Axis of Rotation Vertical

Blade profile NACA 0018
Chord, c 0.06 m

Diameter of rotor 1 m
Frontal area of the rotor 1 m2

Solidity, σ 0.12
Number of blades 2

Urban wind conditions are non-uniform spatially. Hence it is essential to understand
the performance of the VAWT with spatially varying macro-turbulence.

The urban winds are mainly characterised by their gustiness, unsteadiness in wind
velocity and direction, and high turbulence levels. Unlike the wind flow in an open wind
farm, the wind in urban regions will have to make its way around significantly denser tall
structures such as buildings and poles. This leads to a flow that is non-homogeneously
filled with eddies of large length scales, which result in a ‘macro-turbulent’ wind flow. The
velocity contour of such a macro-turbulent inflow is presented in Figure 1a. Along with the
local fluctuations of wind speeds caused by urban structures, one can observe larger and
characteristic fluctuations in the freestream velocity of the wind result. The International
Electrotechnical Commission (IEC) has characterised different types of such fluctuations
and one such wind fluctuation, characterised by sudden rise and fall of wind speeds, is
an Extreme Operating Gust (EOG), represented by the velocity plot in Figure 1b. With
gusts being a fairly common wind phenomenon, urban environments are also susceptible
to them. Therefore, in an urban environment, one can observe local winds with smaller and
high frequency velocity fluctuations compounded with larger and low frequency variations
in wind due to gusts. Inflow wind speed, averaged over the frontal area of a VAWT rotor
subjected to such gusty wind conditions, can be best represented by the black coloured
plot of wind velocity in Figure 1b. These characteristics of urban winds are detrimental to
both the performance and structural integrity of VAWTs. Though significant research has
been performed on studying the effects of gusts on the performance of VAWTs, the local
unsteadiness and turbulent nature of urban winds have been undermined. Thus, the focus
of the present study is to analyse the effects of unsteady, macro-turbulent gusty winds
on the performance of VAWTs. Randomisation has been performed spatially (Figure 1a)
and temporally (Figure 1b) to account for unsteadiness in wind velocity and turbulence
levels, respectively.

Figure 1. (a) Velocity contour of non-uniform flow upstream of the VAWT; (b) Temporal variation of
average free stream wind velocity upstream of the VAWT.
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3. Numerical Methodology

The simulations were carried out in commercial CFD package ANSYS Fluent 19.2. The
flow is considered to be incompressible, as the velocity is negligible compared to the sonic
speed. The flow is solved using incompressible 2D Unsteady Reynolds Averaged Navier
Stokes (URANS)-based 4 equation transition SST model. The equations of conservation of
mass and momentum solved for modelling the flow are given in Equations (1) and (2):

∇·→v = 0 (1)

∇·
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v
→
v
)
= −∇p +∇·(τ

)
+ ρ

→
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where ρ is the density [kg/m3],
→
v is the velocity [m/s],

→
g is the acceleration due to

gravity [m/s2], p is the pressure [Pa], τ is the stress tensor [N/m2], μ is the dynamic
viscosity [N m2/s], μt is the turbulent viscosity [m2/s] closed by a suitable turbulence
model, and I is an identity matrix.

The equations used for modelling turbulence, i.e., the equations for transition SST
model are given in Equations (4) and (5):

∂(ργ)

∂t
+

∂
(
ρUjγ

)
∂xj

= Pγ1 − Eγ1 + Pγ2 − Eγ2 +
∂

∂xj

[(
μ +

μt

σy

)
∂γ

∂xj

]
(4)

∂
(
ρRθθt

)
∂t

+
∂
(
ρUjRθθt

)
∂xj

= Pθt +
∂

∂xj

[
(μ + μt)

∂Rθθt
∂xj

]
(5)

In a comparative study of turbulence models by Darcozy et al. [37], the k-epsilon
Realisable and k-omega SST models provide accurate results in locating the optimal tip
speed ratio value for a VAWT for a 2D CFD analysis of an H-Darrieus-type VAWT. However,
in a study by Rezaeiha et al. [38], various turbulence models were compared for accuracy
in modelling turbulence. The study concluded that SST-based models are best suited for
URANS-based VAWT simulations and transitional SST models for simulations in which
the flow transitions from laminar to turbulent. Since the present study is concerned about
transitional flows in which the range of the Reynolds number is from 1.2 × 106 to 2.0 × 106,
the transition SST turbulent model is chosen for the simulations.

For convective term discretisation, the second-order upwind scheme is used. The
Coupled algorithm is employed for handling the pressure and velocity coupling. The
double-precision segregated solver with an implicit method, was utilised for solving the
discretised algebraic equations.

3.1. Wind Inlet Conditions

The inlet velocity is defined using a custom User-defined Function (UDF) in ANSYS
FLUENT to reproduce desired turbulent flow conditions inside the computational domain.
UDF allows direct interaction with the solver through customisation of inlet boundary
conditions and execution for a specified number of iterations. The velocity values are ran-
domised, both temporally and spatially. Temporal randomisation is performed to account
for the unsteadiness of wind velocities in urban conditions and spatial randomisation for
the high turbulent wind conditions in urban areas. The velocity values fed to the solver
will be randomised by maintaining the integrity of the original wind data, i.e., the mean
and standard deviation of the wind data before and after randomisation will be the same.

The gust signal chosen for the study is an IEC standardised extreme operating gust
and the variation of velocity of wind with time follows the Equation (6):

V(t) = (0.37 ∗ A ∗ (sin(3πt/T)) ∗ (1 − cos(2πt/T)) (6)

169



Energies 2023, 16, 2250

where A and T are gust amplitude and time period.
Accounting for the unsteadiness of wind velocities in urban wind conditions, the

wind signal is randomised temporally. This is achieved by adding random values, within
the range of random velocity fluctuation, to the IEC standard gust profile. The temporal
randomisation scheme discretises the IEC gust signal based on the desired randomisation
update frequency. It adds fluctuation magnitude to the original magnitude of wind velocity.
The resultant velocity will thus be a sum of the original gust velocity and a random
fluctuation added within the range of specified velocity fluctuation. This randomisation
is better expressed through the figures in Figure 1b. Uniform wind case (where the mean
velocity is kept constant at 10 m/s) is also randomised using the same method. The chosen
velocity fluctuation for randomising the IEC gust profile temporally is 6 m/s and the
randomisation update frequency is 90.

The spatial randomisation randomises the wind data spatially by assigning different
velocities to each of the nodes at the velocity inlet of the computational domain. Both the
X and Y components of the velocity vectors will be randomised. The X component gets
assigned by different velocities to each of the nodes at the inlet. The randomisation in
the Y component of velocity helps in changing the direction of the velocity vector, thus
introducing macro-turbulence.

3.2. Computational Domain and Grid

The computational analyses performed in this study employ the use of 2D computa-
tional domains for computational simplicity. Rezaeiha et al. [39] compared the results of
2D and 2.5D simulations for low solidity wind turbines and established that 2D simulation
results show good agreement with experimental results. The study on the effectiveness of
2D analyses for straight-bladed Darrieus VAWTs by Bianchini et al. [40] showed that the
results from 2D CFD analyses are significantly accurate and reliable upon considering the
placement of lateral boundaries at a distance far enough to simulate an open-air flow field.

The computational domain, as illustrated in Figure 2a, consists of a rotating inner
domain where the turbine is located and a fixed rectangular domain surrounding the core.
To provide an idea about the turbine geometry in 3D, a representative image is shown
in Figure 2b. For the computational purposes, we have considered a 2D cross-sectional
plane of the turbine perpendicular to the axis of rotation and have not considered the
struts connecting the blades to the shaft. A sliding interface is employed between the
fixed domain, and the rotating core enables rotation of the turbine. The meshing of the
computational domain has been performed using commercial software GAMBIT v2.4.
The inner domain is dynamic and made to rotate at an angular velocity of 82 rad/s to
simulate the rotation of the turbine. The diameter of the inner mesh (dc) is 2.5 m, and
the dimensions of the outer domain are 45 m and 40 m along the length (di + do) and
breadth (W), respectively. With reference to Rezaeiha et al. [39], the turbine is placed at
a distance of 15 m from the inlet (di). The side AB of the domain is the spatially varying
velocity inlet, side CD is the pressure outlet, and BC and CD of the domain are walls as
shown in the Figure 2a.

The side AB of the domain is a spatially varying velocity inlet that is given velocity
values by a UDF hooked to the CFD solver, side CD is the pressure outlet with 1 atm
pressure, and BC and AD of the domain are no-slip walls as shown in Figure 2a. The blades
have a no-slip wall boundary condition with 628 nodes and a grid length of 5 × 10−5 m with
a growth factor of 1.22. The computational domain totally consists of around 0.8 million
cells. The grid independence study is performed by comparing the turbulence intensity
and the turbulent length scales acquired by running simulations in the present grid and a
finer grid for both randomised velocity inlet cases. Figure 3a shows the refinement of the
mesh downstream of the turbine for performing accurate wake studies. The blade angle is
measured in a counter-clockwise direction, which forms the basis for choosing the time
step interval. Figure 3b represents the rotating domain of the mesh, and Figure 3c shows

170



Energies 2023, 16, 2250

the region around the blade that is finely meshed to analyse blade-flow interactions with
better accuracy.

Figure 2. (a) Computational domain ABCD; (b) A representation of straight-bladed VAWT with
3 blades.

Figure 3. Details of computational grid used in the present work. (a) Overall grid of the entire
domain; (b) Mesh in the rotation part of domain (c) grid around the wind turbine blade.

3.3. Computational Methodology

The explicit relaxation factors for momentum and pressure are both 0.75. The under-
relaxation factors for turbulent kinetic energy, dissipation rate, and intermittency are 0.4.
The residuals for convergence are 10−5 for the continuity equation and 10−3 for velocity,
turbulent kinetic energy, dissipation rate, and other variables. Time step size is taken to
be time taken by the rotor to complete 0.5◦ of rotation. The results are read during the
cycles 60–120 turbine cycles for the steady mean velocity case at tip speed ratio (λ) of 4.1.
For the IEC gust cases, the results are read 120–160 turbine cycles for gust time period 3 s,
120–200 turbine cycles for time periods 6 s, and 120–200 turbine cycles 10.5 s. This allows
time for the gust signal to reach the turbine and enough time for proper wake study.

4. Validation and Grid Independence

For any results obtained by numerical simulation, validation is essential and manda-
tory for the results of the same to be considered for further analysis. The study involves a
numerical analysis of vertical axis wind turbine. Hence, a validation against an experimen-
tal result is carried out. The CFD results of Rezaeiha et al. [36] and experimental results of
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Castelli et al. [41] are plotted against the CFD results obtained for a 3-bladed vertical axis
wind turbine in Figure 4. It is found that at lower tip speed ratio, the numerical results are
in line with the experimental results. This percentage of error is minimal. Grid indepen-
dence is conducted by running three different grid cases with 0.4 million, 0.8 million, and
1.4 million grid points represented by grid 1, grid 2, and grid 3, respectively, in Figure 5. As
the results given by grid 2 were at par with the results predicted by grid 3, which is almost
double the grid points, it was decided to do the remaining set of simulations using grid 2.

Figure 4. Validation of numerical model with experimental results [36,41] and other standard
numerical results.

Figure 5. Grid independence study conducted using three different grid numbers.

5. Results and Discussion

The present study analyses the effect of inlet velocity randomisation parameters such
as randomisation fluctuation and randomisation update frequency on the performance of a
VAWT at a constant tip speed ratio of 4.1. The effect of Tip Speed Ratio on the coefficient of
power and wake structure was studied. Further, the effect of gust parameters such as gust
amplitude and gust time period for an IEC Extreme Operating Gust was investigated.

5.1. Effect of Randomisation Parameters on the VAWT Performance
5.1.1. Effect of Randomised Fluctuation

In Figure 6a, the variation of coefficient of power of the wind turbine due to the effect of
randomised fluctuation of 2 m/s, 4 m/s, and 6 m/s at a constant tip speed ratio of 4.1 is shown.
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The randomised fluctuation magnitude is applied on an inlet mean velocity magnitude of
10 m/s. The value of Cp keeps fluctuating due to frequent updates of velocity at the inlet
boundary, for every half rotation of the turbine. It is observed that as the randomisation
fluctuation of velocity decreases from 6 m/s to 2 m/s, the mean value of Cp, represented by
the dashed line, increases by a small margin of 0.01. This is because, for lower randomised
fluctuations, the range of velocity values at all the inlet nodes is less compared to higher
randomised fluctuations. For randomised fluctuation of 2 m/s, the velocity values vary from
12 m/s to 8 m/s, whereas for randomised fluctuation of 6 m/s, the velocity values vary
from 16 m/s to 4 m/s. Since the velocities before the turbine could be of small magnitude in
higher randomised fluctuation cases, the value of Cp produced is also low. The maximum and
minimum bounds of Cp are represented by dotted lines in Figure 6a. The decrease in range
values of Cp by 0.06 and a standard deviation of Cp by 0.01 from the randomised fluctuation
of 6 m/s to 2 m/s is due to the same reason. The mean Cp values of cases with randomised
inlet velocity are always higher than uniform velocity cases due to the effect of upstream
macro-turbulence. The mean Cp value for randomisation fluctuation of 2 m/s is 0.411 and
mean Cp for uniform velocity is 0.400 for λ = 4.1.

Figure 6. (a) Variation of Cp for various randomised fluctuation; the mean and minimum maximum
is represented in the graph with the help of dashed lines and dotted lines respectively; (b) Effect of
free stream velocity on Cp.

The effect of randomisation inlet velocity on the coefficient of power is shown in
Figure 6b. It is noticed that as the mean free stream velocity varies, Cp follows a similar
trend. There is a delay in Cp with respect to the free stream velocity through most peaks
and troughs when plotted against flow time. The value of Cp increases as the magnitude of
velocity in front of the turbine increases, and Cp drops as velocity magnitude decreases. As
the magnitude of fluctuation of velocity increases, the time lag for Cp increases. It is also
noticed that in regions with a higher frequency of fluctuation in velocity, the variation in
Cp does not reflect the frequency of velocity fluctuation.

Figure 7 describes the variation of the Coefficient of Moment (Cm) for a single blade
over an entire turbine rotation. In general, the Cm values peak at 90◦ where a dynamic
stall occurs. During downwind conditions, a small variation in Cm is noticed and can be
attributed to the interaction of blades with the wake created by the central shaft. There is a
substantial variation in peak Cm values for different turbine cycles due to variation of wind
velocity due to spatial randomisation and different randomised fluctuations of the inlet
velocity. The range of peak Cm values is of higher magnitude for randomised fluctuation of
6 m/s (Figure 7a) than for randomised fluctuation of 2 m/s (Figure 7b).
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Figure 7. Moment coefficient for various rotational cycles. (a) Randomised Fluctuation = 2 m/s;
(b) Randomised Fluctuation = 6 m/s. Coefficient of Moment at various time instances (rotational
cycles) are represented through different coloured lines. Due to randomized wind conditions, values
vary every rotational cycle.

5.1.2. Effect of Randomisation Update Frequency

The effect of update frequency of inlet profile for updates at every 45, 90,180, and
360 time-steps on the variation of Cp is studied. The tip speed ratio is maintained at 4.1,
and the randomised fluctuation magnitude is 6 m/s on an inlet mean velocity magnitude
of 10 m/s for all simulations. Figure 8a shows the variation of mean free stream wind
velocity (U∞) for all randomisation update frequency cases. The velocity values are taken
at 0.75 d upstream of wind turbine and averaged over a width of 1.5 d. There is a decrease
in the magnitude of fluctuation of wind velocity from an update frequency of 360 time-
steps to 45 time-steps. The standard deviation of fluctuating velocity is 0.21 m/s for
update frequency of 360 time-steps and 0.11 m/s for update frequency of 45 time-steps.
The range of velocity fluctuation is 0.4 m/s higher in the case of update frequency of
360 time-steps compared to 45 time-steps. The flow field upstream of the turbine is more
uniform for update frequency of 45 time-steps (Figure 8c) than for update frequency of
360 time-steps (Figure 8b), which is characterised by a higher magnitude of macro-turbulence.
As the update interval decreases, the flow field in front of the turbine becomes uniform.

Figure 8. Cont.
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Figure 8. (a) Effect of update frequency on the average wind velocity upstream of VAWT; (b) Snapshots
of flow field upstream of VAWT for Randomisation Update Frequency = 360 time-steps; (c) Snapshots
of flow field upstream of VAWT for Randomisation Update Frequency = 45 time-steps.

In Figure 9, it is observed that there are frequent Cp peaks in analysed data for an update
frequency of 45 time-steps when compared to an update frequency of 360 time-steps. For cases
of slower randomisation updates (update frequencies of 180 time-steps and 360 time-steps),
the velocity at the inlet diffuses and becomes less spatially random by the time wind
reaches the turbine. The effect of these velocities is prominent on the blade because of
larger update intervals, and thus higher peaks and troughs of Cp are achieved. Thus, lower
update frequencies such as 180 time-steps and 360 time-steps have a higher magnitude
of fluctuations of Cp with respect to the mean Cp, hence larger values of the standard
deviation of Cp, 0.24 and 0.28, respectively.

Figure 9. Variation of Cp for various randomisation update frequencies. Corresponding mean Cp is
represented through dashed lines.

The range of variation of Cp is 0.11 for update frequency of 180 time-steps and 0.14
for the update frequency of 360 time-steps. On the contrary, the spatial randomness of
velocity is maintained before the turbine for faster updates of 45 and 90 time-steps. The
number of time-steps for the inlet wind is not sufficient to develop large fluctuations on
Cp. Consequently, update frequencies of 45 and 90 time-steps produce Cp fluctuations
of smaller magnitude closer to the mean Cp generated by the wind, i.e., the standard
deviations of Cp are 0.12 and 0.16, respectively. The range of variation of Cp is 0.06 for
update frequency of 45 time-steps and 0.07 for the update frequency of 90 timesteps. The
fluctuations of the Cp value from the mean are highest in case of an update frequency of
360 time-steps and gradually decrease for quicker updates of 180, 90, and 45 time-steps.

Figure 10 shows the variation of the Coefficient of Moment (Cm) with respect to the
azimuthal angle for a single blade. It is observed that the Cm plot follows a similar pattern
in both update frequencies of 45 time-steps (Figure 10a) and 360 time-steps (Figure 10b)
except at peak Cm values at 90◦ and downstream wake affected region after 180◦.
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Figure 10. Coefficient of Moment (Cm) for various rotational cycles. (a) Randomisation Update
Frequency = 45 time-steps; (b) Randomisation Update Frequency = 360 time-steps. Coefficient of
Moment at various time instances (rotational cycles) are represented through different coloured lines.
Due to randomized wind conditions, values vary every rotational cycle.

5.2. Effect of Tip Speed Ratio on Coefficient of Power

The average wind velocity upstream of the turbine for tip speed ratios 2.5, 3.3, 4.1, and
5.3 is shown in Figure 11. Tip Speed ratio (λ) is the ratio between the rotational speed of the
wind turbine and the free stream velocity. The mean wind velocity at the inlet for all cases
is maintained at 10 m/s with a randomised fluctuation of 6 m/s; the rotational speed of the
turbine varies with the tip speed ratio. As the wind approaches the turbine, it is noticed
that with a decrease in tip speed ratio, the mean velocity of the wind increases, taken at
0.75 d upwind, and averaged over a width of 1.5 d (Figure 11a). Since the relative velocity
of the turbine increases with the tip speed ratio, resistance due to turbine will increase,
blocking the incoming wind. Hence, the mean velocity values are 9.48 m/s for λ = 2.5
and 8.56 m/s for λ = 5.3. The magnitude of fluctuation of velocity also decreases with an
increase in the tip speed ratio. The standard deviation of fluctuating velocity is 0.30 m/s
for λ = 2.5 and 0.20 m/s for λ = 5.3.

Figure 11. Effect of tip speed ratio on the average wind velocity upstream of VAWT. (a) 0.75 d; (b) 1 d;
(c) 1.25 d. The mean and minimum-maximum is represented in the graph with the help of dashed
lines and dotted lines respectively.

176



Energies 2023, 16, 2250

The dotted line in Figure 11a represents the uniform velocity condition, and the dashed
line represents the mean of randomised velocity condition. The mean of randomised
velocity is of similar value to the magnitude of uniform velocity. The mean of randomised
velocity for λ = 2.5 is 9.48 m/s and 9.53 m/s for the uniform velocity case. The fluctuation
of inlet velocity is also taken at 1 d upwind of the turbine and 1.25 d upwind of the turbine
averaged over a width 1.5 d (Figure 11b). The velocity fluctuations follow a similar variation
for all tip speed ratios at the three upwind locations. As the distance from the turbine
decreases, the mean of randomised velocity also decreases. The mean of randomised
velocity for λ = 2.5 is 9.69 m/s at 1.25 d, 9.62 m/s at 1 d, and 9.53 m/s at 0.75 d.

Figure 12 shows the effect of tip speed ratio on the coefficient of power of the VAWT. In
general, the Cp value gradually increases until a particular tip speed ratio and then steadily
decreases. The Cp of uniform flow steadily increases to a maximum of 0.399 at λ = 4.1,
then decreases for higher tip speed ratios. The randomised wind Cp follows the same trend
and increases up to a maximum value of 0.401 at λ = 4.1. The Cp values at λ = 3.3 and
4.1 are comparable in both wind cases. At λ = 2.5, Cp = 0.160 for randomised wind and
Cp = 0.113 for uniform wind. There is also a considerable difference at λ = 5.3: Cp = 0.283 for
randomised wind, and Cp = 0.324 for uniform wind. This difference in Cp value between
randomised and uniform wind, at higher Cp and lower Cp tip speed ratio, is due to the
steep Cp-λ slope.

Figure 12. Effect of tip speed ratio on Coefficient of Performance (Cp) with random wind conditions.

Figure 12 also shows the error values in Cp and tip speed ratio for randomised wind.
It is noticed that the error bar in Cp slightly increases from λ = 2.5 to λ = 5.3, i.e., the
performance of the VAWT is highly sensitive at higher tip speed ratios. The error bar for
λ also increases from λ = 2.5 to λ = 5.3. The higher rotor velocity causes more error in tip
speed ratio though the magnitude of wind velocity before the turbine is less at higher tip
speed ratios (Figure 11), which is similar to results observed by Balduzzi et al. [27].

It is essential to find an operational range of tip speed ratio to extract maximum power
from available wind. It can be concluded that for a 2-bladed turbine of 1 m diameter and
solidity of 0.12, for a steady wind case, it is beneficial to operate the turbine at a tip speed
ratio around 4.1.

In Figure 13, the variation of coefficient of moment (Cm) is given for a single blade for
a rotor rotation for various tip speed ratios. It is noticed that at λ = 2.5 (Figure 13a), the
Cm vs. azimuthal angle plot deviates from Figure 7. The peak Cm occurs before 90◦, and
there is a sudden drop in moment coefficient to negative values after dynamic stall due to
induced vortices of the previous blade. Since λ = 3.3 (Figure 13b) and λ = 4.1 (Figure 13c)
lie in the beneficial operation tip speed ratio range, the peak Cm values at 90◦ are higher
than that of λ = 2.5 and λ = 5.3 (Figure 13d).
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Figure 13. Coefficient of Moment (Cm) for various rotational cycles. (a) λ = 2.5; (b) λ = 3.3; (c) λ = 4.1;
(d) λ = 5.3. Coefficient of Moment at various time instances (rotational cycles) are represented through
different coloured lines. Due to randomized wind conditions, values vary every rotational cycle.

During downstream conditions, vortex shedding from the central shaft contributes to
higher moment coefficient values and more considerable variations for λ = 2.5 compared
to other tip speed ratios. Since the relative velocity is low for λ = 2.5, the wake produced
by the central shaft of the turbine contributes heavily to the moment production when the
blade is downstream. The moment production downstream gradually decreases for λ = 2.5
to λ = 4.1 and is almost nil for λ = 5.3 due to the low interaction of the blade with wake
structures from the central shaft.

5.3. Turbine Wake Study

Wake is generated from the interaction of wind with the blades and central shaft
downstream of the turbine. The study of wake characteristics of a VAWT is essential to
understand how wake structures evolve from near the turbine to far wake regions. The
wake is characterised by velocity deficit and turbulence intensity caused by the power
extraction by a VAWT. Such studies are critical in determining the wind farm layout, as the
drastic reduction in wind velocity and the increased turbulence affects power production
and causes fatigue loading on other turbines downstream. The downstream is distinguished
into two regions—near wake and far wake.

Figures 14 and 15 show time-averaged velocities over 50 turbine cycles normalised
with mean free stream velocity along −0.75 d ≤ y/d ≤ +0.75 d for near wake and far
wake cases, respectively. Wake Structures were plotted for four tip speed ratios 2.5, 3.3,
4.1, 5.3. Wake self-induction, i.e., reduction in the stream-wise velocity as the wake travels
downstream, is significant in all tip speed ratios. Velocity deficit refers to the decreased
wake velocity compared to free stream velocity. It signifies the percentage loss in velocity
at downstream distances with respect to free stream velocity. It is observed that the velocity
deficit in wake increases with an increase in λ as represented in Figure 16. At higher tip
speed ratios, since the relative velocity between the turbine and wind is high, the turbine
causes blockage. Hence, streamwise velocity behind the turbine is highly reduced owing to
a larger velocity deficit. This is significant in near-wake cases, x/d = 2.5 and x/d = 4. The
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magnitude of the velocity deficit is comparable for near-wake cases. The maximum velocity
deficit at x/d = 2.5 for λ = 2.5 is 34% and for λ = 5.3 is 78% (Figure 14a). At x/d = 4, the
maximum velocity deficit for λ = 2.5 is 35% and for λ = 5.3 is 78% (Figure 14b). For far-wake
conditions, the maximum velocity deficit decreases for all tip speed ratios, with an increase
in the distance behind the turbine, from x/d = 6 to x/d = 10. The maximum velocity deficit
at x/d = 6 for λ = 2.5 is 32% and for λ = 5.3 is 56% (Figure 15a). At x/d = 10, maximum
velocity deficit for λ = 2.5 is 25% and for λ = 5.3 is 31% (Figure 15c). It is observed that in all
cases of far wake, λ = 4.1 has a larger magnitude of velocity deficit compared to λ = 5.3. At
x/d = 8, the maximum velocity deficit for λ = 4.1 is 46% and for λ = 5.3 is 38% (Figure 15c).

Figure 14. Time-averaged normalised stream-wise wake velocity along −0.75 d ≤ y/d ≤ +0.75 d for
different tip speed ratios at near-wake distances. (a) x/d = 2.5; (b) x/d = 4. Instantaneous normalised
stream-wise wake velocity profiles are represented using dotted lines.

Figure 15. Time averaged normalised stream-wise wake velocity along −0.75 d ≤ y/d ≤ +0.75 d for
different tip speed ratios at near-wake distances. (a) x/d = 6; (b) x/d = 8; (c) x/d = 10. Instantaneous
normalised stream-wise wake velocity profiles are represented using dotted lines.
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Figure 16. Time averaged normalised stream-wise wake velocity along −0.75 d ≤ y/d ≤ +0.75 d for
all wake distances for (a) λ = 2.5; (b) λ = 5.3.

For near-wake cases (Figure 14a,b), it is observed that there is a small magnitude of
wake asymmetry towards the windward side (y < 0) for all tip speed ratios. The maximum
velocity deficit position shifts towards the windward direction with an increased distance
from the turbine downwind, i.e., from x/d = 2.5 to x/d = 10. Wake asymmetry is caused in
the windward side as the blade travels against an adverse pressure gradient, contributing
to stronger vortex shedding than the leeward side (y > 0). Since the blade moves against
the wind, causing a blockage, a low pressure in the windward is created, inducing faster
blade downstream movement. Tip speed ratios λ = 3.3 and λ = 4.1 do not show much wake
asymmetry, whereas λ = 2.5 and λ = 5.3 show comparatively larger shifts in maximum
velocity deficit positions in both near-wake and far-wake cases.

In the case of wake structures formed by uniform velocity inlet, represented by the
dotted line, the trend is similar for near-wake cases. The maximum velocity deficit for
λ = 4.1 at x/d = 2.5 is 69% for uniform inlet and 68% for randomised inlet (Figure 14a).
Since wake data are extracted very close to the turbine, turbulence mixing occurs for both
inlet cases, irrespective of macro-turbulence in randomised cases. As the distance behind
the turbine increases, there is considerable variation between wake plots of the randomised
and uniform inlet, leading to faster wake recovery, whereas for uniform inlet case, the
mixing is slower, wake recovery is slower, and wake asymmetry is high. The maximum
velocity deficit for uniform velocity is hence higher than randomised velocity for λ = 2.5,
3.3, 4.1 for far wake distances. The maximum velocity deficit at x/d = 8 at λ = 4.1 is 46% for
randomised inlet and 64% for uniform inlet (Figure 15c). For λ = 5.3, the velocity deficit is
higher for randomised inlet at x/d = 8 and x/d = 10.

5.4. Effect of Gust Amplitude on the VAWT Performance

Figure 17a shows the variation cycle-averaged randomised free stream velocity, U∞ for 4
different randomised cases of Gust Amplitude, Ugust = 6 m/s, 8 m/s, 10 m/s, and 12 m/s, where
one gust cycle corresponds to 80 rotor rotations. The respective gust factors corresponding
to these Ugust values are 1.34, 1.50, 1.64, and 1.80. According to IEC 61400-2-Small wind
turbines [32], the average gust factor in an extreme wind case is 1.44 and can be much higher
in an extreme operating gust case. The fluctuation of U∞ is minimum for Ugust = 6 m/s
and maximum for Ugust = 12 m/s, where their maximum peak velocities are 14.4 m/s
and 18.9 m/s. The difference in their maximum peak velocity is 4.3 m/s. The minimum
peak velocity is 6.78 m/s corresponding to Ugust = 12 m/s and 8.4 m/s corresponding to
Ugust = 6 m/s. Figure 17b represents the instantaneous randomised U∞ values for the four
gust cases taken at every 20 timesteps.

Figure 17c represents the variation of instantaneous U∞ for randomised gust cases,
Ugust = 6 m/s, 10 m/s, and 12 m/s in comparison with instantaneous U∞ for uniform gust
cases. Both randomised and uniform gust follow the same profile. However, randomised
gust shows a large fluctuation in velocity due to the randomisation procedure at the inlet
of the domain.
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Figure 17. (a) The variation in cycle-averaged U∞ for Ugust = 6 m/s, 8 m/s, 10 m/s and 12 m/s;
(b) Instantaneous variation of U∞ for Ugust = 6 m/s, 8 m/s, 10 m/s and 12 m/s; (c) Comparison of
Randomised Gust velocity and Uniform gust velocity.

The magnitude of randomised fluctuation is 6 m/s. The continuous spikes in the
velocity profile subsequently affect the Cp values of the wind turbine. Figure 18a shows the
variation of cycle-averaged λ for various randomised Ugust cases. The minimum fluctuation
of λ occurs for Ugust = 6 m/s case with maximum and minimum values of λ being 4.89
and 2.84, respectively. The maximum fluctuation occurs in Ugust = 12 m/s with maximum
and minimum values of λ values at 6.04 and 2.18, respectively. Figure 18b represents the
instantaneous randomised λ values for the four gust cases taken at every 20 timesteps.

Figure 18. (a) The variation in cycle-averaged tip speed ratio for Ugust = 6 m/s, 8 m/s, 10 m/s, and
12 m/s; (b) Instantaneous variation of tip speed ratio for Ugust = 6 m/s, 8 m/s, 10 m/s and 12 m/s.

In Figure 19, the variation of Cm vs. azimuthal angle for a single blade for Ugust cases
of 6 m/s, 8 m/s, 10 m/s, and 12 m/s is shown. It is observed that power produced by
upstream wind is greater than the power produced by downstream wind. Unlike the case
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with a steady inlet velocity of 10 m/s shown in Figure 8a, the Cm vs. azimuthal angle for
Ugust cases shown in Figure 17 deviates from the general profile.

Figure 19. Variation of Coefficient of Moment Cm for azimuthal Angle for (a) Ugust = 6 m/s;
(b) Ugust = 8 m/s; (c) Ugust = 10 m/s; (d) Ugust = 12 m/s. Coefficient of Moment at various time
instances (rotational cycles) are represented through different coloured lines. Due to randomized
wind conditions, values vary every rotational cycle.

The deviation occurs for turbine cycles where free stream velocity is greater than
14 m/s, i.e., the tip speed ratio is less than 2.92. This is attributed to induced vortexes of
the leading and trailing edge that occur at high velocities (low λ values) that contribute to
positive aerodynamic performance creating a larger lift. In such cases, the instantaneous
moment coefficients begin to increase at a smaller azimuthal angle, and the Cm peaks
sooner and higher. The maximum Cm value for Ugust = 6 m/s is 0.39 corresponding to
peak velocity of 14.4 m/s (Figure 19a) and the maximum Cm value for Ugust = 12 m/s is
0.61 corresponding to peak velocity of 18.8 m/s (Figure 19d); both cases at cycle 160. The
moment coefficients after dynamic stall drop steeply to a negative value. During down-
stream conditions, vortex shedding and subsequent flow separation contribute positively
to higher moment coefficient values compared to the rest of the cycles. Cycles with higher
tip speed ratios have a lower value of peak Cm during the upwind condition and have a
broad operational range, i.e., Cm values are not negative.

Figure 20 explains the variation of Cp for flow time for one complete gust cycle. It is
observed that, from a mean value of 0.433, there is a sudden drop of Cp to a minimum value.
This is attributed to a decreasing U∞ value and increasing λ value. From Figure 10, it can be
concluded that for a particular rotational speed of the wind turbine, the magnitude of Cp in-
creases until at a certain λ value and then drops after reaching a maximum. According to the
gust profile, since velocity initially drops, there is a drop in Cp. After reaching the minimum
Cp, the velocity of gust increases, decreasing the λ value and subsequently contributing to
a steep increase in the Cp value. In the region where U∞ is comparatively high, the λ and
Cp values both decrease. Again, when the U∞ values drop, the magnitude of Cp is higher
corresponding to the same U∞ previously (i.e., before Cp drop). This is due to the contribu-
tion of induced vortexes formed by previous cycles’ high-velocity U∞. The mean value of
Cp over the complete gust cycles is 0.35 for Ugust = 12 m/s and 0.41 for Ugust = 6 m/s. This
can be attributed to the high U∞ fluctuations of cases with high gust amplitude.
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Figure 20. (a) Variation of Cp for flow time for Ugust = 6 m/s, 8 m/s, 10 m/s, and 12 m/s; (b) Com-
parison of Cp of randomised gust velocity case with uniform gust velocity case against flow time.

5.5. Effect of Gust Time Period on the VAWT Performance

The effect of time period is investigated for Ugust = 10 m/s, and gust factor 1.64 is
studied for gust time periods T = 3 s, 6 s, 10.5 s. According to Rakib et al. [22], the rise and
fall time of a gust event should lie between 3 s to 5.6 s. Figure 21 shows the fluctuation of
U∞ for different gust time periods. The maximum and minimum velocities are 17.4 m/s
and 7.3 m/s for all three cases. Similarly, Figure 22 shows the fluctuations of λ for different
gust periods. The minimum and maximum are 2.35 and 5.60 for all three cases. It takes
40 rotor rotations at 82 rad/s to finish one complete gust cycle for the gust time period
3 s and 140 rotor rotations at 82 rad/s to finish one complete gust cycle for the gust time
period 10.5 s.

Figure 21. The variation of cycle-averaged mean free stream velocity (U∞) for gust time periods
(a) 3 s; (b) 6 s; (c) 10.5 s.
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Figure 22. The variation of tip speed ratio (λ) for gust time periods (a) 3 s; (b) 6 s; (c) 10.5 s.

Figure 23 shows the variation of Cp for flow time for one complete gust cycle for the
same Ugust = 10 m/s and gust time periods 3 s, 6 s, and 10.5 s, respectively. The trend is
similar in all three cases, but the max Cp values are 0.64 for a time period of 3 s and 0.71 for
the time periods of 6 s and 10.5 s. This difference is due to the rapid rise and fall time of the
gust signal for the time period 3 s case. In Figure 22c, it is observed that there are many
fluctuations of Cp from the flow time 9 s to 10.5 s. The variation of Cm with the azimuthal
angle for different turbine cycles is similar in all gust time period cases as represented in
Figure 24, attributing to the same gust amplitude of 10 m/s.

Figure 23. The variation of Cp for flow time for one complete gust cycle gust time periods (a) 3 s;
(b) 6 s; (c) 10.5 s.

184



Energies 2023, 16, 2250

Figure 24. Variation of Coefficient of Moment (Cm) with azimuthal angle for gust time periods (a) 3 s;
(b) 10.5 s. Coefficient of Moment at various time instances (rotational cycles) are represented through
different coloured lines. Due to randomized wind conditions, values vary every rotational cycle.

6. Conclusions

In this study, a 2D Unsteady RANS Transition SST model was used to study the
performance of a small-scale H-type Vertical Axis Wind Turbine with an NACA 0018 airfoil.
A spatially randomised inlet velocity was generated to produce a macro-turbulent domain
upstream of the turbine. The study focused on understanding the effect of the magnitude
of randomness and the frequency of change in randomness in upstream wind on the
coefficient of power (Cp) and the coefficient of moment (Cm).

1. The effect of inlet velocities randomisation parameters such as input randomised
fluctuation of 6 m/s, 4 m/s, and 2 m/s were investigated. The average Cp value and
magnitude of fluctuation of velocity was higher, with an increase in the magnitude of
randomised fluctuation.

2. The effect of randomisation update frequencies of 45, 90,180, and 360 time-steps was
also studied. There was a decrease in the magnitude of velocity fluctuations from
the update frequency 360 time-steps to the update frequency of 45 time-steps. The
flow field upstream of the turbine was more uniform for the update frequency of
45 time-steps than for the update frequency of 360 time-steps, which is characterised
by a higher magnitude of macro-turbulence. As the update interval decreases, the
flow field in front of the turbine becomes uniform. The magnitude of Cp fluctuations
also decreases with the size of the update interval.

3. The effect of the tip speed ratio on a wind turbine for randomised inlet conditions
was also studied. The magnitude of fluctuation of velocity also decreased with an
increase in tip speed ratio. Though randomised and uniform flow follows the same
Cp-λ trend, the slope was steeper for randomised, and there was a visible difference
in the Cp values at λ = 2.5 and λ = 5.3. The performance of the VAWT was highly
sensitive at higher tip speed ratios. Thus, the operational range of tip speed ratio to
extract maximum power from available wind should be around 4.1 for a 2 bladed
turbine of 1 m diameter and solidity of 0.12.

4. The variation of Cm given for a single blade for a rotor rotation for various tip speed
ratios was also studied. It was noticed that at lower tip speed ratios, the peak Cm
occurred before 90◦ and a drop in moment coefficient to negative values after dynamic
stall was observed. During downstream conditions, vortex shedding from the central
shaft contributed to higher moment coefficient values and larger variations for λ = 2.5
compared to other tip speed ratios.

5. The effect of tip speed ratio on the turbine wake recovery was also studied. As the
tip speed ratio increased, the velocity deficit in the wake structure also increased.
Streamwise velocity behind the turbine was highly reduced. For near wake cases,
x/d = 2.5 and x/d = 4, the velocity deficit values were comparable for all tip speed
ratios. As the downstream distance increased, the velocity deficit decreased for all
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tip speed ratios. Wake recovery was faster in the case of lower tip speed ratios.
Wake generated by uniform velocity inlet had slower wake recovery compared to
randomised velocity inlet. Macro-turbulence generated by randomisation enhanced
the mixing of flow downwind of the turbine, allowing faster recovery.

6. Further, a study was performed on the influence of gust parameters such as gust
amplitude and gust time period on the coefficient of power of the VAWT, for an
IEC extreme operating gust. Since the average gust factor is 1.44 in extreme cases,
4 different randomised cases of Ugust = 6 m/s, 8 m/s, 10 m/s, and 12 m/s with gust
factors of 1.34, 1.50, 1.64, and 1.80, respectively, were considered. A comparison of U∞
for uniform gust cases and randomised gust cases showed that the spatial fluctuation
in the velocity profile of randomised gust subsequently affected the Cp values of
the wind turbine. The tip speed ratio vs. flow time plots also showed fluctuations
for all gust cases. Unlike the case with a steady inlet velocity of 10 m/s, the Cm
vs. azimuthal angle for Ugust deviated from the general profile due to continuously
varying tip speed ratios. The deviation occurred for turbine cycles where free stream
velocity was greater than 14 m/s, i.e., the tip speed ratio was less than 2.92. This
was clearly observed in gust cases with higher gust magnitude, Ugust = 10 m/s and
Ugust = 12 m/s. As tip speed ratios increased, cycles had a lower value of peak Cm
during the upwind condition and Cm values were not negative.

7. The effect of time period was investigated for Ugust = 10 m/s, and gust factor 1.64 was
studied for gust time periods T = 3 s, 6 s, 10.5 s. All cases showed similar values of
maximum and minimum velocities and tip speed ratios, spread over the respective
time periods. The Cp plot for 10.5 s gust showed many fluctuations in the region
where velocity rises to the maximum.
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