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the International Journal of Molecular Sciences, titled “Impacts of Molecular Structure on Nucleic
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Interactions between nucleic acids and proteins are some of the most important inter-
actions in biology because they are the cornerstones for fundamental biological processes,
such as replication, transcription, and recombination. Nucleic acids can adopt a wide
range of structural conformations and this structural flexibility plays critical roles in their
interactions with proteins [1]. This Special Issue of the International Journal of Molecular
Sciences reports on diverse representatives of such interactions (Figure 1) across a wide
range of biological systems.

RNA molecules can adopt great structural diversity due to the range of intramolecular
interactions that can be formed within the single-stranded molecules [2]. DNA molecules
are typically presented as double-stranded, right-handed B-form helices as their canonical
structures, and this maximizes the thermodynamic stability of the molecule [3]. However, a
significant body of research emphasizes that alternative, non-canonical DNA structures can
exist, including double-stranded, left-handed Z-DNA, but also multi-strand structures such
as G-quadruplexes (G4s), intercalated-motifs (i-motifs), triplexes, and cruciform structures.
These non-B-DNA structures are usually characterized by the occurrence of single-stranded
regions (loops) and/or sites of disrupted base pair stacking (junctions between continuous
B-form DNA and the alternative structure) [3].

Variations in the structures of nucleic acids offer different binding sites for proteins,
including interactions that focus on a range of sequence- and structure-specific nucleic acid
targets. The structures of nucleic acids influence different aspects of biological activity,
including physiological and pathological functions [4,5], themes that are addressed in
this Special Issue. The collection of articles involve biophysical, biochemical, molecular
biological and bioinformatics approaches and cover different biological systems, but there
are some common themes among them: several refer to computational biology or bioinfor-
matics approaches, or highlight additional information in DNA sequences [6–9]; several
articles refer to different types of non-B DNA structures [10–12], with specific interests in
quadruplexes [13–16]; several articles address different approaches and outcomes from
proteins binding to DNA structures [11–13,17].

The wealth of DNA sequence information provided by genome-sequencing projects
has brought new insights into the primary sequences of genomes and also about possible
sequence-dependent local secondary structures [3,18]. Advances provided by such genome
sequences are exemplified by the Human Genome Project, with complete telomere-to-
telomere sequences being finalised in 2022 [19,20]. As highlighted, this Special Issue
includes several articles that report on computational biology or bioinformatics studies
of DNA sequences [6–9], identifying unexpected and additional information within them
(Figure 1A). In a mini review, Bartas et al. summarize current knowledge about the amino
acid composition of various nucleic-acid-binding proteins, highlighting differences across
proteins that bind in a sequence-specific manner compared to those that recognize local
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non-B-DNA structures and those that recognize both types of properties of nucleic acids [6].
Bioinformatic studies of repetitive DNA sequences in Drosophila melanogaster polytene
chromosomes show that chromatin structure plays a crucial role in the regulation of gene
activity [7]. Recent advances reported by Choi et al. demonstrate that nucleic acids may
provide useful tools for building complex logic circuits [8]. Finally, for this grouping of
articles, Víglaský explores the organization of genetic information in nucleic acids using a
novel orthogonal representation, which proves to be useful in predicting the likelihood of
particular regions of nucleic acids to form non-canonical motifs [9].
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Figure 1. Nucleic acids provide a wide array of sequences and structures that are useful for biolog-
ical processes. (A) Genome sequences store large amounts of information that can be accessed for 
biological processes and structure prediction by various computational algorithms or for building 
complex logic circuits. (B) Nucleic acids can adopt a range of structures, including those indicated. 
From left to right: (i) double-stranded, right-handed B-DNA; (ii) double-stranded, left-handed Z-
DNA; (iii) two intramolecular hairpins can come together to form a cruciform; (iv) G-quadruplex, 
formed from four strands that can be parts of one molecule (as shown) or from different molecules; 
(v) a triplex can be formed when three strands come together, which can be parts of one molecule 
(as shown) or from different molecules. (C) The variety of structures of nucleic acids offer opportu-
nities to be recognised by other molecules, such as proteins. The range of structures shown here 
may be recognised by different proteins, as indicated by the different colours. 

From the earliest days of genome sequence analysis, it was recognized that natural 
DNA molecules contain a wide array of repeating sequences [3]. These types of sequences 
are particularly prone to adoption of non-canonical DNA structures, such as G4s, tri-
plexes, and cruciforms (Figure 1B), which are all explored in this Special Issue [10–16]. 
Zhao and Usdin review the range of structures that can form in specific trinucleotide 

Figure 1. Nucleic acids provide a wide array of sequences and structures that are useful for biological
processes. (A) Genome sequences store large amounts of information that can be accessed for
biological processes and structure prediction by various computational algorithms or for building
complex logic circuits. (B) Nucleic acids can adopt a range of structures, including those indicated.
From left to right: (i) double-stranded, right-handed B-DNA; (ii) double-stranded, left-handed Z-
DNA; (iii) two intramolecular hairpins can come together to form a cruciform; (iv) G-quadruplex,
formed from four strands that can be parts of one molecule (as shown) or from different molecules;
(v) a triplex can be formed when three strands come together, which can be parts of one molecule (as
shown) or from different molecules. (C) The variety of structures of nucleic acids offer opportunities
to be recognised by other molecules, such as proteins. The range of structures shown here may be
recognised by different proteins, as indicated by the different colours.

From the earliest days of genome sequence analysis, it was recognized that natural
DNA molecules contain a wide array of repeating sequences [3]. These types of sequences
are particularly prone to adoption of non-canonical DNA structures, such as G4s, triplexes,
and cruciforms (Figure 1B), which are all explored in this Special Issue [10–16]. Zhao and
Usdin review the range of structures that can form in specific trinucleotide repeats, high-
lighting how their expansion in length is important in the pathology of fragile X-related
disorders in humans [10]. Left-handed Z-helices can form in both DNAs and RNAs with
appropriate sequences, and searching databases containing protein structures identified
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novel proteins predicted to bind them [11]. A different type of repetitive DNA sequence, in-
verted repeats, can adopt cruciform structures and many proteins have now been validated
to bind to them [12]. A series of articles provide insights about G4s. Bezzi et al. suggest
that putative G4s found in the SARS-CoV-2 RNA genome and the cellular proteins likely to
interact with them may constitute interesting targets for antiviral drugs [13]. Putative G4s
in viruses are explored further in a study that reveals a positive correlation between their
frequencies in double-stranded DNA viruses and their hosts from archaea, bacteria, and
eukaryotes, indicating that their close coevolution leads to reciprocal mimicking of genome
organization [14]. The potential of compounds to target G4s was explored for Rhodamine
6G, which was shown to have high selectivity for G4s with parallel topology [15]. A bioin-
formatic study combined with circular dichroism measurements identified a stable G4 that
is evolutionarily conserved amongst plants sensu lato (in Archaeplastida), and this may
form an additional layer of regulatory networks [16].

The wide array of structures that can be adopted by nucleic acids offer different
opportunities for proteins (and other molecules) to bind to, leading to different types
of outcomes [4,5]. Some proteins recognise sequence-specific targets, but an increasing
number are being shown to interact with non-canonical structural aspects of nucleic acids
(Figure 1C). We have already referred to some articles in this Special Issue that describe
such interactions [11–13]. Another study took advantage of available datasets and discov-
ered new correlations between specific amino acid deviations in p53 proteins, showing
a direct association between specific amino acid residues in the protein and changes in
p53 functionality, and further highlighting the importance of p53 protein in processes that
influence lifespan and aging [17].

To summarize, this Special Issue of the International Journal of Molecular Sciences
reports on representatives of interactions between nucleic acids and proteins, with an em-
phasis on understanding how the structure of the nucleic acid influences such interactions.
It is important to characterize these molecular complexes because many are essential re-
quirements for the viability of cellular life due to their involvement in fundamental aspects
of nucleic acid metabolism. It is now clear that the structural flexibility of the nucleic acids
plays critical roles in their interactions with proteins, with important implications across a
range of human diseases, including cancer and some infectious diseases. A deeper under-
standing of these molecular interactions will require the use of complementary methods
and techniques [1]. As is described in this Special Issue, biophysical, biochemical, molecular
biological and bioinformatics approaches will deliver useful advances across a wide range
of biological systems.
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Abstract: Nucleic acid-binding proteins are traditionally divided into two categories: With the ability
to bind DNA or RNA. In the light of new knowledge, such categorizing should be overcome because
a large proportion of proteins can bind both DNA and RNA. Another even more important features
of nucleic acid-binding proteins are so-called sequence or structure specificities. Proteins able to bind
nucleic acids in a sequence-specific manner usually contain one or more of the well-defined structural
motifs (zinc-fingers, leucine zipper, helix-turn-helix, or helix-loop-helix). In contrast, many proteins
do not recognize nucleic acid sequence but rather local DNA or RNA structures (G-quadruplexes,
i-motifs, triplexes, cruciforms, left-handed DNA/RNA form, and others). Finally, there are also
proteins recognizing both sequence and local structural properties of nucleic acids (e.g., famous
tumor suppressor p. 53). In this mini-review, we aim to summarize current knowledge about the
amino acid composition of various types of nucleic acid-binding proteins with a special focus on
significant enrichment and/or depletion in each category.

Keywords: DNA; RNA; protein binding; G-quadruplex; triplex; i-motif; Z-DNA; Z-RNA; cruciform;
amino acid composition

1. Introduction

Interactions between proteins and nucleic acids (DNA and RNA) are central to all
aspects of maintaining and accessing genetic information. Nucleic acid-binding proteins are
mostly composed of at least one DNA or RNA-binding domain where the interfacing with
amino acids takes place in a specific or nonspecific manner [1]. Identification of nucleic acid-
binding proteins is one of the most important tasks in molecular biology. Currently, nucleic
acid-binding proteins can be identified and further characterized by several experimental
techniques, including pull-down assays [2,3], yeast one-hybrid system [4,5], electrophoretic
mobility shift assays [6,7], chromatin immunoprecipitation [8,9], and by other specialized
techniques [10,11]. However, it is time-consuming and expensive to identify nucleic
acid-binding proteins by experimental approaches [12]. With the easy availability of a
large amount of protein sequence data, there is a rapid development of computational
approaches and prediction tools that can rapidly and reliably identify nucleic acid-binding
proteins [13,14]. Several such tools model nucleic acid-binding abilities based on protein
amino acid composition [15,16]. There is a growing interest in so-called noncanonical
nucleic acid structures and proteins that preferentially bind them [17–24]. Noncanonical
nucleic acid structures are DNA and RNA structures different from their basic form, i.e.,
double-stranded right-handed DNA or single-stranded RNA, and are often formed by
simple nucleotide repeats [25–28]. Physiologically, they are represented mainly by G-
quadruplexes [29], i-motifs [30], triplexes [31], R-loops [32], slipped hairpins [33], DNA
cruciforms [34], RNA hairpins [35], and Z-DNA [36]. These DNA/RNA structures have
important biological functions [37–42] and contribute to many human diseases [43–46].
It became more and more evident, that proteins preferentially interacting with these
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structures share distinct amino acid features/fingerprints [47,48]. This mini-review aims to
focus on the amino acid composition of various types of DNA and RNA-binding proteins
and to compare the amino acid composition of proteins that prefer binding to different
noncanonical forms of nucleic acids.

2. Amino Acid Composition of Nucleic Acid-Binding Proteins

According to the Gene Ontology (GO) knowledgebase, there are 5037 nucleic acid-
binding proteins (filtering GO:0003676 term by “protein”) with experimental evidence in
Homo sapiens [49–51]. Of this number, 2572 are annotated as RNA-binding and 2439 as DNA-
binding proteins (some proteins have both functions). 1768 human proteins are known to
bind DNA in a sequence-specific manner. It would be interesting to quantify the overall
amount of proteins binding nucleic acids in a structure-specific manner. Unfortunately,
there is no such category yet. We strongly suggest revisions in this manner. Inspiration
can be found in the following review papers/databases focused on specific properties of
proteins binding to G-quadruplexes [19,52–54], cruciforms [55], and Z-DNA/Z-RNA [56].

2.1. History

Amino acid composition of some nucleic acid-binding proteins was intensively studied
at the beginning of the 70s, when Koichi Iwai et al. determined that “calf-thymus histones
comprise five main types which differ in amino acid composition and electrophoretic mo-
bility: A glycine-rich, arginine-rich histone (also known as f2al or IV); a glutamic-acid-rich,
arginine-rich histone (fe or III); a leucine-rich, intermediate type histone (f2a2 or IIb1);
a serine-rich, slightly lysine-rich histone (f2b or IIb2); and an alanine-rich, very lysine-rich
histone (f1 or I)” [57], by using specialized chromatographic technique followed by poly-
acrylamide gel electrophoresis. In 1975, from the comparison of 68 representative proteins
and frequencies of 61 codons of the genetic code, it was found that the average amounts
of lysine, aspartic acid, glutamic acid, and alanine are above the levels anticipated from
the genetic code, and arginine, serine, leucine, cysteine, proline, and histidine are below
such levels [58]. There are a couple of examples from the 90s and 2000s when amino acid
substitution in nucleic acid-binding protein abolished its function, e.g., an arginine to lysine
substitution in the bZIP (Basic Leucine Zipper) domain of an opaque-2 mutant in maize
abolished specific DNA-binding [59], missense mutations (Met175Arg and Ser191Asn) abol-
ishing DNA-binding of the osteoblast-specific transcription factor OSF2/CBFA1 in human
patients with cleidocranial dysplasia [60], or impaired RNA-binding of fragile X mental
retardation protein upon missense mutation IIe-304→Asn in one of its KH domain [61].
Recent advantages in sequencing and bioinformatic methods allow us to directly com-
pare the amino acid composition of thousands of (not only) human nucleic acid-binding
proteins [62,63]. One of the most popular programs for this purpose is, e.g., composition
profiler [64], which is a web-based tool for semi-automatic discovery of enrichment or
depletion of amino acids, either individually or grouped by their physicochemical or struc-
tural properties [64]. Scientists often find themselves in the situation when they only have
a sequence of new “hypothetical” protein, derived mainly from transcriptome sequencing,
and want to deduce its function [65]. In case that no meaningful alignment to protein with
known function is available, there is still a way to get some useful information using only
primary amino acid sequence and its composition. In 2003, Cai and Lin used a protein’s
amino acid composition and support vector machine (SVM) prediction to decide if protein
belongs to one of three classes—rRNA-, RNA-, or DNA-binding [66]. Currently, there are
also user-friendly web-based prediction tools called DNAbinder and PseDNA-Pro, which
can predict if the submitted protein sequence has DNA-binding ability [12,67].
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2.2. Methods to Inspect the Amino Acid Composition of Proteins

Several approaches are used to inspect the amino acid composition of nucleic acid-
binding proteins. Basically, we can divide the methods into in vitro and in silico. In vitro
approaches are necessary to obtain a sequence of the protein of interest. Although the
development of large-scale genomic sequencing has greatly simplified the procedure of
determining the primary structures of proteins, the genomic sequences of many organisms
are still unknown, and also modifications such as post-translational events (citrullination,
deamidation, polyglutamylation, . . . ) may prevent proper determination of the protein
sequence [68]. Then, the complete characterization of the primary protein structure often
requires a mass spectrometry method with minimal assistance from genomic data, i.e.,
de novo protein sequencing [68,69]. In silico approaches are based mostly on previous
knowledge about primary protein sequence. There is currently a plentitude of bioinformat-
ics tools designed for that purpose, see, e.g., [64,70–73].

2.3. Amino Acid Composition of Nucleic Acid-Binding Proteins

Nucleic acid-binding proteins are traditionally divided into two categories. The first
category comprises proteins with the ability to bind DNA, and the second category com-
prises proteins that bind to RNA. This division is quite outdated, mainly because, from the
historical perspective, proteins that bind RNA were typically considered as functionally
distinct from proteins that bind DNA and studied independently. Interestingly, current
gene ontology analyses reveal that DNA-binding is potentially a major function of the
mRNA-binding proteins [74]. Nonetheless, several studies inspecting amino acid composi-
tion of DNA and/or RNA-binding proteins were published [75,76] and find that particular
amino acid residues are generally enriched or depleted within these protein categories
(see Table 1).

Another, even more important division of nucleic acid-binding proteins is based on a
so-called sequence or structure-specific type of binding. Proteins able to bind nucleic acids
in a sequence-specific manner usually contain one or more of the well-defined structural
motifs. One of such motifs, zinc-finger, binds DNA (or RNA) through specific interaction
with nucleotides and sugar-phosphate backbone. Tandem repeating of slightly different
zinc-finger motifs in protein then allows to recognizing its consensus nucleic acid-binding
sequence specifically. Cysteine and histidine amino acid residues are crucially important
to coordinate Zn2+ binding in the largest and best-characterized subgroup of zinc-finger
binding proteins named the Cys2His2 fold subgroup [77,78]. Other well-defined sequence-
specific motifs—leucine zipper, helix-turn-helix, or helix-loop-helix—are listed in Table 1,
together with their common signatures of amino acid residues.

Table 1. Types of nucleic acid-binding proteins. This table summarizes the main categories of nucleic acid-binding proteins.
There are two points of view. At first, we can simply divide these proteins into DNA and RNA-binding ones (and a
relatively small category of proteins that are able to bind both DNA and RNA). Secondly (and more importantly), we can
distinguish proteins that specifically bind known sequence motifs (sequence-specific DNA/RNA-binding) and proteins,
which specifically bind local DNA/RNA structures. Besides, keep in mind that this table is very simplified, and categories
are divided to be reader-friendly. In fact, many of the DNA/RNA-binding proteins combine sequence and structure-specific
binding mechanisms.

Important Notes References

DNA-binding
Arginine, tryptophan, tyrosine, histidine, phenylalanine, and lysine residues

enrichment. Glutamate, aspartate, and proline depletion in the
protein-DNA interface.

[76,79]

RNA-binding Arginine, methionine, histidine, and lysine residues enrichment. Glutamate,
aspartate residues depletion in protein-RNA interface. [75,76]

DNA and RNA-binding Proteins that are able to bind both DNA and RNA. [74,80]
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Table 1. Cont.

Important Notes References

Sequence-specific

Zinc finger proteins Cysteine and histidine amino acid residues are crucially important to
coordinate Zn2+ binding in the Cys2His2 subgroup of zinc-finger proteins [77,78]

Helix-turn-helix (HTH)

Conserved “shs” and “phs” patterns, where ‘s’ is a small residue, most
frequently glycine in the first position, ‘h’ is a hydrophobic residue, and ‘p’ is
a charged residue, most frequently glutamate. “shs” pattern lies in the turn
between helix-2 and helix-3 of the core HTH structure, and “phs” is present

in helix-2.

[81]

Basic Helix-loop-helix (bHLH) Mostly arginine, lysine or histidine amino acid residues are present within
conserved positions of this motif [82,83]

Leucine zipper proteins Leucine amino acid residues are crucial for leucine zipper motifs [84,85]
Structure specific

G-quadruplex binding proteins
Global enrichment for glycine, arginine, aspartic acid, asparagine, valine,

and depletion for cysteine, histidine, leucine, proline, glutamine, and
tryptophan residues

[47,86–88]

Cruciform binding proteins Global enrichment for lysine and serine, and depletion for alanine, glycine,
glutamine, arginine, tyrosine, and tryptophan residues [48,55]

Triplex binding proteins Global enrichment for asparagine, aspartic acid, isoleucine, tyrosine, and
depletion for cysteine, histidine, and proline residues [89]

Z-DNA/RNA-binding proteins Global enrichment for isoleucine, aspartic acid, lysine, and depletion for
cysteine residues [89]

In contrast, many proteins do not recognize nucleic acid sequence but rather local
DNA or RNA structures (G-quadruplexes, i-motifs, triplexes, cruciforms, left-handed
DNA/RNA form, and others) [19,30,41,55,90]. Finally, there are also proteins recognizing
both sequence and local structural properties of nucleic acids (e.g., famous tumor suppres-
sor p53 [91], Myc-associated zinc finger protein (MAZ) [92,93], and many RNA-binding
proteins [94])—these proteins usually contain sequence-specific binding domain(s) together
with domain(s)/region(s) with preference to noncanonical nucleic acid structures [95–97].
In 2016, Wang et al. analyzed the abundance of intrinsic disorder in the DNA- and RNA-
binding proteins in over 1000 species from Eukaryota, Bacteria, and Archaea domains of
life [98]. They have revealed a very interesting phenomenon that DNA-binding proteins
had significantly increased disorder content and were significantly enriched in disordered
domains in Eukaryotes but not in Archaea and Bacteria. The RNA-binding proteins were
significantly enriched in the disordered domains in Bacteria, Archaea, and Eukaryota, while
the overall abundance of disorder in these proteins was significantly increased in Bacteria,
Archaea, animals, and fungi [98]. Disordered domains or regions are also extensively
present in chromatin-binding proteins [99,100]. Interestingly, some disordered proteins or
regions show very high structural specificity to the different types of noncanonical nucleic
acids. For instance, human protein SRSF1 (Serine/arginine-rich splicing factor 1) contains
several intrinsically disordered regions [101], which are compositionally enriched in glycine
(14.11% of overall amino acid residues) and arginine (17.39% of overall amino acid residues)
content. It was previously shown that SRSF1 has a high affinity to RNA G-quadruplex
structure [102]. Subsequent analyses have shown that the dataset of 77 G-quadruplex bind-
ing proteins is significantly globally enriched in arginine, glycine, aspartic acid, asparagine,
and valine, and depleted in cysteine and other amino acid residues [47] (Figure 1). Finally,
the common amino acid motif in the form of RGRGRGRGGGSGGSGGRGRG was derived,
and most of the currently known G-quadruplex binding proteins contain at least some
modification of it [47]. Using this motif, a new dataset of G-quadruplex binding proteins
was predicted from the set of all human DNA/RNA-binding proteins [47], and some of
them were independently experimentally validated (e.g., CIRBP, which is a cold-inducible
RNA-binding protein in the study by Huang and colleagues [103]). A similar study focused
on an amino acid composition of cruciform binding proteins was also published, and the
significant enrichment for lysine and serine amino acid residues has been revealed [48]
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(Figure 1). Unpublished results also indicate distinct amino acid profiles in Z-DNA/RNA
and triplex binding proteins, both significantly enriched in aspartic acid and isoleucine
and depleted in cysteine residues [89] (Figure 1). In future studies, it would be interesting
to specifically analyze local amino acid composition (only in the nucleic acid interaction
sites and their close neighborhood) in these proteins. Unfortunately for the vast majority of
them, the knowledge about exact DNA/RNA binding site(s) is still missing.

Figure 1. Significantly enriched and depleted amino acid residues (one letter aa code) in the dataset
of G-quadruplex binding proteins (top), cruciform binding proteins, triplex binding proteins, and
Z-DNA-binding proteins. Using Bonferroni correction, only values lower than 0.0025 were taken as
significant (p <0.0025; p <0.0010; p <0.0001). The size of arrows indicates the significance of enrich-
ment/depletion on scale (highest, moderate, lowest). Figure compiled using data from [47,48,89].
Created with BioRender.com.

As was shown above, proteins that preferentially recognize noncanonical nucleic acid
structures often have a distinct amino acid composition with particular significant global
enrichment and/or depletion of different amino acid residues. Noncanonical structures and
proteins preferentially binding them often play a critical role in physiological molecular
processes [32,104,105], but also in the progression of human diseases, such as various
cancer types and neurodegenerative diseases, reviewed in [55,106,107]. Knowledge about
the amino acid composition of various proteins binding noncanonical nucleic acids can
be utilized as an additional clue/fingerprint in discovering novel noncanonical nucleic
acid-binding protein candidates and therapeutically utilized [108–110].

The scheme below depicts sequence and structure-specific nucleic acid-binding phe-
nomena in a nutshell (Figure 2).

Almost every year, multiple novel noncanonical nucleic acid-binding proteins are
identified. This year was, for instance, found that Guanine Nucleotide-Binding Protein-
Like 1 (GNL1) binds RNA G-quadruplex structures in genes associated with Parkinson’s
disease [111], or that Small Nuclear Ribonucleoprotein Polypeptide A (SNRPA) directly
binds to the BAG-1 mRNA through the G-quadruplex which can modulate BAG-1 expres-
sion level [112] (anti-apoptotic BAG-1 protein is known to be overexpressed in colorectal
cancers [113]). Prediction of proteins that preferentially bind noncanonical DNA/RNA
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structures, therefore, should be a logical first step towards rapid identification of novel
therapeutic targets for future treatment of severe human diseases.

Figure 2. Types of nucleic acid-binding. The nucleic acid-binding mechanism can be basically
divided into two main categories—sequence and structure-specific binding. (Left) Sequence-specific
binding proteins recognize the variety of known DNA/RNA sequences via specific interaction with
well-characterized protein motifs (zinc-fingers, helix-loop-helix, leucine zipper, helix-turn-helix,
etc.). (Right) Structure-specific binding proteins recognize specific local structure(s) of nucleic acids,
e.g., G-quadruplexes, i-motifs, cruciforms, triplexes, Z-DNA, and many others. In fact, it is a very
common phenomenon that protein with the sequence-specific binding also prefers local DNA/RNA
structure in its binding site or within the near neighborhood (e.g., p53), which is indicated by vertical
black dashed line and arrows. Created with BioRender.com.

3. Closing Remarks

The global or local amino acid composition of nucleic acid-binding proteins is often
overlooked and an unjustly underestimated parameter. Mainly statistically significant
enrichment or depletion of particular amino acid residues may serve as a promising tool to
predict novel proteins with a similar function, as it was confirmed e.g., for G-quadruplex
binding proteins.
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Abbreviations

bZIP Basic Leucine Zipper
CIRBP Cold inducible RNA-binding protein
GNL1 Guanine Nucleotide-Binding Protein-Like 1
GO Gene Ontology
bHLH Helix-loop-helix
HTH Helix-turn-helix
MAZ Myc-associated zinc finger protein
SNRPA Small Nuclear Ribonucleoprotein Polypeptide A
SRSF1 Serine/arginine-rich splicing factor 1
SVM Support vector machine
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Binds to DNA with Quadruplex Structure and Enhances DNA Quadruplex Formation. PLoS ONE 2016, 11, e0157156. [CrossRef]

12. Liu, B.; Wang, S.; Wang, X. DNA-binding Protein Identification by Combining Pseudo Amino Acid Composition and Profile-Based
Protein Representation. Sci. Rep. 2015, 5, 15479. [CrossRef]

13. Fang, Y.; Guo, Y.; Feng, Y.; Li, M. Predicting DNA-Binding Proteins: Approached from Chou’s Pseudo Amino Acid Composition
and Other Specific Sequence Features. Amino Acids 2008, 34, 103–109. [CrossRef]

14. Wei, L.; Tang, J.; Zou, Q. Local-DPP: An Improved DNA-Binding Protein Prediction Method by Exploring Local Evolutionary
Information. Inf. Sci. 2017, 384, 135–144. [CrossRef]

15. Liu, B.; Xu, J.; Lan, X.; Xu, R.; Zhou, J.; Wang, X.; Chou, K.-C. IDNA-Prot|dis: Identifying DNA-Binding Proteins by Incorporating
Amino Acid Distance-Pairs and Reduced Alphabet Profile into the General Pseudo Amino Acid Composition. PLoS ONE 2014, 9, e106691.
[CrossRef] [PubMed]

16. Choi, S.; Han, K. Prediction of RNA-Binding Amino Acids from Protein and RNA Sequences. BMC Bioinform. 2011, 12, S7.
[CrossRef] [PubMed]

17. Brázda, V.; Coufal, J.; Liao, J.C.C.; Arrowsmith, C.H. Preferential Binding of IFI16 Protein to Cruciform Structure and Superhelical
DNA. Biochem. Biophys. Res. Commun. 2012, 422, 716–720. [CrossRef] [PubMed]
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Abstract: Chromatin 3D structure plays a crucial role in regulation of gene activity. Previous studies
have envisioned spatial contact formations between chromatin domains with different epigenetic
properties, protein compositions and transcription activity. This leaves specific DNA sequences that
affect chromosome interactions. The Drosophila melanogaster polytene chromosomes are involved
in non-allelic ectopic pairing. The mutant strain agnts3, a Drosophila model for Williams–Beuren
syndrome, has an increased frequency of ectopic contacts (FEC) compared to the wild-type strain
Canton-S (CS). Ectopic pairing can be mediated by some specific DNA sequences. In this study,
using our Homology Segment Analysis software, we estimated the correlation between FEC and
frequency of short matching DNA fragments (FMF) for all sections of the X chromosome of Drosophila
CS and agnts3 strains. With fragment lengths of 50 nucleotides (nt), CS showed a specific FEC–FMF
correlation for 20% of the sections involved in ectopic contacts. The correlation was unspecific in
agnts3, which may indicate the alternative epigenetic mechanisms affecting FEC in the mutant strain.
Most of the fragments that specifically contributed to FMF were related to 1.688 or 372-bp middle
repeats. Thus, middle repetitive DNA may serve as an organizer of ectopic pairing.

Keywords: Drosophila; polytene chromosomes; Canton-S; agnostic; ectopic pairing; 1.688 repeats;
372-bp repeats

1. Introduction

Spatial organization of the cell nucleus is an important factor defining the regulation
of gene activity, as well as the processes of DNA replication, recombination and reparation.
During interphase, chromosomes occupy separate territories in the nucleus, being radially
arranged: gene-rich chromosome territories are localized toward the interior, while gene-
poor territories are close to periphery [1,2]. In human cells, regions of increased gene
expression (ridges) are clustered in spatially distinct gene-enriched domains characterized
by irregular forms and low chromatin condensation. These domains are predominantly
located toward the nuclear interior. On the contrary, antiridges are relatively gene poor,
condensed, transcriptionally inactive and localize closer to the cell envelope. Mechanisms
behind the formation and maintenance of such 3D structures are still unclear, possibly
due to the interaction between some unknown DNA sequences with nuclear matrix,
specific proteins and/or non-coding RNAs [3]. Studying such mechanisms is necessary for
understanding the process of gene regulation at the system level. As gene juxtaposition
in nuclei facilitates specific chromosomal translocations, 3D chromatin structures can also
predict the genetic rearrangements leading to carcinogenesis [4].
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Chromosome territories are not rigidly fixed spatial units and show a significant
percentage of intermingling, mostly at their borders, that is influenced by gene transcrip-
tion [5]. Some genes are able to change their location in nuclei, being brought together with
the help of actin and myosin motor proteins [6]. Transcription mainly occurs within the
nuclear areas enriched in RNA polymerase II (RNAPII), known as transcription factories [7].
The expression level for given genes depends on their proximity to such a factory. The
constitutively active genes may nucleate the factory, whereas the others relocalize to it
upon their induction [4,7].

In addition to diploid cells, some organisms, such as Diptera species, also have poly-
tene cells where chromatids are not segregated after multiple duplications. The giant
polytene chromosomes of Drosophila melanogaster 3rd instar larvae are characterized by
specific banding patterns, which can be revealed by electron and light microscopy. The
densely packed thick “black” bands with high DNA content are transcriptionally repressed
chromatin areas with low gene density. The largest among them are the intercalary hete-
rochromatin (IH) bands, being late-replicating, under-replicated genomic areas prone to
chromosomal breaks, constrictions and non-allelic ectopic contacts formation. Drosophila
polytene chromosomes harbor about 250 IH sites. The “grey” bands are partially decon-
densed and more transcriptionally active compared to the IH. Interbands are the most
active and the least condensed genomic areas, characterized by the “open” chromatin
structure. Bands are united into cytological sections, such as 1A, 1B, 1C . . . and up to
20F for the X chromosome [8–10]. Each type of band contains specific proteins and is
enriched for specific genetic elements. Interbands mostly contain the promoters of the
constantly active housekeeping genes, being associated with open chromatin proteins
such as CHRIZ/Chromator. The “grey“ bands contain multiple active genes but lack
CHRIZ, being enriched with RNApol II. The IH bands are composed of tissue-specific
genes, being associated with SUUR, D1, lamin B and histone H1 proteins [11]. Notably,
such structures are not unique for polytene nuclei, as the chromatin folding and protein
composition are conserved in different fly tissues, being closely related to the morphology
of the polytene chromosomes. At the same time, the ability to form distant contacts in
polytene chromosomes is restricted by their lack of flexibility [12]. Replication timing is
similar between polytene and diploid Drosophila cells. The late replicating black bands
in various tissues correspond to silent chromatin types, with borders enriched for SUUR,
lamin and H3K27me3 [12]. This makes polytene nuclei a convenient model to study 3D
nuclear organization.

As previously shown by Horchstrasser et al. [13], polytene chromosomes occupy
specific spatial domains similar to chromosome territories in diploid nuclei. Chromosomes
extend across the nucleus in a Rabl orientation (i.e., their centromeres group near one
pole of the nucleus and telomeres near the opposite pole). Chromosomes are coiled in a
right-handed fashion, with their 2L and 2R arms being mostly next to each other, as well as
the 3L and 3R arms. The loci enriched in IH and ectopic contacts are oriented toward the
envelope. However, there are no stable intrachromosomal interactions beyond the distance
of two cytological divisions. Thus, chromosomal configuration varies significantly, even
though the contacts between the distant loci through the ectopic fibers were not addressed
in that study.

Chromosome conformation capture technologies make it possible to investigate nu-
clear 3D organization with a resolution of the order of one to tens kb. The chromosome
conformation capture (3C) method is used to estimate the average frequency of a contact
between the two known chromosomal loci in a cell population. Chromosome conforma-
tion capture-on-chip (4C) technology allows spatial contacts of a selected genomic site
to be assayed with all unknown distant sites. In the chromosome conformation capture
carbon copy (5C) method, a massive analysis of contacts between specific loci across the
entire genome is performed. The Hi-C method reveals spatial contacts at the level of the
whole genome [14]. The complex net of such physical contacts uncovers the chromosome
topology in detail, assaying interactions between genes and their regulatory elements.
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Using Hi-C technology, the spatial structure of the Drosophila genome was studied
for both diploid and polytene nuclei with a resolution of 15 kb [15]. Polytene bands
nearly correspond to topologically associated domains (TADs) with a mean size of 195 kb.
They are conserved for polytene and diploid nuclei. TADs are persistent throughout fly
development, and are formed by the axial condensation of the chromatin fiber. The putative
role of a TAD is DNA compaction rather than regulation of gene activity. Stable interactions
between the different TADs were not observed, with is consistent with the variable long-
range chromosomal conformation in the nucleus [13]. In the other study on Drosophila
embryonic nuclei, the long-range interactions between Polycomb-repressed domains were
found. The hierarchically organized domains were associated with active and repressive
epigenetic modifications of chromatin [16]. Ectopic pairing was not considered in Hi-C
studies, as its frequency was low and such long-range contacts were beyond the limit of
the resolution. Thus, light and electron microscopy remain the most appropriate methods
by which to study the ectopic pairing.

Ectopic contact is morphologically observed as an intimate association of IH bands or
as an unstructured fiber connecting two IH bands. As the paired chromosome sections seem
to be covalently linked due to the chromatids recombination/reparation, ectopic pairing
is not disrupted upon squashing with acetic fixation [12,17]. The method of squashed
preparations was used to estimate frequency of ectopic contacts (FEC) in several Drosophila
strains. FEC can be expressed as the total number of ectopic contacts between a given
section pair.

agnts3 is a D. melanogaster mutant with a dysfunction of LIM kinase 1 (LIMK1), the
main regulator of actin polymerization in nervous cells. This mutant strain shows multiple
cognitive impairments, being the model object for Williams–Beuren syndrome [18]. a/t-
rich agnostic locus (X:11AB) is predisposed to mutations. Its length varies, probably due
to spontaneous unequal recombination [19]. Impairment of LIMK1 and actin dynamics
affects the spatial organization of chromatin [20]. For agnts3, as well as the wild-type
strains Canton-S (CS), Berlin and Oregon-R, multiple polymorphisms were found in the
limk1 gene and flanking sequences. In agnts3, there is also mobile S-element insertion
downstream limk1 [21,22]. The agnts3 FECs are significantly higher compared to the wild-
type strains [22]. Though profiles of ectopic pairing have shown a significant inter-strain
variation, the pairing often occurs at the same loci. Thus, DNA sequence itself may define
which loci can form a contact, whereas the epigenetic factors and/or activity of specific
genes, such as limk1, affect FEC values by changing chromatin properties and tendency
to pair.

There are several models of ectopic contact formation with the IH bands: (1) Pairing of
“sticky ends” of the short repeated sequences within the areas of the DNA breaks that occur
due to under-replication. (2) Pairing between the extended homologous DNA sequences.
Generally, ectopic pairing occurs between the areas of chromosomes that do not show
a significant homology, though it has been observed for some bands. (3) DNA branch
migration upon replication mistakes, presumably due to the restricted homology between
the associating sequences. (4) Pairing mediated by specific heterochromatin-associated
proteins [9]. At least in the first three cases, presence of identical DNA sequences is crucial
for pairing according to the principle of complementarity. In other words, high FECs
should correlate with high frequencies of matching short DNA fragments (FMF) for the
contacting regions.

The method of squashed preparations is imprecise, as it permits the localization
of areas of contacts with a resolution of tens to hundreds of thousands bp. Hence, it
gives no information about the specific DNA sequences involved in ectopic pairing. The
bioinformatics approach helps to handle this problem. To estimate correlations between
Drosophila FEC and FMF, we designed software called Homology Segment Analysis [23].
The current version of the software performs the following:
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1. DNA sequences of the chromosome sections (A) are taken one by one, searching
for short single-stranded fragments (k-mers) of a given length that are the same as
fragments of the other sections (B). For each pair of sections (A-B), FMF is calculated
as the total number of matching fragments for both DNA chains. To increase matching
specificity, short DNA repeats (microsatellites) can be excluded at this stage.

2. For each section A, the rho value of the Spearman correlation between FEC and FMF
is computed. Both specific and unspecific correlations are considered (FEC and FMF
values correspond to the same or different section pairs, respectively).

3. For all sections A, the average rho values (R) and the proportion of statistically
significant FEC-FMF correlations (P) are calculated at different fragment lengths, for
different Drosophila strains, and statistically analyzed.

4. For each A-B pair, the list of the matching fragments is generated and ordered ac-
cording to their numbers of occurrence. This lets us reveal short DNA sequences that
specifically impact FEC-FMF correlation.

Steps 1–3 can be performed for sections within chromosome parts of different sizes.
Using a previous version of the software, we showed a positive correlation between

Berlin/agnts3 FEC and FMF for identical short (30–50 nt) DNA fragments. In that research,
we specifically focused on the X:11AB region and its contacts with the other sections of the
X chromosome. Most of the fragments found to putatively make impact into ectopic pairing
were similar to the middle repetitive DNA 372-bp sequence and the 1.688 g/mL satellite
DNA family [24]. The distribution and properties of 372-bp indicate its possible role in
Drosophila dosage compensation and primary sex determination [25]. The 1.688 satellite
DNA is abundant in Drosophila genome (2%), being localized both in heterochromatin
and in euchromatin domains (1860 and 168 copies, respectively), mainly on the X chromo-
some. This satellite family includes 360/359-bp, 353-bp and 257-bp subfamilies [26]. The
1.688 satellite DNA is known to produce small RNAs that participate in the localization of
male-specific lethal complex (MSL) on the X chromosome, increasing male survival [27].
The above point to a striking connection between the ectopic pairing and non-coding RNA-
dependent processes of dosage compensation. 359-bp also produces a long non-coding
RNA that interacts with centromeres of all major chromosomes, participating in their
mitotic segregation [28].

In this study, we calculated FEC-FMF correlations for all pairs of the X chromosome
sections (1A–20F) in CS and agnts3 strains at fragment lengths of 10–60 nt. Each section
begins with an IH band, hence all of them are theoretically able to participate in ectopic
pairing. The effect of the proximity of chromosome sections on FEC-FMF correlation value
was estimated by analyzing the average correlation values within the chromosome parts of
different sizes. For fragments specifically making the contribution to FMF, the biological
nature was determined using NCBI Blast software. Most of them showed a high percentage
of identity with 1.688 and 372-bp repeats, as well as related genes. These repeated sequences
were either concentrated in genomic regions predisposed to ectopic pairing or governing
pairing themselves, via DNA-DNA complementary binding or indirectly with the help of
some unknown protein or RNA factors.

2. Results
2.1. FEC-FMF Correlations for the Whole X Chromosome

The average values of statistically significant FEC-FMF Spearman rho correlations (R)
were calculated for all the pairs of sections of the X chromosome (Figure 1). R specific (RSP)
varied within 0.18–0.3, corresponding to a rather weak positive FEC-FMF correlation [29].
RSP was slightly higher for agnts3 compared to CS, especially at a fragment length (L)
of 45–50 nt (L45-50), possibly due to a larger FEC in agnts3. Repeats exclusion did not
significantly affect RSP, except for its small decrease at L25 in CS. For both CS and agnts3

strains, there were no significant RSP differences from those calculated at L50.
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Figure 1. R values at different fragment lengths. X axis: L (nt). Y axis: R (conventional units).
Difference: # from CS, ˆ from the case with excluded repeats, * from the case with unspecific
correlation, shading – difference from R calculated at L50 (two-sided Mann–Whitney U-test; p < 0.05).
Standard error of mean is shown. Here and below: SP—specific, SP_NR—specific with repeats
exclusion, UN—unspecific, UN_NR—unspecific with repeats exclusion. Sampling number: for
specific correlations, n = 6–20 (CS), 5–28 (agnts3); for unspecific correlations, n = 568–2235 (CS),
667–2987 (agnts3). Total number of R estimations: for specific correlations, n = 90 (CS), 95 (agnts3); for
unspecific correlations, n = 10,620 (CS), 11,210 (agnts3).

To check the correlation specificity, R unspecific (RUN) was calculated as the average
value of statistically significant rho correlations for all the different section pairs A and
B. Such a shuffle of sections permits estimation of the “false“ correlation between the
inappropriate FEC and FMF values. RUN was nearly the same as RSP; thus, if rho correlation
appears to be statistically significant by chance, its average value does not differ from that
of the “true” correlation. RUN was higher for agnts3 compared to CS at L10–40; however,
there were no interstrain difference at a larger L. For both strains, RUN grew with the length
of fragments, reaching maximum values at L50–55. The exclusion of short repeats reduced
RUN values for small Ls (10–20). Thus, microsatellites seem to have a significant impact on
unspecific correlations. At a larger L (45–60), repeats exclusion did not significantly affect
RUN. For both strains, it was mostly impossible to distinguish between RSP and RUN. Thus,
the average rho value rather weakly reflected the probability of ectopic pairing.

The picture was different for the proportions (P) of statistically significant correlations
(their share of all correlations). P specific (PSP) showed a non-linear variation along with
L growth (Figure 2). For agnts3, the first PSP maximum (about 0.3) was observable at L15
(i.e., 30% of all sections forming the ectopic contacts had a significant FEC-FMF correlation);
then, PSP dropped to 0.12 at L30, returning to about 0.15 at L35. Finally, PSP dropped to
0.05 at L50, being nearly equal to the probability of finding an FEC-FMF correlation by
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chance (p < 0.05). This corresponds to the virtually complete absence of section-to-section
matching for fragments longer than 60 nt (FMF was zero for the most sections). For CS, the
whole picture was the same, but PSP changes with L were not significant. Most importantly,
we observed a striking interstrain PSP difference at L45–50: PSP value remained rather
high for CS but not for agnts3. The fragment length of 50 nt has been previously shown as
optimal to detect FEC-FMF correlations for the other Drosophila wild-type strain, Berlin [24].
Thus, at least in some strains, high FMF (L50) can serve as a predictor of ectopic pairing
with a probability of about 20%.

Figure 2. P values at different fragment lengths. X axis: L (nt). Y axis: P (conventional units). Difference:
# from CS, ˆ from the case with excluded repeats, * from the case with unspecific correlation, shading-
difference from P calculated at L50 (Chi-square test; p < 0.05). Standard error of sample proportion
is shown.

P unspecific (PUN) values showed a decrease along with the L increase, down to
0.05–0.07, which was close the theoretically expected p value of 0.05. For CS, PSP is signifi-
cantly higher than PUN at L25–60. For agnts3, there were no significant differences between
PSP and PUN, except at L25. Hence, agnts3 strain clearly demonstrated less FEC-FMF correla-
tion specificity compared to the wild-type strain. Repeats exclusion significantly decreased
PUN. This also proves that short simple repeats abundant in Drosophila genome make a
significant impact into unspecific FMF-FEC correlations. The exclusion of microsatellites
decreased the interstrain PSP difference, though PSP remained significantly higher for CS
at L30. Putatively, short repeats are parts of some longer DNA fragments that specifically
have an impact on FEC-FMF correlation, therefore repeat filtration can simultaneously
remove these fragments from samplings used to calculate FMF.
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The observable P-L dependence seems to be the summary effect of the following
trends: (1) Both PSP and PUN are high for short fragments that are randomly distributed
within genome. (2) Both PSP and PUN are low for long fragments, but PUN drops more
rapidly along with L increase. Exclusion of short repeats lowers the probability of FEC-FMF
correlation, so we do not recommend it be performed for large Ls. High FMF calculated at
L50 seems to indicate the higher probability of specific ectopic pairing for CS X chromosome
sections. However, the share of statistically significant correlations remains rather low
(about 20%). Thus, ectopic pairing is mostly governed by some other factors not taken into
account in the FMF calculated according to the above scheme.

2.2. FEC-FMF Correlation for Chromosomal Regions of the Different Length

Ectopic contacts are mainly formed between sections that are not too far from each
other (i.e., are separated by not more than 10–20 sections) [30]. To check the influence of
the intersection distance (D) on R and P values, we performed FEC-FMF calculations for
sections within chromosome zones of specific length D (for a more detailed description,
see Section 4.2, Stage 9).

The average R values for different D are shown in Figure 3. In CS, RSP–RUN difference
(RDIFF) was about 0.05–0.1 for small fragments (L10) and small D (10–25). However, in
most cases it was insignificant because of the high R variance. For larger D, RDIFF was
small but statistically significant, save for the highest D values obtained for very small
samplings. The highest RDIFF could be observed at L30, with its maximum at D40–45. At
L50, there was no significant CS RDIFF, save for a few D values. The picture was similar
for agnts3, but its RDIFF was smaller at L30 and even became negative at L50 (D < 50). The
interstrain difference was small in most cases, but at L30 CS had apparently lower RUN
compared to the mutant strain. Generally, the highest RSP and RDIFF could be observed for
rather small Ds (up to 40), confirming the hypothesis that ectopic contacts mainly occur
between spatially close bands.

The exclusion of microsatellites affected the CS RDIFF, which approached zero at L30
and increased at L50 with most D values (Supplementary Materials, Figure S1). RDIFF
(L50) remained maximal for small D. Hence, the highest FEC-FMF positive correlation
can be observed within the short areas of the X chromosome. In agnts3, the area of D
with positive RDIFF shrinked at L10 and increased at L50, probably due to the increase in
correlation specificity after repeats filtration. However, the range of D with the negative
RDIFF increased at L30. Hence, agnts3 shows pronounced negative FEC-FMF correlations
for relatively small Ds.

For the CS P values, we can see an obvious increase in PSP–PUN difference (PDIFF)
along with increases in D and L values (Figure 4). At L50, occurrence of specific correlations
became significantly higher for almost the whole range of D. The highest values of both PSP
and PUN could be observed in agnts3 at L10, but PDIFF was relatively small. There was also
an increase in agnts3 PDIFF along with D growth at L30, but it completely vanished at L50
and even became negative for the mean D values. At L50, the interstrain PSP difference was
maximum and PUN was equal for both strains, being close to the theoretically predicted
value of 0.05. This confirms results obtained for the X chromosome without division onto
D zones. Thus, the most specific FEC-FMF correlation for the whole X chromosome can be
observed in CS at L50.

The exclusion of microsatellites did not generally change the picture for CS PDIFF, the
value and significance of which increased along with the growth of D and L (Figure S2).
PUN was about 0.05, similar to that for the whole X chromosome (see Figure 2). PSP (L50)
was somewhat lower compared to the case without repeats exclusion, probably because of
simultaneous filtration of long fragments specifically making impact into FMF. For agnts3,
PDIFF was mostly negative at L30. This may indicate some inverse relationship between
FEC and FMF for that strain. At L50, the mutant PDIFF was negative for D < 30 and positive
for D > 60, though in both cases its values were small. Thus, in contrast to CS, agnts3 does
not show a stable increase in PDIFF along with D and L growth.
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Figure 3. The average R values for the chromosomal zones of different intersection distances (D). X axis: D—zone length (in
sections). Y axis: R (conventional units). Standard error of mean is shown. The areas of D with statistical differences are
shown by straight lines above the diagram: green—SP vs. UN, orange—SP (CS) vs. SP (agnts3), grey—UN (CS) vs. UN
(agnts3) (two-sided Mann–Whitney U-test; p < 0.05, n = 120–D).
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Figure 4. The average P values for the chromosomal zones of different intersection distances (D). X axis: D—zone length (in
sections). Y axis: P (conventional units). Standard error of mean is shown. The areas of D with statistical differences are
shown by straight lines above the diagram: green—SP vs. UN, orange—SP (CS) vs. SP (agnts3), grey—UN (CS) vs. UN
(agnts3) (two-sided Mann–Whitney U-test; p < 0.05, n = 120–D).

2.3. Sections Prone to Ectopic Pairing

Some chromosomal areas are known to be prone to ectopic pairing. The total FEC
number (FECTOT) is a number of ectopic contacts between a given section and all the
other sections of the X chromosome. There was a strong positive FECTOT correlation for
CS and agnts3: rho = 0.757 (p < 0.001, n = 119). After replacing the exact FEC with the
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indices of presence (1) or absence (0) of contacts, the interstrain correlation decreased but
remained significant: rho = 0.540 (p < 0.001). Thus, in both strains, ectopic contacts are
mainly formed by the same sections, and sections with a high FEC are usually localized at
the same position (see also [30]).

According to [31], there are five chromatin features (F) increasing the probability of the
Drosophila X chromosome ectopic pairing, such as Dm225 and Dm234b genes hybridization
sites, ectopic conjugation, weak points, late replication and giant palindromes. For each
F, we assigned the value of 1 or 0 to sections depending on whether they had or did not
have a specific F. Then we calculated the F index (Ind) as the sum of values for each section
(FSUM) divided by 10. As expected, there was a positive correlation between FECTOT and
FSUM: rho (CS) = 0.357 (p < 0.001); rho (agnts3) = 0.252 (p < 0.01). Replacing the exact values
with indices of presence (1) or absence (0) made correlation insignificant.

At the same time, we did not observe any correlation between FECTOT and the total
FMF number for each section (FMFTOT) calculated at L30 or L50. FEC-FMF correlation
was specifically observed only for a set of the X chromosome sections (Figure 5). Three
of them (10B, 11D and 18B) coincided for both Drosophila strains. Only the minor part of
sections (26.1% for CS, and 18.2% for agnts3) had chromatin features predisposing them
to ectopic pairing. Considering a rather moderate FECTOT-FSUM correlation, we state
that the indicated specific chromatin properties can facilitate ectopic pairing, but are not
necessary for that. For most sections, ectopic pairing seems to be governed by some other
mechanisms possibly related to specific DNA sequences within the interacting areas.

Figure 5. X chromosome sections showing statistically significant FEC-FMF correlations. Ind—the
index of chromatin features (F). Y value: RCORR (for CS and agnts3) and Ind values (C.U.).

2.4. The Biological Nature of Sequences Making Impact into Ectopic Pairing

To reveal the molecular nature of the fragments most contributing to FMF, we analyzed
their sequences using NCBI Blast. The first fifty L30 and L50 fragments with the maximum
number of occurrences (NOs) were assayed, both for all sections (set I) and for a set of
sections showing CS- or agnts3-specific FEC-FMF correlations (sets II and III, respectively).
To simplify the analysis, we did not consider fragments with NOs ≤ 10 and considered
only one of the fragments with the equal NO values.

26



Int. J. Mol. Sci. 2021, 22, 8713

BLAST analysis made it possible to divide all matching fragments into six classes:
(1) Microsatellites, such as an, tn, (at)n, (aat)n, (gata)n, (agata)n, (tcccag)n and so on, the
maximum motif length being of six. (2) Fragments showing a high percentage identity
(90–100%) with 1.688 and 372-bp repeats, as well as with some genes such as c11.1, kl22
Drak intron and related. (3) Fragments showing a high percentage identity with sequences
of c11.1 and kl22 Drak but not with 1.688 or 372-bp repeats. (4) Fragments of transposon
HB1. (5) Fragments of long non-coding RNA genes and retrotransposon roo-900. (6) Other;
mostly the sequences with an unknown molecular nature, or those for which BLAST
returned no result. Up to 31% of fragments (with NOs < 50) remained non-annotated. The
results are present in Figure 6. The full list of fragments, along with their NO, molecular
nature and BLAST sequence identity, is shown in Table S1.

Figure 6. Short DNA fragments that contribute to FMF. Difference: # from I, non-annotated sequences
included when calculating the proportions; $ from I, non-annotated sequences excluded (Chi-square
test of two proportions; p < 0.05, n > 200).

In set I, microsatellites constituted the major class of fragments. The above is not
surprising, as the program searches fragments one by one, with a step of one nucleotide,
generating a large number of identical short sequences from an extended area of repeats.
At the same time, the simplest repeats, such as (at)n and (ta)n, prevailed at L30, but not at
L50. The microsatellite (tcccag)n, appeared to have a maximum NO at L50 and a third-rank
NO at L30, indicating its abundance in Drosophila genome. The NO was also high for
fragments belonging to class 3, while class 2 was nearly absent at L50. Transposon parts
constituted at least 3% of L50 fragments.

In set II, containing fragments of sections with CS-specific FEC-FMF correlations, NOs
for microsatellites significantly decreased, especially at L50. At the same time, NOs for
1.688/372-bp-related sequences increased many times (up to 72% at L50). PSP was at its
maximum for CS at L50 (see Figures 2 and 4). This clearly indicates that microsatellites
mostly contribute to unspecific FMF, and 1.688/372-bp-related sequences mostly contribute
to FEC-FMF specific correlation. The latter is in agreement with our previous data obtained
for Berlin [24]. (at)n was the only microsatellite that seemed to have an impact on CS-
specific correlation. The fact that (at)n and complementary sequences constituted 66%
of microsatellites and 31% of all CS-specific fragments at L30 explains why the NO was
high for CS-specific sets of selected microsatellite fragments. Sequences of class 3 also
contributed to FEC-FMF correlation at L30.
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On the contrary, for agnts3-specific fragments (set III) we observed an increase in
microsatellite NOs, which reached their maximum (at)n at L30 and (gata)n at L50. For
classes 2 and 3, the NOs insignificantly grew at L30, although for class 3 the NO dropped
at L50. In agnts3, PSP was only slightly higher than PUN at L30, with no difference at L50
(see Figures 2 and 4). The positions of sections with specific FEC-FMF correlations were
different for CS and agnts3 (Figure 5). Taken together, our data show that 1.688/372-bp-
related sequences are associated with ectopic pairing in CS, with either a minor or no
association for agnts3.

3. Discussion

Ectopic pairing is a long-range interaction that occurs with a relatively low frequency
between the IH bands of the Drosophila polytene chromosomes. Though ectopic contacts
can be easily observed using light microscopy, their molecular nature and functional role
in the nuclear 3D organization remain obscure. The agnts3 strain was shown to have a
significantly higher FEC compared to the wild-type fly strains. At the same time, some
IH bands are more prone to form ectopic contacts compared to the others. In Drosophila
reciprocal hybrids of Berlin and agnts3, specific bands of the X chromosome demonstrate
either matroclinic or patroclinic inheritance of high FEC values [24]. Thus, ectopic pairing
obviously has both genetic and epigenetic basis.

As molecular processes of ectopic pairing are not studied in detail, we cannot say
a priori how long a zone of local DNA pairing should be to initiate a contact formation.
Neither can we say whether g/c rich sequences will interact preferably over a/t rich due
to the higher binding energy or if the tendency will be reversed, as a/t regions are often
nucleosome free, easy to melt, frequent in genome, and therefore may be more prone to
misalign. In our study, we have made a simple assumption that all cases of local DNA
match will increase the probability of the ectopic contact formation. The optimal length
of the areas should be the tread off the specificity of matching and the probability to find
a relatively long specific area in genome. We have revealed the optimal fragment length
to be about 50 nt. The ability to consider cases of incomplete matching would let us work
with longer fragments, but the current version of Homology Segment Analysis software
does not permit us to work with local mismatches. FMF values do not depend on the
relative orientation of fragments (e.g., they are the same for the sequential parts of long (at)n
repeats and several short non-overlapping (at)n repeats). The fragments of all chromosome
sections were considered, though only the IH bands participate in ectopic pairing. We
believe that the above has a rather small effect on FMF, as the IH bands are densely packed,
containing much more DNA than interbands. FEC was zero for most of the section pairs,
and the range of FEC variation was rather narrow: in most cases, the FEC equaled 1 or 2
in its Spearman rank correlation. In addition to DNA sequence, epigenetic factors greatly
influence FEC values.

As a result, we obtained a rather moderate average FEC-FMF Spearman correlation
rho value (R of 0.3), as well as the proportion of section pairs for which the correlation was
significant (P of 0.2). Nevertheless, for CS, P appeared to be higher than that of unspecific
correlations, both for the whole X chromosome and for almost the entire range of the lengths
of its parts. Moreover, we found that not all DNA sequences, but mainly those related
to 1.688 or 372-bp repeats, contribute to FEC-FMF correlations. This cannot be explained
by the predominance of such sequences in the Drosophila X chromosome, as, according
to our data, the most common matching repeats were (at)n at L30 and (tcccag)n at L50
(Table S1). The other microsatellites also contributed to FMF, but only (at)n seemed to make
an impact on the CS-specific FEC-FMF correlation. In agnts3, FEC-FMF correlations are
generally unspecific, despite the higher FEC for this strain. Similarly, the X—X:11AB FEC-
FMF correlation was lower in agnts3 compared to Berlin [24]. At L30, specific correlations
still could be observed for about 10% of bands participating in agnts3 ectopic pairing.
Microsatellites mostly contributed to agnts3-specific sets of matching fragments.
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Satellites are multi-copy tandem DNA repeats classified according to the length
of their monomers: microsatellites (1–10 bp), minisatellites (10–100 bp) and satellites
(>100 bp). Drosophila satellites are involved in multiple cell processes, such as dosage
compensation, heterochromatin establishment, gene activity regulation, maintenance of
genomic architecture, chromosome segregation and development [32]. Satellite DNA is
one of the most abundant and fast evolving components of genome, being the major part
of the constitutive heterochromatin in eukaryotes. There are at least 14 families of highly
repeated D. melanogaster satellite DNA [33]. The most abundant satellite repeats of the X
chromosome are aatat, aagag, 359/372/260-bp, and IGS [34].

The 372-bp satellite is a conservative a/t rich Drosophila repeat concentrated on the
euchromatin of the X chromosome, located mainly between cytogenetic regions 4 and 15,
with about 300–400 copies per haploid genome. Its distribution and sequence features
suggest its participation in the primary fly sex determination and dosage compensation [25].
This satellite DNA is homologous to the 1.688 g/mL class of satellites predominantly
localized to the centromere heterochromatin of the X chromosome [34,35]. The 1.688-
3F satellite expresses a siRNA-generating hairpin dsRNA that increases males survival,
regulating the male-specific lethal complex (MSL) positioning on the X chromosome. It
is possible that siRNA affects dosage compensation by modifying chromatin at the 1.688
repeat [27]. It should be noted that the agnostic locus in agnts3 does not show dosage
compensation [36,37]. Along with a lack of FEC-FMF correlation, this may indicate some
deregulation in 1.688 or 327-bp activity in agnts3. The 1.688 sequence shows a significant
intraspecific nucleotide divergence: 10% for heterochromatin and 27% for euchromatin.
Hence, the chromatin structure seems to influence the rate of 1.688 evolution [26]. In
our study, the identity between the matching fragments with strain-specific FEC-FRF
correlations and 1.688 satellites from 3C and 10Ep bands [35] was about 100% at L30 and
slightly below 100% at L50.

Polytene chromosomes normally have low flexibility, extending across the nucleus in a
Rabl orientation, with no stable interaction between loci 1-2 cytological divisions apart [13].
The dysfunction of the two interband-associated proteins, Chromator and JIL-1 kinase,
leads to dramatic impairment of polytene chromosome morphology (i.e., band misalign-
ment, curling and numerous ectopic contact formations) [38]. As the pattern of ectopic
contacts is determined early in development, it should rather reflect the morphology of
diploid embryonic nuclei with long-range interactions (e.g., between Polycomb-repressed
domains) [16]. Thus, the functional role of ectopic pairing in chromatin spatial organiza-
tion is questionable. At the same time, it seems to represent some aspects of nuclear 3D
structures typical of the early stages of fly development.

The molecular processes that govern ectopic pairing are still poorly understood. In the
Drosophila interphase nucleus, blocks of heterochromatin tend to associate with each other.
The association does not require similar sequences such as (aagag)n satellite to be located
within the contacting areas. Presumably, their associations are mediated by proteins that
recognize the general features of heterochromatin, such as specific histone modifications,
repetitiveness, late replication and low activity [39]. Nevertheless, the restricted homology
at the IH areas containing DNA breaks may be important for ectopic contact formations.
Probably, it results from the joining and ligation of truncated DNA ends between the IH
bands. The level of suppressor of under-replication (SuUR) gene expression positively
correlates with FEC. SuUR overexpression enhances the IH under-replication and ectopic
pairing only before the third instar larval stage [17].

In accordance with the above, FEC as a phenotypic trait is determined at the embryonic
stage: the high temperature (37 ◦C) applied at that stage increases FEC in CS without an
effect in agnts3. This seems to be connected to strain-specific properties of heterochromatin
that begins to form at this stage [22]. High FEC values in agnts3 may reflect the increase in
strain-specific recombination/reparation activity, as well as the activity of some chromatin
proteins, such as the Polycomb group, HP1, Chromator and JIL-1. It is interesting to note
that both JIL and agnts3 LIMK1 genes bring the insertion of a mobile S-element that may
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theoretically cause some interaction between these genes [21,40]. agnts3 is also characterized
by significant changes in miRNA expression profile compared to the wild-type strains CS
and Berlin [21,24]. The mutant-specific heterochromatin properties may affect the wide
profile expressions of genes, including non-coding RNA genes.

On the contrary, miRNAs may affect the expression of heterochromatin proteins and
the tendency of the IH bands to form ectopic contacts. The targets of some of miRNAs
participating in the development of human neurodegenerative disorders are Swi/Snf-like
chromatin remodeling complex, REST factor that recruits histone deacetylases (HDAC),
and SIRT1, a NAD+-dependent HDAC involved in heterochromatin formation. miR-124
and miR-34c negatively regulate HDAC1/2 and SIRT1, respectively [41]. Drosophila miR-
124 and miR-34 are decreased in agnts3 compared to CS [21]. Hence, the high percentage of
heterochromatin in agnts3 may be due to the increase in HDAC activity.

agnts3 is shown to impair the activity of LIMK1, the main regulator of actin remod-
eling [18]. The filamentous and globular actin differently affect chromatin conformation,
as well the activity of HDAC [42]. Actin is widely involved in the regulation of genetic
apparatus, including transcription machinery [20]. Active forgetting also depends on an
LIMK1-dependent signaling cascade [43]. This reveals a possible connection between the
molecular processes of heterochromatin formation in the early embryogenesis of fruit flies
and the Drosophila ability to learn, memorize and forget.

Heterochromatin proteins such as the Polycomb group and HP1 may influence ec-
topic pairing by bringing the IH bands closer together in space or linking them to the
envelope [17]. HP1 promotes the formation of chromosome loops, facilitating the coa-
lescence of dispersed middle repeats such as micropia retrotransposon and non-coding
RNA gene αγ [44]. H3K9me3 modification of 1.688 satellite creates a binding site for
HP1 [45,46]. Hence, FEC-FMF correlation can be theoretically explained by HP1-dependent
juxtaposition of the 1.688-containing under-replicated IP bands, followed by ligation of
the double-stranded DNA ends. A similar role of 1.688-3C in ectopic pairing of the sper-
matocyte X chromosome was proposed in [34,47]. Previously, 1.688 was proposed to
influence chromatin architecture by interacting with proteins of the nuclear matrix, such
as Topoisomerase II and satellite binding protein. The 1.688 satellite may also participate
in long-range interactions regulated by siRNA-dependent chromatin modifications [48].
Though 372-bp repeats are localized to euchromatin, they may also play a role in bringing
together chromosome sections that form ectopic contacts.

In summary, our computational data confirm the hypothesis that Drosophila satellite
DNA such as 1.688 and related sequences, can participate in long-range interactions
between the IH bands. The lower FEC-FMF correlation for agnts3 relative to CS may
indicate less specificity of ectopic pairing in the mutant strain, similar to Chromator/JIL-1
mutants. Some proteins or non-coding RNAs, possibly produced by 1.688-like repeats, can
mediate the interaction. Alternatively, they can affect heterochromatin properties and/or
DNA replication within IH bands, making them more prone to pairing. Further studies are
necessary to prove this experimentally.

4. Materials and Methods
4.1. FEC Matrices

FEC matrices for the X chromosome sections of CS and agnts3 strains were taken
from [30]. Files containing FECs for all X chromosome sections of both strains were
supplied with Homology Segment Analysis software. Each matrix was built on the data
obtained by orcein staining of squashed preparations of Drosophila 3rd instar larvae. For
each strain, 30 larvae were taken, and about 20 nuclei were examined for each larva. FECs
were calculated as the total number of ectopic contacts between the given section pair. The
example of an ectopic contact is shown in Figure S3.
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4.2. Bioinformatics Analysis

FEC-FMF correlations were estimated using Homology Segment Analysis software
(Zhuravlev A.V., Zakharov G.A.; Pavlov Institute of Physiology, Saint Petersburg, Russia).
The program is written on Python3. The calculations in the paper were performed using
the latest version of the program, freely available at [23]. For both strains, we used the
D. melanogaster X chromosome sequence genome assembly Release 6 (dm6) [49]. As there
are no full genomic sequences for these strains, and S-elements are relatively short and
can be found at various positions in different Drosophila strains, we do not consider it
justified to include limk1 S-element in agnts3 genome sequence to compute its FMF. All
interstrain differences are expressed here as FEC differences. The borders of the X sections
were chosen according to Flybase data (www.flybase.org; accessed on 20 February 2021):
1A–20F, except 20B missing some nucleotides, totally 119 sections.

To install and run all the scripts, see the Readme file in the main directory.
The computational algorithm is as follows:

1. Sequential selection (with a step of 1 nt) of short DNA fragments of a given length (L)
from one specific section of the X chromosome.

2. Search of the section fragments, as well as the complimentary fragments, within all
the other sections of the X chromosome, using Aho-Corasick algorithm.

3. For each X chromosome section (B) except A: calculation of normalized frequency of
all fragments matching for A and B (FMF(A-B)). The average FMF for all chunks of
10 kb length is equal to 1. The list of the localized fragments is saved for each B.

4. Stages 1–3. are repeated for all X chromosome sections.

For all B except A: FMF(A) is a set of FMF(A-B); FEC(A) is a set of FEC(A-B).
FEC(A-B) is a value obtained from FEC matrix for a given Drosophila strain, being the

number of contacts between sections A and B.

5. Specific correlation computation:

a. For each section A: calculation of FEC(A)-FMF(A) Spearman rank correlation
coefficient (rho; p < 0.05, n = 119).

b. Calculation of the average rho value (R) and proportion of statistically signifi-
cant FEC-FMF cases (P). P is calculated as follows: P = n (p < 0.05)/total n of
estimations for which Spearman correlation data were obtained.

6. Unspecific correlation computation: For all different sections A and B: calculation of
FEC(A)-FMF(B) Spearman rank correlation rho and p. R and P values are calculated
as in 5b.

7. Stages 1–6. are repeated at different fragment lengths (L) (10–60 nt, with a step of
5 nt).

8. Excluding DNA microsatellites: Stages 1–7 are repeated with fragment samplings
excluding fragments that contain DNA repeats. By default, a repeat contains identical
elements in a row: four nucleotides or three dinucleotides or two trinucleotides.

9. Estimation of section proximity effect. By default, the distance (D) between the bound-
ary sections varies from 10 to 116, and only fragments of a specific L (10, 30, 50 nt) are
used to compute FEC-FMF correlations. The procedure is performed as follows:

a. For each D: a sequential selection of the X chromosome zones (Z) of D length,
with a step of 1 section (e.g., for D = 30, 90 different Z are selected, starting from
1 (Z1, or 1A–5F) and up to 90 (Z90, or 15F–20F)). The section notations A–F are
equivalent to 1–6, so Z90 of D30 is also denoted as 156–206.

b. For each Z(D): specific and unspecific R and P calculation, as described in
Stages 5–8, taking into account only the sections within Z. Currently, analysis
of unspecific correlations is time consuming, taking up about 3 h for each L. So
some cases (e.g., with specific L values or excluded repeats) may be omitted to
speed up the processes. For each D, R(D) and P(D) values constitute samplings
for further statistical analysis. The sampling size n is equal to the number of
Z(D): n = 120–D.
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The scheme of the Stages 1–9. is also given in Figure S4.

4.3. Statistical Analysis

All analyses were performed using scripts included in the Homology Segment Analy-
sis software package.

a. For results obtained at Stages 5–8.: R are compared using a two-sided Mann–Whitney
U-test, P are compared using a Chi-square test for two sample proportion compar-
isons. The parameters of analysis are automatically varied: strain (CS/agnts3); type
of correlation (specific/unspecific); repeats exclusion (“no”/“yes”); chromosome
regions (with/without division into sections); type of analysis (comparison of data
obtained for different Ls using the same parameters/comparison of data obtained
for the same L using different parameters).

b. For results obtained at Stage 9.: R and P and compared using a two-sided Mann–
Whitney U-test. Samplings obtained for different Ds and Ls are analyzed indepen-
dently. The parameters of analysis are automatically varied: strain (CS/agnts3); type
of correlation (specific/unspecific); repeats exclusion (“no”/“yes”).

4.4. BLAST Analysis of Fragments Contributing to FMF

a. For the given L values (here, L30 or L50), the full list of fragments of all sections
making contributions to FMF are generated and arranged according to the number
of fragment occurrences (NO) > 10, starting from the maximum NO. If the NO is
equal for different fragments, only the first fragment is chosen.

b. The same procedure is performed for a set of sections showing statistically significant
FEC-FMF correlations for the given strain and L value (see Stage 5.).

c. The biological nature of the first 50 fragments in each list is revealed using NCBI Blast
(http://blast.ncbi.nlm.nih.gov; accessed on 20 February 2021): BLASTN, database—
Nucleotide collection, species—Drosophila melanogaster, max target sequences—100,
other parameters—by default.

5. Conclusions

Using our Homologous Segment Analysis software, we have shown a specific positive
correlation between FEC and FMF for about 20% of the CS X chromosome sections involved
in ectopic pairing. Most of the 50 nt fragments specifically contributing to FMF appeared to
be related to 372-bp or 1.688 middle repeats. Thus, our bioinformatics approach lets us to
handle the problem caused by the low resolution of the method of squashed preparations,
which does not give information about the specific sequences involved in ectopic pairing.
Using the experimental data on chromatin properties obtained by Hi-C and other 3C-
related methods with significantly higher resolutions can substantially increase correlation
values and validity. Moreover, Homology Segment Analysis can be easily applied to search
correlations between FMF and every feature associated with pairs of genomic regions
both in Drosophila and in other species. For example, it can be used to find DNA motifs
involved in contact formations, as well as the binding of proteins or RNA that mediate
such interactions and, thereby, define nuclear 3D organization.
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.3390/ijms22168713/s1.
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Abstract: The development of computational logic that carries programmable and predictable features
is one of the key requirements for next-generation synthetic biological devices. Despite considerable
progress, the construction of synthetic biological arithmetic logic units presents numerous challenges.
In this paper, utilizing the unique advantages of RNA molecules in building complex logic circuits
in the cellular environment, we demonstrate the RNA-only bitwise logical operation of XOR gates
and basic arithmetic operations, including a half adder, a half subtractor, and a Feynman gate, in
Escherichia coli. Specifically, de-novo-designed riboregulators, known as toehold switches, were
concatenated to enhance the functionality of an OR gate, and a previously utilized antisense RNA
strategy was further optimized to construct orthogonal NIMPLY gates. These optimized synthetic
logic gates were able to be seamlessly integrated to achieve final arithmetic operations on small
molecule inputs in cells. Toehold-switch-based ribocomputing devices may provide a fundamental
basis for synthetic RNA-based arithmetic logic units or higher-order systems in cells.

Keywords: toehold switch; arithmetic operation; RNA–RNA interaction; molecular computing;
reversible computing

1. Introduction

Synthetic biology aims to create technologies for designing and building biological
systems with programmable and predictable dynamics [1]. Since the demonstration of
synthetic biological circuits in living cells over two decades ago [2,3], considerable progress
has been made towards more sophisticated artificial cellular functions, such as feedback
oscillation [4], combinatorial logic computation [5–7], and information storage [8,9]. In
principle, synthetic circuits can be constructed using any biological molecule as a backbone.
Natural and engineered protein regulators can provide the framework to implement logic
circuits and computing devices [10,11], including de-novo-designed components [12]. Still,
the construction of synthetic biological circuits presents numerous challenges, including
the lack of composability [13], limited modularity [14], unpredictable cross-reactivity [15],
cellular resource usage [16,17], and unexpected idiosyncratic behavior in real-world ap-
plications [18]. Therefore, novel approaches for synthetic biological circuits, including
the development of readily characterized, standardized, and modular components are re-
quired to overcome the innate difficulties in managing and programming cellular behavior
towards large, complex synthetic systems [19].

Nucleic-acid-based genetic devices have made remarkable progress in molecular com-
puting and may provide the required platform for scalable synthetic biological systems.
Complex logic circuits and advanced computing systems have been implemented using
toehold-mediated strand displacement, including a bistable circuit [20], a square-root cir-
cuit [21], neural networks for memory [22] and pattern recognition [23], and an arithmetic
logic unit [24]. Furthermore, these molecular computing systems are amenable to compu-
tational design and analysis [25,26]. While DNA strand-displacement circuits have been
demonstrated in live cells [27] and for live-cell imaging [28], DNA logic gates are generally
not suitable for in vivo applications due to the challenges in generating single-stranded
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DNAs [29] and maintaining stable gate configurations [30] in cells. In comparison, RNA
provides several advantageous characteristics for synthetic biological computing devices.
RNA strands can be easily programmed to interact in a designed fashion due to the single-
stranded nature of RNA. The co-transcriptional folding of RNA allows the formation of
stable secondary structures [31], suitable for natural and synthetic riboswitches [32]. Fur-
thermore, RNA signals can be easily modulated in a tunable manner [33] and can also
be amplified with several RNA and protein counterparts [34–38]. Therefore, RNA has
been exploited as a platform to engineer gene expression programs that operate robustly
in vivo [39–44].

Building on the success of synthetic RNA regulatory parts and inspired by natural
RNA regulators [45], several de-novo-designed RNA regulators have been utilized for
synthetic biological devices with a large library of well-characterized parts [40,41]. As an ex-
ample, toehold switches control gene expression in trans via well-established Watson-Crick
base pairing of switch and trigger RNA molecules (Figure 1a) [40]. Unlike conventional
riboregulators [39], the toehold switches remove nearly all the sequence constraints, exhibit
a wide dynamic range, and show excellent programmability with a large library of orthog-
onal parts. The versatility of toehold switches for synthetic genetic circuit construction is
exemplified by the recent developments in cellular logic computation [46], translational
repressing riboregulators [47], incoherent feed-forward loop circuits [48], synthetic tran-
scription terminators [49], the protein quality control system [50], modulators of riboswitch
circuits [51], and regulators of mammalian cells [52]. Beyond cellular circuits, the toehold
switches find use in other platforms, such as cell-free systems [53–57] and paper-based
diagnostic devices [58–60] for broader applications.

Figure 1. De-novo-designed toehold switch and toehold-switch-based NIMPLY gate. (a) Scheme
of toehold switch operation. The toehold switch has repressed the translation state through the
secondary structure sequestering the RBS and start codon. Linear-linear interaction between the
toehold switch and the trigger RNA exposes the RBS and start codon with the strand displacement
process; therefore, the translation of the downstream gene is resumed. (b) Scheme of NIMPLY gate
operation. Antisense RNA has extended overhang sequences at both ends and can inhibit the trigger
RNA through sequence displacement or complementary binding. Thus, the toehold switch is reverted
to the initial OFF state.

In particular, toehold switches may form the basis for constructing an arithmetic logic
unit (ALU) in vivo. A generalized toehold switch architecture, termed ribocomputing
devices, concatenated several toehold switch sensor domains and utilized the self-assembly
of RNA species to compute multi-input AND/OR/NOT operations [46]. The design
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flexibility of toehold switches, if effectively utilized, can lead to the streamlined design and
construction of a basic form of synthetic biological ALU. Previous work has demonstrated
basic ALUs, including a half adder and a half subtractor, in bacteria and mammalian
cells [5,61,62]. These binary calculators can perform bitwise calculations across two 1-bit
input signals and serve as building blocks for higher-level systems. A half adder takes
two bits of information and generates two output bits: one for the sum and one for the
carry. The sum bit can be calculated via an XOR gate, and the carry bit can be calculated
via an AND gate. Thus, it is straightforward to calculate the carry bit, as previously
shown, but a toehold-switch-based XOR gate needs to be engineered. Unlike previous
XOR gate implementation, for example, in vitro [63], in prokaryotes [61,62,64,65], and in
eukaryotes [66–68], a toehold-switch-based XOR gate is an RNA-only synthetic logic device.
Building on previous work in which an antisense RNA that titrates a cognate trigger RNA
molecule can be used for a NIMPLY gate operation (Figure 1b), a toehold-switch-based
XOR gate with a compact architecture can be obtained by concatenating two orthogonal
switches in an OR-gate fashion. A half subtractor can be analogously constructed with
an XOR gate and a NIMPLY gate. In addition, a Feynman gate, one of the reversible logic
gates that map input and output signals in a one-to-one manner [69], can be obtained using
an XOR gate and a BUFFER gate. In summary, we present the binary operation of an XOR
gate, cellular arithmetic operations with a half adder and a half subtractor, and a Feynman
gate in E. coli using a de-novo-designed toehold switch and antisense RNAs. Synthetic
RNA-based ALUs could lay the foundation for making sophisticated molecular devices
with neural-network-like capabilities for biomedical applications.

2. Results
2.1. XOR Gate
2.1.1. Design of XOR Gate with Toehold Switches

The NIMPLY gate often used in synthetic biology and genetic circuits [61,70] was
previously demonstrated using toehold switches [46]. A NIMPLY B is equivalent to A
AND (NOT B), and an XOR gate can be constructed using two NIMPLY gates connected
via an OR gate as follows: A XOR B = (A NIMPLY B) OR (B NIMPLY A). Thus, we sought
to first demonstrate two orthogonal NIMPLY gates. The mechanism for NIMPLY gates
is analogous to previous work where the switch RNA is activated by the trigger RNA
(A), and the antisense RNA (B) deactivates the trigger RNA via direct hybridization or
toehold-mediated strand displacement to separate the trigger RNA bound to the switch
RNA. The extended overhang sequences at both ends provide the thermodynamic driving
force to shift the equilibrium towards trigger and antisense RNA binding rather than trigger
and switch RNA binding.

To implement a NIMPLY gate in E. coli, the three circuit components—switch RNA,
trigger RNA, and antisense RNA—should be selected from the existing library with appro-
priate modifications (Figure 2a). We selected a pair of second-generation toehold switches
with large dynamic range and strong orthogonality. These two switches are connected with
a 9-nt linker sequence to create an OR gate, as previously demonstrated [46]. The overhang
sequences of both trigger RNAs and antisense RNAs were designed via the RNA secondary
structure prediction software NUPACK [71–75] (Table S1). Fifteen nucleotide overhangs
were attached to both ends of the trigger and antisense RNAs, and a single nucleotide
bulge was inserted between the overhang region and the switch binding domain to prevent
the formation of long double-stranded RNA that could be targeted for degradation by
RNase III [76,77]. The design candidates were analyzed for ensemble defect [78], overhang
accessibility, and crosstalk in silico to select the best designs to be tested in experiments.
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Figure 2. Design of combined NIMPLY gates and optimization strategies. (a) Scheme of combined
NIMPLY gates composed of two orthogonal NIMPLY gates connected by a 9-nt linker. Trigger
and antisense RNAs control the translation states of NIMPLY gates. (b) Performance of initial
design for combined NIMPLY gates. T1 and T2 denote trigger RNAs that activate NIMPLY gates
1 and 2, respectively, and A1 and A2 denote antisense RNAs that annihilate trigger RNAs 1 and
2, respectively. (c,d) Effect of the location of extended overhangs on trigger and antisense RNAs.
TR and AR indicate trigger RNA and antisense RNA, respectively. Absence of trigger (TR = 0)
indicates that only the NIMPLY gate RNA is present. (e) Effect of the presence of bulge on antisense
RNA. TR and AR indicate trigger RNA and antisense RNA, respectively. Full match means that no
bulge was introduced in the antisense RNA design. (f) Flow cytometry GFP fluorescence histograms
for the NIMPLY complex with full-match antisense RNAs. T1, T2, A1, and A2 indicate trigger
and antisense RNAs for switches 1 and 2 as above, and d represents a decoy RNA that does not
interact with the switch RNA. T7 RNA polymerase was induced by 1 mM IPTG in E. coli BL21 DE3
strain. GFP fluorescence was measured on the flow cytometry (error bars indicate ± SD from three
biological replicates). Cellular autofluorescence was subtracted in all cases. Autofluorescence level
was measured from cells not bearing a GFP-expressing plasmid.

The NIMPLY gates were tested in E. coli BL21 DE3 strain with the switch, trigger, and
antisense RNAs expressed from separate low, medium, and high copy plasmids, respec-
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tively. The RNA components were under the control of a T7 promoter, and genomically
encoded T7 RNA polymerase was induced by Isopropyl β-d-1-thiogalactopyranoside
(IPTG). GFP was used to characterize the switch output performance via flow cytometry.
First, the OR gate functionality was verified in the absence of antisense RNAs, where the
GFP fluorescence was increased at least 100-fold in the presence of either trigger RNAs
(Figure S1). Next, the switch, trigger, and antisense RNAs were expressed together in
cells to evaluate the function of the NIMPLY gates. The design with the least expected
intramolecular and intermolecular structures showed the best performance among the
candidates (Figure 2b). The performance was evaluated by dividing the ON state, with
a cognate trigger RNA and a non-cognate antisense RNA, by the repressed state, with
cognate trigger and antisense RNA pairs. Consequently, we observed increases of 11.2-fold
and 43.3-fold for T1-A1 and T2-A2, respectively. Other design candidates with expected
secondary structures within trigger RNAs showed relatively poor functionality (Figure S2).
Since the design variants on previous NIMPLY gate designs [46] were not extensively
characterized, we aimed to further explore and optimize the design choices to enhance the
functionality of the NIMPLY gates and hence the performance of the synthetic XOR gate.

2.1.2. Optimization Strategies for Toehold-Switch-Based XOR Gate

For the design variants of the trigger and antisense RNAs within the NIMPLY gate,
we mainly adjusted the location of the extended overhangs and the presence of bulge. First,
we investigated whether the location of the overhang could affect the functionality of the
trigger or antisense RNAs. The GFP fluorescence output for trigger RNA 2 with overhangs
showed a stronger reduction than the trigger RNA 2 without the overhang sequences
(Figure S3). We hypothesized that the close proximity of RBS within switch 2 and the 5′

overhang of trigger RNA 2 affect the access of RBS through steric hindrance. Therefore,
trigger RNA variants with only a 5′ overhang or a 3′ overhang were constructed, and the
impact of the overhang location on the switch performance was investigated. Trigger RNAs
with only a 5′ extended overhang showed weak repression by antisense RNA for switch
1 and weak activation for switch 2, indicating that the 5′ extended overhang could reduce
performance. On the other hand, trigger RNAs with only a 3′ extended overhang showed
improved performance for both switches compared to the trigger RNAs with both 5′ and
3′ overhang domains (Figure 2c). The antisense RNAs were similarly modified to test the
impact of overhang domains: antisense RNAs with only a 5’ overhang showed improved
fold repression, while antisense RNAs with only a 3’ overhang showed weak repression
comparable to the antisense RNAs without the extended overhangs (Figure 2d).

Other design candidates were analyzed for the impact of overhang locations on the
trigger and antisense RNAs, and a similar trend was observed (Figure S4). Although
the 5′ extended overhang can be considered disposable, simply removing the existing 5′

overhang caused crosstalk in some cases because it was not considered during the design
phase (Figure S5). Fortunately, the apparent crosstalk was negligible when the 3’ overhang
trigger RNAs were paired with antisense RNAs with both overhang sequences (Figure S6).
Additionally, an expanded hairpin loop of the switch RNA was explored to help reduce
the potential steric hindrance of trigger RNA on the RBS. The increased hairpin size in
switch RNA increased the ON level expression but also generally increased the OFF-state
leakage (Figure S7). Together, we observed the impact of extended overhang locations on
both trigger and antisense RNAs and trade-offs in the switch RNA hairpin loop size on the
performance of NIMPLY gates.

To further enhance the functionality of the NIMPLY gates, we investigated the effect
of bulges within the trigger–antisense RNA complex on the repression efficiency. The
antisense RNA presumably works in one of two ways: (1) dissociating the trigger from the
switch or (2) capturing the trigger freely floating in the cytoplasm [46]. Single nucleotide
bulges located between the overhang and switch binding domain can act as an energy
barrier to the strand displacement pathway that removes the trigger from the switch [79,80];
in that case, the direct hybridization mechanism would be predominant. In order to increase
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the repression efficiency of antisense RNA, an antisense RNA with extended overhangs
but without bulges was designed and tested. The repression efficiency was enhanced
nearly 10-fold on trigger 1 (Figure 2e), and the combined NIMPLY gates with optimization
exhibited 48.5-fold and 65.6-fold improvements, respectively (Figure 2f). Therefore, we
successfully constructed two orthogonal NIMPLY gates with large dynamic ranges using
optimization strategies on switch, trigger, and antisense RNA designs. These may serve as
useful strategies for other toehold-switch-based logic circuit designs and potentially for
other RNA regulatory devices as well.

2.2. In Vivo Characterization of XOR Gate

Encouraged by the optimized NIMPLY gates, we then aimed to construct an XOR gate
with two chemical inducers as inputs: IPTG and anhydrotetracycline (aTc). An XOR gate
provides a true output with an odd number of true inputs (Figure 3a). In the case of the
chemically inducible XOR gate that we aimed to construct, the GFP output should be high
when either IPTG or aTc is present, but not both. To achieve this, Lac and Tet operators were
strategically placed downstream of T7 promoters that drive the expression of trigger and
antisense RNAs, such that the trigger RNA of one NIMPLY gate and the antisense RNA of
the other NIMPLY gate are simultaneously induced by the same chemical inducer for both
inducers (Figure 3b). Specifically, an IPTG induction promotes the expression of trigger
RNA 1 and antisense RNA 2, such that the output GFP expression is high. The process
works similarly for aTc induction. However, the simultaneous treatment of both inducers
results in the expression of both trigger RNAs as well as both antisense RNAs, such that the
GFP expression is inefficient. While the Lac and Tet operator sequences are also expressed
upon the expression of the trigger and antisense RNAs, the expected secondary structure
changes on the core signaling parts of the trigger and antisense RNAs were not noticeable
(Figure S8).

At the molecular level, the optimized NIMPLY gates previously characterized were
used along with the overhang deletion and bulge deletion strategies. The switch RNA
that combines two orthogonal switches in an OR-gate fashion is expressed from a low
copy plasmid. To facilitate strong repression by the antisense RNAs, both the trigger
RNAs were expressed from a medium copy plasmid, and both the antisense RNAs were
expressed from a high copy plasmid. The performance of the XOR gate was evaluated in
E. coli BL21 AI strain, where genomically encoded T7 RNA polymerase was induced by
arabinose. A number of basic molecular interactions were verified for the XOR gate: the
crosstalk between the switch and antisense RNAs was negligible (Figure S9); both trigger
RNAs, despite the attached additional operator sequences, could turn on the switch RNAs
(Figure S10); the antisense RNAs could annihilate the cognate trigger RNA activities, as
expected, with little crosstalk (Figure S11). When all the components were put together
and the chemical inducers were used, the XOR gate functioned as expected, with a high
ON state for either IPTG or aTc input but with a low OFF state for no inducer or both
inducer cases (Figure 3c). An XOR gate using trigger RNAs with both 5′ and 3′ overhangs
was also shown to be functional, albeit with a reduced ON state for trigger 2 (Figure S12).
Furthermore, the GFP output pattern changed sharply as the concentration of inducers
was adjusted, indicating that the XOR gate showed a switch-link function suitable for
digital circuits (Figure 3d). When incorporated within larger logic circuits, this digital logic
ensures an all-or-none response to a variety of inputs and provides a robust output signal
regardless of input perturbations [81], thus conveying information with less noise and high
accuracy for decision-making processes [82,83].
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Figure 3. Toehold-switch-based XOR gate. (a) Schematics of XOR gate configuration. IPTG and
aTc were used as input signals A and B for the XOR gate, and the output signal was visualized
through GFP fluorescence. The truth table of the XOR gate indicated the ON and OFF states of the
XOR gate depending on the combination of inducer molecules. (b) Genetic blueprint of trigger and
antisense cassettes and schematics of the XOR gate. Lac operator was placed upstream of T1 and
A2, and Tet operator was placed in front of T2 and A1. The optimized extended overhangs were
used. (c) Performance of toehold-switch-based XOR gate. T7 RNA polymerase was induced with the
pretreatment of 1% (w/w) arabinose in E. coli BL21 AI strain. XOR gate components were induced
by 0.5 mM IPTG and 100 ng/mL aTc. GFP fluorescence was measured via flow cytometry. Cellular
autofluorescence was subtracted in all cases. Autofluorescence level was measured from cells not
bearing a GFP-expressing plasmid. Statistical analysis was performed to compare each state of the
XOR gate. (Two-tailed Student’s t-test; **** p < 0.0001; Error bars indicate ± SD from three biological
replicates) (d) Heat map plot of XOR gate output. The color scale was ranged between the minimum
and maximum values of the XOR gate output. IPTG and aTc were treated in gradient concentration
as described in the table. Each point of the heat map indicates the median value of three replicates.

2.2.1. Cellular Arithmetic Operation of a Half Adder and a Half Subtractor

Building on the RNA devices that were modularized and rigorously characterized
earlier, the logical complexity of synthetic RNA circuits can be further increased. As a test
case, we focused on basic binary calculators: the half adder and the half subtractor. A half
adder takes two input bits and generates two output bits that require an XOR gate for
SUM output and an AND gate for CARRY output (Figure 4a). A half subtractor can be
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analogously constructed, where an XOR gate computes the DIFFERENCE output and a
NIMPLY gate computes the BORROW output. Fortunately, a high-performance AND gate
was available from the toehold switch library, and another orthogonal NIMPLY gate was
constructed with available toehold switches after NUPACK analysis. The functionality of
the AND gate and the NIMPLY gate were verified in isolation (Figure S13). Then, these
new genetic elements were incorporated into expression cassettes in the same plasmid
backbones as before. The XOR gate with GFP output was used to compute the SUM and
DIFFERENCE output bits, and the newly introduced AND gate and NIMPLY gate with
mCherry output were used to compute the CARRY and BORROW output bits in the half
adder and half subtractor, respectively (Figure 4b). To investigate the performance of the
binary calculators at the single-cell level, we characterized the system by flow cytometry.
For all input combinations, the half adder and half subtractor showed correct ON and OFF
states with statistically significant differences (Figures 4c and S14). Nevertheless, as the
genetic complexity and the number of heterologous expression cassettes increased, a con-
comitant decrease in circuit performance was observed when compared to the single XOR
gate. Therefore, we checked all combinations of RNA–RNA interactions with NUPACK
4.0.0.25 and confirmed that on-target MFE structures were maintained, albeit with some
unintended crosstalk interactions (Table S2). Further improvements in circuit elements, as
well as contexts such as promoter arrangements and spacer sequences, may allow for the
successful implementation of even more complex circuits such as a full adder.

Figure 4. Binary operation of half adder and half subtractor. (a) Schematic of half adder and half
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subtractor configurations. IPTG and aTc were used as input signals, and the output signals were
visualized through GFP and mCherry fluorescence. GFP was assigned to the XOR gate output, and
mCherry was assigned to AND or NIMPLY gate output. The truth table of the binary calculators
indicated the ON and OFF states of each binary calculator depending on the combination of inducer
molecules. Diff. denotes the Difference bit of the half subtractor. (b) Schematic of toehold-switch-
based half adder and half subtractor. Trigger and antisense RNAs under the same inducer control are
shown in boxes. (c) Flow cytometry GFP and mCherry fluorescence histograms for the half adder
and the half subtractor. The presence of IPTG and aTc was displayed within each panel in brackets.
T7 RNA polymerase was induced with the pretreatment of 1% (w/w) arabinose in E. coli BL21 AI
strain. RNAs of the half adder and the half subtractor were induced by 1 mM IPTG and 200 ng/mL
aTc. Statistical analysis was performed for comparing each state of the binary calculators. (Two-tailed
Student’s t-test; ** p < 0.01; *** p < 0.001; **** p < 0.0001).

2.2.2. Cellular Reversible Logic Operation of Feynman Gate

Reversible computing, a nonconventional form of computing with one-to-one map-
ping of inputs and outputs, may be useful for biomolecular diagnostic and sensing applica-
tions. One of the reversible computing devices, a Feynman gate, can also be constructed
using a method similar to other binary calculators, using an XOR gate and a BUFFER gate.
Due to the unique output patterns, it is also called as a controlled NOT gate when the
output signal (Q) changes from BUFFER gate to NOT gate in response to the input signal
(Figure 5a). At the molecular level, we executed the same set of sequences as those for
the half subtractor, except that a trigger 3 without extended overhangs was used. The
RNA-based Feynman gate possessed both a functional switching ability and the capacity
for information storage (Figure 5b and Figure S15). The circuit acted as a BUFFER gate
for input B in the absence of input A, whereas the circuit functioned as a NOT gate for
input B in the presence of input A. Furthermore, information about the input combinations
was preserved in the Feynman gate because of the one-to-one manner of input to output
mapping. Overall, we demonstrated that toehold-switch-based ribocomputing designs
may prove useful for reversible computing in cells.

Figure 5. Demonstration of toehold-switch-based Feynman gate. (a) Schematic of the Feynman
gate. Truth table of the Feynman gate indicated the ON and OFF states for each of the binary
calculators depending on the combination of inducer molecules. Transition denotes the functional
transition of a Buffer gate to a NOT gate. IPTG and aTc were used as input signals. Trigger and
antisense RNAs under the same inducer control are shown in boxes. (b) Performance of Feynman
gate. T7 RNA polymerase was induced with the pretreatment of 1% (w/w) arabinose in E. coli BL21 AI
strain. RNAs of Feynman gate were induced by 1 mM IPTG and 200 ng/mL aTc. GFP and mCherry
fluorescence were measured on flow cytometry. Cellular autofluorescence was subtracted in all
cases. Autofluorescence level was measured from cells not bearing a GFP- or mCherry-expressing
plasmid. Statistical analysis was performed for comparing each state of the Feynman gate. (Two-tailed
Student’s t-test; *** p < 0.001; **** p < 0.0001; Error bars indicate ± SD from three biological replicates).
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3. Discussion

In this study, we present the binary operation of XOR gates, cellular arithmetic opera-
tion including a half adder and a half subtractor, and a Feynman gate in single-cell E. coli
using de-novo-designed toehold switches and antisense RNAs. A systematic approach
was taken where the basic building block, a NIMPLY gate, was optimized and then sub-
sequently used for an XOR gate, which in turn could be used for basic ALUs. While the
NIMPLY gate design was previously demonstrated [46], it was simply used as a proxy for a
NOT gate, and further optimization of its performance was limited. Hence, we investigated
several design candidates using a number of parameters, including the ensemble defect, the
overhang domain accessibility, and the cross-reactivity in silico. The design candidates with
accessible overhang domains generally showed better performance (Figures 2b and S2).
Crucially, several optimization strategies can improve the performance of NIMPLY gate
designs. A thorough analysis of the impact of extended overhang sequences revealed that
a 3′ extended overhang on the trigger RNA and a 5′ extended overhang on the antisense
RNA improved performance compared to having overhangs on the other location or on
both sides. We reasoned that the negative effect of a 5′ extended overhang on the trigger
RNA might be due to the potential interference on the ribosome binding to the RBS of the
switch. One piece of evidence in support of this hypothesis is that the trigger with a 5′

extended overhang showed improved functionality for toehold switches with increased
loop length. Although the mechanistic reasoning on the impact of overhang locations on
the antisense RNA is unclear, there still may be physical interference during the initiation
stage of trigger and antisense RNA interactions. Recognizing that the single nucleotide
bulges located between the overhang and switch binding domains can act as an energy
barrier to strand displacement [79,80], we tested the antisense RNA with no bulges and
observed improved repression efficiency. These optimization strategies laid the foundation
for constructing more complex systems building on the NIMPLY gate designs.

Notably, the antisense RNA designs can be extended to other related synthetic RNA
regulators. As an example, a recently reported 3-way junction (3WJ) repressor [47] can
be analogously regulated using the antisense RNA design for trigger RNAs (Figure S16).
The output characteristics can be considered as an implementation of an IMPLY gate
(Figure S17). If applied to the previously reported NOR gate constructed using the 3WJ
repressor, an XNOR gate could be constructed similar to the toehold-switch-based XOR gate
reported here (Figure S17). Recognizing that NAND gate outputs are distinct from those of
XOR gates in the no input case, a NAND gate can be constructed from the current XOR
gate by changing the inducible promoters of the trigger RNAs to constitutive promoters
(Figure S17). Another important class of de-novo-designed RNA regulator, the small
transcription activating RNA (STAR) [41,42], was also subject to antisense RNA-based
regulation (Figure S18). Both the T181- and AD1-based STAR designs were successfully
regulated using antisense RNA that targets the toehold-binding domain and several bases
within the stem-binding domain of the STAR trigger RNAs. Together, these findings
indicate that the antisense RNA regulators can be adapted in a straightforward manner to
other synthetic RNA regulators and can potentially be used to scale up the complexity of
synthetic RNA-based regulatory circuits.

The successful demonstration of a synthetic XOR gate can be seen as a benchmark for
systematic synthetic gene circuit construction. Previously, several lines of work demon-
strated RNA-based XOR gates, including sRNA [62], miRNA [67], and gRNA [68] that
encompass bacterial cells as well as mammalian cell lines. Still, the repression mechanism
within the XOR gates relied on protein regulators such as phage-encoded λ repressor
protein (CI) [62]. Thus, our demonstration of an RNA-only XOR gate provided a distinct
design approach for synthetic XOR gates with performance comparable to the previous
work in bacterial cells [62]. More importantly, these RNA-only logic gates can be seamlessly
combined for basic ALUs, a half adder and a half subtractor, with performance rivaling pre-
vious work [61,62]. Despite thorough in silico analysis and screening for optimized system
composition, the performance of basic ALUs showed fold changes less than those of indi-
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vidual gates. There are a number of potential pitfalls in the circuit construction, including
the leaky expression of promoters, the unexpected interaction between components, and
the cellular burden on synthetic RNA expression. Fortunately, these shortcomings can be
mitigated with alternative tightly controlled promoters, such as AraBAD or rhaBAD [84–86]
or novel synthetic promoters [87], and by the division of load to different cell populations
with multicellular networks [88–90].

Herein, we provided a framework for constructing several synthetic RNA-only ba-
sic ALUs with de-novo-designed toehold switches at the single-cell level. This design
paradigm offers excellent programmability with simple structural specifications rather than
sequence constraints. First, the concatenation of switch RNAs can effectively reduce the en-
coding space of genetic programs and, therefore, enable the operation of complex systems
in E. coli. Second, the ALUs can be designed with almost no sequence constraints with in
silico screening and optimization. Third, a large library of orthogonal toehold switches
provides the required parts for building complex systems. Lastly, the system inherits the
general advantages of RNA-based operations, including a fast response time, reduced
resource usage, and multiplexing [46,91,92]. Recent developments on degradation-tunable
RNAs in combination with toehold switches may provide further design flexibility [93].
Notably, a variety of ALU circuits using DNA strand displacement reactions [24] show-
cases the power of nucleic-acid-based molecular computations. Still, the demonstrations
of ALUs in living cells are limited in complexity and scope. The toehold-switch-based
ribocomputing circuits could open a new avenue to exploring the rich design space of
synthetic RNA-based ALUs, building up to higher-order systems such as a full adder and a
full subtractor, ultimately leading to neural-network-like functions in cells.

4. Materials and Methods
4.1. E. coli Strains and Plasmid Construction

The following E. coli strains were used in this study: BL21 DE3 (Invitrogen; F−

ompT hsdSB (rB
− mB

−) gal dcm), BL21 AI (Invitrogen; F− ompT hsdSB (rB
− mB

−) gal
dcm araB::T7RNAP-tetA), and DH5α (Invitrogen; endA1 recA1 gyrA96 thi-1 glnV44 relA1
hsdR17(rK

− mK
+) λ−).

The backbones for the plasmids used in this research were taken from the commercial
vectors pET15b, pCDFDuet, pCOLADuet, and pACYCDuet (EMD Millipore). The switch
RNA of the NIMPLY complex was constructed using ACTS Type II N3 and ACTS Type
II N7 from previous research [46] and was constructed in pACYCDuet. All the trigger
RNAs and trigger cassettes were constructed in pCDFDuet. All the antisense RNAs and
antisense cassettes were constructed in pET15b. The switch RNAs of the AND gate and the
NIMPLY gate were constructed in pCOLADuet. All constructs were cloned via blunt end
ligation [94], Gibson Assembly [95], circular polymerase extension cloning (CPEC) [96],
and/or round-the-horn site-directed mutagenesis [97]. The plasmid architecture and
specific part sequences are listed in Tables S3–S11. Plasmids were constructed in E. coli
DH5α and purified using the EZ-PureTM plasmid Prep Kit. Ver. 2 (Enzynomics). Plasmid
sequences were confirmed by DNA sequencing after every cloning step. Plasmids were
transformed through chemical transformation [98].

4.2. Cell Culture and Induction Condition

For in vivo experiments, E. coli BL21 DE3 and AI strains were used; they contain chro-
mosomally integrated T7 RNA polymerase under the control of IPTG-inducible lacUV5
promoter and arabinose-inducible PBAD promoter, respectively. For the in vivo charac-
terization of the NIMPLY complex in Figure 2, chemically transformed E. coli BL21 DE3
cells were cultured on LB agar plates (1.5% agar) with appropriate antibiotics: pACYC-
Duet (25 µg/mL Chloramphenicol), pCDFDuet (50 µg/mL Spectinomycin), and pET15b
(100 µg/mL Ampicillin). Single colonies were grown overnight (~16 h) in 96-well plates
with shaking at 800 rpm, 37 ◦C. Overnight cultures were diluted 1/100-fold into fresh
media and returned to shaking (800 rpm, 37 ◦C). After 80 min, cell cultures were induced
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with 1 mM IPTG (Promega) and returned to the shaker (800 rpm, 37 ◦C) until fluorescence
measurement after 3 h 30 min. For the experiments on the toehold-switch-based XOR gates,
a half adder, a half subtractor, and a Feynman gate, chemically transformed E. coli BL21 AI
cells were cultured on LB agar plates (BD biosciences; 1.5% agar) with appropriate antibi-
otics. All antibiotics were purchased from Gold biotechnology: pACYCDuet (25 µg/mL
Chloramphenicol), pCOLADuet (50 µg/mL Kanamycin), pCDFDuet (50 µg/mL Specti-
nomycin), and pET15b (100 µg/mL Ampicillin). Single colonies were grown overnight
(~16 h) in 96-well plates with shaking at 800 rpm, 37 ◦C. Overnight cultures were diluted
1/100-fold into fresh media and returned to shaking (800 rpm, 37 ◦C). After 80 min, cell
cultures were induced with 1% (w/w) arabinose (Gold biotechnology) to produce T7 RNA
polymerase for 1 h with shaking (800 rpm, 37 ◦C). Then the cell cultures were induced with
0.5 mM IPTG, 100 ng/mL aTc (Takara) for the XOR gates and 1 mM IPTG, 200 ng/mL aTc
for a half adder, a half subtractor, and a Feynman gate, and returned to the shaker (800 rpm,
37 ◦C) until fluorescence measurement after 3 h 30 min.

4.3. Microplate Reader Analysis

For the experiment on the XOR gate with a gradient concentration of chemical inducers
(Figure 3d), 200 µL of cell cultures were added per well on a 96-well Black Plate 33,396 (SPL)
after 1 mM IPTG induction. GFP fluorescence (excitation: 479 nm, emission: 520 nm),
mCherry fluorescence (excitation: 587 nm, emission: 610 nm), and OD600 were measured
in a Synergy H1 microplate reader (Biotek) running Gen5 3.08 software. GFP and mCherry
fluorescence levels were normalized as follows: the fluorescence of LB blank was subtracted
for background normalization, and a measured fluorescence value was divided by its
OD600. The number of biological replicates was three for in vivo experiments.

4.4. Fluorescence Measurements Using Flow Cytometry

GFP fluorescence was measured using flow cytometry (CytoFLEX S, Beckman Coul-
ter, Brea, CA, USA) after fixation. The cell pellet was resuspended with 2% (w/v) para-
formaldehyde solution (Sigma Aldrich) and fixed for 15 min at room temperature. After
fixation, samples were washed twice using 1X phosphate-buffered saline (PBS; Enzynomics).
Fixed cells were diluted by a factor of ~5 into 1X PBS. Cells were detected using a forward
scatter (FSC) trigger, and at least 100,000 events were recorded for each measurement. Cell
population was gated according to the FSC and side scatter (SSC) distributions as described
previously [40]. To evaluate the circuit output, the fluorescence of GFPmut3b-ASV was
measured on a FITC channel, excited with a 488-nm and detected with a 525/40-nm band-
pass filter. The fluorescence of mCherry was measured on ECD/mCherry channel, excited
with a 561-nm and detected with a 610/20-nm bandpass filter. GFP and mCherry fluores-
cence histograms yielded unimodal population distributions, and the geometric mean was
employed for the average fluorescence across the approximately log-normal fluorescence
distribution from three biological replicates. The fold repression of GFP and mCherry
were then calculated by taking the average fluorescence from the cognate RNA-expressing
case and dividing it by the fluorescence from the antisense RNA-expressing case. Cellular
autofluorescence was subtracted in all cases.

5. Conclusions

Expanding the pool of programmable and predictable logic gates is one of the im-
portant goals of synthetic biology. Here, we aimed to demonstrate several RNA-only
logic gates using toehold switches and antisense RNAs. RNA-only XOR gates, serving as
the basic building blocks of arithmetic logic circuits, were constructed using orthogonal
NIMPLY gates. Subsequently, the optimized synthetic logic gates were incorporated into
arithmetic operations and reversible logic gates via a bottom-up approach in single-cell
E. coli. In conclusion, toehold-switch-based ribocomputing devices can provide a platform
for synthetic RNA-based higher-order circuits in cells.
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Abstract: In this study, the organization of genetic information in nucleic acids is defined using a
novel orthogonal representation. Clearly defined base pairing in DNA allows the linear base chain
and sequence to be mathematically transformed into an orthogonal representation where the G–C
and A–T pairs are displayed in different planes that are perpendicular to each other. This form of base
allocation enables the evaluation of any nucleic acid and predicts the likelihood of a particular region
to form non-canonical motifs. The G4Hunter algorithm is currently a popular method of identifying
G-quadruplex forming sequences in nucleic acids, and offers promising scores despite its lack of a
substantial rational basis. The orthogonal representation described here is an effort to address this
incongruity. In addition, the orthogonal display facilitates the search for other sequences that are
capable of adopting non-canonical motifs, such as direct and palindromic repeats. The technique can
also be used for various RNAs, including any aptamers. This powerful tool based on an orthogonal
system offers considerable potential for a wide range of applications.

Keywords: orthogonal representation; G-quadruplex; G4Hunter; algorithm

1. Introduction

As is well known, DNA molecules often occur in an antiparallel double-stranded
structure due to Watson−Crick (WC) base pairing, with adenine and guanine bases pairing
with thymine and cytosine, respectively. A unique feature of these molecules is their ability
to pair not only through WC pairing, but also through Hoogsteen bonds. Non-canonical
structures can be stabilized by a combination of both types of hydrogen bonds and can
also contain several unpaired bases, such as G-quadruplex, i-motif, triplexes, hairpin, and
cruciform [1,2]. Non-canonical structures exist in cells and play important roles in gene
expression regulation [1].

Nucleic acid consists of building blocks of nucleotides that are arranged in different
permutations, with the order of the nucleotides determining the sequence of DNA or RNA
molecules (Figure 1A). The nucleic acid sequence is crucial for the arrangement of amino
acids in proteins and the 3D structure of RNA, which does not necessarily translate into
protein. These sequences are not coincidental. DNA consists of characteristic sequence
motifs typical of any organism, usually untranslated, that play key roles at various levels of
gene expression [3–5]. For example, they separate coding and non-coding regions, control
the efficiency of promoter sequences, segment chromosomes, and signal for transcription
and translation machineries. Countless other examples are known where specific sequence
motifs play a key role in regulating the gene expression and the cell signaling system [2].

The identification of sequence clusters and their mutations is particularly useful for
understanding the expression of structural genes, which are responsible for various patho-
logical manifestations. An awareness of the DNA sequence alone is not sufficient to provide
a full understanding of these processes, and therefore a number of diverse bioinformatic
approaches have been developed that enable the identification of so-called non-standard
sequences in the genome. The dramatic increase in the accumulation of genomic data
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over the last decade poses a considerable challenge in terms of processing and provides an
opportunity to develop computational analyzes that are capable of sophisticated screening
processes of unknown genomes, including their graphical representation [6].
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Figure 1. Basic properties of an orthogonal system. Standard sequence visualization is performed
on two perpendicular planes, where nucleotides A + T are on the xy planes and C + G are on the
xz planes. The nucleotide order is expressed by an integer value on the x-axis (A). There is a close
analogy with the representation of complex integers (B), and a unit circle is used for this purpose. In
the complex space, any oligonucleotide in the DNA sequence can be expressed instead of A, T, C,
and G by four values: −1, 1, −i, and i, respectively. The complementary strand of DNA is a mirror
image of the original sequence on a given plane of display (C). The sequence can be displayed in a
complex space using vectors that can be projected into a real or complex plane (D).

The approach known as “digital signal processing” has seen increasing use in ge-
nomic DNA research as a means of revealing genome structures and identifying hidden
periodicities and features that cannot be determined using conventional DNA symbolic
and graphical representation techniques [6]. Various numerical, vector, color, and different
graphical representation of nucleobases in DNA have already been described in earlier
studies [6–12]. For canonical putative sequences adopting cruciform or G-quadruplex
structures, it is more appropriate to use an application specially tailored for this purpose,
for example, computational approaches, which study these motifs to allow for a detailed
analysis of the genomes [13–17].

Interestingly, the G4Hunter algorithm offers one of the highest search scores for
identifying sequences that form G-quadruplexes, but there is still a lack of a rational
explanation for this success rate. The G4Hunter algorithm considers the G-richness and
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G-skewness of a given sequence, and provides a quadruplex propensity score as an output.
The searching strategy is simple; each position in a sequence is given a score between −4
and 4. Scores of 0 indicate A and T, while positive scores indicate G and negative scores C.
A single G achieves a score of 1, and two, three, and four neighboring Gs scores of 2, 3, and
4, respectively; a score of 4 also suggests the presence of higher numbers of Gs. The C bases
are scored similarly, but all of the values are negative [18]. The G4Hunter algorithm also
retains some G–C pairing features; the G score has the opposite value of C, but not in the
case of A–T pairing. This study will present an alternative to the G4Hunter approach. In
this system, the basic attribute related to base pairing is preserved for both WC base-pairs.
Although the basic principle of the system is very simple, it does not appear to have been
described before.

2. Results and Discussion
2.1. Principle of the Orthogonal Algorithm

The principle of the algorithm is shown in Figure 1. Complementary oligonucleotides
are shown in the following colors: A—red; T—blue; G—green; C—yellow. A + T bases
occur only on the xy planes and C + G bases only on the xz planes. The representative
sequence is d(GCTTGACGA) (panel A). There is a close analogy with the representation
of complex numbers, and it is therefore possible to state that A + T are projected in the
real plane and G + C in the imaginary plane (panel B). Based on this analogy, the values 1,
−1, i, and −i can be assigned to the individual nucleotides A, T, G, and C, respectively. If
the size of vectors A, T, G, and C are equivalent and equal to 1, then the endpoint of each
vector lies on the unit circle, and it is possible to express a representative sequence using
a linear string {i, −i, −1, −1, i, 1, −i, i, 1}. Any DNA sequence can be divided into real
and imaginary components, but both categories are coupled. The definition of the axes is
variable but due to the symmetry of this view, similar results would also be obtained with
a different choice of planes and axes. In principle, only a single condition is required to be
met; C must be opposite G, and A must be opposite T. An antiparallel strand represents
a mirror image for both components (panel C). The vector representation and projection
into real and imaginary planes are shown in panel D. In situations when it cannot be ruled
out that the individual endpoints of vectors A, T, C, and G lie on an ellipse and that the
angle ϕ is not exactly 90 degrees, the quantitative results will offer an even more reliable
score than a purely orthogonal system for sequences forming a specific non-canonical motif
(see below).

The profile of projection into the plane is given by the sequence, and an example
of this is shown in Figure 2. The projection shows the following two sets of sequences:
ATA(G/C)T(G/C)AATTTT(G/C) and GCG(A/T)C(A/T)GGCCCC(A/T). The area is not
solely dependent on a given nucleotide, but is also influenced to some extent by the
neighboring nucleotides. For example, the area in the xy plane given by the CAC sequence
is equal to 1, the TAT is equal to 0.5, and the CAT is 0.75. The total area of a given sequence
in Figure 2 in one of the projection planes, which achieves a negative value of −2.5. An
important parameter is obtained if this value is divided by the number of nucleotides.

Int. J. Mol. Sci. 2022, 23, x FOR PEER REVIEW 3 of 12 
 

 

for example, computational approaches, which study these motifs to allow for a detailed 
analysis of the genomes [13–17]. 

Interestingly, the G4Hunter algorithm offers one of the highest search scores for iden-
tifying sequences that form G-quadruplexes, but there is still a lack of a rational explana-
tion for this success rate. The G4Hunter algorithm considers the G-richness and G-skew-
ness of a given sequence, and provides a quadruplex propensity score as an output. The 
searching strategy is simple; each position in a sequence is given a score between −4 and 
4. Scores of 0 indicate A and T, while positive scores indicate G and negative scores C. A 
single G achieves a score of 1, and two, three, and four neighboring Gs scores of 2, 3, and 
4, respectively; a score of 4 also suggests the presence of higher numbers of Gs. The C 
bases are scored similarly, but all of the values are negative [18]. The G4Hunter algorithm 
also retains some G–C pairing features; the G score has the opposite value of C, but not in 
the case of A–T pairing. This study will present an alternative to the G4Hunter approach. 
In this system, the basic attribute related to base pairing is preserved for both WC base-
pairs. Although the basic principle of the system is very simple, it does not appear to have 
been described before. 

2. Results and Discussion 
2.1. Principle of the Orthogonal Algorithm 

The principle of the algorithm is shown in Figure 1. Complementary oligonucleotides 
are shown in the following colors: A—red; T—blue; G—green; C—yellow. A + T bases 
occur only on the xy planes and C + G bases only on the xz planes. The representative 
sequence is d(GCTTGACGA) (panel A). There is a close analogy with the representation 
of complex numbers, and it is therefore possible to state that A + T are projected in the real 
plane and G + C in the imaginary plane (panel B). Based on this analogy, the values 1, −1, 
i, and −i can be assigned to the individual nucleotides A, T, G, and C, respectively. If the 
size of vectors A, T, G, and C are equivalent and equal to 1, then the endpoint of each 
vector lies on the unit circle, and it is possible to express a representative sequence using 
a linear string {i, −i, −1, −1, i, 1, −i, i, 1}. Any DNA sequence can be divided into real and 
imaginary components, but both categories are coupled. The definition of the axes is var-
iable but due to the symmetry of this view, similar results would also be obtained with a 
different choice of planes and axes. In principle, only a single condition is required to be 
met; C must be opposite G, and A must be opposite T. An antiparallel strand represents a 
mirror image for both components (panel C). The vector representation and projection 
into real and imaginary planes are shown in panel D. In situations when it cannot be ruled 
out that the individual endpoints of vectors A, T, C, and G lie on an ellipse and that the 
angle φ is not exactly 90 degrees, the quantitative results will offer an even more reliable 
score than a purely orthogonal system for sequences forming a specific non-canonical mo-
tif (see below). 

The profile of projection into the plane is given by the sequence, and an example of 
this is shown in Figure 2. The projection shows the following two sets of sequences: 
ATA(G/C)T(G/C)AATTTT(G/C) and GCG(A/T)C(A/T)GGCCCC(A/T). The area is not 
solely dependent on a given nucleotide, but is also influenced to some extent by the neigh-
boring nucleotides. For example, the area in the xy plane given by the CAC sequence is 
equal to 1, the TAT is equal to 0.5, and the CAT is 0.75. The total area of a given sequence 
in Figure 2 in one of the projection planes, which achieves a negative value of −2.5. An 
important parameter is obtained if this value is divided by the number of nucleotides.  

 

Figure 2. Calculation of the area in one of the planes determined by the projection of a
specific sequence.

2.2. G-Quadruplex Forming Sequences and Non-Canonical Motifs

The orthogonal system was applied to a series of sequences that are known to be
capable of forming a G-quadruplex motif. Five examples of G-quadruplex sequences,
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human telomeric repeats (HTR), c-myc promoter sequence, thrombin binding aptamer
(TBA), d[(C(G4C2)3G4C], and d[T(G4T2)3G4T] are shown in Figure 3A. Each of the DNA
sequences is capable of forming a relatively stable G-quadruplex structure in the presence
of a potassium ion [19–25]. This set of sequences is displayed in the xz-projection.
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Figure 3. (A) Orthogonal projection of sequences adopting G-quadruplexes: human telomeric repeats
(HTR), c-myc promoter sequence, and thrombin binding aptamer (TBA). (B) Example of a palindromic
sequence adopting a hairpin and sequences adopting other non-canonical structures. (C) Sequence of
RNA aptamers Mango III and Corn adopting a structure consisting of both G-quadruplex and dsRNA.

The areas of green projection for HTR, c-myc, and TBA are 12, 14, and 8, respectively.
The orthogonal system provides the following scores: 0.52, 0.74, and 0.53, respectively. In
contrast, the G4Hunter scores are as follows: 1.57, 2.11, and 2.2, respectively. However, if
the radius “r” of the circle is equal to 3, as shown in Figure 1, then the scores multiplied by
a factor of 3 provide values of 1.56, 2.22, and 1.59, respectively, with the first two values
being very close to those obtained using the G4Hunter algorithm (Table 1). The scores for
G4C2 and G4T2 give values of 1.13 and 2.0, while those obtained from G4Hunter are 2.08
and 2.67. The deviation between these types of algorithms is a result of the overly strong
parameterization in G4Hunter in cases of two, four, or more adjacent Gs. The orthogonal
projection and G4Hunter algorithm provide similar results for sequences consisting of less
than four contiguous Gs.
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Table 1. Scores obtained with the orthogonal presentation and G4Hunter algorithm.

Sequence xz-Projection
Area, r = 3

xy-Projection
Area, r = 3

G4hunter
Score

xz-Projection
Area, r = 3,
ψ = 15◦ #

xz-Projection
Area, r = 3,
ψ = 30◦ #

G4 Formation

HTR 1.56 −0.39 1.57 1.66 1.75 yes
c-myc 2.22 0 2.11 2.22 2.22 yes
TBA 1.59 −1.2 2.20 1.90 2.19 yes
G4C2 1.13 0 2.08 1.13 1.13 yes
G4T2 2.00 −0.87 2.67 2.23 2.43 yes

HPV25-2 1.16 +0.34 1.68 1.07 0.99 no
VK 1.1 +0.60 1.4 0.94 0.80 no

palindrom * 0 0 0 0 0 no
cs-Mango III 1.35 −0.41 0.85 1.46 1.55 yes

cs-Corn 1.41 +0.18 0.94 1.36 1.32 yes

*—any sequences where the number of As and Ts is equal and the number of Gs and Cs then the score is 0; special
cases include any perfect palindrom; see also Figure 8; #—ψ-correction for quasi-orthogonal system.

The HPV25-2 and VK (pdb ID: 2MJJ) sequences are known not to form G-quadruplexes [26,27],
and the scores for these sequences are 1.16 and 1.10 for HPV25-2 and VK, respectively.
However, the G4hunter algorithm gives a false positive score, indicating that the sequences
have the capacity to form a G-quadruplex structure. If the score obtained by the orthogonal
system falls within the range of 1.1–1.2, the prediction of G-quadruplex formation can be
somewhat ambiguous.

However, if the score obtained from the xy projection does not show higher positive
values, then the sequence still has the potential to adopt a G-quadruplex structure, but ex-
perimental verification would be recommended to confirm the formation of a G-quadruplex
from the sequence in such a case. In essence, an increasing number of As in a sequence
reduces the inclination to adopt G-quadruplex, mainly if the xz-score is less than 1.2. There-
fore, the G4C2 sequence listed in Table 1 does not lose the potential to form a G-quadruplex,
even at a lower xz-score of 1.13, but this is not the case for the VK and HPV25-2 sequences.
For example, while the d(G3A2)G3 sequence still has the potential to form a G-quadruplex
with xz- and xy-scores of 1.83 and 1.00, respectively, the CD spectrum results (not shown
in this study) do not confirm the formation of the G-quadruplex structure of the sequence
d(G3A3)G3 with xz- and xy scores of 1.57 and 1.29, respectively, These findings would
suggest that the xz-score alone may not be a sufficient indicator to confirm the actual
presence of G-quadruplexes.

Even more interesting results were obtained in the case of the two RNA aptamers
Mango III and Corn [28,29]. The orthogonal system is not only applicable for DNA se-
quences, but it can also be expanded for use with RNA molecules, with the U being used
instead of T with the same value. The central sequence scores (cs) obtained for these
aptamers are highlighted by black double-arrows in Figure 3C, and the values are shown in
Table 1. The G4Hunter algorithm failed for both aptamers, with no G-quadruplex formation
predicted, but the orthogonal system did predict G-quadruplex formation, with a xz-score
higher than 1.2. In addition, clear palindromic regions were identified, highlighted with the
purple arrows in Figure 3. Such a complex view of a given sequence clearly suggests that a
G-quadruplex could form in the central region and that the terminal sequences would also
be paired. The 3D structures of these aptamers only confirm these predicted results (pdb
ID: 6E80 and 6E8T).

We accept that the orthogonal system is not a completely perfect method, but the
accuracy can be increased if the orthogonality is slightly disturbed, resulting in a reduction
in the number of false positives. The generalization of the system shown in Figure 1B
is such that no nucleotide needs to be defined as a purely real or imaginary number;
their coordinates lie on a circle or ellipse, depending on constants r1 and r2. For the
sake of simplicity, these constants were equal to 1. If the condition of complementarity is
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maintained, the coordinates [y, z] for A, T, C, and G vectors can generally be expressed
as follows:

A = r1.[cos (α); isin(α)],

T = r1.[cos (α + π); isin(α + π)],

G = r2.[cos (β); isin(β)],

C = r2.[cos(β + π); isin(β + π)],

where r1 and r2 are variable constants (radius), and the difference α–β expresses the angle
ϕ between vectors A and G or C and T. If the angular difference is greater than 90◦ than
angle ψ, then the contribution of the imaginary components for A directly reduces the score
in the imaginary plane (xz), Figure 4.
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The projection of the vector A and T into imaginary and real components is also shown. Imaginary
components contribute in the xz planes to the C + G score.

The result is a decrease in the probability of G-quadruplex formation. As has been
shown previously, the HPV25-2 and VK sequences show a significant signal from A-
nucleotides [26,27]. On the other hand, the presence of Ts increases the probability of
G-quadruplex formation. The value of angle ψ can be estimated from the experimen-
tally confirmed sequences forming a G-quadruplex in which the orthogonal scores are
ambiguous. The scores recalculated for two different values of angle ψ, 15◦ and 30◦, are
also shown in Table 1. Implementing this correction results in a significant reduction in
ambiguity. The ψ around 30◦ seems to be more ideal, with the threshold for G-quadruplex
formation approaching 1.1. This so-called ψ-correction has been applied to more than
100 experimentally validated sequences that have adopted the G-quadruplex structure, but
no exception has been found to date.

2.3. Genetic Code in Orthogonal Presentation

The system presented here can be applied to all sizes of nucleic acids, including short
oligonucleotides. Recent research has revealed that short sequence regions often play a key
role; for example, they are a target for many proteins and they are recognized by various
restriction enzymes, transcription factors, and ribosomes. It is clear that short trinucleotide
sequences are sufficient to encode amino acids in the form of a genetic code. The numerical
transformation of the genetic code into an orthogonal system is shown in Table 2.
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Table 2. Genetic code in numeric representation, radius r equals 1.

Ala/A GCU
{i, −i, −1}

GCC
{i, −i, −i}

GCA
{i, −i, 1}

GCG
{i, −i, i}

Arg/R CGU
{−i, i, −1}

CGC
{i, i, −i}

CGA
{−i, i, 1}

CGG
{−i, i, i}

AGA
{1, i, 1}

AGG
{1, i, i}

Asn/N AAU
{1, 1, −1}

AAC
{1, 1, −i}

Asp/D GAU
{i, 1, −1}

GAC
{i, 1, −i}

Cys/C UGU
{−1, i, −1}

UGC
{−1, i, −i}

Gln/Q CAA
{−i, 1, 1}

CAG
{−i, 1, i}

Glu/E GAA
{i, 1, 1}

GAG
{i, 1, i}

Gly/G GGU
{i, i, −1}

GGC
{i, i, −i}

GGA
{i, i, 1}

GGG
{i, i, i}

His/H CAU
{−i, 1, −1}

CAC
{−i, 1, −i}

Ile/I AUU
{1, −1, −1}

AUC
{1, −1, -i}

AUA
{1, −1, 1}

Leu/L UUA
{−1, −1, 1}

UUG
{−1, −1, i}

CUU
{−i, −1,
−1}

CUC
{−i, −1,
−i}

CUA
{−i, −1, 1}

CUG
{−i, −1, i}

Lys/K AAA
{1, 1, 1}

AAG
{1, 1, i}

Met/M AUG
{1, −1, i}

Phe/F
UUU

{−1, −1,
−1}

UUC
{−1, −1,
−i}

Pro/P
CCU

{−i, −i,
−1}

CCC
{−i, −i, −i}

CCA
{−i, −i, 1}

CCG
{−i, −i, i}

Ser/S
UCU

{−1, −i,
−1}

UCC
{−1, −i,
−i}

UCA
{−1, −i, 1}

UCG
{−1, −i, i}

AGU
{1, i, −1}

AGC
{1, i, −i}

Thr/T ACU
{1, −i, −1}

ACC
{1, −i, −i}

ACA
{1, −i, 1}

ACG
{1, −i, i}

Trp/W UGG
{−1, i, i}

Tyr/Y UAU
{−1, 1, −1}

UAC
{−1, 1, −i}

Val/V GUU
{i, −1, −1}

GUC
{i, −1, −i}

GUA
{i, −1, 1}

GUG
{i, −1, i}

STOP UAG
{−1, 1, i}

UGA
{−1, i, 1}

UAA
{−1, 1, 1}

The 3D examples of the two mirror codons, the start codon-methionine and isoleucine
are shown in Figure 5. Each pair of graphical representations is equivalent, the only
difference being that they are shown from a different angle. Any triplet-nucleotide sequence
can be represented by a single line (dashed lines). These types of graphical and numerical
representations could be of considerable use in bioinformatic analyses [30].

An even more interesting representation, analogous to the previous application for the
DNA and RNA sequences, is shown in Figure 6. There is no ambiguity concerning which
color is dominant for a particular group of codons. The different color coding of the codon
tetrahedral representation has also been performed and described in a previous study,
although the strategy used in that case was based on a slightly different but still complex
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basis [7]. Nevertheless, the orthogonal representation method is a simpler technique and
can also be transformed into a tetrahedral representation.
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The vector representation derived from the orthogonal system offers an alternative
view on the genetic code (Figure 7). Interestingly, some combinations of double degeneracy
in the third codon base for a single amino acid, specifically a combination of CG (−i, i) or
UA (−1, 1), are not permitted. No amino acid is specified by these combinations, except
those that are more degenerate than Gly, Ser, Leu, Pro, Arg, Ile, Thr, Val, and Ala.

Analogically, the vector representation is also applicable for longer sequences. The
sequences used for the projection in the xy- and xz-planes shown in Figure 3 are displayed
in the vector representation in Figure 8. Again, the fact that G-quadruplexes show some
features is confirmed. The sequences adopting biologically relevant G-quadruplexes also
show a tendency not to turn right, a feature that may suggest that many As can exert
some destabilization effect on G-quadruplex formation. If the start and end points in this
presentation of the trajectory are identical, then the sequence consists of the same number of
As and Ts and the same number of Gs and Cs. If the second half of the trajectory is identical
to the first, then the sequence is a perfect palindrome, e.g., Pal1: d (GAGTCTGCAGACTC).
However, the start and end points of imperfect palindromic sequences are not identical.
Irrespective of the central sequence, which is not part of the palindromic region (black lines),
the trajectory consists of two antiparallel sections, e.g., Pal2: d(GAGTCTGgggCAGACTC),
Pal3: d(GAGTCTGtgaagCAGACTC) and Pal4: d(GAGGGaCCCTC).
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Figure 8. Selected sequences represented by orthogonal vector analysis. The direction of each oligonu-
cleotide is determined by the vector, analogous to that defined in Figure 7. Each oligonucleotide
is represented by arrows, analogical to that used in Figure 7. Traces corresponding to sequences
forming G-quadruplexes do not tend to point more significantly to the right. The first half trajectory
(blue) of the palindromic sequence (Pal) is identical to that of the second (red). Spacers are shown in
black lines.

3. Concluding Remarks

The orthogonal system can easily be used for all types and sizes of nucleic acids. It
can be adapted to search for tandem forward and inverse repeats, and is, of course, ideal
for sequences featuring non-canonical motifs. An indirect side effect of the method is that
this presentation offers a rational explanation of why the G4Hunter algorithm provides
such promising scores for i-motifs and G-quadruplexes. In addition, the system also
explains the weaknesses of the G4Hunter algorithm. An orthogonal system allows any
nucleic acid sequences to be presented in numerical, color, and vector representations.
The system is particularly efficient at identifying sequential domains responsible for a
wide range of biological functions. Nevertheless, a deviation from orthogonality offers
a significant improvement in the prediction of G-quadruplex adoption from a specific
sequence. Although the quasi-orthogonal system loses its perfect symmetry, it allows for
the possibility of distinguishing between G-quadruplexes consisting of loops featuring
pure As or Ts nucleotides, a feature which is not possible with the G4hunter algorithm and
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the orthogonal system. For example, this system would explain why the presence of As
reduces the likelihood of G-quadruplex formation.
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Abstract: Fragile X-related disorders (FXDs), also known as FMR1 disorders, are examples of repeat
expansion diseases (REDs), clinical conditions that arise from an increase in the number of repeats in
a disease-specific microsatellite. In the case of FXDs, the repeat unit is CGG/CCG and the repeat
tract is located in the 5′ UTR of the X-linked FMR1 gene. Expansion can result in neurodegeneration,
ovarian dysfunction, or intellectual disability depending on the number of repeats in the expanded
allele. A growing body of evidence suggests that the mutational mechanisms responsible for many
REDs share several common features. It is also increasingly apparent that in some of these diseases
the pathologic consequences of expansion may arise in similar ways. It has long been known that
many of the disease-associated repeats form unusual DNA and RNA structures. This review will
focus on what is known about these structures, the proteins with which they interact, and how they
may be related to the causative mutation and disease pathology in the FMR1 disorders.

Keywords: fragile X-associated primary ovarian insufficiency (FXPOI); fragile X-associated tremor/
ataxia syndrome (FXTAS); fragile X syndrome (FXS); repeat instability; repeat expansion; chromosome
fragility; RNA gain-of-function; repeat-associated non-AUG (RAN) translation; repeat-mediated
gene silencing

1. Introduction

Repeat expansion diseases (REDs) are a group of human diseases caused by the pres-
ence of a large number of repeats in a microsatellite or short tandem repeat (STR) [1]. Unlike
the microsatellite instability caused by a mismatch repair (MMR) deficiency that affects
STRs genome-wide, each of these diseases results from expansion at a single disease-specific
locus. While contractions of the repeat are occasionally seen, expansions predominate in
both somatic and germline cells. The propensity to expand becomes apparent when the
repeat number exceeds a certain critical threshold, with expansions increasing in frequency
as the repeat number increases. These expansions occur in both intergenerational trans-
mission and in the somatic cells during the lifetime of the individual. In general, for many
of the diseases that are not congenital, the age at onset decreases and disease severity or
disease penetrance increase with increasing repeat number [1]. As will be discussed in
more detail later in this review, the characteristic features and genetic requirements for
expansion in many of these diseases suggest that they may arise in similar ways. Further-
more, the pathology in many of these diseases may also arise from similar consequences of
the expansion process.

More than 40 REDs have been identified to date, including Huntington’s disease
(HD), myotonic dystrophy type 1 (DM1), C9orf72-associated amyotrophic lateral scle-
rosis/frontotemporal dementia (ALS/FTD), and the FMR1 disorders, also known as the
fragile X (FX)-related disorders (FXDs). In the case of the FXDs, the repeat unit is CGG/CCG
and the repeat tract is located in the 5′ UTR of FMR1, a gene located on the long arm of
the X chromosome (reviewed in [2]). Normal alleles have 15–45 repeats, with alleles with
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~30 repeats being the most common. In this context the repeat tract is thought to play a
role in the regulation of synthesis of the FMR1 gene product, FMRP, via the production
of a protein generated from an upstream open reading frame using a near-cognate AUG
codon [3]. Normal alleles are relatively stable. However, larger alleles tend to expand both
in germline [4] and somatic cells [5]. Most of the historical focus has been on germline
expansion, and while somatic expansion does play a role in other REDs [6,7], its role in the
FXDs is unknown. Expanded repeats have paradoxical effects on expression of the FMR1
gene, with alleles with 55–200 repeats (known as premutation (PM) alleles [2,8]) being
hyper-expressed, and alleles with >200 repeats (known as full mutation (FM) alleles [9,10])
being epigenetically silenced. The net result is that females with PM alleles are at risk of
a form of female infertility known as fragile X-associated primary ovarian insufficiency
(FXPOI), and both PM males and females are at risk for a neurodegenerative condition
known as fragile X-associated tremor/ataxia syndrome (FXTAS). The PM is seen in 1:200 fe-
males and 1:400 males [11]. Penetrance for FXTAS increases with age and repeat number,
with >60% of male PM carriers showing symptoms by age 70, as compared to ~16% of fe-
males [11]. FXPOI affects ~20–30% of PM carriers [12] and there is a non-linear relationship
between repeat number and FXPOI risk that is not well understood [13,14]. Cells from PM
carriers show splicing abnormalities [15], lamin A/C dysregulation [16], mitochondrial
disfunction, and the presence of intranuclear inclusions in the brain and ovary [17,18].
Female PM carriers are at risk of transmitting FM alleles to their children, with the risk
of doing so being related to their repeat number, the number of AGG interruptions seen
at the 5′ end of the repeat tract, and maternal age [19]. The risk of maternal transmission
of a FM allele approaches 100% when the repeat number exceeds 90, irrespective of age
or interruptions [19]. In contrast, male PM carriers do not transmit FM alleles, likely due
to the tendency of long repeat tracts to contract in sperm [20]. FM alleles are seen at a
frequency of ~1 in 2000 to 1 in 7000 in the general population, with a variation in prevalence
seen in different populations [21]. Most males who inherit FM alleles have fragile X syn-
drome (FXS), the most common monogenic cause of intellectual disability and autism [22].
Females tend to be less severely affected due to the protective effect of their second X
chromosome. Silencing of the FM allele results in the loss of FMRP, a multi-functional
protein best known for its role in negatively regulating the translation of genes important
for learning and memory [23]. FM alleles are also associated with a folate-sensitive fragile
site, a gap or constriction of the chromosome, coincident with the repeat [10]. Female FM
fetuses also show a high frequency loss of the affected X chromosome, resulting in Turner
syndrome [24].

As with other expansion-prone repeats, the CGG/CCG repeats responsible for the
FMR1 disorders form a variety of nucleic acid secondary structures (Figure 1). These
structures have the potential to interfere with many biological processes. As such, they
have the potential not only to cause the mutation responsible for the FXDs, but they may
also be responsible for some of the pathological consequences of the mutation. Interestingly,
many targets of FMRP form G4 structures to which the protein binds [25], and FMRP has
also been implicated in R-loop processing [26], thus representing other ways that non-
canonical nucleic acid structures and proteins intersect in these disorders. However, in
this review we will focus primarily on what is known about the DNA and RNA structures
formed by the FX repeats themselves and their biological effects in the context of both
expansion and disease pathology in the FMR1 disorders.
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Figure 1. Generic representation of the types of DNA and RNA structures formed by FX repeats. Structures shown include 
hairpins formed by each strand of the repeat (A), a quadruplex or G4 DNA structure and an i-motif structure (B), an R-loop 
with associated hairpin formed by the non-template strand resulting in an S-loop (C) and Z-DNA (D). The CGG strand is 
shown in red and the CCG strand in blue. Unpaired loops regions are shown in green and the non-repetitive flanking DNA is 
shown in grey. Note that in addition to unpaired loop bases, some of these structures also contain non-Watson Crick base 
pairs or mismatches. The structures of the constituent non-canonical base interactions are shown alongside each structure.  
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pairs or mismatches. The structures of the constituent non-canonical base interactions are shown alongside each structure.

2. Secondary Structures Formed by FX Repeats

Like the repeats responsible for many of the other REDs, individual DNA strands
of the FX repeat can form stable hairpins containing a mixture of Watson–Crick and non-
Watson–Crick base pairs or mismatches [27–32]. CGG-DNA hairpins are the most stable of
the hairpins formed by different trinucleotide repeats, with a (CGG)15 hairpin having a
Tm of 75 ◦C in physiologically reasonable buffers [33]. In contrast, similarly sized CCG
hairpins have a Tm of 30–37 ◦C depending on pH, and are less stable than CGG, CTG,
and CAG repeats [33]. While similar experiments have not been performed for CGG and
CCG repeats, evidence from cleavage by zinc finger nucleases specific for CAG and CTG
repeats provides evidence for the formation of such hairpins in mammalian cells [34]. In
principle, hairpin formation by both strands of the repeat could result in a cruciform-like
structure, as illustrated in Figure 1A. CGG repeats also form stable hairpins in RNA [35–37].
In addition to hairpins, the formation of intramolecular and intermolecular G4 quadruplex
structures by both CGG repeat-containing DNA and RNA have been reported in some
studies [27,38–45] (Figure 1B). These structures are sometimes overlooked because CGG
hairpins form readily and once formed are very stable, whilst the G4 structures are only
seen in the presence of K+ [27]. Nonetheless, once formed these structures are stable at
temperatures of >85 ◦C with physiologically reasonable K+ concentrations [27]. The CCG
strand of the repeat has also been shown to form a variety of intramolecular and inter-
molecular four-stranded structures, including i-motif structures containing intercalated
C•C+ base pairs [46–48] as illustrated in Figure 1B.

In addition to intrastrand DNA and RNA structures, the 5′ end of the FMR1 gene
forms a stable R-loop in vivo, as illustrated in Figure 1C [49–52]. In these structures, the
G-rich transcript forms a hybrid with the C-rich template strand, likely during transcription.
This results in a three-stranded structure involving an RNA:DNA hybrid and a displaced
DNA strand. The FMR1 R-loop extends well into the 5′ and 3′ flanking regions [49,51],
regions that also have a strong GC skew [53]. Non-denaturing bisulfite mapping shows that
most of the cytosines on the non-template strand are resistant to bisulfite modification [49],
consistent with the formation of intrastrand folded structures by the non-template strand.
An R-loop containing a non-template-strand hairpin, sometimes referred to as an S-loop
(for slipped hairpin R-loops), is illustrated in Figure 1C, but an R-loop with a G4 structure, a
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G-loop, is also possible. In either case the occasional modified cytosines seen on the bisulfite-
treated non-template strand [49] would correspond to bases in the loops of these structures.
Structures formed by the non-template strand may in turn help stabilize the R-loop [54].
Since the CGG/CCG repeats at the FMR1 locus are bidirectionally transcribed, they can
also form double R-loops [55]. In addition to these inter- and intra-strand structures, there
is evidence that even the CGG•CCG duplex is atypical, adopting a left-handed Z-DNA
conformation as illustrated in Figure 1D [56].

3. Repeat Expansion

One important clue to the process that causes repeat expansion in the REDs has
emerged from recent genome-wide association studies (GWAS) in different RED patient
cohorts. These studies have implicated the MMR proteins MSH3, MLH1, and MLH3 as
important modifiers of somatic expansion risk and/or age at onset/disease severity in
many REDs [6,7,57–63]. MSH3 forms a heterodimer with MSH2 in the MutSβ complex,
one of the two mismatch recognition complexes involved in MMR in mammals, while
MLH1 and MLH3 form the heterodimer MutLγ, a complex that acts downstream of MutSβ
in the MMR pathway [64]. Notably, single nucleotide polymorphisms associated with
increased MSH3 expression are associated with increased somatic expansion in an HD
patient cohort [7], suggesting that, unlike the microsatellite instability associated with
certain cancers, functional MMR proteins are required for expansion. A requirement of
these same proteins for repeat expansion is seen in a mouse model of FXDs as well as
other mouse models of REDs (reviewed in [65,66]). A role for MMR in repeat expansion is
consistent with the fact that many of the unusual structures formed by the repeats contain
mismatches or regions of single-strandedness that can be bound by MutSβ and the related
protein MutSα, a heterodimer of MSH2 and MSH6 [64,67]. While GWAS studies of factors
that affect germline expansion risk have not yet been performed for REDs, in the FXD
mouse model it is known that the same factors that affect somatic expansion risk also affect
germline expansion risk (reviewed in [65]).

However, how the MMR substrates arise is unclear. It may be that they form during
strand slippage or strand displacement during replication or repair. Since expansion
in many REDs can occur in non-dividing cells like oocytes and neurons [19,68], repair
may be a more likely source of these substrates, at least in disease-relevant cell types.
One model for expansion invokes a role of base excision repair (BER) of 7,8-dihydro-8-
oxoguanine (8-oxoG), the most common oxidation product in DNA, with strand slippage
or strand displacement during BER generating hairpin loop-outs that are bound by the
MutS proteins [69]. Hairpin formation may trigger multiple rounds of BER since guanines
in the loop of hairpins are susceptible to DNA damage and are less likely to be repaired [70].
A role for BER would be consistent with the fact that loss of the 7,8-dihydro-8-oxoguanine
glycosylase (OGG1) leads to reduced expansion in the liver (but not in the brain or gametes)
of an HD mouse model [69]. Loss of NEIL1, the other major DNA glycosylase able
to remove 8-oxoG, also led to a decline in expansion in HD mouse brain [71]. GWAS
studies in other REDs have not as yet identified a role for BER proteins in the expansion
process [6,7,57–63]. However, this does not definitively rule out a role for BER. A role for
oxidative damage in repeat expansion is supported by the observation that oxidizing agents
increase repeat expansion in a mouse model of FXDs [72] and in cell models of HD [73].
However, antioxidants have no effect on an FXD mouse cell model (Miller and Usdin,
unpublished observations), and only a modest effect on repeat expansions in HD mouse
models [74,75]. Thus, spontaneous oxidative damage may not be a major contributor to
expansion under normal circumstances.

Furthermore, expansions in human PM carriers require transcription of the FMR1
gene or at least for the allele to be in a region of transcriptionally competent chromatin [76].
Canonical BER has no such strict transcriptional requirement, although it is possible that
transcription provides the opportunity for secondary structures to form that in turn would
be predisposed to oxidative damage [70]. An alternative source of MMR substrates may be
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transcription itself, which can result in the formation of an S-loop as illustrated in Figure 1C.
The S-loop may be the MMR target. It is also possible that resolution of the R-loop would
then leave the template strand unable to bind its complementary strand and since the
CCG-rich strand can also form hairpins, this could result in the cruciform-like double
loop-out structure shown in Figures 1A and 2A that could also be a target for MMR.
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and the resultant pathology seen in individuals with PM and FM alleles. (A) R-loops formed during transcription contain
a region of single-stranded DNA that would be prone to oxidative damage. Base excision repair of such damage could
generate loop-outs by strand-slippage or strand-displacement during repair synthesis [71,77,78]. R-loops may also facilitate
the direct formation of loop-outs, first by the unpaired non-template strand when the template strand is involved in the
RNA:DNA hybrid, and subsequently by the template strand after the R-loop is resolved. The loop-outs are bound by
mismatch repair factors like MutSβ and MutLγ [79–82] and are processed via a DSB [83] to generate expansions. (B) CGG-
hairpins in the FMR1 transcript can bind and sequester proteins [84,85] or trigger RAN translation of toxic proteins [86,87].
Persistent R-loops, perhaps exacerbated by replication-transcription collisions may result in DSBs that cause persistent DNA
damage signaling [49]. (C) R-loop formation allows the recruitment of PRC2 to the FMR1 gene [88]. DICER complexes
associated with dsRNA produced from the FMR1 locus [36] may also contribute to silencing by facilitating recruitment of
SUV39H [89]. Secondary structures may cause stalling of the replication fork that triggers MiDAS [90]. Failure to complete
MiDAS results in chromosome fragility, while failure to initiate MiDAS results in the formation of UFBs and ultimately the
gain or loss of the affected X chromosome [90].

Work on a mouse model of the FXDs shows a dependence on both MutSβ and MutLγ
for repeat expansion [79–82,91], consistent with GWAS of REDs. However, other genetic
modifiers of expansion risk in this mouse model suggest that the MMR protein-dependent
expansion pathway differs in key ways from canonical MMR. For example, in addition to
MutSβ, MutSα also plays an important role in expansion [64], as do MutLα and MutLβ,
two other MLH1 containing complexes found in mammals [80]. MutSβ and MutSα are
not known to act together in MMR. Neither are MutLγ and MutLα, while the contribution
of MutLβ to MMR is unclear. Furthermore, DNA ligase IV, which is required for non-
homologous end-joining (NHEJ), a form of double-strand break (DSB) repair, protects
against expansion in a mouse model of FXDs [83]. This suggests that expansion involves
a DSB intermediate. It may be that a DSB results from cleavage of a double loop-out by
MutLγwhich normally cuts the strand opposite a mismatch [92]. However, the details of
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this process and the downstream events that result in the generation of an expansion are
still unknown.

4. Consequences of Repeat Expansion
4.1. Pathology in PM Carriers

Most work on PM pathology has focused on FXTAS rather than FXPOI. While rela-
tively little is known about which cells are most vulnerable in these disorders, it could
be that similar mechanisms act to reduce cell viability in both cases. The fact that FM
carriers who make little, if any, FMR1 mRNA and FMRP, do not show FXTAS or FXPOI
symptoms suggests that the CGG-repeat-containing RNA produced from PM alleles is
responsible, rather than any decline in the amount of FMRP. An RNA-based pathology is
supported by the demonstration that ectopic expression of the CGG-tract causes reduced
cell viability [72,93–97], the production of inclusions [94,98,99], disruption of the nuclear
lamin A/C architecture in neuronal cell lines [16], and neurodegeneration in both flies [94]
and mice [96]. It also alters the ovarian response to gonadotropins and results in reduced
fertility in mice {Shelly, 2021}. Interestingly, PM alleles show elevated levels of FMR1
transcription initiation [8]. R-loop formation could potentially contribute to this via its
effects on chromatin decondensation [100], inhibition of binding of DNA methyltrans-
ferases [101], or the recruitment of activators including the ten-eleven translocation (TET)
DNA demethylases [102]. It is also possible that the formation of hairpins or G4 DNA by
the non-template strand predisposes these regions to oxidative damage, in turn increasing
transcription, as has been described for the PCNA gene [103].

Several different models that invoke RNA hairpins formed by CGG-repeats have
been proposed to explain PM pathology, as illustrated in Figure 2B. One such model
proposes that binding of specific proteins to the CGG-repeat-containing RNA hairpins
results in them being sequestered and unable to carry out their normal activities [84,104].
Numbered amongst these proteins are the splicing factor src-associated in mitosis of 68
kDa (Sam68) [104], and the DiGeorge syndrome critical region gene 8 (DGCR8) protein [84],
a double-stranded RNA-binding protein involved in the microRNA (miRNA)-processing
pathway. Consistent with a role for sequestration of these proteins, Sam68-mediated
splicing abnormalities are seen in FXTAS patient cells [104], and decreased levels of mature
miRNAs are seen in the brains of FXTAS patients. This is associated with decreased
dendritic complexity and reduced viability of neuronal cells in culture that can be reversed
by overexpression of DGCR8 [84].

Repeat-associated non-AUG (RAN) translation, a form of translation that initiates
at near cognate codons upstream of or within the repeat, has also been suggested to ac-
count for PM pathology [85,86,105–107], as previously proposed for other REDs [87]. RAN
translation is thought to be triggered by the stalling of the ribosome by RNA hairpins,
consistent with work suggesting that kinetic barriers to the ribosome favor initiation at
otherwise suboptimal initiation codons located upstream of the true initiation codon [108].
In reporter constructs with PM-sized repeat tracts, RAN translation can occur in both the
sense strand producing polyglycine (FMRpolyG), polyalanine (FMRpolyA), and polyargi-
nine (FMRpolyR)-containing proteins, and the antisense strand producing polyproline
(ASFMRpolyP), polyalanine (ASFMRpolyA), and polyarginine (ASFMRpolyR)-containing
proteins. FMRpolyG and FMRpolyA can be seen in intranuclear neuronal inclusions in
FXTAS patients using immunochemical detection methods [109–112], and overexpression
of FMRpolyG in particular is toxic in various model systems [86,107].

Interestingly, there are two other potential intersections of RNA structure and protein
interactions in RAN translation. The first is related to the fact that many repeat-containing
transcripts activate the double-stranded RNA-dependent protein kinase PKR [113,114],
presumably due to their ability to form hairpins. This results in an increase in the phospho-
rylation of eukaryotic translation initiation factor 2 subunit alpha (eIF2α) which in turn
exacerbates RAN translation [115]. Supporting the role of PKR in RED pathology is the
fact that its inhibition reduces RAN protein expression and improves disease symptoms in
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a mouse model of C9orf72 ALS/FTD [114]. Whether PKR plays a similar role in the context
of CGG-repeat expansion remains to be seen. The repeats did not cause significant PKR
activation in a tissue culture model [36]; however, whether this is due to the cell type used
or the level of CGG-RNA produced is unclear. The second intersection with RNA structure
is the demonstration that FMRpolyG binds CGG-RNA quadruplex structures in vitro, with
evidence of G4 RNA promoting the liquid-to-solid transition and aggregate formation
of FMRpolyG in a FXTAS mouse model [45]. However, overexpression of FMRpolyG is
not always associated with FXTAS pathology in mice [116]. Furthermore, FMRpolyG is
not detected by mass spectroscopy of brain extracts of FXTAS patients [117] and is only
present at very low levels in inclusions isolated from such patients [17]. This raises the
possibility that despite the immunological detection of these proteins in patient samples,
their concentration may be too low to account for the pathology observed in PM carriers.

In addition to PKR activation by the repeat-containing RNA hairpins, elevated type
1 interferon (IFN) signaling is seen in C9orf72 ALS/FTD [118]. This process, like PKR
activation, is part of the normal cellular response to double-stranded RNAs. In ALS/FTD
it is associated with sterile inflammation and neuronal death. Cell death can be suppressed
by inhibitors of Janus kinase, a key component of the major signaling pathway activated
by IFNs but not by PKR inhibitors [118]. Whether a similar effect is seen for the CGG-RNA
hairpins in PM carriers remains to be seen.

R-loop formation at the FMR1 locus has also been proposed as a source of pathology in
PM carriers [49,119] as illustrated in Figure 2B. R-loops are prone to single-stranded breaks
and DSBs resulting from clustered single-stranded breaks [120]. Hyperphosphorylation of
ataxia-telangiectasia mutated kinase (ATM), a consequence of DSBs, is seen in FXTAS cell
and animal models, and γH2AX, a marker of double-strand breaks, is present in nuclear
inclusions in FXTAS patient tissue [17,97]. However, while mutations that affect R-loop
levels genome-wide are associated with a variety of neurodegenerative diseases [121],
given the prevalence of R-loops in the genome it is unclear whether the addition of a single,
albeit a large and stable, R-loop at a PM allele would be sufficient to trigger neuronal
cell death.

In addition to pathology characteristic of PM carriers, many carriers of large PM
alleles, or rare FM alleles that do not become silenced, show reduced levels of FMRP that
could contribute to some of the symptoms seen in this population [122,123]. The reduced
FMRP levels are thought to be due to the stalling of the 40S ribosomal subunit by the
hairpin formed by the repeats in the 5′ UTR of the FMR1 transcript [122,124].

4.2. Pathology in FM Carriers
4.2.1. FMR1 Gene Silencing

The 5′ end of the FMR1 gene in FM carriers is epigenetically modified, resulting in
gene silencing and an absence or deficiency in FMRP. In FM carriers the DNA in this region
of the gene is hypermethylated and associated with modified histones typical of heterochro-
matin, including histone H3 trimethylated at lysine 27 (H3K27Me3) [125]. H3K27Me3 is
deposited by the polycomb repressive complex 2 (PRC2). R-loops are important for PRC2-
mediated gene silencing at several loci [88]. PRC2 binds to R-loops directly and drives
R-loop production in Drosophila [126]. PRC2 has also been reported to bind to G-rich RNA
and to G4-forming RNA sequences in particular [127]. R-loops have also been implicated
in silencing in both FXS and a related RED, Friedreich ataxia [52]. The FMR1 transcript is
important for recruiting PRC2 to the 5′ end of FM alleles that have been reactivated with
5-deazadeoxycytidine (AZA), a DNA methyltransferase inhibitor [125]. Inhibition of PRC2
or blocking its recruitment to the FMR1 5′ UTR prevents H3K27 trimethylation at this lo-
cus [50]. This in turn prevents the remethylation and resilencing of FM alleles that typically
occur after AZA is withdrawn [50,125]. These data would be consistent with a model in
which PRC2 binds to the 5′ end of the FMR1 transcript, while the transcript is also simul-
taneously bound to the 5′ end of the FMR1 gene via an R-loop. This would tether PRC2
in the vicinity of the FMR1 promoter, as illustrated in Figure 2C. PRC2-mediated H3K27
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trimethylation is favored by loss of marks of active chromatin [128–130]. This loss could
be triggered by R-loop formation itself via increased transcription termination [53,131],
or as a downstream consequence of the induction of DNA damage at R-loops [132,133].
Silencing has traditionally been considered to occur when the repeat number exceeds 200
based on data from Southern blotting; however, higher-resolution techniques like capillary
electrophoresis suggest that the threshold may be higher than this [134]. What triggers the
transition from the hyper-expressed state to the silenced state is unknown and the role of
an R-loop in gene silencing of FM alleles seems paradoxical given its proposed roles in
hyperexpression of PM alleles. However, there are many reports of similar paradoxical
effects of R-loops in the literature (see [135] for a good recent discussion). The R-loop
formed by an FM allele while it was still transcriptionally active would be more stable than
an R-loop formed on a PM allele. As such the R-loops formed on FM alleles may form
a more effective block to transcription elongation. This would result in a larger drop in
H3K36me3 levels, which in turn would favor H3K27 trimethylation.

Members of the argonaute protein family and the endoribonuclease DICER1, proteins
that are important for RNA-induced gene silencing via the small interfering RNA (siRNA)
pathway, have also been suggested to play a role in FMR1 gene resilencing [136]. This
presumably reflects a role for double-stranded RNA in the silencing process. However,
whether the source of double-stranded RNA is the RNA hairpin formed by the FX repeats
or the product of the annealing of the FMR1 transcript and an antisense transcript from this
locus [137] is unclear. DICER-mediated gene silencing is thought to be accomplished via
SUV39H-mediated trimethylation of H3K9 [89]. Since inhibitors of H3K9 methylation [138]
and H3K27 trimethylation [50] delay resilencing after AZA treatment, methylation at both
residues might be involved in restoring DNA methylation at this locus.

4.2.2. Chromosome Fragility

Fragile sites (FSs) are breaks or gaps that are visible in otherwise condensed chro-
mosomes in metaphase spreads of cells treated with different classes of replication in-
hibitors [139]. They are thought to represent regions of the genome that are difficult to
replicate. In the case of the FMR1 locus, expression of the fragile site, FRAXA, is induced
by folate-stress that causes nucleotide pool imbalances [140]. CGG repeats are known
to be difficult to replicate both in vitro [27] and in vivo [141], and replication stalling is
seen at the 5′ end of the endogenous FMR1 gene [142]. Given the ability of CGG-repeat
structures to block DNA synthesis in vitro [27], these structures could account for the
replication difficulty shown in Figure 2C. The formation of a block to the replication fork is
consistent with the fact that FM alleles are prone to mitotic DNA synthesis (MiDAS) when
subjected to folate-stress. MiDAS is thought to be a form of break-induced replication
(BIR), a salvage pathway involved in the processing of stalled replication forks to allow
replication of the chromosome to be completed [90]. Suppression of MiDAS prevents
chromosome fragility, but alleles that fail to initiate BIR at all are associated with high levels
of ultrafine bridges (UFBs), anaphase bridges involving single-stranded regions of DNA
that are histone-free [46]. Failure to resolve these UFBs results in non-disjunction of the
chromosomes and subsequent aneuploidy [90] that may account for the high frequency of
Turner syndrome observed in female carriers of FM alleles [24].

Replication difficulties may also account for the fact that male PM carriers do not
transmit FM alleles to their children since, unlike oocytes which are post-mitotic, male
gametes undergo multiple rounds of replication prior to fertilization. As such, there may
be selective pressure for smaller alleles in males that is not seen in females.

5. Concluding Remarks

While the ability of the FX repeats to form secondary structures of various sorts has
been known for some time, work in recent years has begun to identify ways to target these
structures or the downstream consequences of these structures, so as to ameliorate their
effects. For example, CCG-repeat-containing antisense oligonucleotides (ASOs) reduce
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R-loop formation and ameliorate some of the downstream consequences of the formation of
RNA hairpins [143]. Small molecules that target CGG-RNA hairpins have also been shown
to have beneficial effects in cell and mouse models of the PM [144–146]. Additionally,
the ability of PKR to promote RAN translation can be inhibited by metformin [114], a
widely used oral hypoglycemic agent used to treat type 2 diabetes. Thus, an understanding
of the secondary structures formed by disease-associated repeats and their downstream
consequences is beginning to reveal therapeutic opportunities that may be useful for
treating these disorders.
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Abstract: Z-DNA and Z-RNA are functionally important left-handed structures of nucleic acids,
which play a significant role in several molecular and biological processes including DNA replication,
gene expression regulation and viral nucleic acid sensing. Most proteins that have been proven to
interact with Z-DNA/Z-RNA contain the so-called Zα domain, which is structurally well conserved.
To date, only eight proteins with Zα domain have been described within a few organisms (including
human, mouse, Danio rerio, Trypanosoma brucei and some viruses). Therefore, this paper aimed to
search for new Z-DNA/Z-RNA binding proteins in the complete PDB structures database and from
the AlphaFold2 protein models. A structure-based similarity search found 14 proteins with highly
similar Zα domain structure in experimentally-defined proteins and 185 proteins with a putative Zα
domain using the AlphaFold2 models. Structure-based alignment and molecular docking confirmed
high functional conservation of amino acids involved in Z-DNA/Z-RNA, suggesting that Z-DNA/Z-
RNA recognition may play an important role in a variety of cellular processes.

Keywords: Z-DNA; Z-RNA; Zα domain; protein binding; bioinformatics

1. Introduction

Local DNA structures, also called ‘non-B’ DNA structures, have been recognised as
important regulators of many fundamental regulatory processes, including replication [1],
transcription [2], translation [3], epigenetics [4], DNA damage repair [5–7], genome evo-
lution and rearrangement [8]. Negative supercoiling of DNA and protein binding can
increase the stability of local DNA conformation and/or induce conformational changes
that give rise to various alternative DNA structures, the best-described being cruciforms [7],
Z-DNA/Z-RNA [9,10], triplexes [11] and quadruplexes [12]. Recently, a large number of
proteins that recognise especially G-quadruplexes [13] and cruciforms [7,14] were charac-
terised. Surprisingly, only a few Z-DNA/Z-RNA binding proteins have been characterised
to date [15–23]. Z-DNA is a left-handed form of deoxyribonucleic acid, and its name
was derived from the typical ‘zig-zag’ pattern (Figure 1). This DNA structure was first
proposed by Robert Wells and his colleagues in 1970, during their physical and enzymatic
studies on d(I–C) polymers (consisting of altered inosine and cytosine units) [24]. The first
structure of Z-DNA was subsequently solved by Andrew H. Wang et al. in 1979 using
complementary hexamers of d(CG)3 [25]. The next development was the crystallographic
structure of the so-called B-Z junction (DNA loci where right-handed B-DNA passes to a
left-handed Z-DNA conformation, or vice versa) [26]. Many biochemical and biophysical
in vitro experiments have been conducted to better characterise Z-DNA behaviour at close

81



Int. J. Mol. Sci. 2022, 23, 768

to physiological conditions [27,28] and also to better understand switching between B
and Z-DNA [29,30]. Furthermore, several bioinformatic searches have been performed to
predict Z-DNA-prone sequence motifs in the genomic DNA of some model organisms, in-
cluding humans [31,32]. Z-DNA structures can be formed only in specific double-stranded
sequences with alternating purine–pyrimidine tracks, which has been determined by crys-
tallography in various nucleotide repeats, where specifically Z-DNA containing GC repeats
have been shown to have increased stability [33]. These sequences with a high potential to
form Z-DNA were observed in the genomes of organisms across all domains of life, and
their particular importance has been shown: e.g., in transposable ALU elements [34], and
gene promoters [35]. In 2009, the first human map of experimentally-obtained Z-DNA form-
ing sites was released [36], followed by the ChIP-seq map in 2016, where they associated
Z-DNA forming sites with actively transcribed regions in the human genome [37]. Since
these discoveries, it is clear that Z-DNA structures arise under physiological conditions.
However, compared to classical B-DNA conformations, Z-DNA structures are energetically
unfavourable and, therefore, the structure formation requires energy (usually in the form
of negative supercoiling), which results in less structural stability [38].
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(ADAR1, ZBP1, PKZ) [19,45–48] and/or virus-host interactions (E3L protein from Vaccinia 
virus, ORF112 protein from Cyprinid herpesvirus 3) [21,49–51]. Some studies have also 
shown that the binding of the Zα domain to Z-RNA is responsible for the localisation of 
Z-DNA/Z-RNA binding proteins into cytoplasmic stress granules [52–54]. One of the most 
well-characterised Z-DNA/Z-DNA binding proteins, ADAR 1, is, in fact, a moonlighting 
protein [55], and its Z-DNA/Z-RNA binding function was discovered [56] after it was 
originally described as an adenosine deaminase [57]. This led us to the hypothesis that 
some functionally characterised proteins may still possess an unidentified Z-DNA/Z-
RNA binding function. Therefore, this paper aims to identify new Z-DNA/RNA binding 
proteins based on structural similarity to an experimentally well-defined Zα domain. 
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resolution and selection of a well-characterised human protein), we chose the crystal 
structure of the Zα domain from the human protein ADAR1 in complex with non-CG-
repeat Z-DNA, obtained by Sung Chul Ha et al. in 2009 at a resolution of 2.20 Å [58]. Using 
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Figure 1. Schematic diagram of classical right-handed B-DNA, left-handed Z-DNA/Z-RNA, and
Zα domain consisting of three α-helices and two β-strands. This domain is known to specifically
interact with left-handed nucleic acids, mainly through its α-helix 3 and some amino acid residues of
beta-strands.

In addition to Z-DNA, there is an analogous structure called Z-RNA (i.e., double-stranded
left-handed RNA) that was firstly described in detail in 1984 by Kathleen Hall et al. [39]. Using
a combination of spectroscopic techniques, they found that poly(GC)·poly(GC) undergoes a
transition from the classical A-form to a left-handed Z-form. Z-RNA has also been found in
viral genomes, For example, the influenza virus has been shown to produce Z-RNA during
replication, which can induce ZBP1-mediated necroptosis [40]. Additionally, SARS-CoV-2
has been reported to contain loci that theoretically form Z-RNAs (not published, analysed
in house using the Non-B DB webserver [41]) [33–35,40,41].

It is assumed that Z-DNA/Z-RNA structures often need ‘special’ binding proteins for
their stabilisation. Most known Z-DNA binding proteins bind to left-handed nucleic acids
through the so-called Z-DNA binding domain Zα (Figure 1). One of the first discovered
human Z-DNA binding proteins was double-stranded RNA adenosine deaminase (now
designated as ADAR1) in 1995 by Herbert et al. [42]. The Zα domain was also discovered
in DAI, PKZ, E3L, and ORF112 proteins [21], and a recent study found that this domain is
present in RBP7910 protein [43]. The structure of the Zα domain has a specific β-sheet-helix-
turn-helix motif (βHTH), which is a subgroup of the winged HTH motif (wHTH). The Zα
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domain usually consists of three α-helices and sheets of two or three β-strands (αβααββ).
The β-wing motif is formed by two antiparallel β-sheets composed of β2 and β3. The
resulting β-wing and third α-helix play an important role in recognition and binding to
Z-DNA [21,44].

During the past 40 years of research, only about ten Z-DNA (or Z-RNA) binding
proteins have been identified in different organisms. All known Z-DNA/Z-RNA pro-
teins that contain Zα domains have been demonstrated to be involved in the immune
response (ADAR1, ZBP1, PKZ) [19,45–48] and/or virus-host interactions (E3L protein from
Vaccinia virus, ORF112 protein from Cyprinid herpesvirus 3) [21,49–51]. Some studies have
also shown that the binding of the Zα domain to Z-RNA is responsible for the localisation of
Z-DNA/Z-RNA binding proteins into cytoplasmic stress granules [52–54]. One of the most
well-characterised Z-DNA/Z-DNA binding proteins, ADAR 1, is, in fact, a moonlighting
protein [55], and its Z-DNA/Z-RNA binding function was discovered [56] after it was
originally described as an adenosine deaminase [57]. This led us to the hypothesis that
some functionally characterised proteins may still possess an unidentified Z-DNA/Z-RNA
binding function. Therefore, this paper aims to identify new Z-DNA/RNA binding proteins
based on structural similarity to an experimentally well-defined Zα domain.

2. Results and Discussion
2.1. Prediction of New Z-DNA/Z-RNA Binding Proteins Based on Structural Similarity to the
Experimentally Validated Zα Domain

At the beginning of our study, we made a list of experimentally solved Zα (and Zβ)
domain structures (Table 1). After careful consideration (based mainly on the atomic-
resolution and selection of a well-characterised human protein), we chose the crystal
structure of the Zα domain from the human protein ADAR1 in complex with non-CG-
repeat Z-DNA, obtained by Sung Chul Ha et al. in 2009 at a resolution of 2.20 Å [58]. Using
this experimental Zα domain structure (PDB: 3f21, chain A), we carried out structural
similarity searches using the PDBeFold web server (https://www.ebi.ac.uk/msd-srv/ssm/,
(accessed on 10 September 2021)) and RUPEE web server (https://ayoubresearch.com/,
(accessed on 21 October 2021)). The PDBeFold algorithm allows examination of a given
protein structure for similarity with the whole PDB archive containing nearly 200k of
experimentally solved protein structures from a variety of model and nonmodel organisms,
whereas RUPEE allows the querying of protein structures predicted by AlphaFold2 [59].

Table 1. Known Z-DNA/RNA binding proteins containing experimentally solved Zα or Zβ domain(s)
(PDB IDs are provided). UniProtKB IDs of all proteins are provided as well.

Protein
Symbol/ID Protein Name Organism Protein

Length Function PDB
ID

Method/
Resolution Domain Ref.

ADAR
(P55265)

Double-stranded
RNA-specific

adenosine
deaminase

Homo sapiens 1226

Hydrolytic
deamination of

adenosine to inosine
in dsRNA (A-to-I

RNA editing)

1XMK XRC/0.97 Å Zβ [60]

1QGP NMR Zα [61]

3F21 XRC/2.20 Å Zα

[58]3F22 XRC/2.50 Å Zα

3F23 XRC/2.70 Å Zα

2GXB XRC/2.25 Å Zα [16]

ZBP1
(Q9H171)

Z-DNA-binding
protein 1 Homo sapiens 429 Innate sensor

recognising viral
Z-RNA

2L4M NMR Zβ [62]

Zbp1/DAI Z-DNA-binding
protein 1 Mus musculus 411 1J75 XRC/1.85 Å Zα [18]
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Table 1. Cont.

Protein
Symbol/ID Protein Name Organism Protein

Length Function PDB
ID

Method/
Resolution Domain Ref.

PKZ
(Q5NE12)

Protein kinase-
containing

Z-DNA-binding
domains

Danio rerio 511 Defence response to
virus

4LB5 XRC/2.00 Å
Zα [20]

4LB6 XRC/1.80 Å

ORF112
(A4FTK7) Protein ORF112 Cyprinid

herpesvirus 3 278

Double-stranded
RNA adenosine

deaminase activity;
RNA binding

4WCG XRC/1.50 Å Zα [21]

E3L
(P21605) Protein E3 Vaccinia virus 190

Double-stranded
RNA adenosine

deaminase activity;
inhibition of

multiple cellular
antiviral responses

activated by dsRNA

7C0I XRC/2.40 Å Zα [63]

34L
(Q9DHS8) 34L protein Yaba-like

disease virus 185 Same as E3L 1SFU XRC/2.00 Å Zα [22]

In Table 2, all non-redundant hits with a Q-score higher than a predefined threshold
are shown. The Q-score represents the quality function of the Cα alignment, maximised by
the secondary structure matching (SSM) alignment algorithm [64]. The Q-score is reported
in an interval from 0 to 1, where the Q-score reaches 1 in the case of identical structures
and decreases with an increasing RMSD or a smaller alignment length. A Q-score of 0
indicates completely dissimilar structures. A Q-score higher than 0.1 can indicate some
possibly significant level of structural similarity. Nonetheless, in this research, we set a
more stringent Q-score threshold of 0.55. This value seemed to be meaningful as there
were known structures of Z-DNA/Z-RNA binding proteins that scored below the newly
reported domains (i.e., structures where the Z-DNA/Z-RNA binding function has not been
described so far).

Table 2. Predicted Z-DNA/RNA binding proteins based on structural similarity to the experimentally
validated Zα domain (3f21). Proteins are sorted according to their decreasing similarity score (Q-
score); HOP2 is the best hit. UniProtKB IDs of all proteins are provided as well.

Protein
Symbol/ID Protein Name Organism Domain Protein

Length
Cellular Localisation/Known

Function

HOP2 (O35047) Homologous-pairing
protein 2 homolog Mus musculus Eukarya 217

Nucleus/DNA binding, meiotic
recombination, double-strand

break repair, positive regulation
of transcription by RNA pol II

[65,66]

DsvD (Q46582) DsvD Desulfovibrio
vulgaris Bacteria 78

Role in dissimilatory sulfite
reduction, Possible Interaction

with B- and Z-DNA by Its
Winged-Helix Motif [67]

D2PEW5 Uncharacterised DNA
binding protein

Sulfolobus
islandicus Archaea 59 DNA binding

feoC
(B5XTS6)

Probable [Fe-S]-dependent
transcriptional repressor

Klebsiella
pneumoniae Bacteria 79

DNA binding may function as a
transcriptional regulator that

controls feoABC expression [68]
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Table 2. Cont.

Protein
Symbol/ID Protein Name Organism Domain Protein

Length
Cellular Localisation/Known

Function

pefI
(Q04822) FaeA-like protein Salmonella

typhimurium Bacteria 70 Regulation of transcription [69]

RPA2 (P15927) Replication protein A 32
kDa subunit Homo sapiens Eukarya 270

Nucleus/DNA binding,
multifunctional protein (DNA

repairs, DNA replication,
telomere maintenance,

preventing G-quadruplex
formation) [70–73]

CDC53 (Q12018) Cell division control protein
53

Saccharomyces
cerevisiae Eukarya 815

Nucleus & Cytoplasm/DNA
replication origin binding, cell

division, protein ubiquitination
[74]

CUL1 (Q13616) Cullin-1 Homo sapiens Eukarya 776
Nucleus & Cytoplasm/Protein

ubiquitination, cell division,
transcription regulation [75]

ANC2 (Q9UJX6) Anaphase-promoting
complex subunit 2 Homo sapiens Eukarya 822

Nucleus &
Cytoplasm/Component of the

anaphase promoting
complex/cyclosome (APC/C)

[76]

SCC1 (Q12158) Sister chromatid cohesion
protein 1

Saccharomyces
cerevisiae Eukarya 566

Nucleus/Mitotic sister
chromatid cohesion,

double-strand break repair [77]

APC2 (Q12440) Anaphase-promoting
complex subunit 2

Saccharomyces
cerevisiae Eukarya 853

Nucleus &
cytoplasm/Component of the

anaphase promoting
complex/cyclosome (APC/C)

[78]

Rpc34 (Q921X6)
DNA-directed RNA

polymerase III subunit
RPC6

Mus musculus Eukarya 316

Nucleus/Nuclear and cytosolic
DNA sensor involved in innate

immune response, defence
response to the virus [79]

PBP2
(A0A0E3GTJ4)

Archaeal DNA polymerase
holoenzyme (PBP2 subunit)

Saccharolobus
solfataricus Archaea 76 Enhances DNA synthesis [80]

Reut_B4095
(Q46TT3)

Putative DNA-binding
protein

Cupriavidus
pinatubonensis Bacteria 95 DNA binding

The resulting hits from Table 2 are visualised in Figure 2, together with the “reference”
structure of a Zα domain (PDB: 3f21), which was used as the query protein for the structural
similarity searching. All 14 proteins show noticeable structural similarity to the functional
Zα domain, as each of these structures contains three alpha-helices and two antiparallel
beta-strands, in order, typical for the Zα domain.
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across the whole Eukarya domain. HOP2 proteins play an important role in meiotic 
recombination, particularly that of stimulating DMC1-mediated strand exchange that is 
necessary for homologous chromosome pairing during meiosis [81]. HOP2 forms a 
heterodimeric complex together with Meiotic nuclear division protein 1 homolog 
(MND1), and this HOP2/MND1 complex also promotes DMC1 mediated D-loop 
formation from double-strand DNA. Interestingly, a short 3bp deletion in the gene 
encoding HOP2 protein (leading to a deletion of a glutamic acid residue in the highly 
conserved C-terminal acidic domain) in humans causes “XX female gonadal dysgenesis” 
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Figure 2. Comparison of the reference Zα domain (PDB: 3f21) (upper left corner) with the experi-
mentally solved proteins (or their corresponding domains) having significant structural similarity
(structures are ordered according to their similarity score to the reference structure (HOP2 best, DsvD
second best, etc.).

The best new possible Z-DNA/Z-RNA binding protein found (based on the highest
Q-score of its Zα domain), homologous-pairing protein 2 (HOP2), is widely conserved
across the whole Eukarya domain. HOP2 proteins play an important role in meiotic re-
combination, particularly that of stimulating DMC1-mediated strand exchange that is
necessary for homologous chromosome pairing during meiosis [81]. HOP2 forms a het-
erodimeric complex together with Meiotic nuclear division protein 1 homolog (MND1),
and this HOP2/MND1 complex also promotes DMC1 mediated D-loop formation from
double-strand DNA. Interestingly, a short 3bp deletion in the gene encoding HOP2 protein
(leading to a deletion of a glutamic acid residue in the highly conserved C-terminal acidic
domain) in humans causes “XX female gonadal dysgenesis” (XX-GD), which is a rare
genetic disorder characterised for example by primary amenorrhea, uterine hypoplasia, or
hypergonadotropic hypogonadism [82]. Another four proteins share a Cullin domain, par-
ticularly CDC53, CUL1, ANC2, and APC2. Proteins CDC53 (from Saccharomyces cerevisiae)
and CUL1 (from Homo sapiens) are very distant functional homologs, and the same for
ANC2 (from Homo sapiens) and APC2 (from Saccharomyces cerevisiae). Regarding Cullin
domains and related ubiquitination processes, there are interesting links to viral diseases,
see e.g., Rudnicka et al. [83]. Considering the current SARS-CoV-2 pandemic, it would be
interesting to validate the potential of the viral RNA to form Z-RNA structures during repli-
cation, as was described for the influenza virus (H1N1 strain Puerto Rico/8/1934) virus
in 2020 [40]. In this article, Zhang et al. found that replicating influenza A virus produces
Z-RNAs and these are sensed by host ZBP1 in the nucleus of the host cell. This process
led to the activation of specific protein kinases, resulting in nuclear rupture and unwanted
necroptosis. From our newly described Z-DNA/Z-RNA binding proteins, protein Rpc34,
which is subunit 6 of human RNA polymerase III, seems to have a direct association with a
viral infection. For example, identical twins having a mutation in POLR3F (gene encoding
Rpc34) had different susceptibility to the varicella-zoster virus in the CNS and lungs –
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the patient with the POLR3F mutation exhibited impaired antiviral and inflammatory
responses and increased viral replication [84].

Figure 3 shows a sequence alignment derived from the structural superposition of the
predicted Zα domains from the analysed proteins to the Zα domain of the human protein
ADAR1. All three alpha-helices are structurally conserved in the 14 possible Z-DNA/Z-
RNA binding proteins. Similarly, beta-sheets of two or three strands are mostly preserved,
except for in protein APC2. Interestingly, some amino acids in the predicted Zα domains
were found to be repeatedly enriched in the exact positions of alignment—mainly in alpha
helix 3, which is believed to be critical for Z-DNA/Z-RNA binding [52,60,85].
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Figure 3. Sequence alignment is constructed from the structural superposition of the Zα domain
of human ADAR1 protein (PDB: 3f21) and the 14 possible Z-DNA/Z-RNA binding proteins. The
default colour of fully populated columns is light red, in addition, helices are coloured in yellow and
strands in green. Letter colours correspond to the ClustalX colouring scheme.

Most of these 14 proteins identified (except for proteins CDC53 and CUL1, and proteins
ANC2 and APC2) do not likely share a common evolutionary ancestor. Instead, the
similar global fold of Zα ‘domain’ could be a result of convergent evolution [86,87] leading
to preferential Z-DNA/Z-RNA structures binding. Currently known Z-DNA/Z-RNA
binding proteins (ADAR, ZBP1, PKZ, E3L) are also not homologous, but rather analogous
in their Z-DNA/Z-RNA binding function. This phenomenon is common in the case of
other proteins which preferentially bind noncanonical forms of nucleic acids, such as
G-quadruplex binding proteins [88] or cruciform binding proteins [89] (most of them
don’t have a common ancestor, but are analogous in their preferential interaction with G-
quadruplexes, cruciforms, or another nucleic acid structures). In addition, it was found that
some of the three-dimensional protein structures are widely conserved in non-homologous
or unrelated DNA-binding proteins [90]. Then, the question arises we to whether the Zα
domain is correctly annotated as a protein family (pfam ID: PF02295) as protein families are
usually defined as groups of evolutionarily (not necessary functionally) related proteins.
According to information deposited in the Pfam database, the HMM profile of this protein
family was defined using only 5 seeds (regions 135–201 and 295–359 of human protein
ADAR, region 137–203 of ADAR protein from Rattus norvegicus, region 7–71 of protein
E3L from Vaccinia virus, and region 1–64 of protein ORF020 dsRNA-binding PKR inhibitor
from Orf virus (Q6TVV0_ORFSA). This selection is problematic, as 3 of the 5 seed regions
come from human and rat protein ADAR. The average length of the Zα domain is then
64.20 aa, with only 32% alignment identity. Therefore, we are sceptical about the current
definition of the Zα domain on the level of the primary amino acid sequence. Nonetheless,
further demystifying this issue is one motivation behind the scope of this paper, so we

87



Int. J. Mol. Sci. 2022, 23, 768

will continue with using the term ‘Zα domain’, in the sensu lato meaning, as the protein
domain which preferentially interacts with Z-DNA/Z-RNA.

As the AlphaFold2 database [59] has provided putative structural models for thou-
sands of proteins in several model organisms that have not yet been experimentally
resolved, we sought to better understand which of these proteins may be involved in
Z-DNA/Z-RNA binding. The ADAR1 Zα domain (PDB: 3f21) was chosen as a query
structure for structural similarity searches using the RUPEE web server, which allows for
the structural comparison with all AlphaFold2 models. RUPEE uses the TM-score to rank
and quantify the structural similarity between protein alignments. On a scale from 0 to 1,
a TM-score of over 0.5 is predicted to imply a similar fold. In a similar manner to the
high Q-score threshold value used with PDBeFold, a TM-score of over 0.6 was chosen as a
basis for the selection of hits from the structural alignment screen with RUPEE [91]. Since
many of the proteins in the AlphaFold2 database do not yet have functional annotations,
structural comparisons may further delineate their roles in cell survival.

Using the ADAR1 Zα domain (PDB: 3f21) as the query protein for the RUPEE web
server, a total of 308 proteins were returned. Subsequent manual inspection of the align-
ments was performed to ensure that the putative Zα domains were structurally accessible
and consisted primarily of basic residues that may be important for DNA-binding. A total
of 185 unique proteins were selected after inspection, among which 59 proteins currently
do not have complete functional annotation. Taking into consideration the previously
annotated proteins that were predicted to contain one or more Zα domains, most have
been assigned as putative transcriptional regulators—which further supports their po-
tential to bind Z-DNA/Z-RNA. The probable [Fe-S]-dependent transcriptional repressor
from Escherichia coli detected using RUPEE reflects the identification of the feoC protein
from Klebsiella pneumoniae, detected using PDBeFold, that has been assigned the same
function, which further validates the use of both structural comparison tools. In addi-
tion to feoC, additional similar proteins to Rpc34 and SCC1 were found, particularly
DNA-directed RNA polymerase III subunit RPC3 (RNA polymerase III subunit C3) from
Leishmania infantum and Rad21_Rec8 domain-containing protein from Glycine max. Inter-
estingly, the uncharacterised proteins predicted to contain Zα domains were primarily
found in the Drosophila melanogaster, Methanocaldococcus jannaschii, Staphylococcus aureus,
and Mycobacterium tuberculosis proteomes (covering all three domains of life—Bacteria,
Archaea, and Eukarya) The presence of proteins likely interacting with Z-DNA/Z-RNA in
all domains of life further highlights the widespread occurrence of Z-DNA/Z-RNA and
biological significance of such nucleic acid structures. The most numerous groups were
uncharacterised proteins (59), transcriptional factors (56), and proteins related to ribosome
biogenesis (49)—for further details see Supplementary Material S1. Both transcriptional
factors and ribosomal proteins identified are in direct contact with DNA or RNA respec-
tively, therefore their putative Z-DNA/Z-RNA binding ability is supported. The relatively
large number of detected proteins, especially previously uncharacterised proteins, suggests
that Z-DNA/Z-RNA binding domains may be more common than previously assumed.
Further structural investigations may reveal the ability or extent of these proteins to bind Z-
DNA/Z-RNA. Nonetheless, as the reliability of AlphaFold2 structural predictions still have
some shortcomings [92], we have further proceeded only with 14 possible Z-DNA/Z-RNA
binding proteins obtained from PDBeFold searches (experimentally solved structures).

2.2. Domain Composition and Nuclear Localisation Signals within the Most Promising
Z-DNA/Z-RNA Binding Proteins

Figure 4 shows the position of regions that are structurally similar to the Zα domain of
ADAR1 and the 14 possible Z-DNA/RNA binding proteins inferred in the PDBeFold search
(Table 2 and Figure 2). Interestingly, these regions are exclusively located in the N’ (HOP2,
Rpc34) or C′ terminal ends (RPA2, CDC53, CUL1, ANC2, SCC1, APC2) of proteins longer
than 100 aa. These data are in congruence with a previous observation by Chiang et al. [43],
where they depicted the position of Zα domains in six proteins with known Z-DNA/RNA
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function (Zα domains were always located at the N terminal end of longer proteins). These
results potentially highlight the need for maximal exposure of the Zα domain to be able
to interact with this type of non-canonical nucleic acid structure. AlphaFold structures of
predicted Z-DNA/Z-RNA binding proteins from Homo sapiens are enclosed in Supplemen-
tary Material S2, together with highlighted domains with structural similarity to Zα. In
addition, in protein HOP2, there is an isoform lacking the N-terminal region (∆N) spanning
the Zα domain structural homolog. In the study conducted by Uanschou et al. they found
that the N’ terminal domain of the protein HOP2 is crucial for its DNA-binding function in
Arabidopsis thaliana [93]. Nevertheless, HOP2 protein seems to be highly conserved across
Eukaryotic organisms (typical N-terminal wHTH was predicted also in the mouse, rat,
human, Saccharomyces cerevisiae and Dictyostelium discoideum proteomes according to mod-
els obtained from AlphaFold2 database—https://alphafold.ebi.ac.uk/search/text/hop2,
(accessed on 25 October 2021)) [59]. The above-mentioned ∆N isoform is also present in
the human proteome according to UniProt Sequence annotation (Isoform 3: Q9P2W1-3,
aa residues 1–125 are missing). Finally, there are also two previously known examples of
human proteins ADAR1 and DAI, where, in both cases, ∆N isoforms exist (which result in
missing Zα domain). Regarding protein ADAR1, its short isoform ADAR1p110 is consti-
tutively expressed and located in the nucleus, whereas the long isoform ADAR1p150 is
interferon-inducible and undergoes shuffling between the cytoplasm and nucleus [94,95].
Both of these isoforms share a Zβ domain (which may not have Z-DNA-binding ability [60]
and its function is still unknown [96]), A-to-I deaminase domain, three double-stranded
RNA-binding domains, but the long P150 isoform has an extra Z-DNA/RNA-binding
domain at its N-terminus [97].

All eukaryotic proteins found have at least theoretical possibility to be localised both
in the cytoplasm and cell nucleus, as was checked in a literature search and using nuclear
localisation signal prediction within primary amino acid sequences of these proteins (cNLS
Mapper webserver, accessed from http://nls-mapper.iab.keio.ac.jp/cgi-bin/NLS_Mapper_
form.cgi, (accessed on 11 November 2021)) [98] (Supplementary Material S3). It is worth
mentioning that the overall amino acid composition of these fourteen proteins identified
shows similar significant enrichments (isoleucine, lysine, aspartic acid) and depletion
(cysteine) as observed previously by us [99].

2.3. Representative Molecular Docking of RPA2 Region Structurally Similar to Zα Domain and
Z-DNA/Z-RNA

We carried out representative molecular docking (using theHDOCK web server [100],
further details in Materials and Methods section) of the human RPA2 putative Z-DNA/Z-
RNA binding domain to Z-DNA (Figure 5A) and Z-RNA (Figure 5B). RPA2 was selected
for its important molecular function in DNA replication and the cellular response to
DNA damage. Results of this analysis revealed key amino acid residues involved in Z-
DNA and/or Z-RNA binding. In both cases, tyrosine at position 256 (considering the
whole RPA2 protein) was involved, suggesting its critical role in interaction with left-
handed nucleic acids. In both cases, alpha-helix 3 and two subsequent beta-sheets seem
to play pivotal roles in Z-DNA/Z-RNA recognition. These results are in congruence with
previous experimental models of known Zα domains interacting with Z-DNA/Z-RNA,
where the tyrosine, lysine, asparagine and serine amino acid residues played key roles
in interaction [21,52,101,102]. The dockings of the remaining 13 possible Z-DNA/Z-RNA
binding proteins are enclosed in Supplementary Material S4 (10 best docking poses for all
protein/nucleic acid combinations). The inspection of the best docking poses revealed that
it in general follows the rules described above. Carrying out a detailed molecular dynamic
study would be beneficial in subsequent research to shed more light on the stability of
these complexes.
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Figure 5. Representative molecular docking of human RPA2 Zα structural homolog to Z-DNA
(A) and Z-RNA (B). Protein alpha helices are in red, beta-strands in green, coiled-coil regions in
azure. Highlighting of Z-DNA/Z-RNA follows classic NDB colouring (guanines in green, cytosines
in yellow).

2.4. Functional Enrichment and Interaction Network of Human Z-DNA/Z-RNA Binding Proteins

Finally, we aimed to better illustrate the possible functional interconnection between
previously known human proteins ADAR and ZBP1, together with newly predicted hu-
man Z-DNA/Z-RNA binding proteins. We have constructed a STRING interaction net-
work [103] made from two previously known human Z-DNA/Z-RNA binding proteins
and five newly identified possible human Z-DNA/Z-RNA binding proteins containing
structural similarity to the Zα domain. Additionally, the 50 closest interacting proteins
were added via STRING (first shell of interactors) to better show possible pathways in-
volving Z-DNA/Z-RNA binding and vice versa (Figure 6). This analysis has shown that
newly identified possible Z-DNA/Z-RNA proteins (in humans) are quite distinct from
two previously known human Z-DNA/Z-RNA interacting proteins ADAR and ZBP1
(blue cluster). Specifically, proteins RPA2 and HOP2 (syn. PSMC3IP) are both important
members of the Meiotic Strand Invasion curated pathway [104] (azure cluster). POLR3F,
the human homolog of mouse Rpc34, is interacting mainly with other subunits of RNA
polymerase III complex, which is composed of 17 subunits and its structure was solved
last year [105]. Interestingly, causative polymerase III mutations have been described in
patients with hypersensitivity to viral infection [106,107]. The cluster containing human
Cullin 1 protein (yellow) and a cluster containing ANAPC2 protein (red) are very tightly
interconnected through functional interactions and involved in various cell cycle processes,
including the proteasome-mediated ubiquitin-dependent protein catabolic process, the
anaphase-promoting complex-dependent catabolic process, or activation of the innate
immune response [108]. These results (Figure 6) reflect the current state of knowledge
and do not consider the putative Z-DNA/Z-RNA binding function of proteins POLR3F,
RPA2, HOP2/PSMC3IP, CUL1 and ANAPC2, which was first proposed in this manuscript.
Once these proteins are validated as bona fide Z-DNA/Z-RNA binding in vitro (and their
annotations are actualised within the STRING database), they will probably form a strong
functional network by themselves (based on their Z-DNA/Z-RNA annotations).
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Figure 6. STRING interaction network of newly identified human possible Z-DNA/Z-RNA binding
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binding proteins (ZBP1 and ADAR), and also with 50 first shell interactors. Clustering was made
using MCL inflation parameter (3), the resulting five clusters are highlighted in distinct colours. Line
thickness indicates the strength of data support and edges between different clusters are dotted.

3. Materials and Methods
3.1. Collection of Experimentally-Validated Z-DNA/RNA Binding Protein Structures

A systematic review of existing literature sources deposited in the Web of Science (https://
clarivate.com/webofsciencegroup/solutions/web-of-science/, (accessed on 18 August 2021)),
NCBI PubMed (https://pubmed.ncbi.nlm.nih.gov/, (accessed on 18 August 2021)), or
Google Scholar (https://scholar.google.com/, (accessed on 18 August 2021)) databases was
done to identify all up-to-date known Z-DNA/RNA binding proteins containing at least
one Zα or Zβ domain. The resulting list of these proteins can be found in Table 1. Where
available, the information about experimentally solved 3D structures was gathered as well.

3.2. Structure-Based Similarity Searches

Structure-based similarity searches were performed using the PDBeFold and RUPEE
web servers [64], accessed from https://www.ebi.ac.uk/msd-srv/ssm/cgi-bin/ssmserver,
(accessed on 10 September 2021), and from https://ayoubresearch.com/, (accessed on
21 October 2021). As a query, the experimentally-resolved structure of the Zα domain
was used (PDB: 3f21, chain:A). PDBeFold was used to structurally compare the query Zα
domain to all known experimentally-resolved structures in PDB, and RUPEE was used to
query against all AlphaFold2 models. Parameters were left to be Default using PDBeFold,
except for the “precision”, which was changed from “normal” to “high”. Three settings
were used for the RUPEE search: “Full-Length” (finding exact length matches of the query
protein in the database protein), “Contains” (finding query protein inside database protein),
and “Contained-In” options (small protein motif detection in query protein). The hits

92



Int. J. Mol. Sci. 2022, 23, 768

resulting from the “Full-Length”, “Contained-In”, and “Contains” modes using RUPEE
were combined to identify the total list of putative unique proteins.

3.3. Structure Visualisation and Contacts/Clashes Depicting

All protein structures were visualised and graphically pre-processed in a standalone
version of the UCSF Chimera Tool [109]. Prediction of contact amino acid residues was
carried out using the Chimera function “Find clashes/contacts” with the following param-
eters: “VDW overlap” ≥ 0.4 angstroms; “subtractions of 0.4 from overlap for potentially
H-bonding pairs”; “Ignoring contacts of pairs 2 or fewer bonds apart”.

3.4. Structural Alignment Construction

Structural alignments of newly described Z-DNA/RNA binding proteins were done
using Chimera structural analyses toolbox [110], particularly MatchMaker program was
used with the following parameters: “Reference structure”: 3f21; “Structures to match”:
14 newly predicted proteins; “Chain pairing”: Best aligning pair of chains between ref-
erence and match structures; “Alignment algorithm”: Needleman-Wunsch; “Matrix”:
BLOSUM-62; “Gap opening penalty”: 12; “Gap extension penalty”: 1; “Include secondary
structure score”: 50%; “Compute secondary structure assignments“: yes; “Iterate by prun-
ing long atom pairs until no pair exceeds”: 2.0 angstroms; “After superposition, compute
structure-based multiple sequence alignment”: yes; “Create alignment from superposition”:
choose all 15 protein structures; “Residue-residue distance cutoff”: 5.0 angstroms; “Residue
aligned in column if within cutoff of”: at least one other; “Allow for circular permutation”:
no; “Iterate superposition/alignment”: no.

3.5. Docking to Z-DNA/RNA

Docking of the putative RPA2 Zα domain (PDB: 4ou0:A) to Z-DNA (PDB: 4HIF) [111]
and Z-RNA (PDB: 1T4X) [112] was done using HDOCK webserver (http://hdock.phys.hust.
edu.cn/, (accessed on 30 December 2021)) [100] with default parameters. Protein structures
were always submitted as a “receptor”, and Z-DNA structure as a “ligand”. The same
procedure was repeated for the rest of the 14 possible Z-DNA/Z-RNA binding proteins.
The resulting docking poses (best 10) are enclosed in Supplementary Material S4. The
resulting models are sorted according to their HDOCK docking energy scores (“model 1”
has the best energy score). Finally, the docking results were manually validated with respect
to the existing literature, where main contact residues were determined (see Section 2.3 in
Results and Discussion section).

3.6. Functional Enrichment Analysis

Functional enrichment analysis of 14 predicted Z-DNA/RNA binding proteins was
done as follows: at first, homologous proteins were found in Homo sapiens, where avail-
able, and structural conservation of desired “Zα-like” fold was visually checked using
AlphaFold prediction [59]. Secondly, five human proteins with conserved “Zα-like”
fold (identified in this study) were uploaded to STRING webserver together with previ-
ously known Z-DNA/RNA binding proteins (https://string-db.org/cgi/input?sessionId=
bVBUeCTKWYuE&input_page_show_search=on, (accessed on 12 December 2021)) [103]
and 50 closest interacting proteins were automatically added via STRING (first shell of
interactors).

4. Conclusions

Our analysis detected the Zα domain structural homologs in fourteen proteins that
have not yet been described as Z-DNA/Z-RNA recognising proteins. These suggest that Z-
DNA/Z-RNA recognition is more common and important in living systems than previously
thought. Functional pathways interactions of the newly characterised proteins with a Zα
domain indicate their involvement in innate immunity and other important molecular and
biological pathways. These results also highlight the utility of structure-based similarity
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searches to elucidate the structure-function relationship of uncharacterised proteins or
protein domains. Further experimental validation is required to determine the extent to
which these proteins may bind to Z-DNA/Z-RNA.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/ijms23020768/s1, S1: RUPEE search through the whole AlphaFold
database for proteins containing structural similarity to Zα domain; S2: AlphaFold structures of
predicted human Z-DNA/Z-RNA proteins with highlighted Zα domains; S3: Nuclear localisation
signals in newly described Z-DNA/Z-RNA binding proteins; S4: Top 10 docking poses for all possible
Z-DNA/Z-RNA proteins and selected Z-DNA (PDB: 4HIF) and Z-RNA (PDB: 4HIF) structures.
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Abstract: Cruciforms occur when inverted repeat sequences in double-stranded DNA adopt intra-
strand hairpins on opposing strands. Biophysical and molecular studies of these structures confirm
their characterization as four-way junctions and have demonstrated that several factors influence
their stability, including overall chromatin structure and DNA supercoiling. Here, we review our
understanding of processes that influence the formation and stability of cruciforms in genomes,
covering the range of sequences shown to have biological significance. It is challenging to accurately
sequence repetitive DNA sequences, but recent advances in sequencing methods have deepened
understanding about the amounts of inverted repeats in genomes from all forms of life. We highlight
that, in the majority of genomes, inverted repeats are present in higher numbers than is expected
from a random occurrence. It is, therefore, becoming clear that inverted repeats play important
roles in regulating many aspects of DNA metabolism, including replication, gene expression, and
recombination. Cruciforms are targets for many architectural and regulatory proteins, including
topoisomerases, p53, Rif1, and others. Notably, some of these proteins can induce the formation of
cruciform structures when they bind to DNA. Inverted repeat sequences also influence the evolution
of genomes, and growing evidence highlights their significance in several human diseases, suggesting
that the inverted repeat sequences and/or DNA cruciforms could be useful therapeutic targets in
some cases.

Keywords: cruciform; DNA base sequence; DNA structure; DNA supercoiling; epigenetics; genome
stability; inverted repeat; replication; transcription

1. Introduction

The wealth of DNA sequence information provided by genome sequencing projects
has brought new insights into the primary sequences of genomes and also about possible
sequence-dependent local secondary structures [1]. The primary base sequence alone is
insufficient to decipher all principles that support basic molecular processes and those
that maintain genomic and cellular stability. Inevitably, in-depth knowledge of epigenetic
modifications and the local and global DNA structure is crucial for a full understanding of
these processes. DNA molecules typically form two-stranded, right-handed helical B-form
structures, which maximize the thermodynamic stability of the molecule [2]. However,
a range of alternative (non-B) structures can also occur in DNA, and these are usually
characterized by the occurrence of single-stranded regions (loops) and/or sites of disrupted
base pair stacking (junctions between continuous B-form DNA and the alternative struc-
ture) [3]. Any disruption of stacking interactions or hydrogen bonds in base pairs alters
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the thermodynamic stability of the molecule, but non-B DNA structures can be favourable
for some sequences under some environmental (and cellular) conditions. Although they
were initially considered as in vitro artefacts, several local secondary DNA structures are
now well characterized and confirmed to form in living cells under physiologically rel-
evant conditions [4–6]. These sequence-dependent conformational changes give rise to
triplexes [7,8], G-quadruplexes [5,9], i-motifs [10], R-loops [8,11], four-way junctions [12],
and cruciforms [13–15]. The latter is formed in DNA molecules containing inverted repeat
sequences, either uninterrupted or interspaced with several additional bases forming loops.
Thus, cruciform structures consist of branch-points, stems, and loops (Figure 1A) [15]. The
thermodynamic stability of cruciforms is influenced by their size, with stable cruciforms
usually requiring the inverted repeat to be at least six bases in length (for the stem, or one
half of the repeat). Cruciforms can also arise from imperfect inverted repeats, meaning that
unpaired bases occur within the stems of the cruciform, although this means such structures
are energetically disfavoured compared to the fully base-paired structure [15,16]. In addi-
tion to inverted repeat unit size and unpaired bases, the length of the loop is also a critical
factor influencing the stability of such structures (Figure 1B). Analyses of inverted repeats
in various genomes have shown they have a non-random distribution and a functional
association with regulatory sites, including promoters [17,18].

Figure 1. Inverted repeat sequences can form different types of double-stranded conformations.
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(A) Transition of inverted repeat in a linear conformation to a double hairpin, cruciform state. For the
sequence indicated, the cruciform structure consists of four branchpoints and two 7 bp-long stems,
each with 4 nt loops. (B) Decisive factors for the resulting thermodynamic stability and genomic
occurrence of cruciform structures are: (1) stem size indicated in blue; (2) loop length indicated in
purple; (3) possible mismatches in base pairing indicated in red. The arrows at the top and bottom of
part (B) highlight the relative stability and occurrence of the represented cruciforms, with the larger
and darker part of the arrows indicating those that are most stable and are most likely to occur in
genomes. For all schematic molecules, the arrow indicates the 3′-end of the DNA strand.

Inverted repeats and cruciforms have been found in all forms of life and appear to
share similar functions and properties in many of them [3,6,17–21]. Inverted repeats are
found in bacteria, eukaryotes, archaea, and viruses in higher amounts than would be
expected from a random distribution of bases in both coding and non-coding regions, with
a more pronounced frequency in non-coding regions. The frequency of inverted repeats in
all organisms decreases with increasing length, but in most cases, the relative difference
between expected and actual numbers tends to be higher for longer repeats [18]. As we
describe in detail below, in all organisms, the presence of inverted repeats contributes to
reduced genomic stability, primarily through the induction of inversions and the formation
of hairpins and four-way junctions, which induce the stalling of polymerases and the
generation of double-strand breaks. Cruciform conservation across all domains is, thus, a
likely result of their involvement in essential molecular processes, such as opening of the
DNA double helix during replication, transcription, and DNA damage repair [15].

2. Biophysical and Molecular Characterization of Cruciforms

The formation of cruciforms during the expression of genes was first postulated more
than 50 years ago [22]. Their presence and function was subsequently studied both in vitro
and in vivo, mostly for those located in plasmid DNAs from bacteria and yeasts [15]. The
formation of cruciform structures requires the double-stranded helix of DNA to be opened,
an energetically unfavourable process. A wide range of chemical and molecular probes
have characterized properties that influence this process [6,23], with computer modelling
methods helping to interpret experimental data [24]. Biophysical and molecular studies
have clearly demonstrated that cruciforms are stable for some DNA molecules in vitro,
but the situation has been less clear in vivo, mainly due to difficulties with studying the
DNA structure inside cells. To assay for cruciform structures in cells, a range of probes
of DNA structure have been used, including various factors that attack single-stranded
regions of DNA, including psoralen and UV light cross-linking [6,25,26]. In some cases,
the experiments cause the death of the cells, leading to studies being referred to as in
situ to highlight that the cells are under physiological conditions, but may no longer
be “living” [27]. Using Escherichia coli as a model, experiments have shown that large
inverted repeats can be detected in cruciforms under some conditions, but sometimes at
relatively low proportions of the total DNA [6]. Direct visualization of cruciforms in cells
was attempted with a monoclonal antibody (2D3) shown to recognize cruciforms, but
not heteroduplex slipped-stranded DNA containing a hairpin on one strand only [6,27].
Immunoprecipitation using this antibody revealed the presence of cruciform-containing
DNA at a yeast replication origin, although it is unclear whether it specifically binds
cruciforms or a panel of slipped-stranded DNA molecules [6,28]. Many methods continue to
be used to study cruciform structures and their formation, from broad bioinformatic studies
and electrophoretic in vitro assays to in vivo visualization by specific antibody interaction
and single-molecule-level analyses [29–31]. Indeed, single-molecule manipulation of DNAs
allowed cruciform formation, dynamics, and removal to be studied in real-time [32,33], as
well as to reveal the mechanochemical properties of cruciform structure and cooperativity
between opposing stem–loop structures [34].

In recent years, advances have been especially striking in high-resolution analyses
of non-B DNA structures either as the nucleic acid alone or in combination with proteins.
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In the context of this review, significant progress has been made in studies of four-way
junctions, which are equivalent to the central part of cruciform structures—see Figure 1.
Four-way junctions (often referred to as Holliday junctions) are critical intermediates in
many DNA recombination and repair pathways [35], but it is important to recognize that
such structures are usually formed by DNA molecules that do not contain inverted re-
peat sequences. A range of structural studies demonstrate that four-way junctions adopt
different structures depending on the ionic environment and other factors [35,36]. X-ray
crystallography and nuclear magnetic resonance (NMR) analyses of several DNA inverted
repeat sequences confirm that they adopt the “stacked-X structure” in the absence of pro-
teins, in which duplexes coaxially stack on each other. In thermodynamic terms, this type
of structure has the most favourable energetics when monovalent or divalent cations are
available to counteract the repelling interactions that occur between the negatively charged
backbones, although cations are not an absolute requirement for the formation of stable
cruciform structures. Figure 2 shows several views of a DNA inverted repeat structure
determined at 2.10 Å for the sequence 5′-CCGGTACCGG-3′ [37], and similar structures
have been observed for a variety of other inverted repeats [36]. The DNA forms a four-way
junction in a “stacked-X” conformation (Figure 2). Two strands are “continuous” and are
closest to a B-DNA conformation, while the other two strands make a tight U-turn and cross
at the junction. The stacked-X structure is seen clearly in Figure 2A,B. For this complex, a
Na+ ion at its centre reduces electrostatic repulsion as the phosphodiester backbones come
close to each other at the junction crossover (Figure 2C). Note that when the stacked-X
structure is viewed from one face, Na+ is relatively protected by the DNA backbones,
but it is relatively accessible to the local environment from the opposite side. Molecular
dynamics simulation of a decamer inverted repeat as a four-way junction confirms its
twofold symmetry and that temperature and its structural integrity are preserved by a
range of other parameters (i.e., the presence of ions, solvents, etc.) [38]. Epigenetic markers
on DNA, such as hydroxymethyl and methyl substituents, can be accommodated without
disrupting the structure or stability of the cruciform, although they open the structure to
make the junction core more accessible [36]. The binding of proteins—usually enzymes—
to four-way junctions can alter their conformation, although they can have dramatically
different effects [36,39–41]. High-resolution structures that are currently available for these
altered conformations of four-way DNA junctions with proteins bound are usually for
sequences that are not inverted repeats. It is expected that DNA cruciforms formed by
inverted repeats will have similar flexibility when proteins bind to them, but this still has
to be verified by high-resolution structures.

Figure 2. Cont.
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Figure 2. High-resolution structure of a cruciform (four-way junction) formed by an inverted repeat
DNA sequence. Images show the X-ray crystallographic structure determined at 2.10 Å for DNA
with the sequence 5′-CCGGTACCGG-3′ (1DCW) [37]. The DNA alone forms a four-way junction
in a stacked-X conformation, in which duplexes coaxially stack, with each pair of stacked duplexes
related by +30◦ to +60◦ (right-handed) rotation. The continuous (least distorted relative to B-DNA)
strands are coloured as green and red, while those of the crossing strands (making a tight U-turn)
are coloured blue and cyan. In each panel, the images show the structure visualised via different
axes viewpoints as indicated by the coloured squares. (A) The upper image provides a schematic
view of the molecule, the distinct strands (in different colours), and their sequences, with arrows
indicating the 3′-ends of the DNA strands. The lower image presents the high-resolution structure of
1DCW, illustrating its arrangement of base pairs. (B) The upper image views the structure down the
helix axis of one pair of stacked duplexes, while the lower image views it from a rotational shift of
approximately 90◦. (C) The images zoom in on the central part of the structure (dashed bracketed
region in (B)) to highlight the electrostatic interactions, particularly close to the Na+ ion at its centre.
The lower image views the same face of the dyad axis shown in (B), and the upper image shows the
opposite face of the axis, viewed from a rotational shift of approximately 180◦.

3. Presence of Inverted Repeats in Genomes

The various experimental methods referred to above have provided abundant evidence
for the presence of inverted repeats in genomes across all forms of life [6,42]. Since the start
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of the 21st Century, the evidence has improved due to dramatic advances in sequencing
technologies and bioinformatic analyses identifying genome sequences for many different
organisms. Notably, it has been challenging to accurately sequence genomic regions that
are rich in repeated bases for various reasons, but potentially including the presence
of thermodynamically stable secondary structures [43]. Recent advances in sequencing
methods mean that such problems can now usually be resolved, even for the human
genome [44,45]. Here, we summarize the deepening understanding about the amounts of
inverted repeats across all forms of life.

3.1. Viruses

Inverted repeats are found in higher numbers in many viral genomes than is expected
from a random occurrence of bases [46]. This is true for many different types of viruses, but
we illustrate this using Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2)
and adeno-associated viruses (AAV), which have single-stranded RNA and DNA genomes,
respectively. Using the SARS-CoV-2 virus genome as an example, a total of 1203 inverted
repeats with stems of 6-13 bp in length were identified. The average frequency of their
occurrence was 40.24 inverted repeats per 1000 nt, whereas it was 33.90 for the entire
Nidovirales family to which SARS-CoV-2 belongs [42]. Recurrent mutations were shown
to occur within inverted repeats with a higher frequency than would be expected from a
random distribution of them [47,48]. Furthermore, an abundance of inverted repeats was
found within 5′ untranslated regions of the Nidovirales family (Figure 3) [42]. In a different
virus, AAV, terminal inverted repeats of 125 bases can form T-shaped hairpin structures by
base-paring of two small internal inverted repeat sequences and large flanking inverted
repeat sequences [49]. This terminal inverted repeat of AAV was determined as the binding
site for several transcriptional transactivators and was shown to facilitate recombination of
the viral genome with the cellular genome.

Figure 3. The occurrence of inverted repeat sequences in gene features as determined by bioinfor-
matic analyses. An idealised gene and its regulatory sequences are shown, with UTR referring to
“untranslated regions”. A relative abundance (+) or depletion (−) of inverted repeats in the indicated
genomes is highlighted above and below the idealised gene, respectively. For E. coli and S. cerevisiae,
inverted repeats with a stem length from 5 bp and a spacer length up to 8 bp were considered [50,51],
while for H. sapiens and viruses from the Nidovirales order, inverted repeats with the stem length from
6–30 bp and spacer length up to 10 bp were taken into account [18,42].

3.2. Prokaryotes

Early evidence for the presence of inverted repeats and cruciforms in genomes was ob-
tained from studies across a range of bacteria, with a particular focus on E. coli [6]. Because
bacterial DNA is often circular, it easily results in a negative supercoiled conformation [52],
which can be an important factor in the formation of cruciforms. In the E. coli genome,
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short inverted repeats with arm lengths from 5 bp up to 20 bp are abundant in both coding
and non-coding regions [19]. On average, there are nine inverted repeats per non-coding
region, although a small proportion of regions contain the majority of the inverted repeats.
The average arm length of the inverted repeats is approximately 6 bp, suggesting the
sequences can form stable cruciforms. When comparing the genome with other proteobac-
teria, a significant number of identical inverted repeats are observed, providing evidence
for evolutionary conservation [19]. Another study of genome sequences [53] performed
similar analyses on 37 genomes of various prokaryotes, namely archaea, chlamydiales,
firmicutes, proteobacteria, and others. For all bacteria, inverted repeats were found more
frequently in non-coding regions. In almost all bacterial species examined, inverted repeats
were found in genomes at a significantly higher frequency than the randomly generated
sequences. Notably, only in two species, Deinococcus radiodurans and Synechocystis sp., were
the observed number of inverted repeats statistically significantly lower than predicted by
Markovian models of DNA sequences, although the reasons for the differences in these
genomes are unclear. In archaea, the frequencies were higher than expected for five of eight
species that were studied, but even in the five species that were higher, the difference was
relatively small compared to that seen for bacteria. Mapping of the occurrence of inverted
repeats in the E. coli genome [50] found that sequences with the potential to form cruciforms
are enriched near stop codons and are part of terminators—and thus probably serve in the
Rho-independent termination of transcription (Figure 3). Inverted repeats are also enriched
within promoters, 5′-untranslated regions (UTRs), and in regions ~25–45 bp encompassing
the start codon. It was also found that the small region ~5bp before the start codon has a
statistically significant depletion of inverted repeats compared to 50 randomized genomes.
Explanations for this observation could be that such a depletion prevents the formation
of hairpin structures on the corresponding mRNA strands and also prevents disruption
of the Shine Dalgarno sequence, both of which could negatively impact the initiation
of translation.

For organisms that had complete genome sequences in 2020, about 36% of all bacteria
and 75% of archaea have a prokaryotic immune system known as CRISPR/Cas [54]. CRISPR
is an acronym for segments of clustered regularly interspaced short palindromic repeats,
while Cas is the name of a group of proteins that associate with these regions. As the name
implies, this system consists of sequences of inverted repeats, which are preceded by a
leader sequence that is rich in adenine and thymine, and new spacers are integrated in
its vicinity [55]. The nucleases Cas1 and Cas2 are the only Cas proteins that occur in all
CRISPR/Cas systems, and both nucleases require a negatively supercoiled conformation
to integrate new intervening sequences [56,57]. In vitro, the Cas1-Cas2 complex is able to
integrate the new intervening sequence outside the CRISPR locus; however, the integration
is non-random. In studying the specificity of integration of new intervening sequences,
it was found that in the absence of the CRISPR locus, integration occurred preferentially
in the vicinity of inverted repeats capable of forming cruciforms [56]. The CRISPR/Cas
methodology is gaining widespread use across all organisms, but the potential impact of
cruciforms on its implementation requires further analyses.

3.3. Eukaryotes

In eukaryotes, inverted repeats occur frequently in nuclear DNA and also in mitochon-
drial and plastid DNA, usually in even higher numbers than in nuclear DNA [20,21,58]. For
example, in Saccharomyces cerevisiae, inverted repeats in mitochondrial DNA are 45-times
more frequent than in its chromosomal DNA [17]. Correspondingly, inverted repeats
have been demonstrated to impact evolution in mitochondria and in other genome con-
texts [59,60]. An overlay with annotated features revealed a statistically significant de-
ficiency of inverted repeats in regions 20 bp downstream of the start codon [51]. In a
similar way to examples already discussed for E. coli [50], inverted repeats in S. cerevisiae
are enriched in the region ~ 30–60 bp downstream of the start codon and in close vicinity of
positions corresponding to the ends of the mRNA (Figure 3) [51]. Whereas inverted repeats

105



Int. J. Mol. Sci. 2022, 23, 6171

in E. coli are parts of intrinsic terminators and are GC-rich, inverted repeats in S. cerevisiae
are parts of the polyA signal and are AT-rich. Therefore, inverted repeats in both organisms
appear to play roles in transcription termination, although the sequences of the repeats are
not preserved [50,51].

The effort to complete the sequence of the human genome is now successfully fin-
ished [61], with two chromosomes (8 and X) fully assembled already in 2021 [62,63]. Regions
in chromosomes 8 and X that were uncharacterized in the current reference human genome
assembly GRCh38 are now resolved and reveal a previous strong underestimation of the
frequency of repeat tracts [64,65]. The difference of inverted repeat frequency between
the two assemblies of chromosome 8 increases with the length of the inverted repeat,
with up to twice as many for inverted repeats with an arm length of 30 bp [64]. When
examining inverted repeats in promoters of the human genome [18], it was found that their
frequency depends on the length of the repeat and its distance from the transcription start
site. Shorter inverted repeats (6–11 bases for the size of the stem) are found primarily near
the transcription start site, while longer repeats (14 bases and above for the size of the stem)
are more frequent in regions that are at least 500 bp upstream from the transcription start
site. In general, inverted repeats in the human genome are abundant upstream from the
transcription start site, while downstream (in the direction of transcription), their presence
is rarer (Figure 3). Some evidence suggests DNA is negatively supercoiled upstream of
RNA polymerase [66], which will facilitate DNA strand separation and increase the likeli-
hood that inverted repeats could form cruciforms [67]. The increased incidence of inverted
repeats upstream of the transcription site would be consistent with these repeat sequences
being involved in organizing and controlling promoter activities whether or not they form
cruciforms [18,68]. It is also likely that the inverted repeats or potential cruciforms may
impact differently on different transcription factors, as evidenced by promoters of genes
involved in inflammatory, tumour, and developmental processes containing relatively high
levels of inverted repeats, whereas promoters of metabolic-related genes contain lower
levels of inverted repeats [18].

4. A Range of Proteins Interact with Cruciforms

Inverted repeats and cruciforms are targets for binding by many architectural and
regulatory proteins. While many proteins have only weak sequence specificity, they are
able to bind strongly to non-B-DNA structures, such as cruciforms [15]. Additionally,
some proteins induce or stabilize cruciforms after binding to the nucleic acid. Cruciform
binding proteins have been shown to have roles in chromatin remodelling, replication, and
transcription regulation. Table 1 highlights the names and sources of proteins confirmed to
interact with cruciforms, and details about the impact of some of these interactions have
been discussed previously [15]. More recent findings in relation to the involvement of these
interactions across the full range of cellular processes are described below.

Table 1. Proteins involved in interactions with cruciform structures. TF = transcription factor,
chromatin AP = chromatin-associated protein. Adapted from [15]. * If no reference is listed for an
entry, see [15] for further details.

Protein Source Function Reference *

14-3-3 Eukaryotes Replication, DNA repair, TF [69]
A22 Coccinia virus Junction-resolving enzyme
AF10 H. sapiens TF
Bmh1, homolog of 14-3-3 S. cerevisiae Replication, DNA repair, TF
BRCA1 Mammals Chromatin AP, DNA repair, TF [70]
Cas1, Cas2 Archaea, Bacteria Endonuclease, defence response to virus [56,57]
Cce1 Yeast Junction-resolving enzyme [71]
Crp-1 S. cerevisiae DNA repair [72]
DEK Mammals Chromatin AP, replication, DNA repair [73,74]
DNA-PK Eukaryotes DNA repair
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Table 1. Cont.

Protein Source Function Reference *

Dps E. coli DNA repair, stress response [75–77]
Endonuclease I Phage T7 Junction-resolving enzyme [78]
Endonuclease VII Phage T4 Junction-resolving enzyme
Estrogen receptor Mammals TF
GEN1 Vertebrates Junction-resolving enzyme [79]
GF14, homolog of 14-3-3 Plants Replication, stress response
Helicases all Replication [80,81]
Hjc, Hje Archaea Junction-resolving enzymes
HMG protein family all Chromatin AP, DNA repair, TF
Hop1 S. cerevisiae DNA Repair
HU E. coli Replication [82]
IFI16 H. sapiens Viral DNA recognition [83,84]
Integrases all Junction-resolving enzyme
MLH1-MLH3 Vertebrates Junction-resolving enzyme [85]
MLL (leukaemia) H. sapiens Replication
MSH2 Mammals Junction-resolving enzyme [86]
Mus81-Eme1 Eukaryotes Junction-resolving enzyme
Mus81-Mms4 S. cerevisiae Junction-resolving enzyme [72,87]
MutH Eukaryotes Junction-resolving enzyme
p53 H. sapiens and others DNA repair, TF [88]
p73 H. sapiens and others DNA repair, TF [89]
PARP-1 H. sapiens and others DNA repair, TF [90]
Rad51 Eukaryotes Chromatin AP [91]
Rad52-Rad59 Eukaryotes Chromatin AP [91]
Rad54 Eukaryotes Chromatin AP [91]
RecU G+ bacteria Junction-resolving enzyme
RepC Bacteria Replication [92]
Rif1 Mammals DNA repair, TF [93,94]
Rmi-1 Yeast DNA repair, TF
RusA E. coli Junction-resolving enzyme
RuvC E. coli Junction-resolving enzyme
S16 E. coli Replication
SbcCD E. coli Junction-resolving enzyme [95]
Smc S. cerevisiae DNA repair, TF
Topoisomerase I Eukaryotes Chromatin AP
Topoisomerase II Eukaryotes Chromatin AP [96]
TRF2 H. sapiens Junction-resolving enzyme
Vlf-1 Baculoviruses Replication
WRN(Werner syndrome) H. sapiens Replication
XPF, XPG protein families Eukaryotes Junction-resolving enzyme [97]
Ydc2 S. pombe Junction-resolving enzyme
Yen1, homolog of GEN1 S. cerevisiae Junction-resolving enzyme [98]

Cruciform formation is enabled by DNA negative supercoiling, which is unevenly
spread through genomes and is tightly regulated, mainly by topoisomerases (TOPs) [15].
In eukaryotes, TOP1 relaxes DNA supercoiling generated by transcription, replication, and
chromatin remodelling through the introduction of a single-strand break, and it binds to
Holliday junctions, whereas TOP2 changes the DNA topology and is capable of generating
transient DNA double-strand breaks [99]. TOP2 has been shown to recognize and cleave
cruciform structures [15]. TOP2 and a member of the HMG family, chromatin-stabilizing
protein Hmo1, preserve negative supercoiling at gene boundaries and are suggested to
instigate the formation of cruciforms, thus directing TOP1 and RNA polymerase II to
coding regions [96].

Inverted repeats located in the promoter regions of genes are preferentially bound
by many transcription factors (Table 1), such as PARP-1, BRCA1, ER, and p53 [15,70,90].
The tumour suppressor protein p53 is critical for protection against many human cancers.
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Most tumorigenic p53 mutations occur in its central domain, which binds to specific DNA
sequences, referred to as response elements. Such response elements with a propensity to
form cruciforms are favoured for binding by p53 both in vitro and in vivo [14,100]. The
protein p73 is a member of the p53 family and has essential functions in several signaling
pathways involved in development, differentiation, DNA damage responses, and cancer.
Like its p53 homolog, p73 shows a preference for binding to its target sequence in cruciform
structures [89]. Yeast-based assays revealed that p73-mediated transactivation correlated
with the relative propensity of a response element to form a cruciform [89].

Another protein showing a preference for binding to DNA cruciforms is interferon-
inducible protein 16 (IFI16), a sensor of foreign DNA in human cells. Upon DNA recog-
nition, the protein oligomerizes, forms a filament, and triggers an innate immune re-
sponse [101]. Besides its role in the immune response, IFI16 represses the transcription of
viral genes [102]. IFI16 showed a preference for binding to negatively supercoiled plasmid
over linear DNA in vitro, stabilizing local DNA structures such as cruciforms and quadru-
plexes [83]. Importantly, the binding pattern varies dependent on secondary structures
in the DNA: with linear DNA, the protein interacts cooperatively, leading to non-specific
filamentous aggregates of a higher molecular weight being formed, but in the presence
of cruciforms, the protein binds to DNA selectively, forming more compact globular com-
plexes [83,84]. The functional role of the different binding patterns remains unclear, but
provides a possible explanation for the distinct roles of IFI16 in antiviral defence.

Cruciforms have also been demonstrated to influence various aspects of DNA replica-
tion. A range of studies confirmed cruciform formation in the origins of replication in bacte-
ria, yeast, and mammalian cells [15,103]. Furthermore, several proteins involved in replica-
tion bind to cruciform structures, such as S16, MLL, WRN, and 14-3-3 (Table 1). Replication
initiator protein C (RepC), which is encoded by the pT181 plasmid of Staphylococcus aureus,
binds to a specific DNA sequence, which is able to form a cruciform and creates a nick that
allows replication to begin [104]. It is proposed that cruciforms are formed passively due
to the natural supercoiling of DNA, but their formation is necessary for RepC cleavage of
DNA [92]. Rap1-interacting factor 1 (Rif1) is a mammalian protein involved in regulating
the timing of DNA replication, mediating the repair of double-stranded DNA breaks, and
replication fork restart [93]. The C-terminal region CII of RIF1 is critical for replication
fork protection, and recent structural analyses identified that it preferentially binds cruci-
form structures [93,94]. Rif1 accumulates on stalled replication forks and possibly protects
reversed forks, which could involve cruciform structures in vivo.

Cruciforms also influence other aspects of replication. Cruciforms formed ahead of
a replication fork could stop their movement, which would temporarily stop replication.
Such problems can be resolved by the formation of reversed replication forks at the four-
way junctions, followed by homologous recombination and branch migration in order to
restart replication [105]. Since cruciforms share structural similarity with Holliday junctions,
cruciform-binding proteins are likely to be involved in these (or related) processes. For
example, AT-rich cruciform cleavage is mediated by the Holliday junction resolvase GEN-1
in human cells [79,106], with GEN1 splitting the cruciform diagonally, creating two hairpins
healed by DNA ligases [79]. The tips of these hairpins are then cleaved by Artemis proteins
and joined by non-homologous end joining. The resulting heteroduplexes are repaired by
proteins associated with mismatch repair (MMR), for which the template would normally
be selected according to the strand where the nick is not ligated. Since, however, both
strands are fully ligated, the template is chosen randomly and may result in translocation
between two palindromic AT-rich repeats at different chromosomal locations that do not
share a complete sequence homology. The involvement of other resolvases in this type
of process, such as Mus81 in human cells, was rejected [79]. However, in S. cerevisiae,
Mus81-Mms4 was able to process recombination intermediates that arose during the repair
of stalled replication forks and double-stranded breaks after being stimulated by Crp1, a
protein that specifically binds to DNA four-way junctions [72,107].
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Notably, long inverted repeats with an arm length of more than 150–200 nucleotides
and with a spacer between the repeats being shorter than 50–60 nucleotides are almost im-
possible to clone into E. coli, mainly due to the action of SbcCD endonuclease/exonuclease,
which can cleave hairpin structures, leading to DNA double-strand breaks [95,108]. It was
confirmed that such long inverted repeats are converted to cruciform DNA before they
encounter the replication fork, creating SbcCD-sensitive hairpin structures on both leading
and lagging strands that transiently impede replication fork movement [109].

Another example of a protein able to bind to cruciforms is DNA-binding protein from
starved cells (Dps), which is produced in stationary-phase E. coli cells on a large scale,
reaching 85,000–180,000 molecules per cell. The main role of Dps is to protect cells from
oxidative stress, UV- and γ-radiation, and metal ion toxicity, which it does via its ferroxidase
activity [75]. Dps also regulates transcription by competing for binding sites with other
transcription factors [76]. Dps protein binding to DNA does not depend on sequence, but a
non-random distribution of Dps binding sites was observed with significant correlation
with inverted repeats, suggesting the protein may interact with specific structures in
DNA [76,77].

5. Inverted Repeats and Cruciforms as Potential Therapeutics in Human Disease

Evidence presented so far clearly demonstrates that cruciforms can form within DNA
molecules in cells and that proteins bind to them, but the physiological significance of these
observations remains unclear, particularly for human cells. However, a recent analysis of
1000 human genomes estimated that the probability of occurrence of pathology-associated
single-nucleotide polymorphism variants is 14-times higher in inverted repeats than in
other genome sites [110], and their role has been shown in germline mutagenesis with impli-
cations for evolution and genetic diseases [111]. Single-nucleotide polymorphism variants
in inverted repeats have been linked with many human neuronal disorders, mental retarda-
tion, and various cancers. Moreover, when amplified genomic regions are determined for
various cancer types [112], short palindromes are observed to facilitate these processes and
lead to cancer progression [113]. Due to the presence of inverted repeats in multiple parts
of genomes that are associated with regulatory functions, cruciforms are likely to be in-
volved in several basic biological processes with physiological and pathological importance
(Figure 4).

Figure 4. Cellular processes influenced by cruciform structures.

A range of local DNA structures are suggested as good therapeutic targets for human
disease [9,114]. Considering that cruciforms formed by inverted repeats are hotspots of
DNA breakpoints and for mutations with various pathologies [27,48], the detailed knowl-
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edge presented within this review provides an important background for their use as
therapeutic targets. Incomplete assemblies of genomes present significant problems in that
sequences with good potential to form local DNA structures are often not characterized
properly, and until recently, many repeat tracts have not been identified because sequenc-
ing technologies have not been able to cope with them [64]. Fortunately, contemporary
sequencing technologies allow the complete assembly of even very complex genomes,
including the human genome [63]. As described above, recent data of complete human
chromosomes identified inverted repeats in the human genome that had previously not
been seen [64]. The improved understanding of the widespread nature of these regulatory
sequences will make it possible to judge more accurately whether their targeting is feasible
for specific human diseases.

The range of structures that can be adopted within DNA have important impacts
on genome integrity and genome plasticity. Thus, it is not surprising that cruciforms
(and four-way junctions) play critical roles in the maintenance of genomic stability, with
a concomitant impact on essential cellular processes [15,115]. For example, this is ob-
served directly through their identification as hotspots of genomic rearrangements [115].
Molecular mechanisms have been inferred for how these types of structures mediate such
rearrangements in the human genome [116], such as by Holliday junction resolvases me-
diating chromosomal translocations, as discussed above. Inverted repeats are frequently
found at fragile sites in the genome that are prone to chromosome breakage, as shown
for the fragile site FRA16D, where a variable-length AT repeat forms a cruciform that
stalls replication [117]. The relative position and size of inverted repeats is also important
in relation to their effects on genome stability. These parameters impact translocation
frequency, with an inverted repeat arm size of up to 100 bp correlating with translocation
breakpoints in human cancer genomes [97]. The involvement of structure-specific nucleases
on the fragility of inverted repeats also depends on the distance between them and their
transcriptional status [87]. The association of several human diseases with mutations of
DNA helicases has also suggested possible roles for cruciforms in the diseases [118]. Al-
though cruciforms may be important for basic biological processes, if they are not resolved
by helicases, their presence could lead to transcription stop or delay and to chromosome
breakage during replication. Dysfunction of these helicases can lead to various diseases, for
example Werner’s syndrome, which is associated with mutations in the WRN helicase [119].
Inverted repeats also play a key role in the transposition and reorganization of transposable
elements as demonstrated in several disease models, for example in Williams–Beuren
syndrome, where insertions and deletions are associated with genomic regions that have
an abundant number of inverted repeats [120].

Cruciforms are already used for various applications in medicine. For example,
a cruciform DNA nanostructure is used for targeted delivery of doxorubicin to can-
cer cells [121] and was used to treat colon cancer [122]. It has also been demonstrated
that cruciforms in gene promoters impact transcription upon oxidative modification of
2’-Deoxyguanosine [123]. The association of cruciforms with the regulation of transcrip-
tion [90], as discussed above, opens other therapeutic windows where the specific lev-
els of gene expression are influenced by the their presence and stability in promoter
regions. An important tool allowing such approaches is the monoclonal antibody with
specificity to the cruciform structure, although up to now, this has only been used for
research purposes [28,69,124]. Currently, there are no small molecules that specifically
recognize cruciforms, but it is likely that compounds will soon be designed that impact
cruciform–protein interactions.

6. Conclusions

DNA molecules that contain inverted repeat sequences are able to adopt fully base-
paired “linear” conformations and cruciforms that contain several unpaired regions. The
structures of cruciforms (and four-way junctions) have been best characterized in vitro,
including in complexes with proteins from prokaryotes and eukaryotes that bind to hairpins
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and four-way junctions. The structure of the cruciform influences the thermodynamic
stability of the DNA, and paired regions of at least 6 bp are usually required to offset
the energetically unfavourable folding of the junction and loop regions. In recent years,
significant advances have been made in identifying high-resolution analyses of unusual
DNA structures, either as the nucleic acid alone or in combination with proteins. A range of
structural studies has demonstrated that cruciforms and four-way junctions adopt different
structures depending on the ionic environment and other factors, including whether or not
proteins are interacting with them. High-resolution structures that are currently available
for four-way DNA junctions are usually for sequences that are not inverted repeats, but it
is expected that structures formed by inverted repeats will have similar flexibility, although
this still has to be verified by high-resolution structures. It will be useful to confirm at
high resolution whether proteins bind to the junction, stem, or loops, or whether this
is protein-dependent.

Detailed studies of many organisms have identified that inverted repeats are widespread
in natural genomes. Indeed, in most cases, they are found at higher levels than expected if
these were present at just random frequencies. This suggests that these types of sequences
and/or their structures have functions in cells. In most eukaryotes, inverted repeats occur
in higher amounts near promoters and transcriptional terminators, whereas in prokaryotes,
they occur more frequently close to terminators. Both observations suggest these sequences
and/or their cruciform structures have roles in regulating transcription. A similar increase
in the amount of inverted repeats occurs near the origins of replication in eukaryotes,
suggesting that the proteins involved in the initiation of replication may bind to these
sequences and/or the structures within them.

The presence of inverted repeats can have negative effects on genome stability, and
they have been shown to promote mutations and are, thus, an important driver of evolu-
tion. When examined in relation to human diseases, such as a range of cancers, genetic
rearrangements are often abundant and complex, meaning it can be difficult to unravel the
events that start and then lead to a certain genotype. Clearly, amplifications of inverted
repeats have important impacts on the mechanisms involved in carcinogenesis, but their
exact roles in diseases remain unclear; those that exist in the human genome could have a
much greater role in initiating recombination events than is currently appreciated.

Although inverted repeats have been the subject of many studies over the last 50 years,
their distribution has recently become an increased focus of research due to developments
in sequencing and computer software. It is now clear that inverted repeats are conserved
and not randomly distributed in genomes, suggesting that they play important roles in
nucleic acid metabolism. In the future, advances with in vitro and in vivo methods will
allow experimental examination of the predictions from bioinformatics analyses, facilitating
thorough investigations into the effects of cruciforms on cellular processes, providing a
deeper understanding of the resulting effects on human disease.

Author Contributions: Conceptualization, R.P.B. and V.B.; formal data and literature analysis, N.B.
and V.B.; writing—original draft preparation, review and editing, R.P.B., N.B. and V.B. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by The Czech Science Foundation (No. 22-21903S) to V.B.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

111



Int. J. Mol. Sci. 2022, 23, 6171

References
1. Sato, M.P.; Ogura, Y.; Nakamura, K.; Nishida, R.; Gotoh, Y.; Hayashi, M.; Hisatsune, J.; Sugai, M.; Takehiko, I.; Hayashi, T.

Comparison of the Sequencing Bias of Currently Available Library Preparation Kits for Illumina Sequencing of Bacterial Genomes
and Metagenomes. DNA Res. 2019, 26, 391–398. [CrossRef] [PubMed]

2. Oprzeska-Zingrebe, E.A.; Meyer, S.; Roloff, A.; Kunte, H.-J.; Smiatek, J. Influence of Compatible Solute Ectoine on Distinct DNA
Structures: Thermodynamic Insights into Molecular Binding Mechanisms and Destabilization Effects. Phys. Chem. Chem. Phys.
2018, 20, 25861–25874. [CrossRef] [PubMed]

3. Brazda, V.; Fojta, M.; Bowater, R.P. Structures and Stability of Simple DNA Repeats from Bacteria. Biochem. J. 2020, 477, 325–339.
[CrossRef] [PubMed]

4. Summers, P.A.; Lewis, B.W.; Gonzalez-Garcia, J.; Porreca, R.M.; Lim, A.H.M.; Cadinu, P.; Martin-Pintado, N.; Mann, D.J.; Edel,
J.B.; Vannier, J.B.; et al. Visualising G-Quadruplex DNA Dynamics in Live Cells by Fluorescence Lifetime Imaging Microscopy.
Nat. Commun. 2021, 12, 162. [CrossRef]
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Abstract: The Coronavirus Disease 2019 (COVID-19) pandemic has become a global health emergency
with no effective medical treatment and with incipient vaccines. It is caused by a new positive-
sense RNA virus called severe acute respiratory syndrome-related coronavirus 2 (SARS-CoV-2).
G-quadruplexes (G4s) are nucleic acid secondary structures involved in the control of a variety of
biological processes including viral replication. Using several G4 prediction tools, we identified
highly putative G4 sequences (PQSs) within the positive-sense (+gRNA) and negative-sense (−gRNA)
RNA strands of SARS-CoV-2 conserved in related betacoronaviruses. By using multiple biophysical
techniques, we confirmed the formation of two G4s in the +gRNA and provide the first evidence
of G4 formation by two PQSs in the −gRNA of SARS-CoV-2. Finally, biophysical and molecular
approaches were used to demonstrate for the first time that CNBP, the main human cellular protein
bound to SARS-CoV-2 RNA genome, binds and promotes the unfolding of G4s formed by both
strands of SARS-CoV-2 RNA genome. Our results suggest that G4s found in SARS-CoV-2 RNA
genome and its negative-sense replicative intermediates, as well as the cellular proteins that interact
with them, are relevant factors for viral genes expression and replication cycle, and may constitute
interesting targets for antiviral drugs development.

Keywords: COVID-19; SARS-CoV-2; coronavirus; G-quadruplex; CNBP

1. Introduction

By the end of 2019, an unexpected outbreak of a new severe acute respiratory syn-
drome (SARS) termed by the World Health Organization (WHO) as Coronavirus Disease
2019 (COVID-19) emerged in Wuhan (China) [1]. The cause was infection by a highly
contagious new SARS-related coronavirus named SARS-CoV-2 [2], which rapidly spread
around the world. On 11 March 2020, WHO declared COVID-19 a “pandemic” condition.
In one year, the global number of confirmed infections was nearly 90 million and the death
toll over 1.9 millon, which is spread over more than 200 countries and with repetitive
and constantly increasing waves of contagion (https://covid19.who.int/, accessed on
14 January 2021). Despite the enormous efforts of the medical and scientific community
and the pharmaceutical industry, so far no clearly effective pharmacological treatments
have been found for treating SARS-CoV-2 infection and disease, and the first immuniza-
tions with vaccines developed in record times are beginning. Therefore, there is urgency
for the development of specific drugs and novel treatments.

SARS-CoV-2 is a betacoronavirus genus of the Coronaviridae family, and is one of the
seven types of the Coronaviridae family of viruses which could infect humans. Four of them,
two alphacoronaviruses (HCoV-229E and HCoV-NL63) and two betacoronaviruses (HCoV-
HKU1 and HCoV-OC43), are common around the world and cause mild diseases [3]. The
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other three human betacoronaviruses are more recent, causing severe acute respiratory
outbreaks. SARS-CoV emerged in 2002 and 2003 in Guangdong province (China) [4]. The
Middle East Respiratory Syndrome Coronavirus (MERS-CoV) was identified in Saudi
Arabia in 2012 [5], and in 2019 SARS-CoV-2 caused the COVID-19 pandemic. SARS-CoV
and MERS-CoV originated from bats, and it appears to be so for SARS-CoV-2 as well, which
shows fairly close relatedness with three bat-derived coronaviruses, bat-SL-CoVZC45 and
bat-SL-CoVZXC21 [6], as well as RaTG13 [1]. SARS-CoV is the most genetically related
to SARS-CoV-2 among human coronaviruses [6], sharing a high nucleotide sequence
identity (79.7%). However, the replication rate of SARS-CoV-2 is higher than that of SARS-
CoV [7]. All these viruses are enveloped viruses with positive-sense single-stranded RNA
genomes of about 30 kb in length and have similar structures, genomic organizations,
and replicative cycles [3,8]. Upon infection of a host cell, the positive-sense RNA genome
(+gRNA) is released and ready to be translated by the protein synthesis machinery of the
infected host cell to express a set of viral proteins crucial for viral replication [9]. Both,
replication of the viral genome and transcription of positive-sense subgenomic RNAs
(+sgRNAs) involve the synthesis of negative-strand RNA genome (−gRNA) and negative-
strand subgenomic RNAs (−sgRNAs) intermediates [10]. As other RNA viruses, SARS-
CoV-2 is dependent on effectively engaging host cell factors such as regulators of RNA
stability, processing, localization, and translation to facilitate replication and production
of new viral particles [11]. On the other hand, the infected host cell must detect the
pathogen and activate appropriate innate immune response pathways to restrict virus
infection [11]. Recent comprehensive studies have begun to identify expression changes or
modifications in the host cell transcriptome [12,13] and proteome [14–16] as well as cellular
proteins interacting with viral proteins [17,18] and with viral genome [19], as approaches
to identify cellular pathways relevant for viral infection and replication. However, a more
detailed understanding of the molecular mechanisms and interactions occurring during
SARS-CoV-2 infection is required to design efficient therapeutic strategies.

Viral RNA genomes have some intrinsic characteristics that favor or obstruct the viral
genome expression and replication. For instance, the folding of specific regions of the
genomic RNA molecule into stable secondary structures may act as specific hallmarks for
the attachment of cellular or viral RNA processing machinery, but may also be roadblocks
for viral RNA metabolism [20]. Among these structures, G-quadruplexes (G4s) are stable
four-stranded structures formed in G-rich DNA or RNA sequences that can be formed by
the folding on itself of a single-stranded molecule [21]. The structure is characterized by the
stacking of two or more planar arranges of four G nucleobases (called G-tetrads) stabilized
by lateral Hoogsteen-type hydrogen bonds and by the coordination of monovalent cations,
mainly K+ (Figure 1a). These structures may occur in putative G-quadruplex sequences
(PQSs) presenting at least four contiguous tracts of two or more guanine nucleotides
interspersed with short nucleotide sequences forming the G4 loops. Depending on the
relative orientation of the G-tracts, G4s may be parallel (with four G-tracts in the same
relative orientation), antiparallel (with two G-tracts in opposite orientation in respect
to the other two), or hybrid (with one G-tract in opposite orientation in respect to the
other three). G4s have received extensive attention during the last two decades due to
their involvement in the regulation of cellular processes such as transcription, replication,
translation, and telomere maintenance and the development of specific G4 ligands with
promising anticancer effects [21].
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Figure 1. Identification and selection of PQSs in the genomes of SARS-CoV-2 and other members 
of the Coronaviridae family. (a) Cartoon representing the formation of G4s. Left: G-tetrads are 
formed by the planar arrange of four G nucleobases stabilized by lateral Hoogsteen-type hydrogen 
bonds. The stacking of two or more tetrads and the coordination of K+ form the G4 structure. De-
pending on the relative orientation of the G-tracts, G4s may be parallel, antiparallel, or hybrid. 
Right: G4 formation by the folding on itself of a G-rich RNA strand with at least four contiguous 
G-tracts interspersed with short nucleotide loops. The formation of a parallel G4 is represented. 
(b) Schematic summary of the bioinformatic workflow conducted for PQSs identification and se-
lection in the positive- and negative-sense RNA genomes of SARS-CoV-2, RaTG13, bat-SL-
CoVZC45, bat-SL-CoVZXC21, SARS-CoV, and MERS-CoV. (c) Schematic representation of the 
location of the selected PQSs in the analyzed genomes. The organization of the coding regions for 
the main viral proteins are represented for each virus: ORF1a (open-reading frame 1a), ORF1b 
(open-reading frame 1b), S (spike), E (envelope), M (membrane) and N (nucleocapsid), black rec-
tangle represents transcription-regulatory sequences (TRS) in the 5′ untranslated region (UTR). 
PQSs found in the positive-sense strand are represented above the genome while PQSs found on 

Figure 1. Identification and selection of PQSs in the genomes of SARS-CoV-2 and other members of the Coronaviridae family.
(a) Cartoon representing the formation of G4s. Left: G-tetrads are formed by the planar arrange of four G nucleobases
stabilized by lateral Hoogsteen-type hydrogen bonds. The stacking of two or more tetrads and the coordination of K+ form
the G4 structure. Depending on the relative orientation of the G-tracts, G4s may be parallel, antiparallel, or hybrid. Right:
G4 formation by the folding on itself of a G-rich RNA strand with at least four contiguous G-tracts interspersed with short
nucleotide loops. The formation of a parallel G4 is represented. (b) Schematic summary of the bioinformatic workflow
conducted for PQSs identification and selection in the positive- and negative-sense RNA genomes of SARS-CoV-2, RaTG13,
bat-SL-CoVZC45, bat-SL-CoVZXC21, SARS-CoV, and MERS-CoV. (c) Schematic representation of the location of the selected
PQSs in the analyzed genomes. The organization of the coding regions for the main viral proteins are represented for each
virus: ORF1a (open-reading frame 1a), ORF1b (open-reading frame 1b), S (spike), E (envelope), M (membrane) and N
(nucleocapsid), black rectangle represents transcription-regulatory sequences (TRS) in the 5′ untranslated region (UTR).
PQSs found in the positive-sense strand are represented above the genome while PQSs found on the negative-sense strand
represented below the genome. PQSs are represented with the following color code: PQSs with high probability to form
G4 (red), PQSs with medium probability to form G4 (orange) and PQSs with low probability to form G4 (yellow). PQSs
that present significantly high cGcC scores (>150) are highlighted using thick edges. PQSs conserved in position and
sequence are indicated with solid green line boxes (for positive-sense strand) and solid blue line boxes (for negative-sense
strand). Dashed lines indicate PQSs conserved in position that were not selected due to lack of sequence conservation, to
conservation in less than four genomes or to not overpassing the selection criterion.
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Besides in human beings, G4s are widespread across nucleic acids of all the taxonomic
phyla [22] including Bacteria [23], Archaea [24], and viruses [25,26]. Critical roles for viral
G4s have been described in human viruses, including immunodeficiency virus (HIV),
herpes simplex virus (HSV), Epstein-Barr virus (EBV), human papillomavirus (HPV),
hepatitis B virus (HBV), Nipah virus, hepatitis C virus (HCV), Zika virus, and Ebola
virus [27–29], and some G4-specific compounds have shown powerful antiviral activity by
targeting G4 structures [28,29]. Very recent reports have initiated the search for G4s in the
genomes of human coronaviruses, including SARS-CoV-2 [30–36]. Beyond the prediction
of PQSs, some works have demonstrated the formation of a few G4s in vitro by PQSs found
in the +gRNA [30,34–36] and one of them was demonstrated to be formed within cultured
human cells and controls the translation efficiency of the nucleocapsid N protein [35,36].

Here, we have used a novel G4 prediction pipeline for the identification of the PQSs
with high probability of G4 formation within the +gRNA and −gRNA of SARS-CoV-2
and related betacoronaviruses. We also performed a predictive analysis of the putative
consequence of natural nucleotide variations reported for SARS-CoV-2 on the probability
of G4 formation in the selected PQSs, showing that some synonymous mutations may
alter G4 formation with putative consequences in their regulatory functions. Then, using
multiple biophysical techniques, we confirmed the formation of two G4s in the +gRNA
and provide the first evidence of G4 formation by two PQSs in the −gRNA of SARS-CoV-2.
Finally, we performed biophysical and molecular approaches to demonstrate for the first
time that cellular nucleic acid binding protein (CNBP), the main cellular protein bound to
SARS-CoV-2 RNA genome in infected human cells [19], binds and promotes the unfolding
of G4s formed by both +gRNA and −gRNA of SARS-CoV-2. Our results suggest that
G4s found in SARS-CoV-2 +gRNA and −gRNA, and the cellular proteins that interact
with them, are important elements for viral replication cycle and may be novel targets for
developing antiviral drugs against COVID-19.

2. Results and Discussion
2.1. G4 Prediction and Selection in the SARS-CoV-2 Positive and Negative Genome

During the COVID-19 pandemic, mainly along the last half of 2020, several works ana-
lyzed the SARS-CoV-2 RNA genome to seek PQSs. All of them analyzed the +gRNA [30–36],
while a few made a superficial overview of PQSs on the −gRNA [32,33,36]. Although
−gRNA and −sgRNAs are minority in respect of their positive-sense RNA counterparts
and represent only about 1% of viral RNA [9,10], negative-sense RNAs are key intermedi-
ates functioning as templates for +gRNA replication and +sgRNAs transcription. These
processes are mediated by the replicase-transcriptase complex (RTC) formed by several
non-structural proteins (nsps) [9,10]. Consequently, −gRNA and −sgRNAs may contain
G4s with putative regulative functions on these processes. In addition, most of the previous
PQSs analyses on SARS-CoV-2 genome have used different bioinformatics prediction tools,
some of them designed for DNA-G4, and a variety of criteria for selecting the best PQS can-
didates, mainly including higher prediction scores [30–36] combined with lower potential
thermodynamic stability of secondary structures competitive with G4s [32], uniqueness
in SARS-CoV-2 and conservation among variants of SARS-CoV-2 [34], and conservation
among human coronaviruses [36]. Although there is divergence in G4 prediction tools
and selection criteria, none of the predictions have found PQSs with four tracts of three
consecutive guanines (with the potential of forming three-tetrads G4s), and have only
found PQSs with four tracts of two consecutive guanines (with the potential of forming
two-tetrads G4s). Although two-tetrads G4s are less stable than the three-tetrads G4s,
especially in vivo, it is known that the RNA G4s are more stable than their DNA counter-
parts [37] and several emerging studies have demonstrated the formation of two-tetrads
G4s in viral sequences [38–44].

Here, we have performed a predictive analysis of PQSs on the +gRNA and −gRNA
sequences from three coronaviruses that infect humans and cause the most severe health
consequences: the SARS-CoV-2, SARS-CoV (or SARS-CoV-1), and MERS-CoV. We also
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included genomes from three bat coronaviruses probably related to SARS-CoV-2 origin:
bat-SL-CoVZC45 and bat-SL-CoVZXC21 [6], as well as RaTG13, which presents a closer phy-
logenetic relationship with SARS-CoV-2 [1]. First, we downloaded the +gRNA sequences
of the analyzed viruses and obtained for each one the respective reverse complement
sequence for −gRNA analysis. Then, we performed an initial analysis of the PQSs found in
the +gRNA and−gRNA obtained by using Quadruplex forming G-Rich Sequences (QGRS)
Mapper online prediction software [45] for the identification of canonical two-tetrads PQSs
(with four two-guanine tracts) and loops of extended lengths (from 1 to 15 nucleotides),
i.e., G2+N1–15G2+N1–15G2+N1–15G2+. The retrieved PQSs were then analyzed using two
additional predictors: PQSfinder Web and G4RNA screener. PQSfinder Web [46] is an
algorithm that supports DNA and RNA sequences but was validated primarily on DNA
sequences and has been trained with G4-seq data. G4RNA screener [47] is a web algorithm
that identifies regions in RNA sequences prone to fold into G4 based on three scoring
systems: cGcC (Consecutive G over consecutive C ratio) [48], G4H (G4Hunter) [49], and
G4NN (G4 Neural Network) [50]. Results from this analysis are detailed in Supplemen-
tary Table S1 (for +gRNA, each virus in a different tab) and Supplementary Table S2 (for
−gRNA, each virus in a different tab). Based on the scores obtained using the five G4
predictors, we defined the following selection criterion: PQSs that were found with QGRS
Mapper and which scores for the other four predictors were over the defined threshold for
each predictor were classified with high probability to form G4 (highlighted in red), those
PQSs that were found with QGRS Mapper and which scores for at least three of other four
predictors were over the defined threshold for each predictor with at least one of those
scores significantly high were classified with medium probability to form G4 (highlighted
in orange), and those PQSs that were found with QGRS Mapper and which scores for at
least three of other four predictors were over the defined threshold for each predictor with
none of those scores significantly high were classified with low probability to form G4
(highlighted in yellow). In addition, we highlighted those PQSs that present significantly
high cGcC scores (marked with thick edges), although some of them did not fulfill the
selection criterion. A summary of the bioinformatic workflow is presented in Figure 1b,
while a summary of the numbers of this analysis is represented in Table 1 and a schematic
location of the selected PQSs on the explored viral genomes is shown in Figure 1c.

Our results show that PQSs predicted by QGRS Mapper are scattered along the
genomes of the five analyzed viruses showing 29 to 49 PQSs in the +gRNA and 16 to
38 PQSs in the −gRNA (Table 1). SARS-CoV-2 and RaTG13 present an intermediate
number of PQSs in both strands, with 37 PQSs in the +gRNA and 19 PQSs in the−gRNA of
SARS-CoV-2 while 20 PQSs in the −gRNA of RaTG13. SARS-CoV is the one that displays
the highest amount of initial PQSs predicted for the +gRNA followed by MERS-CoV and
SARS-CoV-2, while bat-SL-CoVZC45 and bat-SL-CoVZXC21 show the lowest amount of
initial PQSs predicted in the +gRNA. A similar order is observed for the number of initial
PQSs predicted for the −gRNA, except for the fact that MERS-CoV presents the higher
number of initial PQSs followed by SARS-CoV, SARS-CoV-2 and RaTG13, while bat-SL-
CoVZC45 and bat-SL-CoVZXC21 again show the lowest amount of initial PQSs predicted
in the −gRNA. The numbers of PQSs predicted by QGRS Mapper partially correlate with
genomes G content, being the genomes of SARS-CoV and MERS-CoV which show the
highest G% in both + and −gRNA and are the ones that present the highest numbers of
PQSs, while the genomes of bat-SL-CoVZC45 and bat-SL-CoVZXC21 show the lowest G%
in both + and−gRNA and are the ones that present the lowest numbers of PQSs. Curiously,
SARS-CoV-2 and RaTG13 show the lowest G% in both + and −gRNA, but even so shows
higher numbers of PQSs than the genomes of bat-SL-CoVZC45 and bat-SL-CoVZXC21,
probably indicating that SARS-CoV-2 and RaTG13 may have gained PQSs during their
evolution from the putative common ancestor shared with bat-SL-CoVZC45 and bat-SL-
CoVZXC21. In agreement with this, the lower number of PQSs and lower G% found in
SARS-CoV-2 compared to SARS-CoV may be related to the fact that SARS-CoV-2 replicates
faster than SARS-CoV because G4 structures may represent an obstacle for viral proteins
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translation and RNA dependent RNA synthesis [36]. Noteworthy, the numbers of selected
PQSs by our criterion using several predictors show a clear difference from the numbers
of initial PQSs predicted by QGRS Mapper. SARS-CoV-2 presents the lowest number
of selected PQSs in the +gRNA (only ≈8% of the PQSs originally predicted), probably
indicating a negative selection of PQSs capable of forming stable G4s in this virus. This is in
agreement with the previously reported data indicating that SARS-CoV-2 displays general
PQSs poverty when compared to the virus realm, its PQS density being in the lower end
of results from the Coronaviridae family, which itself is in the lower end of the (+) ssRNA
Group IV [34] and the PQS frequency in SARS-CoV-2 is significantly lower than expected
from its base composition [33]. On the contrary, the SARS-CoV-2 −gRNA presents the
highest percentage of selected PQSs from the initially predicted PQSs by QGRS Mapper
(≈26%), and a similar tendency is observed for bat-SL-CoVZC45, bat-SL-CoVZXC21, and
MERS-CoV, while a lower percentage is observed for RaTG13 and SARS-CoV. This may
indicate a positive selection of PQSs capable of forming stable G4s in the −gRNA of
SARS-CoV-2 with potential regulatory functions in replication/transcription. This fact
may be the consequence that −gRNA and −sgRNAs are not templates for translation
and their evolution may not be constrained by the negative effect of the G4s on viral
proteins translation.

Table 1. Numbers of found and selected PQSs for +gRNA and −gRNA of the analyzed viruses.

Betacoronavirus
Genome

Accession
Number

% G

Number
of PQSs
in QGRS
Mapper

Selected PQSs
% of Selected
over Predicted

PQSs

Low
Probabil-

ity to
Form G4

Medium
Probability
to Form G4

High
Probabil-

ity to
Form G4

Total

+gRNA

SARS-CoV-2 NC_045512.2 19.6 37 1 1 1 3 8.1

RaTG13 MN996532.2 19.6 37 1 2 1 4 10.8

Bat-SL-
CoVZXC21 MG772934.1 20.1 32 2 2 4 8 25.0

Bat-SL-CoVZC45 MG772933.1 20.2 29 1 1 3 5 17.2

SARS-CoV NC_004718.3 20.8 49 2 2 2 6 12.2

MERS-CoV NC_019843.3 20.9 40 3 1 2 6 15.0

−gRNA

SARS-CoV-2 NC_045512.2 18.4 19 - 3 2 5 26.3

RaTG13 MN996532.2 18.4 20 - 1 3 4 20.0

Bat-SL-
CoVZXC21 MG772934.1 18.7 18 2 2 - 4 22.2

Bat-SL-CoVZC45 MG772933.1 18.7 16 2 2 - 4 25.0

SARS-CoV NC_004718.3 20.0 29 2 - 3 5 17.2

MERS-CoV NC_019843.3 20.3 38 2 2 5 9 23.7

Visual analysis of the location of the selected PQSs on the explored viral genomes
(Figure 1c) shows that SARS-CoV-2 and bat coronaviruses display a higher PQS density in
the genome region coding for the nsps (encoded by ORF1ab) and lower PQS density in
the genome region coding for the structural proteins. Based on the location of the selected
PQSs, we identified six of them (three from the +gRNA and three from the −gRNA)
that are conserved in position in at least four viral genomes and analyzed their sequence
conservation (Supplementary Figure S1). From the six selected PQSs conserved in position,
five of them (three from the +gRNA and two from the −gRNA) show very high sequence
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conservation among SARS-CoV-2 and bat coronaviruses (>88% except for +28,880 PQS
of RaTG13) and lower identity % with SARS-CoV and MERS-CoV (when they had PQSs
conserved in position), while one selected PQS conserved in position from the −gRNA
is neither conserved among SARS-CoV-2 and bat coronaviruses nor with SARS-CoV and
MERS-CoV. It is noticeable that one of the PQSs that presented significantly high cGcC
scores but did not fulfill our selection criterion (position +13,385 in SARS-CoV-2 +gRNA,
see Supplementary Table S1) is conserved in position and sequence among the six viral
genomes studied (Figure 1c and Supplementary Figure S1) and has been previously shown
to fold in vitro as G4 [30,35]. Interestingly, this PQS is located very near (≈80 nucleotides
upstream) the slippery sequence that causes the ribosomal frameshift that controls the
transition from the translation of the ORF1a to the translation of the ORF1ab, making it
an attractive PQS forming a G4 with putative function in the regulation of this process
together with the pseudoknot structure already described [51].

In this work, we focused the following experimental studies on the SARS-CoV-2 PQSs
highly conserved among the explored virus genomes. Conservation in PQSs candidates is a
trace of maintenance through natural selection and indicates that selected PQSs may be rel-
evant elements for the biological fitness of these viruses, beyond SARS-CoV-2 and extended
to those viruses that share the conserved PQSs. Table 2 shows the main characteristics
of the five selected PQSs with conserved positions and sequences among at least four of
the explored coronaviruses. All of the selected PQSs had been previously predicted using
different strategies and predictors, and for those in the +gRNA (+644, +3467 and +28,903)
there are experimental evidences of G4 formation. However, until now, no experimental
analysis of G4 formation has been performed for PQSs predicted in the −gRNA.

Table 2. Information of selected SARS-CoV-2 PQSs.

PQS
Name Genome Length Sequence

Prediction Scores
Reference of

Previous
Prediction

Reference of
Experimental

Evidence of G4
Formation

G4RNA Screener QGRS
Mapper

PQS
FindercGcC G4H G4NN

+644 ORF1ab
nsp1 20
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Finally, we performed an analysis of variations within these PQSs using GISAID
database (https://www.gisaid.org/, accessed on 2 January 2021) [52]. Table 2 shows
the reported variations and highlights those that may lead to impede PQSs and those
that produce G tracts extension (and probably higher propensity to form stable G4s).
Supplementary Table S3 contains further information about the GISAID mutations found
in the selected PQSs, including frequency, codon, protein, amino acid change, and scores
for the PQSs predictors used in this work. Of note, all the analyzed nucleotidic changes
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show very low frequencies (<1%) and most of them (28/48) disrupt G-tracts and may
lead to impede PQSs or reduce PQSs scores, while only 8/46 produce G-tracts extension
and may increase PQSs scores, the other 10/46 changes being those that do not disturb
G-tracts and may be neutral for PQSs (although some of them present variations in scores
which may lead to G4 stabilization or destabilizations). The PQS that showed the higher
number of variations is +28,903, mainly of the G4-disruptive type (16/20) and none of
the G4-stabilizing type. Interestingly, all the G4-stabilizing variations are synonymous
or silent mutations with no consequence in the encoded amino acids, while most of
the G4-disruptive variations are not synonymous (missense or frameshift) mutations
producing changes in the encoded amino acids (27/28). Considering that single-nucleotide
and short variations in PQSs may affect G4s formation or stability with consequences in
transcriptional [53–55] and translational [56–58] control, it would be important to analyze
the mutations occurring within PQSs not only for their effects on encoded proteins, but
also for the putative effects in G4-regulated processes.

On the other hand, non-conserved PQSs that are unique for a particular virus may
also play a central role in the ability of the virus to adapt to new environmental challenges
and infect and replicate in novel hosts. This could be the case of SARS-CoV-2 PQSs of
the −gRNA in positions −25,003 (which is unique for this virus) and −13,134 (which is
only conserved in RaTG13 genome, Figure 1c and Supplementary Figure S1c) or the one
in position −19,865, whose sequence is not fully conserved (except in RaTG13 genome,
which shows a higher conservation but the PQS in this position did not fulfill our selection
criterion, Figure 1c and Supplementary Figure S1b). None of these PQSs were selected for
further study in this work, but they remain as interesting candidates to study SARS-CoV-2
specific G4s.

Although many of the identified PQSs were previously described by other approaches,
our selection criterion has highlighted some new PQSs, mainly those in the −gRNA, as
interesting candidates to perform experimental studies.

2.2. Confirmation That the Selected PQSs Fold In Vitro as G4

The five selected PQSs were further studied in their capability to form G4 structures
in vitro using synthetic RNA oligoribonucleotides for four different spectroscopic ap-
proaches: Circular Dichroism (CD) Spectroscopy (Figure 2a and Supplementary Figure S2),
1D 1H Nuclear Magnetic Resonance (NMR) (Figure 2b), Thermal Difference Spectroscopy
(TDS) (Supplementary Figure S3), and Thioflavin T (ThT) fluorescence (Supplementary
Figure S4).

For PQSs +3467 and −23,877, CD spectra have the typical pattern of peaks associated
with parallel G4 structure, showing an increase of a positive peak around 263 nm and a
negative peak around 240 nm in response to the presence of increasing K+ concentrations
(Figure 2a). K+ is considered the main intracellular G4-stabilizing cation [59] and the
CD positive peaks of these two PQSs easily reached the maximum intensity with K+

concentrations above 10 mM. The characteristic G4 spectra were not observed in the
presence of Li+, which plays a neutral role in G4 folding and stability [59]. CD melting
curves (Supplementary Figure S2b,e) showed that these G4s are stable structures with
estimated Tm of 58.5 ◦C (for PQSs +3467) and 51.6 ◦C (for PQS −23,877) and high values
of ∆G, indicative of high stabilities for two-tetrads G4s. In addition, 1D 1H NMR showed
defined signals around 11–12 ppm (Figure 2b), confirming the presence of Hoogsteen
bonds and G4 structures. In agreement with the former results, TDS spectra showed the
typical G4 signature with two positive peaks around 243 and 273 nm and a negative peak
at 295 nm (Supplementary Figure S3), and ThT fluorescence assays showed that these
folded PQSs notably enhance ThT fluorescence above 30-fold for +3467 and above 50-fold
for −23,877 (Supplementary Figure S4). In coincidence, the prediction of the secondary
structures of these PQSs by RNAfold predicts the G4 structures (at 20 ◦C) and NUPACK
and RNAfold software do not predict stable secondary structures that may compete with
G4 formation (Supplementary Table S4).
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Figure 2. Evidence by CD and NMR spectroscopy of the in vitro G4 structures formed by the selected
PQSs. (a) CD spectra were obtained for each RNA sequence (named by the PQS position) folded
in the absence and in the presence of increasing K+ concentrations, or in the presence of Li+ at the
highest concentration used for K+. Concentrations are indicated for each plot. (b) 1D 1H NMR
spectra obtained for each RNA sequence (named by the PQS position) folded in the presence of K+

at the highest concentration used for CD. RNA sequence for each PQS are represented above NMR
spectra, and guanine nucleotides predicted to participate in the G4 formation are indicated in bold
and underlined.
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In the case of PQSs +644 and −13,963, CD spectra also showed the peaks associated
with parallel G4s, but with a milder increase in the positive peak with the increase of K+,
which was not observed with Li+ (Figure 2a). For these two PQSs, high K+ concentrations
(up to 200 mM) were needed so as to observe a clear G4 spectra, probably indicating that
these G4s are less stable or less prone to fold. CD melting (Supplementary Figure S2a,d)
showed that these G4s are less stable than PQSs +3467 and −23,877, showing estimated Tm
of 52 ◦C (for PQS +644) and 48.5 ◦C (for PQS −13,963) and ∆G values slightly lower than
those for PQSs +3467 and −23,877. 1D 1H NMR also showed G4 signatures but signals
were less intense than those for +3467 and −23,877 (Figure 2b), suggesting that there is a
less amount of G4 probably due to lower stabilities and loose global conformation. TDS
spectra showed the typical G4 signatures for the PQS +644 and a less defined spectrum for
the PQS −13,963 (Supplementary Figure S3), while ThT fluorescence assay showed that
both PQSs increase ThT fluorescence barely above 10-fold (Supplementary Figure S4). For
these PQSs, RNAfold does not predict G4 structures and both, RNAfold and NUPACK, do
not predict stable secondary structures for +644 and predict a weak stem-loop structure
with three base pairs for −13,963 (Supplementary Table S4), indicating that the G4s might
not compete with stable alternative structures.

PQS +28,903 showed CD spectra with a positive peak centered at 270 nm that remain
unperturbed upon K+ additions, even reaching K+ concentration of 200 mM (Figure 2a).
In addition, similar spectra were observed in the absence of added monovalent cation
or in the presence of Li+, suggesting that this sequence do not adopt a G4 structure. CD
melting (Supplementary Figure S2c) showed that the observed structure is one of the less
stable ones, with an estimated Tm = 49.3 ◦C and the lowest calculated ∆G value. 1D
1H NMR did not show G4 signals in the 11–12 ppm region but showed a clear signal
around 13.7 ppm (Figure 2b), indicating that this sequence does not form Hoogsteen
bonds (i.e., G4 structures) but instead contains Watson-Crick base pairs at some extent [60].
TDS spectrum displayed a very low signal and poor defined spectrum (Supplementary
Figure S3), which further supports the absence of G4 and is probably compatible with
self-complementary duplex structure [61] and ThT fluorescence assay showed that this PQS
does not significantly increase ThT fluorescence (only 3-fold) (Supplementary Figure S4).
In coincidence, although RNAfold and NUPACK do not predict intermolecular duplex
(self-dimers), they predict a relatively stable stem-loop structure with four base pairs for
this PQS (Supplementary Table S4), which may compete with G4 formation and may
account for the signatures observed in NMR and TDS spectra.

Overall, our data showed that, except for the PQS +28,903, the other selected PQSs
form G4 structures, +3467 and −23,877 being the ones with higher stability and/or propen-
sity to form, followed by +644 and −13,963. In agreement with our results, the PQS +644
has been reported to fold as G4 in vitro by using Thioflavin T (ThT) fluorescence assay and
CD [36]. Similarly, the PQS +3467 has been reported to fold as G4 in vitro by using CD
and 1D 1H NMR [34], showing very similar spectra for both methods. Surprisingly, the
PQS +28,903 was also reported to fold as G4 in vitro by several works [34–36], not only by
N-methyl mesoporphyrin IX (NMM) and ThT fluorescence assays, CD and 1D 1H NMR,
but also by native PAGE mobility assays, fluorescence resonance energy transfer (FRET)
combined with stopped flow, and PCR-stop assays in combination with PQS mutations and
G4 stabilizing ligands. In addition, the PQS +28,903 was also informed to be formed within
living cells, where it is capable of inhibiting the translation of a reporter gene (GFP) [36] and
of the SARS-CoV-2 N protein [35] upon incubation with G4 stabilizing ligands, positioning
this PQS as an interesting target for the design of SARS-CoV-2 antiviral strategies. In our
experimental conditions, this PQS was not able to form a defined and stable G4, although
it formed a stable secondary structure containing Watson-Crick bonds, as was evident in
the 1H NMR spectrum. Interestingly, in previously reported NMR spectra, similar Watson-
Crick bonds peaks were observed around 13 ppm [34]. In summary, our results confirm
the formation of G4 by two PQS found in SARS-CoV-2 +gRNA (i.e., +644 and +3467), and
inform for the first time the formation of G4 by two PQSs found in SARS-CoV-2 −gRNA
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(i.e., −13,963 and −23,877), while they could not confirm the folding as G4 structure of the
PQS +28,903 found in SARS-CoV-2 +gRNA. This suggests that other PQSs than the +28,903
may also be interesting targets for testing their biological role and antiviral strategies
specific for G4.

2.3. Cellular Nucleic Acids Binding Protein (CNBP) Interacts with Some SARS-CoV-2 G4s and
Promotes Their Unfolding

Viral reproduction depends at some points on host cellular machinery. The antiviral
strategies that target viral proteins are usually effective only against specific viral strains
and fails even for closely related viral species or mutant virus from the same species.
However, targeting host proteins needed for viral replication cycle is a better strategy to
achieve a wide range response toward viruses that make use of common cellular pathways.
This is why, since the COVID-19 pandemic outbreak, several scientific groups around the
world have made efforts to describe human cellular proteins interacting with SARS-CoV-2
viral components, not only to better understand the mechanism of viral infection and
the host innate immune response, but also to discover new targets for antiviral therapy.
The first studies on SARS-CoV-2-infected human cells have focused on characterizing
changes in the host cell transcriptome [12,13] or proteome [14–16] and interactions between
viral proteins and host proteins [17,18], revealing cellular pathways relevant to productive
infection. However, these studies could not reveal how viral RNA is regulated during
infection or how viral infection remodels host cell RNA metabolism to enable its replication.
A bioinformatic approach has recently predicted human RNA-binding proteins sites in
SARS-CoV-2 RNA proposing three highly promising candidates (SRSF7, HNRNPA1, and
TRA2A) that are involved in cellular RNA metabolism and share multiple RGG-rich novel
interesting quadruplex interaction (NIQI) motifs common to most G4 binding proteins [33].
A more recent work has identified 104 human proteins that directly and specifically bind
to SARS-CoV-2 RNAs in infected human cells by using RNA antisense purification and
quantitative mass spectrometry (RAP–MS) [19]. Among the identified cellular proteins,
CNBP, also referred to as zinc finger protein 9 (ZNF9), was the human protein most
significantly enriched in RAP–MS. CNBP was even more enriched than the 15 viral proteins
found in the same study, which comprised of 5 structural proteins (included the N, S and M
proteins) and 10 nsps known to bind viral RNA. Moreover, CNBP was strongly upregulated
in a proteome analysis of human cells after viral infection [19], and, among all SARS-CoV-2
RNA interactome proteins, CNBP had the most significant effect on virus-induced cell
death in a genome-wide CRISPR perturbation screen designed to identify host factors that
affect cell survival after SARS-CoV-2 infection [62]. CNBP is a highly conserved nuclear-
cytoplasmic protein with nucleic acid chaperone activity [63] that preferentially binds to
G-enriched RNA or DNA single-stranded sequences [64,65]. CNBP contains an RGG-rich
NIQI motif and has been recently described as a transcriptional regulator that unfolds G4
in the promoters of c-MYC and KRAS oncogenes and in the NOG developmental gene [66].
On the other hand, CNBP has been also reported to boost global translation by resolving
G4 structures in the 5′ UTRs of mRNAs [65]. Considering this scenario, we decided to
assay the binding and function of CNBP on the G4s identified in this work.

Electrophoretic mobility shift assays (EMSAs) were performed to evaluate CNBP
capability to bind to the PQSs folded in the presence of K+ or Li+ (Figure 3a). PQSs +644,
+3467 and −23,877 clearly interacted with CNBP, as evidenced by a shift of the PQSs
mobilities. Binding of CNBP to PQS −13,963 was less evident, as only mild shifts were
observed at high CNBP concentrations. Instead, the PQS +28,903 did not interact with
CNBP in our experimental conditions. For the PQSs that showed the best interaction (i.e.,
+644, +3467 and −23,877), a slightly higher affinity was observed in the condition folded in
presence of Li+ than in the condition folded in presence of K+, since in the Li+ condition
shift is observed (and/or free probes are consumed) at lower CNBP concentrations. This
is in agreement with a previous report proposing that CNBP promotes G4s unfolding by
shifting the equilibrium between G4 and unfolded (single-stranded) states towards the
unfolded state through preferentially binding to the unfolded sequence, thus avoiding G4
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re-folding [66]. To evaluate CNBP ability to unfold SARS-CoV-2 G4s studied in this work,
we performed CD spectra of previously folded G4 incubated with CNBP or with BSA as an
unspecific protein with no G4 unfolding activity (Figure 3b). CNBP caused a distortion and
reduction of the characteristic G4 peaks of the spectra of the PQSs +644, +3467, −13,963
and −23,877, but it did not significantly affect the spectrum of the PQS +28,903. BSA did
not affect any of the CD spectra. These results indicate that CNBP is capable of binding
in vitro to the PQSs +644, +3467, −13,963 and −23,877 and unfolding the preexistent G4s
that they form. Instead, the PQS +28,903 did not interact with CNBP and the structure
detected by CD was not significantly affected by the protein.
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lower mobility probably due to a self-assembled dimeric or multimeric complex. (b) CD spectra obtained for 8 µM oligo-
nucleotides (named by the PQS position) folded as G4 in the presence of K+ and incubated in the absence of protein or in 
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Figure 3. CNBP binds and unfolds the G4s formed by PQSs in the +gRNA and −gRNA of SARS-
CoV-2. (a) Representative EMSAs performed using PQSs (named by the PQS position) as probes
folded in the presence of Li+ (left) or K+ (right) and then incubated in the absence or presence of
increasing concentrations of CNBP. Free and shifted probes are indicated by arrows at the left of
the gels. The +3467 probe folded in the presence of Li+ presents a minority band (marked with *)
of lower mobility probably due to a self-assembled dimeric or multimeric complex. (b) CD spectra
obtained for 8 µM oligonucleotides (named by the PQS position) folded as G4 in the presence of K+

and incubated in the absence of protein or in the presence of CNBP (1:1 molar ratio) or BSA. For
EMSAs and CD, K+ and Li+ concentrations used for G4 folding were 100 mM (+3467 and −23,877) or
200 mM (+644, +28,903 and −13,963).
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Among several diverse functions assigned to CNBP, it was reported to induce the tran-
scription of sustained pro-inflammatory cytokines by binding to specific short sequences
in their promoters and activate its own transcription in a positive feedback mechanism of
autoregulation in response to stimulation with lipopolysaccharide [67]. CNBP also induces
IL-12β (Il12b) mRNA synthesis in response to diverse microbial pathogens that engage
multiple pattern recognition receptors [68]. Cnbp-deficient mice fail to mount protective
IL-12 and IFN-γ responses in vivo, resulting in a reduced Th1 cell immune response and an
inability to control parasite replication [68]. Based on these data, CNBP has been suggested
as a key transcriptional regulator required for activating and maintaining the immune
response. These findings are consistent with CNBP-depleted cells being sensitized to
virus-induced cell death [19], which suggests that CNBP may act as an antiviral regulator.
Enhanced crosslinking and immunoprecipitation (eCLIP) in SARS-CoV-2-infected cells has
shown CNBP binding along SARS-CoV-2 +gRNA with several strongly enriched binding
sites [19]. However, it remains to be determined if CNBP role on SARS-CoV-2 replication
is due to its action on viral RNA or to its action on cytokine and other cellular genes
expression regulation. Here, we provide evidence that CNBP is capable of interacting and
unfolding SARS-CoV-2 G4s in both the +gRNA and the −gRNA with putative regulative
functions in SARS-CoV-2 gene expression and replication.

2.4. Integration of Results with Putative Functions of G4 and CNBP in SARS-CoV-2
Replicative Cycle

Replication cycle of the SARS-CoV-2 (Figure 4) initiates with the binding of the virus
to the host cell by interaction of the S protein with its receptor, the angiotensin-converting
enzyme 2 (ACE2) (Figure 4, step 1). Following receptor binding, the virus enters host cell by
endocytosis and then to the cytosol via proteolytic cleavage of S protein, followed by fusion
of the viral and cellular membranes (Figure 4, step 2). After the +gRNA enters the host cell,
it is translated by cytosolic cellular ribosomes to synthesize the viral components of RTC.
RTC is formed by some cellular proteins and up to 16 viral polypeptides, including the RNA
dependent RNA polymerase (RdRp or nsp12), the RNA helicase (nsp13) and proteases
derived from the proteolytic cleavage of the polyprotein encoded by the viral ORF1ab
(Figure 4, step 3). Then, viral RNA replication (Figure 4, step 4) and transcription (Figure 4,
step 5) take place attached to cytoplasmic membranes and involve coordinated processes
of both continuous and discontinuous RNA synthesis complementary to the +gRNA that
produces both−gRNAs and−sgRNAs. New copies of +gRNAs (replication) and +sgRNAs
(transcription) are produced using the minority −gRNAs and −sgRNAs as intermediate
templates. While +gRNA functions as mRNA for the synthesis of nsps encoded by the
ORF1ab, +sgRNAs serve as mRNAs for the translation of structural and accessory genes
encoded downstream of the replicase polyproteins. All +sgRNAs are 3′ co-terminal with
the full-length +gRNA and thus form a set of nested RNAs. Structural proteins S, E, and M
are translated from +sgRNAs (mRNAs) and inserted into the endoplasmic reticulum (ER)
(Figure 4, step 6). These proteins move along the secretory pathway into the endoplasmic
reticulum-Golgi intermediate compartment (ERGIC) where the viral +gRNAs that are
encapsidated by the N protein bud into the membrane resulting in formation of the new
mature virus particles (Figure 4, step 7). Following assembly, virions are transported to the
cell surface in vesicles and released by exocytosis (Figure 4, step 8). This viral replication
cycle consists of several steps involving different RNA molecules functioning as templates
for translation and/or RNA dependent RNA synthesis. All of these steps may be sensitive
to regulation by RNA secondary structures such as G4s, which may be modulated by viral
and/or cellular G4 interacting proteins such as CNBP.
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of viral +gRNA and formation of mature virus particles, (8) viral release. Viral G4s and the G4-interacting proteins, such 
as CNBP, may participate in the regulation of the efficiency of steps 3–7, which could be targets of drug candidates for 
antiviral therapies. Created with BioRender.com. 

Our bioinformatic analysis revealed that several PQSs are found in both +gRNA and 
−gRNA, and some of them were selected based on the scores retrieved from several PQSs 
predictors, including some specially designed for the identification of RNA G4s. From the 
five selected PQSs, four of them, two from the +gRNA and two from the −gRNA, fold in 
vitro as stable G4s. Both selected PQSs from the +gRNA that fold as G4 in vitro overlap 
with the ORF1ab. The PQS +644 overlaps with the region coding the nsp1, which promotes 
cellular mRNA degradation and blocks host cell translation, resulting in innate immune 
response blockage. The PQS +3467 overlaps with the region coding the nsp3, a large trans-
membrane protein comprising several different domains whose precise functions have 
not been entirely clarified yet. Nsp3 contains the SARS Unique Domain (SUD) that de-
serves special attention since it is present only in SARS-type coronaviruses and has been 
associated with the increased pathogenicity of this viral family [69]. Interestingly, SUD 
has been shown to bind G4s. However, PQS +3467 does not overlap with the SUD coding 
region. G4s located in the ORF of mRNAs may reduce protein expression levels by acting 
as roadblocks to the ribosome [70]. Therefore, the ORF1ab translation by cellular ribo-
somes may be regulated by the +644 and +3467 G4s, especially if they are stabilized by G4 
ligands with interesting potential as antiviral compounds. In fact, this translation blocking 
effect of viral G4s has been proposed for the PQS +28,903, which did not show G4 folding 
in our assay conditions but was demonstrated to fold as G4 and inhibit the translation of 

Figure 4. Possible role of G4s in the SARS-CoV-2 and coronaviruses replication cycle. Different steps of viral infection
and replicative cycle are detailed: (1) binding to host cell receptor, (2) entry to host cell, (3) translation of viral nsps from
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viral +gRNA and formation of mature virus particles, (8) viral release. Viral G4s and the G4-interacting proteins, such as
CNBP, may participate in the regulation of the efficiency of steps 3–7, which could be targets of drug candidates for antiviral
therapies. Created with BioRender.com.

Our bioinformatic analysis revealed that several PQSs are found in both +gRNA and
−gRNA, and some of them were selected based on the scores retrieved from several PQSs
predictors, including some specially designed for the identification of RNA G4s. From the
five selected PQSs, four of them, two from the +gRNA and two from the −gRNA, fold
in vitro as stable G4s. Both selected PQSs from the +gRNA that fold as G4 in vitro overlap
with the ORF1ab. The PQS +644 overlaps with the region coding the nsp1, which promotes
cellular mRNA degradation and blocks host cell translation, resulting in innate immune
response blockage. The PQS +3467 overlaps with the region coding the nsp3, a large
transmembrane protein comprising several different domains whose precise functions
have not been entirely clarified yet. Nsp3 contains the SARS Unique Domain (SUD) that
deserves special attention since it is present only in SARS-type coronaviruses and has been
associated with the increased pathogenicity of this viral family [69]. Interestingly, SUD
has been shown to bind G4s. However, PQS +3467 does not overlap with the SUD coding
region. G4s located in the ORF of mRNAs may reduce protein expression levels by acting
as roadblocks to the ribosome [70]. Therefore, the ORF1ab translation by cellular ribosomes
may be regulated by the +644 and +3467 G4s, especially if they are stabilized by G4 ligands
with interesting potential as antiviral compounds. In fact, this translation blocking effect
of viral G4s has been proposed for the PQS +28,903, which did not show G4 folding in
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our assay conditions but was demonstrated to fold as G4 and inhibit the translation of a
reporter gene [36] and of the N protein [35] in living cells. Similar functions of RNA G4s
were also reported in studies of some other viruses [43,71].

G4s not only act as roadblocks for ribosomes, but also disturb the progression of
DNA polymerase [72], RNA polymerase [73], and reverse transcriptase [74], which show
processive movement on template nucleotides and should unwind the G4s to continue
their reactions. Similarly, RdRp activity could also be inhibited by G4s present in the
template RNA. Therefore, the G4s formed in +gRNA (e.g., +644 and +3467 selected and
characterized in this work) may act as regulator roadblocks for RdRp catalyzed synthesis
of −gRNA. G4s formed in +gRNA could also interfere with RdRp catalyzed synthesis
of −sgRNAs intermediates, probably for PQSs other than those selected in this work
and overlapped with structural proteins coding region. Moreover, the G4s formed in the
−gRNA (e.g., −23,877 and −13,963, both characterized in this work and overlapping the
ORF1ab) may act as regulator roadblocks for RdRp catalyzed synthesis of new copies of
+gRNA during replication or the synthesis of +sgRNAs during transcription (in the case
of other PQSs not selected in this work and overlapped with structural proteins coding
region). Although G4 blockage of RdRp has not been experimentally established, it was
reported that a stable G4 located at the 3′ end of the hepatitis C virus negative-sense strand
could inhibit the RNA synthesis by reducing the RdRp activity [75]. These observations
position the PQSs found in the−gRNA as additional putative targets for exploring antiviral
strategies targeted to increase (or decrease) the stabilities of viral G4s. However, G4s may
not only act as negative elements in nucleic acids metabolism, since there are evidences that
these structures may have positive effects in transcription and translation [76], by acting as
specific anchoring sites for protein factors or by competing with alternative nucleic acid
structures with inhibitory effects. In addition, G4s could be thought as specific anchoring
elements for viral RNA encapsidation by structural proteins.

Virus–host cell interplay may involve viral proteins interacting with viral and host
G4s, as well as cellular proteins interacting with viral G4s. Recent reports about the
specific interaction of viral proteins with SARS-CoV-2 G4s support the relevance of these
structures for viral replication. These viral proteins may target not only viral but also
cellular G4s. For instance, SUD of nsp3 in SARS-CoV has been shown to bind G4 through a
specific macrodomain [69], which is essential for the activity of the RTC of this virus [77].
SARS-CoV SUD binding to viral and/or cellular RNAs with G4s could affect their stability
and translation, thus controlling the host cell’s response to the viral infection [69]. Nsp3
of SARS-CoV-2 contains a similar SUD predicted to conserve critical amino acids for
G4 binding [32,33,36,78], thus probably sharing with SARS-CoV the viral pathogenic
mechanism dependent on nsp3-SUD interaction with G4 structures. Another viral protein,
the nsp13 with RNA helicase activity, was also informed as able to bind and probably unfold
viral RNA G4s, thus favoring viral translation, transcription, and replication processes [30].
Of notice, besides serving as potential targets for antiviral treatment against SARS-CoV-2,
RNA G4s could also be used for the design of biosensors in the detection of viral particles
through G4 interaction proteins of SARS-CoV-2 and other coronaviruses, with the potential
to replace the antibody-based detection methods and to improve the diagnosis of SARS-
CoV-2 and other coronaviruses [79].

With a focus on host proteins, a cellular RNA helicase (Asp-Glu-Ala-Asp (DEAD)-
box polypeptide 5 or DDX5) was detected to interact with nsp13 of SARS-CoV, and viral
replication was significantly inhibited by knocking down the expression of DDX5 [80].
This suggests that host DDX5 or other DEAD-box helicases could be hijacked by CoVs to
enhance the transcription and proliferation of viral genome through G4 unfolding. Other
cellular host RNA-binding proteins (SRSF7, HNRNPA1 and TRA2A) were proposed from
a predictive analysis as promising candidates for binding and resolving G4s formed in
SARS-CoV-2 RNA genome [33]. The recent report about CNBP as the main host cellular
protein interacting with SARS-CoV-2 genome, the observation that CNBP expression is
induced in response to host cells infection [19], and the fact that CNBP knock-out improves
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virus-induced cell death [62], highlights the pivotal role of CNBP as an important host
protein for controlling viral infection. CNBP is involved in the transcriptional activa-
tion of pro-immflamatory cytokines required for activating and maintaining the immune
response [67,68], probably acting as a SARS-CoV-2 antiviral regulator [19]. In addition,
CNBP is a single-stranded nucleic acid binding protein with chaperone activity that may
control gene expression (at transcriptional and translational levels) through G4 unfold-
ing [65,66]. Considering these evidences, together with the variety of putative functions
of G4s in SARS-CoV-2 replication cycle and the G4 unfolding capacity of CNBP showed
here, we hypothesize that CNBP may act as a direct regulator of viral gene expression,
transcription, and replication, adding relevant evidences for understanding the role of this
protein in the control of SARS-CoV-2 infection. Although previous data has shown that
CNBP binds to +gRNA within infected cells and there is still no evidence of interaction
with −gRNA or −sgRNAs, our results show for the first time that CNBP is capable of
binding and unfolding in vitro G4s present in the −gRNA. This opens the hypothesis that
this protein may interact with both viral RNA strands, favoring the unwinding of G4s and
controlling viral replication, transcription, and gene expression in those steps where G4
structures may be acting. To date, no pharmacological products with therapeutic potential
have been designed for modifying CNBP activity. Future experimental work is needed for
assessing the function of G4s present in +gRNA and −gRNA in viral host cell infection, as
well as the action of cellular proteins such as CNBP in these processes, with perspectives of
understanding useful molecular mechanisms for the design of new antiviral strategies.

3. Materials and Methods
3.1. Bioinformatics

The linear genomes of the six viruses used here were downloaded from the genome
database of the National Center for Biotechnology Information (NCBI, https://www.ncbi.
nlm.nih.gov/, accessed on 2 January 2021) [81]. Full names and accession numbers are
indicated in Table 1.

PQSs prediction was performed by the web-based server QGRS mapper (https://
bioinformatics.ramapo.edu/QGRS/index.php, accessed on 2 January 2021) [45]. PQSs
found by QGRS mapper were analyzed also by PQS Finder [46] and G4RNA screener [47].
G4RNA screener is a web algorithm that identifies regions in RNA sequences prone to fold
into G4 based on three scoring systems: cGcC (Consecutive G over consecutive C ratio) that
addresses the issue of competition in between G4 and Watson-Crick structures [48], G4H
(G4Hunter) which is similar to the cGcC but was built to analyze DNA sequences [49], and
G4NN (G4 Neural Network) that is based on sequences of the G4RNA database converted
into vectors of their trinucleotide content to train an artificial neural network [50]. The
parameters used for the algorithms are detailed in Supplementary Tables S1 and S2.

The nucleotide and amino acid variations of SARS-CoV-2 genome and their associated
data were searched by using the Nextstrain tool for analysis and visualization of 325,005
SARS-CoV-2 full genomic sequences sampled by different laboratories worldwide between
10 January 2020 and 11 January 2021, available in GISAID database (https://www.gisaid.
org/, accessed on 11 January 2021) [52].

The predictions of RNA secondary structures were performed using the web based
software RNAfold (http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAfold.cgi, ac-
cessed on 12 February 2021) [82], and NUPACK (http://www.nupack.org/, accessed on
12 February 2021) [83], using the settings indicated in Supplementary Table S4.

3.2. Oligonucleotides

Synthetic single-stranded desalted oligoribonucleotides (Table 2) were purchased from
Sigma-Aldrich, dissolved in bidistilled water and stored at −20 ◦C until use. Concentra-
tions were determined by spectrophotometry using extinction coefficients provided by
the manufacturer.
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3.3. Circular Dichroism (CD) Spectroscopy

Intramolecular G4s were folded by dissolving 2 µM RNA oligonucleotides in 10 mM
Tris-HCl pH 7.5 and different KCl or LiCl concentrations, as indicated in each figure,
heating for 5 min at 95 ◦C and slowly cooling to 20 ◦C. For analysis of CNBP and BSA
effect, prior to CD spectroscopy, proteins dissolved in CNBP buffer were added to the
pre-folded G4 (8 µM) at equimolar concentrations and incubated at 37 ◦C for 30 min. CD
spectra were recorded at 20 ◦C over a wavelength range of 220–320 nm with a Jasco-1500
spectropolarimeter (10 mm quartz cell, 100 nm/min scanning speed, 1 s response time,
1 nm data pitch, 1 nm band width, average of four scans). The spectral contribution of
buffers, salts, and proteins were appropriately subtracted by using the software supplied
with the spectropolarimeter. Three qualitative rules-of-thumb exist for CD spectral features
associated with particular G4 topologies, namely parallel (with an important positive
band around 264 nm and a relative shallow negative band at 245 nm), antiparallel (with a
positive band around 295 nm, and a negative band around 265 nm), or hybrid (with two
positive bands around 295 nm and 264 nm, and a negative band around 245 nm) [84,85].
The CD melting curves were recorded by ellipticity measurements between 20 ◦C and
95 ◦C at the wavelength corresponding to the maximum observed at the initial temperature
(20 ◦C) for positive band around 264 nm, using the same parameters set for the spectra,
except for 5 nm band width, a temperature increase speed of 1 ◦C/min, and a sampling
interval of 0.1 ◦C. Data was analyzed in SigmaPlot 11.0 with a nonlinear least squares
fitting procedure assuming a two-state transition of a monomer from a folded (G4) to an
unfolded state with no change in heat capacity upon unfolding [86,87]. Melting curves
were plotted as the fractional population of the G4-folded oligonucleotides (FG4 = [θ(T) −
θU]/[θG4 − θu]) vs. temperature, where θf and θu are the ellipticities of the fully folded
and unfolded states, respectively. The reported Tm represent the temperature at which both
states are equally populated (FG4 = Fu = 0.5). Tm, ∆H, θf, and θu are those which provide
the best fit of experimental melting data and the shown spectra and melting curves are
representative of at least three independent experiments. ∆G37 ◦C were estimated following
the procedures indicated elsewhere [86].

3.4. 1D 1H Nuclear Magnetic Resonance (NMR)

NMR spectroscopy provides information about the type of base associations in the
nucleic acid oligonucleotides by imino protons signals in the spectral region between 9 and
16 ppm. For instance, Watson-Crick typically presents signals clustered around 13–14 ppm,
G4 around 11–12 ppm and i-motifs around 15–16 ppm [60]. In this work, NMR spectra were
acquired at 20 ◦C on a 700MHz Bruker Avance III spectrometer (Bruker Biospin, MA, USA)
equipped with a triple resonance inverse NMR probe (5 mm 1H/D-13C/15N TXI). Samples
contained 50 µM RNA oligonucleotides folded in 10 mM Tris at pH 7.5 supplemented with
100 or 200 mM KCl as described for CD spectroscopy. We used 5 mm Shigemi tubes that
were previously treated with HCl 1M and washed extensively with water and ethanol
to remove RNAses. 1D 1H NMR spectra were registered using a pulse sequence with
excitation sculpting (zgesgp) for water suppression [88]. We used 8K points, 4096 scans, a
recycling delay of 1.4 s and a sweep width of 22 ppm. Experimental time for each NMR
spectrum was 1 h 56 min. We repeated the spectra at different time points to discard
degradation of the RNA oligonucleotides. Processing was done using an exponential
window function multiplication with a line broadening of 10 Hz and baseline correction.
We used Topspin 3.5 software (Bruker, Biospin, MA, USA) for acquisitions, processing, and
analysis of the NMR spectra.

3.5. Thermal Difference Spectroscopy (TDS)

Two µM RNA oligonucleotides folded in 10 mM Tris at pH 7.5 supplemented with
100 or 200 mM KCl as described for CD spectroscopy were scanned to measure absorbance
over the wavelength range of 220−320 nm using a scan speed of 100 nm/min and a data
interval of 1 nm and a 10 mm quartz cell. Spectra were recorded at 20 ◦C and then at
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70 ◦C using a Jasco V-630BIO spectrophotometer with peltier temperature control. The
absorbance spectra obtained at these two temperatures were subtracted (A 70 ◦C–A 20 ◦C)
and plotted on a graph to obtain TDS according to [61]. Typical G4 signature presents two
positive peaks around 243 and 273 nm and a negative peak at 295 nm.

3.6. ThT Fluorescence Assays

ThT (3,6-Dimethyl-2-(4-dimethylaminophenyl) benzothiazolium cation, Sigma-Aldrich
T3516) fluorescence assays were performed as previously described [89]. Briefly, 100 µL
of 2 µM RNA oligonucleotides folded in 10 mM Tris at pH 7.5 supplemented with 100
or 200 mM KCl as described for CD spectroscopy were mixed with 100 µL of 1 µM ThT
and loaded into 96-well black microplates (Greiner, NC, USA). Fluorescence emission mea-
surements were performed using a microplate reader (Synergy 2 Multi-Mode Microplate
Reader, BioTek, VT, USA) with excitation filter of 485 ± 20 nm and an emission filter of
528 ± 20 nm. Each sample was tested by triplicate and fluorescence values were relativized
to ThT fluorescence in the absence of oligonucleotides (F0). A threshold of 10-fold increase
was used for considering G4 formation. NRAS RNA oligonucleotide representing a PQS
from human NRAS 5′ UTR [90] was used as positive control for the assay (Supplementary
Figure S4).

3.7. CNBP Expression and Purification

The pET-32a-TEV-CNBP plasmid [66] was used for recombinant expression and pu-
rification of tag-free human CNBP following guidelines detailed elsewhere [91]. CNBP
was obtained in CNBP buffer (50 mM Tris–HCl pH 7.5; 300 mM NaCl; 1 mM DTT, 5 mM
Imidazole and 0.1 mM ZnCl2), which was used in several in vitro assays as a control.

3.8. Electrophoretic Mobility Shift Assay (EMSA)

EMSAs were performed as described previously [92] with some modifications for non-
radioactive detection. Binding reactions were performed in 20 mM HEPES pH 8.0, 10 mM
MgCl2, 1 mM EDTA, 0.5 µg/µL Heparin, 1 mM DTT, 1 µg/µL BSA, and 10% glycerol.
Probes were added to a final concentration of 0.75 µM. 100 mM KCl or LiCl were added,
depending on the folding condition of the probe, as indicated in Figure 3a. Final reaction
volumes were 20 µL. Binding reactions were incubated for 30 min at 37 ◦C and then loaded
in 14% polyacrylamide gels containing 5% glycerol in TBE 0.5X. After electrophoresis, gels
were exposed for 10 min to SYBR Gold stain [93] to detect bands, the fluorescence of which
was subsequently registered in a Typhoon FLA 7000 Scanner (GE Healthcare, NJ, USA)
using ImageQuant 5.2 software. RNA oligonucleotides used as probes were previously
folded by thermal denaturation and slow renaturation in a buffer (10 mM Tris-HCl pH 8.0,
1 mM EDTA) in the presence of LiCl or KCl at concentrations of 100 or 200 mM, as indicated
for each case in the figure caption (Figure 3). The CNBP buffer was used for the CNBP
dilutions and for the reactions with no added CNBP.

Supplementary Materials: The following are available online at https://www.mdpi.com/1422-0
067/22/5/2614/s1, Figure S1: Multiple sequence alignments of the position-conserved selected
SARS-CoV-2 PQSs identified in this study with their homologous PQSs in other members of the
Coronaviridae family, Figure S2: CD melting curves obtained for selected PQSs in the positive and
negative-sense RNA genomes of SARS-CoV-2, Figure S3: TDS obtained for selected PQSs in the
positive and negative-sense RNA genomes of SARS-CoV-2, Figure S4: ThT fluorescence assay for
selected PQSs in the positive and negative-sense RNA genomes of SARS-CoV-2., Table S1: PQS
predicted in +gRNA of the SARS-CoV-2 and other members of the Coronaviridae family, Table S2: PQS
predicted in −gRNA of the SARS-CoV-2 and other members of the Coronaviridae family, Table S3:
Analysis of variations within selected PQSs in +gRNA and −gRNA of the SARS-CoV-2, Table S4:
Prediction of secondary structures and minimum free energy (MFE) of the selected PQSs in +gRNA
and −gRNA of the SARS-CoV-2.
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Abstract: The importance of gene expression regulation in viruses based upon G-quadruplex may
point to its potential utilization in therapeutic targeting. Here, we present analyses as to the occurrence
of putative G-quadruplex-forming sequences (PQS) in all reference viral dsDNA genomes and
evaluate their dependence on PQS occurrence in host organisms using the G4Hunter tool. PQS
frequencies differ across host taxa without regard to GC content. The overlay of PQS with annotated
regions reveals the localization of PQS in specific regions. While abundance in some, such as repeat
regions, is shared by all groups, others are unique. There is abundance within introns of Eukaryota-
infecting viruses, but depletion of PQS in introns of bacteria-infecting viruses. We reveal a significant
positive correlation between PQS frequencies in dsDNA viruses and corresponding hosts from
archaea, bacteria, and eukaryotes. A strong relationship between PQS in a virus and its host indicates
their close coevolution and evolutionarily reciprocal mimicking of genome organization.

Keywords: G-quadruplex; virus; bioinformatics; coevolution; host; dsDNA; G4Hunter

1. Introduction

Viruses are intracellular parasites closely coevolving with their host organisms and
thus shaping genotypic diversity [1,2]. The interplay between a virus and its host con-
stitutes a powerful mechanism of reciprocal selection pressure. Coevolution of the two
can be traced by nucleic acid sequence, protein tertiary structure, and also at the whole-
function level. For example, hosts’ antiviral defense mechanisms often originate from
viruses [2–4]. The study of reciprocal coevolutionary adaptations between a virus and the
host immune system could provide new insights and potential strategies in developing
antiviral treatments [5].

G-quadruplexes (G4s) are noncanonical, local secondary structures of nucleic acids that
have been identified as having regulatory roles within cells in gene expression, replication,
and telomere maintenance [6–8]. A G4 consists of stacked planar G-quartets, which are built
by Hoogsteen hydrogen bond-based pairing of four guanines. It has been demonstrated
that G4s are very often targets for various cellular proteins [9–11], and a specific domain
for G4 recognition has been shown [12,13]. Moreover, several proteins are also capable of
stabilizing the G4 structure [14,15]. Recently, it has been demonstrated that the G4 binding
domain is also conserved between SARS-CoV and SARS-CoV-2 genomes [16], and it was
proven to be crucial for the SARS-CoV life cycle [17]. G4s can be found in all domains of
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life [18–21], and they have been described as constituting an important structural genomic
feature with various functions in several viral classes [21,22]. The G4 formation was
shown to limit the replication and transcription of the Ebola virus, hepatitis B virus (HBV),
hepatitis C virus (HCV), human immunodeficiency virus (HIV), and several viruses from
the Herpesviridae family [23–26]. In the life cycles of the Epstein–Barr virus (EBV) and
Kaposi sarcoma herpesvirus (KSHV), moreover, RNA G4 has been described as a cis-acting
regulatory element that downregulates the translation of highly antigenic proteins and
thus influences the immune evasion of the virus and eases transit and persistence in the
latent period of infection [27,28]. Importantly, the functions of G4 may be modified via their
stabilization by proteins or small-molecule ligands [29,30]. Therefore, stabilizing G4 ligands
are considered promising antiviral and antibacterial drugs [29]. Coevolution of viral and
host loop sequences of the G-quadruplex-forming sequences in human Herpesviridae viruses
was recently proposed [31].

G4Hunter is one of several software programs available for predicting putative G-
quadruplex forming sequences (PQS) [32–34]. The G4Hunter algorithm searches for Gs/Cs
and sums up the scores for the groups of bases. The final score is thus a combination of
G-richness and G-skewness and the presence of G-blocks. The default threshold is set
to a G4Hunter score of 1.2, which has proven to be a reasonable compromise between
false-negative and false-positive results. The higher the score, the higher the probability
for a G4 structure to form [33]. G4Hunter provides the benefit of targeting even atypical
G4s that could not be found by pattern-based algorithms [35,36].

Here, we present an extensive analysis of 2903 viruses across a diverse range of host
organisms. Our goals were to identify PQS occurrence and localization in the genomes
of viruses infecting a given host group, study the evolutionary differences related to
PQS, and describe the potential dependence of PQS frequency between a virus and the
corresponding host.

2. Results and Discussion
2.1. Variation in Frequency for G4-Forming Sequences in dsDNA Viruses Grouped by Host

Using the National Center for Biotechnology Information (NCBI) taxonomy classi-
fication, the analyzed viruses were divided into three domains according to their host
organisms: Archaea, Bacteria, and Eukaryota. The domains were further divided into
23 groups (12 with five or more sequenced genomes) as shown in the phylogenetic tree in
Figure 1. Phylogenetic classification of the viruses and corresponding host is presented in
Supplementary Materials S1. All hosts were assigned by the Virus-Host database without
further modification [37], which could have limited the potential host range, especially
in arboviruses. Whereas 95% of all known bacteriophages and archaea-infecting viruses
have dsDNA genomes [38], eukaryotes could be infected by all classes of the Baltimore
virus classification, which means, in addition to dsDNA viruses, also ssDNA viruses,
dsRNA viruses, ssRNA viruses, ssRNA reverse-transcribing viruses, and dsDNA reverse-
transcribing viruses. We therefore restricted the analyses of PQS occurrence to only dsDNA
viruses, although they have not been found to infect higher plants belonging to the Strepto-
phyta but only lower species of plants belonging to Chlorophyta [39,40].

For further statistical analyses, only those groups with five or more sequenced
genomes were included. We analyzed the PQS occurrence in all 2903 reference dsDNA
viral genomes divided according to their host organisms (Supplementary Materials S2).
A summary of all PQS found in ranges of the G4Hunter score intervals (1.2–1.4, 1.4–1.6,
1.6–1.8, 1.8–2.0, and 2.0 and higher) and precomputed PQS frequencies per 1000 nt is shown
in Table 1.
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Figure 1. Full set of viral genomes divided according to host. The number of accessible unique
genomes for each domain and group is shown in brackets.

Table 1. Total number of putative G-quadruplex-forming sequences (PQS) and their resulting
frequencies per 1000 nt in all 2903 viral genomes and host categories, grouped by G4Hunter score.
Frequencies were calculated as the total number of PQS in each category divided by the total length
of all analyzed sequences, multiplied by 1000 and normalized by the number of viruses infecting
one genus.

G4Hunter Score PQS Frequency per 1000 nt

All Archaea Bacteria Eukaryota

1.2–1.4 1.27 1.74 0.88 1.46
1.4–1.6 0.039 0.025 0.026 0.047
1.6–1.8 0.0042 0 0.00088 0.0062
1.8–2.0 0.00025 0 0.000041 0.00038

2.0 and more 0.00021 0 0.000050 0.00031

The mean frequency for all viral genomes in G4Hunter score interval 1.2–1.4 was
1.27 PQS per 1000 nt (see above). The lowest frequency in the same interval was observed
for bacteriophages (0.88 PQS per 1000 nt), whereas the highest frequency was detected
for archaea-infecting viruses (1.74). Surprisingly, there was not one PQS with a G4Hunter
score higher than 1.4 found in the archaea host domain. In the Bacteria and Eukaryota
host domains, by contrast, there were some PQS found even with G4Hunter scores higher
than 2.0.

The numbers of analyzed viral sequences, grouped by their host phylogenetic cat-
egories; median genome length; mean, minimum, and maximum observed frequency
of PQS per 1000 nt; and total PQS counts are summarized in Table 2. Just four viral
groups (viruses infecting Euryarchaeota, Actinobacteria, Deinococcus, and Proteobac-
teria) showed >50% GC content. On the other hand, three groups (viruses infecting
Bacteroidetes, Firmicutes, and Arthropoda) showed <40% GC content. Detailed sta-
tistical characteristics for PQS frequencies per 1000 nt (including mean, variance, and
outliers) are depicted in boxplots for all inspected host groups in Figure 2. The mean
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frequency for all viral genomes was 1.32 PQS per 1000 nt. Detailed statistical analyses
of host inter-domain and intergroup comparisons are presented in Supplementary Ma-
terials S3. We observed the highest mean frequency in the archaea host domain (1.76),
followed by viruses infecting Eukaryota (1.52), whereas the lowest was noted in bacterio-
phages (0.89). At the group level, the most extreme values were found within the viruses
infecting the bacteria domain. The lowest mean frequency was found in viruses infecting
the Firmicutes (0.32) followed by Bacteroidetes (0.41). The highest PQS frequency was
observed in the Deinococcus host group (4.21), followed by Actinobacteria (2.27). In
viruses infecting the archaea domain, notable enrichment relative to the average was
found for both the Euryarchaeota (1.69) and Crenarchaeota (1.85) groups. Within the
Eukaryota host domain, the highest PQS frequency was observed for Chordata (2.18),
the lowest for Arthropoda (0.30). The mean PQS frequency found in viruses infecting
humans was lower (1.75) than the average PQS in the Chordata host group as normal-
ized by the number of viruses infecting one host genus (2.18). We created a cluster
dendrogram, as shown in Figure 3, to further reveal and graphically depict similarities
among host groups. The input data and R code are listed in Supplementary Materials
S4. Viruses infecting humans are notably clustered together with other viruses infecting
Chordata on the left side of the dendrogram. Other viruses infecting eukaryotes are
clustered in the second branch on the right.

Table 2. Distribution of PQS frequencies in viruses according to host organisms. Genomic length, PQS
frequencies, and total counts. Seq (total number of sequences), Median (median length of sequences),
GC% (average GC content), PQS (total number of predicted PQS), Mean f (mean frequency of
predicted PQS per 1000 nt normalized by the number of viruses infecting one genus), Min f (the
lowest frequency of predicted PQS per 1000 nt), Max f (the highest frequency of predicted PQS per
1000 nt), and Cov (% of genome covered by PQS).

All Seq Median GC% PQS Mean f Min f Max f Cov

All 3134 44,746.5 44.94 220,569 1.32 0 11.51 3.34

Domain Seq Median GC% PQS Mean f Min f Max f Cov

Archaea 81 33,356 48.92 3137 1.76 0 4.80 4.32

Bacteria 2087 49,639 48.10 112,664 0.89 0 11.51 2.11

Eukaryota 966 7951.5 43.09 104,768 1.52 0 11.44 3.93

Group Seq Median GC% PQS Mean f Min f Max f Cov

Crenarchaeota 54 32,047.5 40.91 1012 1.85 0 4.80 4.76

Euryarchaeota 27 49,107 54.92 2125 1.69 0.28 3.75 3.99

Actinobacteria 524 53,403.5 60.90 61,313 2.27 0.33 7.02 5.12

Bacteroidetes 32 47,060 38.12 477 0.41 0.03 1.14 1.01

Cyanobacteria 89 174,079 43.33 3875 0.82 0.06 3.88 2.10

Deinococcus 6 61,150 50.26 726 4.21 0.33 11.51 10.45

Firmicutes 527 41,843 38.14 7886 0.32 0 1.39 0.78

Proteobacteria 904 49,035 50.07 38,334 0.80 0 4.55 1.90

Amoebozoa 22 495,022 42.47 21,931 0.66 0 1.89 1.60

Arthropoda 345 7276 38.77 4957 0.30 0 1.92 0.73

Chordata 561 7852 45.48 72,420 2.18 0 11.44 5.65

Viridiplantae 21 193,301 46.91 3542 1.06 0 2.01 2.54

Subgroup Seq Median GC% PQS Mean f Min f Max f Cov

Humans 120 7344 42.55 15,996 1.75 0 11.44 4.48
The colors correspond to phylogenetic tree depiction in Figure 1 (Grey—Archaea, Blue—Bacteria, Green—
Eukaryota as host organisms).
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Figure 2. Frequencies of PQS in host groups of the analyzed viral genomes. Data within boxes span
the interquartile range and whiskers show the lowest and highest values within the 1.5 interquartile
range. Black diamonds denote outliers. The colors correspond to phylogenetic tree depiction.

Figure 3. Cluster dendrogram based on PQS characteristics in all viral species by their host. Input data
are listed in Supplementary Materials S4. Statistically significant clusters (based upon approximately
unbiased p-values above 95, equivalent to p-values lower than 0.05) are highlighted by rectangles
drawn with broken red lines. The colors correspond to phylogenetic tree depiction.

2.2. Features Characteristic for Hosts Are Enriched for PQS in Corresponding dsDNA
Viral Genomes

To evaluate the localization of PQS within viral genomes, we overlapped PQS with
annotation regions extracted from the NCBI database (Supplementary Materials S5). We
took the PQS frequency per 1000 nt in genes as a reference and plotted the ratio of the
PQS frequency in features to that in genes (Figure 4). PQS frequencies differ depending on
the annotated motif and across different hosts. In the archaea domain, the most notable
enrichment was found inside and 100 bp after stem_loops (4.2× and 10.2× enrichment) and
mobile_elements (3.5× and 3.4× enhancement). Predictably, abundance was also found in
the archaea-infecting viruses’ repeat_regions (2.9×). The repeat_regions were also enriched for
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PQS inside bacteria-infecting (3.3×) and Eukaryota-infecting viruses (4.4×). The highest
relative frequency inside bacteria was found in tmRNA (3.13) and ncRNA (1.9×), followed
by a region 100 bp long before misc_RNA and misc_recomb (1.8 and 1.5× abundance). In
addition to repeat_regions, we noted PQS enrichment in misc_RNA (6.7×), variation (5.2×),
protein_bind (3.8×), and introns (1.9×) of Eukaryota-infecting viruses. Notably, the PQS
frequency was increased in comparison to genes inside introns only in Eukaryota-infecting
viruses (1.9× enrichment), whereas introns in bacteria-infecting viruses were depleted for
PQS presence (0.14× lower PQS frequency in comparison to genes). This indicates that the
prevalence of PQS in specific viral features is important for the host’s cellular machinery.
A G4 located in an intron could affect the expression profile; it was shown to regulate the
splicing of alternative isoforms of a p53 protein in the human genome [41].

Figure 4. The ratio of PQS frequencies per 1000 nt between gene annotation and other annotated
locations from the NCBI database. PQS frequencies within (inside), before (100 nt), and after (100 nt)
annotated locations were analyzed. Detailed results are summarized in Supplementary Materials S5.
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2.3. PQS Frequencies of dsDNA Viruses Correlate with Their Hosts’ Genomes

Next, to evaluate the relationship between PQS frequencies of the virus and the host,
we analyzed selected genomes of host organisms for PQS presence. For hosts from archaea
and bacteria, we utilized the previously published results of our group on PQS occurrence
in all accessible archaeal and bacterial genomes [19,42]. In all analyses, we used the same
workflow and same parameters for G4Hunter and data processing. Reference genomes
of the Eukaryota hosts were retrieved from the NCBI database, and their list together
with correlation analyses is available in Supplementary Materials S1. We selected all
available reference genomes of hosts belonging to Viridiplantae, and for the remaining
Eukaryota groups (Arthropoda and Chordata), we selected the 10 most frequent hosts in
each corresponding category. There is no reference genome, however, for the Acanthamoeba
genus, the only host of Amoebozoa-infecting viruses. We always compared a single
eukaryotic host genome to all corresponding dsDNA viruses. The overall results of the
correlation analyses are presented in Figure 5 and in the Supplementary Material S6.
Spearman’s correlation coefficient for the average of PQS frequencies in all investigated
virus-host pairs was determined to be 0.7677, with a statistically significant p-value of
7 × 10−7 (Figure 5A). To exclude the GC content as a bias factor, we plotted also the average
PQS/GC per 1000 nt. The correlation coefficient for the average of PQS/GC per 1000 nt
then increased to 0.822, with p-value of 3 × 10−8 (Figure 5B).

The strongest correlation was found between virus–bacteria pairs. Spearman’s corre-
lation coefficient for PQS frequency of bacteria-infecting viruses and their hosts showed a
strong, statistically significant (p-value < 0.01) positive correlation (Figure 5E,F). The corre-
lation coefficient was 0.9429 for PQS frequency and 0.9985 for GC/PQS, with p-value < 0.01.
Our previously published PQS frequencies of all known bacterial genomes [19] correspond
to the frequencies determined here for PQS in bacteriophage genomes. In all virus–bacteria
pairs, the mean PQS frequency was higher in the bacterial group than in the viral host
group. A statistically significant positive correlation (p-value < 0.05) was observed, also
with PQS frequencies grouped by G4Hunter score intervals and PQS frequencies identified
by the Tetraplex Finder module of QuadBase2 software with default low stringency param-
eters (Supplementary Materials S7). Dispersion of PQS frequencies among bacteriophages
was more diverse than inside other viruses, and the same observation (higher diversity
in PQS frequencies) has been reported for bacteria compared to other hosts [18]. The
corresponding frequencies of virus and bacteria hosts confirmed by correlation analyses
pointed to their having close coevolutionary processes. The second highest correlation
coefficient was found for the Archaea subgroup, with a value of 0.9 for PQS average fre-
quency and PQS/GC (p-value < 0.05) (Figure 5C,D). To distinguish several different phyla,
we further divided Crenarchaeota into two subgroups (Sulfolobus, Thermoproteales) and
Euryarchaeota into three subgroups (Acidianus, Halobacteriales, Haloferacales). Because of
the high diversity and the low number of sequenced genomes in several categories, the
minimum number of viral or host genomes for statistical analyses was set to four.

Inside the eukaryote domain, we noted lower but still statistically significant
(p-value < 0.01) correlation coefficients of 0.6509 for PQS frequencies and 0.7737 for
PQS/GC. This finding could be attributed to two main causes (Figure 5G,H). First, the
statistical sample for Eukaryota host genomes was significantly smaller, in comparison
to that for bacteria and archaea host domains; an average of six host genomes were
analyzed for each group of Eukaryota, shown in Table 2. Second, with the increasing
complexity of the organisms, genomic duplications, and extensive repetitions, the
correlation could be less obvious and significant.

Recently, coevolution of G4 sequence composition between dsDNA viruses from the
Herpesviridae family and host has been proposed, as herpesviruses are often enriched for
C-rich looped G4s, which are binding sites for host transcription factors, and TTA-looped
G4s identical to the telomeric motif of vertebrates [31]. Mimicking the genome organization
of the host could influence the PQS prevalence in dsDNA viral genomes and vice versa.
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Figure 5. Relationships between virus and various hosts as measured by observed PQS frequency per 1000 nt and PQS
frequency per 1000 GC. (A) All host-virus pairs, PQS frequencies; (B) All host–virus pairs, PQS per 1000 GC; (C) Archaea–
virus pairs, PQS frequencies; (D) Archaea–virus pairs, PQS per 1000 GC; (E) Bacteria–virus pairs, PQS frequencies;
(F) Bacteria–virus pairs, PQS per 1000 GC; (G) Eukaryota–virus pairs, PQS frequencies; (H) Eukaryota–virus pairs, PQS per
1000 GC of the archaea–virus pairs.

3. Materials and Methods
3.1. Viral and Host Sequences

A total of 3134 sequences of 2903 unique viral genomes were downloaded from the
genome database of the National Center for Biotechnology Information (NCBI). Where
more than one sequence was available, only the reference genome was used in the analyses.
Hosts were assigned according to the NCBI and the Virus-Host database [37]. Subviral
agents were assigned to the host of the coinfected virus as stated in the database [37]. A full
list of NCBI IDs and host assignments are presented in Supplementary Materials S1. For
hosts from archaea and bacteria, we utilized the previously published results of our group
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on PQS occurrence in all accessible archaeal and bacterial genomes [19,42]. For eukaryote
groups, we selected the 10 most frequented hosts for each viral group, and these are also
listed in Supplementary Materials S1.

3.2. PQS Analyses

Analyses were run using the computational core of DNA analyzer software written in
Java [43] with G4Hunter algorithm implementation [32] and default parameters (25 nt for
window size, G4 score threshold 1.2). The overall results as to the number of PQS found
together with the size of genomic DNA, GC content, PQS frequency normalized for 1000 nt,
and lengths of sequences covered with PQS are summarized in Supplementary Materials
S2. The average PQS frequency of host groups, shown in Table 1, was normalized by the
number of viruses infecting each genus to avoid sampling bias due to the overabundance
of viruses infecting specific species (such as a human). PQS were also classified into the
five intervals of the G4Hunter score: 1.2–1.4, 1.4–1.6, 1.6–1.8, 1.8–2.0, and 2.0 and more. To
confirm the results acquired by G4Hunter, bacteriophages and corresponding hosts were
selected and analyzed by the Tetraplex Finder module of QuadBase2 software with default
low stringency parameters (nonoverlapping PQS with minimum two-tracked PQS and
loop length of 1–12 nt), and the results are listed in Supplementary Materials S7 [44].

3.3. Statistical Analysis

The normality of data was tested by the Shapiro–Wilk test. The nonparametric Kruskal–
Wallis test was utilized for statistical evaluations of the differences in PQS among host
phylogenetic groups. Post hoc multiple pairwise comparisons, using Dunn’s test with
Bonferroni correction of the significance level, were applied with the p-value cutoff set
at 0.05; data are available in Supplementary Materials S3 for sequences grouped by their
host organism and their comparison to the PQS frequency of host groups. For correlation
analyses, the two-tailed Spearman’s correlation coefficient was considered. To further
reveal and graphically depict similarities between viral hosts, we constructed a cluster
dendrogram of PQS characteristics in program R, version 3.6.3, using the pvclust package.
The following values were used as input data: Mean f (mean of predicted PQS per 1000 nt),
Min f (the lowest frequency of predicted PQS per 1000 nt), Max f (the highest frequency of
predicted PQS per 1000 nt), and Cov % (% of genome covered by PQS) (Supplementary
Materials S4). The following parameters were used for both analyses, the cluster method
“ward.D2”, distance “euclidean”, and the number of bootstrap resampling 10,000. Statis-
tically significant clusters (based on approximately unbiased p-values values above 95,
equivalent to p-values less than 0.05) are highlighted in Figure 3 by rectangles marked with
broken red lines. R code is provided in Supplementary Materials S4.

3.4. Overlay of PQS with Annotated Features from NCBI

Annotated feature tables of all viral genomes were downloaded from the NCBI
database. Features were grouped by their names as stated in the feature table file. PQS
occurrence was analyzed inside and around (before and after) a predefined featured neigh-
borhood (±100 nt). From this analysis, we obtained a file with feature names and numbers
of PQS found inside and around features. Further processing was performed in Microsoft
Excel and the data are available as Supplementary Material S5.

4. Conclusions

PQS frequencies in viral genomes differ across host taxa and correspond to the PQS
frequencies of the host organism. The overlay of PQS with annotated regions revealed
nonrandom localization of G4 sequences and their abundance in various regions, such as
repeat regions, stem-loops, mobile elements, protein-binding regions, RNA, etc. While
abundance and depletion in some locations are shared by viruses of different hosts, others
are unique. For example, there is an abundance of PQS in introns of Eukaryota-infecting
viruses, but depletion of PQS in introns of bacteria-infecting viruses. Our study revealed
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the correlation between PQS frequencies of dsDNA viruses and corresponding hosts
from archaea, bacteria, and even eukaryotes, which indicate their close coevolution and
evolutionarily reciprocal mimicking of genome organization.

Supplementary Materials: Supplementary Materials can be found at https://www.mdpi.com/
article/10.3390/ijms22073433/s1.
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Abstract: The involvement of G-quadruplex (G4) structures in nucleic acids in various molecular
processes in cells such as replication, gene-pausing, the expression of crucial cancer-related genes
and DNA damage repair is well known. The compounds targeting G4 usually bind directly to
the G4 structure, but some ligands can also facilitate the G4 folding of unfolded G-rich sequences
and stabilize them even without the presence of monovalent ions such as sodium or potassium.
Interestingly, some G4-ligand complexes can show a clear induced CD signal, a feature which is
indirect proof of the ligand interaction. Based on the dichroic spectral profile it is not only possible to
confirm the presence of a G4 structure but also to determine its topology. In this study we examine
the potential of the commercially available Rhodamine 6G (RhG) as a G4 ligand. RhG tends to
convert antiparallel G4 structures to parallel forms in a manner similar to that of Thiazole Orange.
Our results confirm the very high selectivity of this ligand to the G4 structure. Moreover, the parallel
topology of G4 can be verified unambiguously based on the specific induced CD profile of the
G4-RhG complex. This feature has been verified on more than 50 different DNA sequences forming
various non-canonical structural motifs.

Keywords: G-quadruplex; ligand; rhodamine; thiazole orange; thioflavin T

1. Introduction

G-quadruplexes (G4s) are relatively common in the genomes of all living cells, in-
cluding viruses, but their frequency differs from species to species [1,2]. The G4 motif
may be an integral part of some artificially developed DNA and RNA aptamers [3–6]. The
dispersion of putative G4 sequences in genomes is not random, however, and their local-
ization is closely correlated with specific gene functions [7]. An investigation of different
genomes using various searching algorithms indicated that at least 3.105 and up to 3.106

G4-putative sequences can be formed in the human genome [8,9]. Therefore, in the past
decade, considerable efforts have been made with the aim of developing small molecular
probes capable of selectively recognizing G4s in therapeutic drug screening and biosensor
construction since DNA molecules are not readily visible in such assays [10–14].

An extremely wide range of fluorophores which target nucleic acids have been identi-
fied to date, and several of these optical probes are routinely used in fluorescent microscopy
studies to stain genetic material in the nucleus (e.g., DAPI and Hoechst) [15,16]. Frequently,
π-π interactions between polyaromatic systems and nucleobases play a crucial role in
determining the binding mode, typically through intercalation and insertion in between
base pairs of duplex DNA or in end-stacking on the G-quartets of G4s. In addition to these
binding modes, ligands can also bind to the grooves of DNA or through direct coordina-
tion. Additionally, electrostatic interactions play an important role in increasing the affinity
between positively charged optical probes and the negatively charged phosphates found
in nucleic acids.
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In this study we investigate the interaction of series of known G4-DNA forming
oligonucleotides with rhodamine dyes containing a fluorescent xanthene core; specifically,
Rhodamine B (RhB) and Rhodamine 6G (RhG). The results were compared with those
obtained for other well-characterized G4 ligands, primarily Thiazole Orange (TO) and
Thioflavin T (ThT), Figure 1.

Int. J. Mol. Sci. 2021, 22, 7639 3 of 16 
 

 

 

Figure 1. Structure of ligands directly used in this study. 

2. Results and Discussion 

2.1. The Spectral Properties of DNA-Ligand Complexes 

Parallel G-quadruplex structures exhibit a clear positive band at ~265 nm and a 

negative peak at ~240 nm, while antiparallel G4 structures exhibit a positive CD signal at 

~295 nm and a negative signal at ~265 nm. In contrast, the so-called (3 + 1) conformer, in 

which three strands are in the same alignment with another strand oriented in the 

opposite direction, exhibits a positive shoulder at 265−270 nm, but it should be noted that 

a mix of parallel and antiparallel structures can show signatures which are close to the 

topology of (3 + 1) conformers [26,27]. However, other structural forms may display a 

positive peak close to 265 nm, but this spectrum does not necessarily indicate the presence 

of a G-quadruplex [28,29]. CD spectra can also be used for the detection of i-motifs; the 

maximum and minimum Cotton effects at 288 and 258 nm are indicative of the formation 

of this structure and the peaks at 275 and 249 nm are indicative of unstructured DNA [30]. 

Interestingly, some achiral ligands binding to DNA form a chiral complex which shows 

an induced CD (ICD) signal close to the wavelength region of absorption, but it should be 

noted here that ICD can also be observed in the UV region in which G4s show a 

characteristic CD signal with the UV-ICD signal interfering with an original signal 

corresponding to G4 formation. The results show the unique ICD profile in visible region 

caused by G4-ligand interaction [31,32]. A ligand causing ICD in a G4-ligand complex 

usually stabilizes the G4 motif, but it can also induce topological changes and facilitate G4 

multimerization [27]. On this basis, ICD signatures can be used to determine whether a 

sequence forms G4 motif.  

More than 50 different oligomeric sequences which form different non-canonical 

structures have been analyzed; see the Material and Methods section for more details.  

The UV-Vis spectra of the studied ligands are shown in Figure 2. In the absence of 

DNA, each ligand shows an absorption signal in the visible wavelength in the range of 

350–560 nm, and an ICD signal is therefore expected in this region. 

Figure 1. Structure of ligands directly used in this study.

RhB is a widely available dye which is commonly used as a water tracer or as a
colorant in textiles and foodstuffs, but it can also serve as a fluorescent biomarker [17,18].
Nanoparticles consisting of RhB derivatives have shown considerable potential for applica-
tions in the field of biomedical sciences [19]. RhG is an organic laser dye which is suitable
for use in studying the probes as it has a high quantum yield for fluorescence. As with RhB,
this agent has a wide range of potential applications, ranging from use as a fluorescence
tracker which can help in defining the spectroscopic characteristics with a high conversion
efficiency and precision to its use as a leukocyte marker [20]. No cytotoxicity has been
detected for RhG at µM concentrations in vivo [21]. ThT is an effective fluorescence probe
in the detection of DNA and RNA G4s. Nucleolar G-quadruplexes in living cells have
been visualized by using ThT and the high selectivity of the ligand allows researchers to
distinguish between G4 and non-G4 structures [22]. The cyanine dye TO is widely used as
a fluorescent probe which becomes illuminated upon binding to almost all forms of DNA,
but the dye exhibits poor selectivity in differentiating G-DNA from other structural forms
of DNA [23].

The adopted structure of each oligonucleotide was verified using UV absorption, CD
spectroscopy and electrophoretic separation in the presence of either sodium or potassium
ions. Circular dichroism (CD) spectroscopy has been used to monitor spectral profiles of
non-canonical structural motifs structure formation under different conditions, mainly the
presence of ligands and cations. This method was also combined with other techniques
to identify other properties of the folded structures such as multimerization and stability.
For this purpose, various types of electrophoreses, UV-Vis absorption and fluorescent
spectroscopies were performed. Parallel and antiparallel G4 topologies can typically be
identified by determining the position of the positive and negative peaks in CD spectra
in the UV range of 230−320 nm [24]. In order to eliminate the false confirmation of
conformation on the basis of CD spectra profiles alone, CD melting curves and temperature
gradient-gel electrophoresis (TGGE) were used because, as is generally known, the stability
and melting temperature of G4s are significantly higher in the presence of potassium
than in the presence of sodium ions [25]. Other non-canonical forms are significantly less
sensitive to the presence of potassium. In addition, the ligand gradient-gel electrophoresis
(LGGE) was also used in this study to monitor the influence of ligand to G4 topology.
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The main goal of this study is to demonstrate that the fluorophore RhG selectively
binds to parallel forms of G4s. In order to verify the relatively high selectivity, other
sequences capable of forming non-canonical structures were also analyzed.

2. Results and Discussion
2.1. The Spectral Properties of DNA-Ligand Complexes

Parallel G-quadruplex structures exhibit a clear positive band at ~265 nm and a neg-
ative peak at ~240 nm, while antiparallel G4 structures exhibit a positive CD signal at
~295 nm and a negative signal at ~265 nm. In contrast, the so-called (3 + 1) conformer, in
which three strands are in the same alignment with another strand oriented in the opposite
direction, exhibits a positive shoulder at 265−270 nm, but it should be noted that a mix of
parallel and antiparallel structures can show signatures which are close to the topology
of (3 + 1) conformers [26,27]. However, other structural forms may display a positive
peak close to 265 nm, but this spectrum does not necessarily indicate the presence of a G-
quadruplex [28,29]. CD spectra can also be used for the detection of i-motifs; the maximum
and minimum Cotton effects at 288 and 258 nm are indicative of the formation of this struc-
ture and the peaks at 275 and 249 nm are indicative of unstructured DNA [30]. Interestingly,
some achiral ligands binding to DNA form a chiral complex which shows an induced
CD (ICD) signal close to the wavelength region of absorption, but it should be noted here
that ICD can also be observed in the UV region in which G4s show a characteristic CD
signal with the UV-ICD signal interfering with an original signal corresponding to G4
formation. The results show the unique ICD profile in visible region caused by G4-ligand
interaction [31,32]. A ligand causing ICD in a G4-ligand complex usually stabilizes the G4
motif, but it can also induce topological changes and facilitate G4 multimerization [27]. On
this basis, ICD signatures can be used to determine whether a sequence forms G4 motif.

More than 50 different oligomeric sequences which form different non-canonical
structures have been analyzed; see the Material and Methods section for more details.

The UV-Vis spectra of the studied ligands are shown in Figure 2. In the absence of
DNA, each ligand shows an absorption signal in the visible wavelength in the range of
350–560 nm, and an ICD signal is therefore expected in this region.
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The representative spectral results for various non-canonical motifs in the presence
of various ligands are shown in Figure 3. All DNA sequences summarized in the Table 1
were analyzed using CD and absorption spectroscopy.
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Table 1. Selected melting temperatures obtained using CD spectroscopy.

Melting Temperature [◦C]
50 mM NaCl 50 mM KClOligo Wavelength [nm]

No Ligand RhG No Ligand RhG
HTR 294 52.0 52.0 63.5 64.0
Scle 264 62.0 77.0 81.5 >100
TBA 294 20.0 26.8 46.5 48.5

Hema 264 ND 54.3 72.0 86.0
STAT 264 54.5 76.5 92.8 >100
HCV 264 44.5 60.0 72.6 86.0
ionK 294 46.2 48.5 59.1 58.0

VEGF 264 47.5 82.0 85.6 87.9
no ligand a RhG a

C3A2T b 286 28.3 24.3
TFO1 282 20.4 17.7

a obtained in absence of salt, b obtained in pH 6.0 and ND—not determined.

The results clearly demonstrate that, with the exception of RhB, ICD signals only occur
when G4s are formed regardless of the ligand used. However, the results also suggest the
poor selectivity of ThT and TO, with ICDs being observed for many different non-canonical
forms, including that of the dsDNA-ThT complex; the presence of ICD is a signature of
DNA-ligand interaction. Nevertheless, the profile of the G4-TO complexes shows some
common features as has been demonstrated in our previous study [31,32]. The profile
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of G4-TO complexes is very similar to those of other G4 putative sequences. However,
the ICD signal obtained with TO does not allow us to distinguish between parallel and
antiparallel G4 topologies. In contrast, the ICD signal with RhG is observed only in the
case of parallel G4 topologies, and we can therefore suggest that the selectivity of RhG is
restricted for the determination of parallel G4s. In addition, the presence of salts was found
to have interfered only slightly with the shape of ICD profiles, Figure 3. Any parallel G4
structure exhibits almost the same CD spectral features as those obtained with the G3T
oligonucleotide in the presence of RhG.

RhG versus RhB

In contrast to RhB, RhG is positively charged in a neutral condition, and a significantly
higher affinity with DNA would therefore be expected. In addition to its above-mentioned
affinity G4s, its significant advantage of RhG over RhB is the presence of an ethyl ester
group in its structure, Figure 1. The presence of an ester protects the carboxyl group
and blocks the formation of a lactone cyclic structure, resulting in the greater stability
of the RhG structure. RhB is also able to form cyclic forms, a factor which increases its
structural variability, and which may also explain why the affinity for G4 structures is not as
pronounced as that recorded for RhG. In addition, the carboxyl group forms a COO-anionic
structural form under certain environmental conditions (e.g., high pH), which also has an
adverse effect on its affinity for negatively charged DNA [33].

2.2. RhG: Influence on Polymorphism and Stability

The Scle core sequence (d[TGGGGGGGTGGGTGGGT]) derived from the sclerostin
binding aptamer [34] adopts a clear parallel G4 structure in the presence of 50 mM potas-
sium; a positive CD signal is observed at 265 nm, Figure 4. The results also show an
influence of increasing concentration of DNA in the presence of 130 µM of RhB and RhG.
The RhG ICD signal strength is dependent on Scle concentration. The electrophoretic sepa-
ration shows unambiguously that at least three different folds of Scle can be formed under
the given conditions. A clear isosbestic point at ~539 nm in the absorption spectra was
also observed in the RhG spectra, panel C. However, the RhB spectra indicate a different
pattern of behavior; a negligible effect on spectral shift and an unclear isosbestic point were
detected, panel F. Nevertheless, the influence of both RhB and RhG on the distribution of
topological forms are also clear from the results; the intensity and position of bands are
different from those observed in the PAGE experiment without the presence of the ligands.
An intensive ICD signal was also observed for the Scle-RhG complex. G3T showed a very
similar sequence to that of Scle is G3T, with only one G base being substituted by T.

The results shown in Figure 5 demonstrate the effect of RhG on a series of sequences
d(G3NG3)G3, where N represents either C, T or A, respectively. Any of these sequences
adopts parallel G4 in either the presence or absence of RhG ligand regardless of whether
sodium or potassium cations are present; CD positive peaks are observed at 265 nm. CD
spectral features for this set of oligonucleotides are almost identical to those observed
for the core of Scle sequence. The electrophoretic results show the effect of RhG on
electrophoretic mobility and on the elimination of the number of folds, primarily for the
less stable G3A oligomer which shows the highest level of polymorphism. These set of
oligonucleotides preferentially form dimeric structure. These results suggest that RhG
has a significant effect on the folding process, with multimeric topological forms being
facilitated. The electrophoreses of other sequences adopting different non-canonical motifs
are summarized in Supplementary Figure S1. These results also confirm the effect of
ligand-induced multimerization.
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topological forms which have occurred in the solution. It is therefore not appropriate to 
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Figure 5. CD titration spectral measurements and PAGE of d(G3NG3)G3 sequences (~27 µM) at
different ionic conditions in the presence of increasing concentrations of RhG up to 260 µM (A). The
increment of RhG is ~33 µM. The left and right PAGE panels (B) represent electrophoretic records in
the absence and presence of 130 µM of ligand, respectively. Electrophoresis was performed in the
presence of both 50 mM NaCl and KCl. The mixture of AC9, AC18 and AC28 is used as standard.

2.3. Temperature and Concentration Measurements

CD and UV melting analyses were performed using the method described in our
previous studies [27,28]. However, as has already been mentioned, DNA sequences rarely
adopt only a single well defined and stable conformation, and instead typically form a
wide range of different topological isoforms. This feature may explain why the spectral
measurements display a melting curve which represents the average melting of a mix
of topological forms which have occurred in the solution. It is therefore not appropriate
to apply van’t Hoff analysis in the case of this type of melting curve as this approach is
intended for use with two-state systems [35,36]. As a result, it should be noted that the
selected values of melting temperature of G4s and one triplex and i-motif obtained using
CD spectroscopy which are summarized in Table 1 represent only indicative values. In
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addition, spectral melting curves of this type cannot offer an unambiguous explanation of
declination from the two-state mechanism. The corresponding electrophoreses are shown
in Supplementary Figure S1.

Although the values are only indicative, it is clear that antiparallel and hybrid G4
conformers are only slightly stabilized with RhG, but the melting temperature of parallel
G4s shows a more significant increase. The triplexes and i-motifs have been destabilized
with RhG. In order to provide clearer evidence, G4 forming sequences were also examined
using TGGE. The results shown in Figure 6 include TGGE results for HTR in both the
presence and absence of RhG in the gel. In order to eliminate the occurrence of a high
electric current only 2.5 mM of KCl was used. The corresponding CD measurements
under identical conditions may help to clarify the melting mechanism and the influence
of RhG on this process. Parallel G4 structures were not found to be the dominant form at
lower temperatures, even with the presence of RhG, but a temperature increase resulted
in an increasing population of parallel G4 structures at the expense of antiparallel hybrid
conformations. This change can be seen clearly in the dotted CD melting curve obtained at
264 nm. However, the parallel topology was also found to be more stable than the hybrid
structure.
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Figure 6. (A) TGGE record of HTR sequence in 25 mM mBR, pH 7.0 supplemented with 2.5 mM
KCl (up). The corresponding electrophoretic result contained 260 µM of Rh6G (down). (B) CD
spectra under the same conditions as the TGGE assay in the presence and absence of RhG. The
temperature dependences were obtained at 264 (red dashed line) and 294 (solid lines) nm. CD
melting temperatures are shown in the enclosed table. These temperatures agree with those obtained
with TGGE: 46.5 ◦C and 50.6 ◦C for antiparallel G4 in the absence and presence of RhG, respectively,
and >62 ± 2 ◦C for parallel G4 with RhG.

The TGGE profiles show clearly that the mobility of the parallel G4 dimer differs
only slightly from that of the denatured form, and therefore this method is not generally
applicable in melting analyses of any G4 structures. Another interesting example which
demonstrates the influence of the ligand to G4 structure is the unorthodox arrangement
found in the LGGE electrophoresis, in which the nonlinear gradient of the ligand is applied
in a perpendicular direction to the sample movement, Figure 7. This methodology allows
some details concerning the interaction of DNA with the ligand and the folding process
to be clarified. The results demonstrate the influence of the studied rhodamines on the
multimerization of G4 and on the occurrence of other topologies. Increasing concentrations
of RhG resulted in an abundance of parallel G4 structures but also of multimeric forms.
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The isothermal analysis performed at laboratory temperature enables the visualization of
the occurrence of native conformers at various concentrations of the ligand. A sequence
which occurs in the HIV genome was used for this purpose [37]. The effect observed in
the case of RhG was not recorded with RhB, a result which is probably due to the weak
interaction of the ligand with G4. No conversion to parallel topology or multimerization
occurred and, of course, no ICD signal was detected, not even in the presence of other
oligonucleotides. Nonetheless, RhB did exert a slight stabilization effect on G4 structures,
an effect which was primarily observed in conditions in which sodium was present, but
potassium was absent; the Tm value was seen to have increased by approximately 0.5–3 ◦C
(not shown). The continuous mobility profile of the electrophoretic band allowed the entire
topological conversion connected with the multimerization of the appropriate sequence
to be monitored. Using a combination of LGGE with, for example, CD titrating analysis,
it is possible to determine many of the “hidden” details of ligand-DNA interaction. This
methodology is introduced here for the first time, and we believe that it will prove to be a
useful tool in future DNA-ligand interaction studies.
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Figure 7. LGGE of HIV-M27 (d-[GTGGCCTGGGCGGGACTTGGGA]) performed in a 25 mM mRB buffer, pH 7.0 supple-
mented with 50 mM KCl and 0 to 260 µM rhodamines RhG (left) and RhB right). The concentration of polyacrylamide was
12%. The inset represents a corresponding CD spectrum under the same conditions. The concentration of ligand in CD was
0–260 µM, the increment is 65 µM. The G4 conversion from antiparallel to parallel monomer and dimer is highlighted with
arrows. The left and right columns represent standard PAGE of HIV-M27 performed in gels containing 0 and 260 µM of
ligands, respectively.

2.4. Fluorescence Spectroscopic Properties of RhB and RhG

The two reference fluorescent ligands ThT and TO which target G4 structures have
been studied in depth as fluorescent G4 ligands, with both dyes displaying considerable
fluorescence yields when bound to G4 in comparison to their independent fluorescence in
solution without the target structures [38,39]. The selectivity of TO was lower than that
of ThT, and TO also displays a strong illumination effect upon association with various
topological forms of nucleic acids [38]. The binding constants of the two agents are in
the micromolar range [40,41]. As was mentioned above in the introduction, rhodamines
are also fluorophores, and it is therefore appropriate to analyze their interactions with
DNA using fluorescence spectroscopy, thereby allowing the DNA-rhodamine complexes
to be determined in more detail. The most relevant results are shown in Figure 8. The
fluorescence of RhG was quenched when the ligand interacted with DNA, but the strongest
effect was observed for parallel G4 structures, panel A, although other structural forms
of DNA were found to quench RhG fluorescence to a less significant degree (not shown).
However, RhB quenching was almost negligible for all the DNA sequences used, including
those featuring G4 motifs, panel B. As evidence of the affinity of RhG, the promising G4
ligand of ThT was displaced from the ThT-G4 complex by RhG and RhB, panel C and D,
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respectively. It is evident that the signal corresponding to the ThT-G4 complex at ~485 nm
was eliminated at increasing amounts of RhG and the signal at 555 nm corresponding
to RhG was found to increase; ThT is displaced by RhG. However, this effect was not
observed in the case of RhB. A crossover point analogical to the isosbestic point was also
observed which indicates that these spectra are coupled. Even though the concentration of
RhB was 10-fold higher, no light-down corresponding to ThT-G4 complex was observed.
Although the determination of the binding constant of RhG to DNA was not a primary aim
of this study, it was possible to estimate this value based on the results of the experiments
monitoring G4 ligand displacement by rhodamines. The binding constant of RhG falls in
the same region as that of ThT because an equivalent amount of RhG can displace ThT.
However, this constant varies, and it is dependent on the G4 topology and the presence
of cationic molecules. Due to the complexity of this relationship, a deeper analysis of the
binding constant lies beyond the scope of this study.
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Figure 8. Fluorescence titration of 25 nM RhG (A) and RhB (B) with the stepwise addition of the G3T
oligonucleotide (0, 0.2, 0.4, 0.6, 0.8 and 1.0 µM) corresponding to 0−40 molar equivalents. Increasing
concentrations of DNA are highlighted with arrows. Measurements were performed in a mRB
buffer supplemented with 50 mM KCl at a pH of 7.0; excitation of RhG and RhB at 527 nm and 555
nM, respectively, the excitation and emission slits were 2.5 nm (5 nm in B) and the scan speed was
240 nm/min. 1 µM G4-ThT mixture (1: 1 molar eqv.) titrated with 0–1 µM RhG (C) and 0–10 µM
RhB (D), the excitation was at 413 nm.

2.5. Molecular Modeling of Ligand-G4 Interactions

Docking simulations were also carried out to demonstrate the putative binding of RhG
within G4 structures. The simulations of ligand binding were performed with structures
representing parallel dimer (2le6) and hybrid (2jpz) G4 structures because RhG can be
shown to affect these topologies, Figure 9. 2le6 [5′-d(GIGTGGGTGGGTGGGT)-3′] and
2jpz [5′-d(TTAGGGTTAGGGTTAGGGTTAGGGTT)-3′] represent structural analogs to G3T
and HTR structures, respectively. The docking simulation may not represent the true
structure of the DNA-ligand complex because the ligand interaction may slightly alter
the initial coordinate values of the atoms in the G4 structure, and this declination may
continue until the complex reaches its most stable form. The docking simulation identifies
the best configuration for a fixed structure in terms of the given data. Nevertheless, the
2le6 structure could represent a structure which is close to that induced with RhG. The
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most populated binding clusters of the five anchored RhGs could be a source of the strong
ICD signals, e.g. Figure 4a. The best matches were obtained for structures in which RhG
was bound into the G4 grooves close to cavity formed by G4 loop. Although this type of
molecular modeling did not confirm the presence of stacking interactions with terminal
G-quartets, an arrangement which is typically observed with NMR or crystallographic
data, we cannot rule out the possibility that such an interaction occurs in G4-RhG com-
plexes [41,42]. Nevertheless, this set of results demonstrates possible places where the
initial attachments of RhG with the folded G4 structure occur and not a consequent G4
structure modification driven by the ligand. We realize that PDB sequences are not the
same as studied oligomers, but results obtained with docking simulation show that G4
structures contain the binding sites tailored for RhG.
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Figure 9. Putative binding of the RhG ligand within the quadruplex structure PDB 2le6 (A) and 2jpz (B) obtained from
docking simulations. Only the leading structures of the most populated binding clusters are depicted. The quadruplex is
drawn in a solvent-accessible surface representation. The ligand is shown in a ball and stick representation. The solvent-
accessible surface of the ligand is also shown. The ligand is shown fitting into the quadruplex grooves. The subunits of 2le6
are colored with different hues, pale green and blue grey. Images were prepared using Chimera software [43].

3. Materials and Methods

All chemicals and reagents were obtained from commercial sources. DNA oligonu-
cleotides were obtained from Metabion, Germany (Table 2). PAGE purified DNA was
dissolved in double distilled water prior to use. Thiazole Orange, Thioflavin T, Rho-
damine B and Rhodamine 6G were purchased form Merk, Slovakia (390062, T3516, R6626,
252441). Single strand concentrations were determined precisely by measuring absorbance
(~260 nm) at 95 ◦C using molar extinction coefficients [44]. DNA concentrations were de-
termined using UV measurements carried out on a Jasco J-810 spectropolarimeter (Easton,
MD, USA).
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Table 2. Sequences of oligonucleotides used in the present study.

No. Name Sequence in 5′→3′ Direction Category and Preferred Motif
1 G3A GGGAGGGAGGGAGGGA
2 G3C GGGCGGGCGGGCGGGC
3 G3T GGGTGGGTGGGTGGGT
4 G3T2 GGGTTGGGTTGGGTTGGG
5 G3T3 GGGTTTGGGTTTGGGTTTGGG
6 G3T4 GGGTTTTGGGTTTTGGGTTTTGGG
7 HTR GGGTTAGGGTTAGGGTTAGGG
8 HTR2 AGGGTTAGGGTTAGGGTTAGGGT
9 HTR-T GGGTTAGGGTTAGGGTTAGGGT
10 G3T2C GGGTTCGGGTTCGGGTTCGGG
11 8G3 GGGTTAGGGTTAGGGTTAGGGTTAGGGTTAGGGTTAGGGTTAGGG
12 8G3T2 GGGTTGGGTTGGGTTGGGTTGGGTTGGGTTGGGTTGGG
13 8G3T3 GGGTTTGGGTTTGGGTTTGGGTTTGGGTTTGGGTTTGGGTTTGGG
14 G3-3-A20 GGGTTAGGGTTAGGGTTAGGGAAAAAAAAAAAAAAAAAAAA
15 G3-5-T20 TTTTTTTTTTTTTTTTTTTTGGGTTAGGGTTAGGGTTAGGG

G3Nn [31]

16 G4T GGGGTGGGGTGGGGTGGGG
17 G4T2 GGGGTTGGGGTTGGGGTTGGGG
18 G4T3 GGGGTTTGGGGTTTGGGGTTTGGGG
19 G4T4 GGGGTTTTGGGGTTTTGGGGTTTTGGGG
20 G4T2A GGGGTTAGGGGTTAGGGGTTAGGGG

G4Nn [31]

21 HCV GGGCGTGGTGGGTGGGGT
22 Hema GGGGTCGGGCGGGCCGGGTG
23 HIV GGGGTGGGAGGAGGGT
24 Insu GGTGGTGGGGGGGGTTGGTAGGGT
25 ionK GGGTTAGGGTTAGGGTAGGG
26 OCH-A CGGGTGTGGGTGGCGTAAAGGGA
27 Scle TGGGGGGGTGGGTGGGT
28 STAT GGGCGGGCGGGCGGG
29 TBA GGTTGGTGTGGTTGG
30 TBA-5T GGTTGGTGTGGTTGGTTTTTGGTTGGTGTGGTTGG
31 VEGF GGGGCGGGCCGGGGGCGGG

Aptamers [45]

32 HIV1-K02 GTGGCCTGGGCGGGACTGGGGA
33 HIV1-K03 CGGGGTTGGGAGGTGGGT
34 HIV1-L20 TGGGAGGGATAAGGGGCGGTTCGGGGA
35 HIV1-M27 GTGGCCTGGGCGGGACTTGGGA

HIV [37]

36 E-Cote2 TGGGGAGGGTGGGGAGGGTGGGGAAGG
37 E-Cote4 TGGGATGGGTGGGGTGCTTGTCTGGGGC
38 MarRavn GTGGTCGGCGTGGGGGGGAGGGT

Ebola virus [32]

39 c-myc TGGGGAGGGTGGGGAGGGTGGGGAAGG
40 N-myc TAGGGCGGGAGGGAGGGAA
41 pUC-G1 GGGGTGTTGGCGGGTGTCGGGGC
42 RAN TGGGGGTGGGGTTGGGTGGTGT
43 RAN-del TGGGGGTGGGGTTGGGTGGT
44 Z-G4 TGGTGGTGGTGTGGTGGTGGTGGTGTT

Others

G
-quadruplex

45 i-HTR CCCAATCCCAATCCCAATCCC
46 i-HTR2 TCCCAATCCCAATCCCAATCCCA
47 C3-Msl1 CCCTAACCCTAAACCCTAACCC

i-motif

48 AC9 ACACACACA
49 AC12 ACACACACACAC
50 AC18 ACACACACACACACACAC
51 AC28 ACACACACACACACACACACACACACAC

ssDNA

52 AT-alt ATATATATATATCCCATATATATATAT
53 GC-alt GCGCGCGCGCGCTTTGCGCGCGCGCGC
54 ctDNA Unspecified calf thymus DNA

dsDNA

55 TFO1 AAAAAAAACCCCTTTTTTTTCCCCTTTTTTTT
56 TFO2 AGAGAGAACCCCTTCTCTCTTATATCTCTCTT triplex

57 VK1 GGGAGCGAGGGAGCG AG-tetraplex [29]

3.1. Circular Dichroism Spectroscopy

CD spectra were recorded on a Jasco J-810 spectropolarimeter equipped with a PTC-
423L temperature controller using a quartz cell of 1 mm optical path length in a reaction
volume of ~150 µL; instrument scanning speed of 100 nm/min, 1 nm pitch and 1 nm
bandwidth, with a response time of 2 s. CD data represents three averaged scans taken
at a temperature range of 0–100 ◦C. Scans were performed over a range of 220–700 nm.
All other parameters and conditions were the same as those which were described previ-

161



Int. J. Mol. Sci. 2021, 22, 7639

ously [27]. A modified Britton–Robinson buffer (mBR) in which TRIS was used instead
of potassium/sodium hydroxide (25 mM phosphoric acid, 25 mM boric acid and 25mM
acetic acid) was used in all spectral analyses and was supplemented by either 2.5–50 mM
potassium chloride or 50 mM sodium chloride; pH was adjusted by TRIS to a final value of
7.0. I-motif was also measured in acidic conditions (pH 4–6). DNA titration was performed
with increasing concentrations of the ligand. Each ligand was solubilized in DMSO or
ethanol to reach a final concentration of 10 mM in the stock solution. The concentrations
of DNA and ligand in the 1 mm quartz cell were 30 µM and 0–200 µM, respectively, and
the increment of the ligand was ~67 µM. Each sample was mixed vigorously for 3 min
following the addition of ligand; CD/UV spectra were performed immediately.

3.2. CD Melting Curves

CD melting profiles were collected at ~295 and ~265 nm as a function of temperature
using a procedure which has been published previously [27,36]. The temperature ranged
from 0 to 100 ◦C, and the heating rate was 0.25 ◦C per minute. The melting temperature
(Tm) was defined as the temperature of the mid-transition point.

3.3. Electrophoresis

Samples consisting of 0.3 µL of 1mM stock solutions were separated using nondena-
turing PAGE in a temperature-controlled electrophoretic apparatus (Z375039-1EA; Sigma-
Aldrich, San Francisco, CA, USA) on 12% acrylamide (19: 1 acrylamide/bisacrylamide)
gels. DNA was loaded onto 13 by 16 by 0.1 cm gels. Electrophoresis was run at 10 ◦C
for 2 h at 125V (~8 V·cm−1). Each gel was stained with StainsAll (Sigma-Aldrich). All
electrophoretic measurements were performed in a mBR buffer at pH 7.0. Temperature
gradient gel electrophoresis (TGGE) equipment was used according to a method which has
been described previously [44,45]. The gel concentration was 12%. Electrophoreses were
run perpendicularly to the temperature-gradient (20–80 ◦C) for 3 h at 160 V (~8 V·cm−1).
Approximately 12 µg of DNA was loaded into the electrophoretic well. DNA oligomers
were visualized with Stains-all after the electrophoresis. Ligand gradient gel electrophore-
sis (LGGE) is similar to denaturing gradient gel electrophoresis (DGGE), but in place of a
denaturing agent, a concentration gradient of ligand (0–260 µM) is applied perpendicularly
to the movement of the DNA sample. The same apparatus used for standard PAGE analy-
ses was used in this assay. The technique was developed and applied in our laboratory to
monitor the folding and multimerization effect of the ligands on G4 structures.

3.4. Fluorescence Spectroscopy

Fluorescence spectra were acquired at 20 ± 1 ◦C with a Jasco FP-8300 Spectrofluorom-
eter which was equipped with a Peltier temperature controller ETC-815. A quartz cuvette
with a 10 mm path length was used in all experiments. In the fluorescence measurements,
the excitation and emission slits were 2.5–5 nm, and the scan speed was 240 nm/min. Then,
25 nM of ligand was titrated with DNA (0–1 µM) in a mRB buffer in both the presence and
absence of monovalent metal cations. The molar ratios between DNA and ligand were 1:40,
1:32, 1:24, 1:16 and 1:8. The excitation wavelength was adjusted to 527 and 413 nm for RhG
and ThT, respectively.

3.5. Docking Studies

Molecular models of RhG was created using the building options in an ACD/ChemSketch
(ACD/ChemSketch package 2020.2.0 www.acdlabs.com (accessed on 17 June 2021). The
models were built as 3D structures and saved as Mopac input files using the ACD/3D
Viewer (ACD/3D Viewer package 2020.2.0 www.acdlabs.com (accessed on 17 June 2021).
MOPAC2016 was used to optimize the ligand geometry [46]. Chimera software [43] was
used to extract coordinates of a G4 structure from a pdb file id: 2jpz [47]; 2le6 [48]. As NMR
spectroscopy was used to determine the coordinates of a G4 structure, only the coordinates
of the first model were selected for a docking simulation. In the case of the quadruplex

162



Int. J. Mol. Sci. 2021, 22, 7639

id: 2le6, the position of the last residue dT(16) was changed in order to allow stacking
interactions with a ligand during the docking run. The position of the last nucleotide was
changed using the Structure Measurements module in the Chimera software program; the
torsion angle defined as dG(15).A C3′–dG(15).A O3′–dT(16) P–dT(16) O5′ was changed
from −74 to +74 degrees. MGL TOOLS 1.5.6 software was used to assign Gasteiger partial
atomic charges to the G4 structure [49]. The Antachamber module of the Ambertools 18
software package was used to derive charges for the ligands via the AM1-bcc method.
Docking simulations were carried out using Autodock ver. 4.2, while MGL TOOLS 1.5.6
was used to prepare the input files [50]. United atom representations were used for the
ligands and G4 structures. The grid for energy for G4s pdb id: 2jpz and 2le6 was set at the
center of the macromolecule with the dimensions of 120 × 120 × 120 points (x,y,z) and a
spacing of 0.375 Å. Docking runs were performed using a Larmarckian genetic algorithm.
Docking began with a population of random ligand conformations in a random orientation
and at a random translation. Each docking experiment was derived from 100 different runs
which were set to terminate after a maximum of 25 × 105 energy evaluations or 27 × 103

generations, yielding 100 docked conformations. The population size was set to 300. For
other parameters, the default values were used. Five docking runs were performed for the
ligand.

4. Conclusions

In conclusion, the results of the study indicate that RhG acts as a promising stabilizer
of G4 structures. The ligand was found to bind preferentially to parallel G4 topologies
and to promote G4 multimerization, while the fluorescence quenching induced with
G4, and the resultant ICD values are highly significant in comparison with other DNA
structures. The findings of the computer modeling predict that RhG binds to the grooves
of G4 structures. In addition, LGGE is the first application to our knowledge that can
demonstrate the concentration effect of the ligand on the G4 topology. Our results regarding
the selectivity of RhG to G4s could serve as a starting point for the development and
synthesis of novel fluorescent organic and metalloorganic G4-probes derived from the basic
skeleton of RhG. Highly selective optical probes are frequently required for the construction
of functionalized-nanoparticles and drug delivery systems, and therefore these types of
small molecules show great potential for future applications in molecular biology and in a
wide range of biomedical fields.
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Abstract: G-quadruplexes have long been perceived as rare and physiologically unimportant nucleic
acid structures. However, several studies have revealed their importance in molecular processes,
suggesting their possible role in replication and gene expression regulation. Pathways involving
G-quadruplexes are intensively studied, especially in the context of human diseases, while their
involvement in gene expression regulation in plants remains largely unexplored. Here, we conducted
a bioinformatic study and performed a complex circular dichroism measurement to identify a stable
G-quadruplex in the gene RPB1, coding for the RNA polymerase II large subunit. We found that
this G-quadruplex-forming locus is highly evolutionarily conserved amongst plants sensu lato
(Archaeplastida) that share a common ancestor more than one billion years old. Finally, we discussed
a new hypothesis regarding G-quadruplexes interacting with UV light in plants to potentially form
an additional layer of the regulatory network.

Keywords: evolution; plant science; nucleic acids; circular dichroism; UV light

1. Introduction

G-quadruplexes (G4s) in nucleic acids are noncanonical four-stranded structures,
which are different from classical double-stranded DNA (B-DNA form) described in 1953
by James Watson, Francis Crick, and Rosalind Franklin [1,2]. The basic building block
for a G4 is a so-called guanine quartet formed by a G:G Hoogsteen base pairing, a struc-
ture which was first proposed by Gellert and his colleagues in 1962 [3,4]. G4 formation
usually requires monovalent cations with a positive charge, such as potassium (K+) and
sodium (Na+) ions [5]. It has been demonstrated that G4s have the potential to frequently
occur in specific genomic loci, generally called G4-forming sequences or putative G4 sites.
These regions are widely found in various eukaryotes [6–8], prokaryotes [9–11], and even
viruses [12–15]. There is direct evidence of the functional relevance of such a structure; that
is, G4s generally slow the replication process and induce instability during leading-strand
replication [16,17], affect transcription by arresting RNA polymerase [18–20], and stop
translation of the protein if a stable G4 is formed in the transcribed mRNA [19,21]. There
are also studies suggesting that G4s are sensitive to UV light in vitro [22,23]. However, G4s
are still a neglected area in plant research when compared to humans and model animals.
Limited knowledge on the topic was reviewed in [24] stating the unknown function of
most plant G4s. In this study, we inspected the RPB1 gene, which encodes the large subunit
of RNA polymerase II. RNA polymerase II (DNA directed RNA polymerase II) is usually
associated with transcription of most structural genes. Eukaryotic RNA polymerase II
consists of 12 subunits encoded by different genes [25,26], and in 2005, an exact 3D structure
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of RNA-polymerase II from Saccharomyces cerevisiae was resolved [27]. The activity of RNA
polymerase II is precisely regulated on several levels, but there are large differences among
species, especially between mammals and plants. For example, mammalian RNA poly-
merase II is localized to the so-called transcription factories in the nucleus, while in plants,
RNA polymerase II is rather more evenly distributed in the nucleoplasm [28]. Moreover, in
plants, specialized polymerases have evolved (RNA polymerases IV and V, and organelle-
specific polymerases), so the specificity of substrates slightly differs [29]. Recently, a novel
role of plant RNA polymerase II has been described—they silence retrotransposons and,
thus, maintain genome stability [30]. RNA polymerase II is a multi-subdomain complex;
the number of domains, as well as their positions, differs between plant species, which
points to a complicated evolution for this enzyme, as reviewed in [26]. RNA polymerase
protein complexes are considered to be one of the main regulators of gene expression
processes in all living organisms [31,32]. Thus, we decided to carry out our G4 analysis in
the coding regions of the RPB1 gene in different evolutionarily distant organisms belonging
to the plant kingdom. Although regulation of gene expression is more complex, levels of
active RNA polymerase II are important for the overall level of transcription. Therefore,
stable G4(s) in the coding sequence of the large subunit of RNA polymerase II could
significantly reduce the level of transcription.

2. Results and Discussion

At first, we decided to study the conservation of potential G4-forming RBP1 sequences
in evolutionarily distant plants. We aligned the RPB1 coding sequences of various repre-
sentative green plants (Viridiplantae) and their closest relative groups, Rhodophyta and
Glaucophyta, which all belong to the Archaeplastida supergroup [33]; see Table 1. The
alignment revealed a single highly conserved G4 site (Figure 1a), which we inspected
further using in silico G4 predictions. It was found that at least 18 of the 20 sequences
analyzed had a G4-forming potential.

Table 1. The most important species inspected in this study (for more species, see Supplementary Material S1). Columns
contain their Latin and common names (if applicable, higher and lower taxonomy units, NCBI accession numbers of RPB1
coding regions, and the presence of predicted conserved G4 sites).

Latin Name/Common Name Higher Taxonomy
Unit

Lower Taxonomy
Unit

RPB1 CDS
NCBI ID

Predicted Conserved
G4 Site 1

Amborella trichopoda/
amborella Viridiplantae Amborella XM_006828781.3 Yes

Arabidopsis thaliana/
thale cress Viridiplantae Brassicales NM_119746.4 Yes

Bathycoccus prasinos Viridiplantae Chlorophyta XM_007510177.1 Yes
Chondrus crispus Rhodophyta Gigartinales XM_005718456.1 Yes

Cyanidioschyzon merolae Rhodophyta Cyanidiales XM_005538436.1 No
Cyanophora paradoxa Glaucophyta Cyanophoraceae DQ223186.1 Yes

Coccomyxa subellipsoidea Viridiplantae Chlorophyta XM_005651715.1 Yes
Galdieria sulphuraria Rhodophyta Cyanidiales XM_005707370.1 Yes
Helianthus annuus/
common sunflower Viridiplantae Asterales XM_035988906.1 Yes

Juglans regia/
English walnut Viridiplantae Fagales XM_035687192.1 Yes

Micromonas pusilla Viridiplantae Chlorophyta XM_003055558.1 Yes
Ostreococcus tauri Viridiplantae Chlorophyta XM_022983138.1 Yes

Papaver somniferum/
opium poppy Viridiplantae Ranunculales XM_026541050.1 Yes

Populus alba/
white poplar Viridiplantae Malpighiales XM_035033875.1 Yes

Prunus dulcis/
almond Viridiplantae Rosales XM_034368569.1 Yes

Setaria viridis/
bristlegrass Viridiplantae Poales XM_034744839.1 No
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Table 1. Cont.

Latin Name/Common Name Higher Taxonomy
Unit

Lower Taxonomy
Unit

RPB1 CDS
NCBI ID

Predicted Conserved
G4 Site 1

Solanum tuberosum/
potato Viridiplantae Solanales XM_006340725.2 Yes

Vitis riparia/
riverbank grape Viridiplantae Vitales XM_034819617.1 Yes

Volvox carteri Viridiplantae Chlorophyta XM_002949413.1 Yes
Zea mays/

maize Viridiplantae Poales NM_001305817.1 Yes

1 G4 sites were predicted using four independent approaches. For more details, see the Supplementary Material S1.
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Figure 1. Conserved G4 locus in the RPB1 gene. (a) Multiple sequence alignment of conserved G4-
forming loci inside the gene coding for the large subunit of RNA polymerase II (RPB1). The alignment
was constructed using the MUSCLE algorithm [34] via UGENE workflow [35]. Mainly the second (II)
and fourth (IV) guanine tracks show strong conservation of guanine residues. (b) Taxonomic tree
with the time of branching estimations (MYA) constructed using the TimeTree tool [36]. Coccomyxa
subellipsoidea is omitted here because of its unclear phylogeny.

The identified region was approximately 40 nucleotides long and contained four well-
conserved guanine tracks. Their G4 forming potential was verified by four different meth-
ods, including QGRS mapper [37]; the G4Hunter [38] algorithm; and the G4RNAscreener
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web server [39], which comprises cGcC [40] and neural network approaches [41]. Consider-
ing the RPB1 CDS sequence from Arabidopsis thaliana (NM_119746.4), the G4 locus started
at nucleotide position 1257 and ended at nucleotide position 1296. For the whole genome,
the identified region occupies the coordinates of chromosome 4, 16,966,308–16,966,347.
The fourth guanine track is 100% conserved, while the other tracks contain a certain plas-
ticity, which can play an important role in the resulting conformation of the formed G4
(Figure 1a). From an evolutionary perspective, it is remarkable that this G4 locus has
remained preserved for more than one billion years (Figure 1b). This finding was highly
unexpected, because the vast majority of G4 loci are highly divergent and non-conserved,
even between closely related species [42,43].

It can be hypothesized that the coding region of the RPB1 CDS is a priori conserved
to maintain the unaltered amino acid sequence of the RNA polymerase II large subunit.
Therefore, we inspected the whole RPB1 CDS (app. 6000 bp) and found that the 40-bp-long
potential G4 locus is the most conserved (based on a multiple sequence alignment of RPB1
gene in plants; details are enclosed in the Supplementary Material S2). Although the G4
locus of the RPB1 gene is perfectly conserved among evolutionarily distant plant species,
its paralogs in Arabidopsis thaliana (rpa1, rpc1, rpd1a, and rpd1b) have this locus modified
by deletions and/or substitutions that disrupt G4-forming potential (see Supplementary
Material S3). The largest and catalytic component of RNA polymerase II (RPB1) synthesizes
mRNA precursors and many functional non-coding RNAs. RPB1 forms the polymerase
active center [44]. Therefore, it is possible that the G4 characterized in our study plays an
important regulatory role in vivo by affecting transcription of the RPB1 gene, thus forming
a negative feedback loop, because it is generally accepted that G4s inhibit transcription
rates [45–47]. Currently, there is also a whole-genome experimental map of G4s in multiple
species, including Arabidopsis thaliana [48], but no signal for the whole RPB1 gene was iden-
tified via this analysis. We suggest that this could possibly stem from the low-sequencing
coverage of this particular site. In addition, only 2407 G4s were mapped across the five
Arabidopsis thaliana chromosomes using this approach. More specifically, the total number
of putative G4 sites in Arabidopsis thaliana is supposed to be at minimum five times higher
if the strict threshold (1.4) of the G4Hunter prediction algorithm [49] is used. When using
data from the Arabidopsis thaliana isoform sequencing [50], we found that there is probably
an RPB1 gene isoform comprising exons 1–8 (RPB1 has 13 exons in total). It is known that
G4s can induce premature transcription termination [51]. However, the identified G4 locus
is located within exon 6, which is relatively far away from the transcription termination
site, so its possible role in this particular event is rather speculative. Nonetheless, various
minor non-canonical splice site combinations were recently detected [52].

Next, we inspected the G4-forming potential of selected sequences via circular dichro-
ism (CD) measurements (Figure 2a). All inspected homologous sequences showed clear
G4 signatures in differential CD spectra with the characteristic positive peaks at specific
wavelength ranges depicted (Figure 2a) by grey vertical dashed lines, whereas the negative
control had no significant positive differential CD signal in this spectral region. Interest-
ingly, we found sequence-dependent differences in molar ellipticity across tested species.
Such variability might be caused by the different composition of tested sequences, resulting
in different folding motifs and, thus, structure. When compared with G4-forming potential
(Table 1), only a single discrepancy was identified in the Cyanidioschyzon merolae sequence.
More specifically, the RPB1 locus of this unicellular organism has low theoretical potential
to form a G4 structure, and, therefore, the obtained CD signal was unexpected. This may
be due to the involvement of other nucleotide residues in G4 tetrads (so-called mixed
tetrads) that comprise, for example, cytosine residue(s) [53]. Unfortunately, no tool is cur-
rently available to determine the G4s formed by other nucleotides than guanine residues.
However, existence of such G4s in vitro has been documented [54,55].
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Figure 2. Conformational characterization of conserved G4 locus in the RPB1 gene. (a) The differential CD spectra of the
putative G4s in the RPB1 gene were calculated as the difference of the CD spectra measured at 20 ◦C and 90 ◦C. It can
be seen that the negative control is different from all other samples analyzed. It also shows different G4 conformations
(4–5 CD bands at approx. 258, 264, 270, 282, and 295 nm—grey vertical dashed lines). Atha—Arabidopsis thaliana; Bpra—
Bathycoccus prasinos; Chcri—Chondrus crispus; Cmer—Cyanidioschyzon merolae; Cpar—Cyanophora paradoxa; Csub—Coccomyxa
subellipsoidea; Gsul—Galdieria sulphuraria; Mpus—Micromonas pusilla; Otau—Ostreococcus tauri; Vcar—Volvox carteri; NC—
negative control. (b) Structural modeling of parallel G4 in Bathycoccus prasinos. The coloring of the nucleotides is default
NDB (green for guanines, red for adenines, yellow for cytosines, and blue for thymines). The resulting structure in PDB
format can be found in Supplementary Material S4.

To better visualize the structure of a parallel G4 in the RPB1 gene, we selected one
representative sequence from Bathycoccus prasinos and modeled its parallel G4 structure in
silico. The model is based on information obtained by CD measurement, and it mimics
parameters of existing PDB structures using the 3DNus algorithm [56] (Figure 2b).

To further validate temperature stability and the reversibility of G4 folding, we per-
formed thermal denaturation followed by the subsequent renaturation and a CD measure-
ment at all three points (Figure 3a–j). Temperatures above 80 ◦C are generally considered to
be enough to melt all common G4 structures [57], and our plots clearly show a decreasing
G4 signature in the CD spectrum at 90 ◦C. After cooling and a short incubation period
at 20 ◦C, the G4 structures renatured, serving as direct evidence of G4 formation. This
phenomenon was not observed in the NC sample (Figure 3k).

In natural conditions, plants are often exposed to stress factors that may cause sub-
stantial DNA damage, such as high soil salinity, drought, or high irradiation. Plants need
light for their growth; however, UV light of all wavelengths (UVC, UVB, and even UVA)
induces DNA damage, mainly in the form of cyclobutane pyrimidine dimers [58]. Recently,
it was found that low-energy UV radiation (266 nm) can photo-ionize human telomeric
G-quadruplexes (GGG(TTAGGG)3) in the presence of K+ ions in vitro [59]. Here, for the
first time, we propose a hypothesis that G4s might function as additional UV sensors,
allowing plants to rapidly regulate the rate of DNA replication, gene expression, and
protein binding (Figure 4).
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dea; (f) Gsul—Galdieria sulphuraria; (g) Chcri—Chondrus crispus; (h) Mpus—Micromonas pusilla; (i) Otau—Ostreococcus tau‐
ri; (j) Vcar—Volvox carteri, (k) including negative control (NC). CD spectra were measured at 20 °C (20; blue line), after 
denaturation (90; grey line) and renaturation (20R; red line) without (C; solid line) or with previous UV irradiations (UV; 
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Figure 3. CD spectra of putative G4s in the RPB1 gene in selected plant species. (a) Atha—Arabidopsis thaliana; (b) Bpra—
Bathycoccus prasinos; (c) Cmer—Cyanidioschyzon merolae; (d) Cpar—Cyanophora paradoxa; (e) Csub—Coccomyxa subellipsoidea;
(f) Gsul—Galdieria sulphuraria; (g) Chcri—Chondrus crispus; (h) Mpus—Micromonas pusilla; (i) Otau—Ostreococcus tauri;
(j) Vcar—Volvox carteri, (k) including negative control (NC). CD spectra were measured at 20 ◦C (20; blue line), after
denaturation (90; grey line) and renaturation (20R; red line) without (C; solid line) or with previous UV irradiations (UV;
dashed line). The total exposure was for one hour at 4.1 W/m2 of UV-A and 4.1 W/m2 of UV-B.
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Figure 4. Schematic of UV interacting with G4s. Solar UV radiation penetrates the cell wall, cytoplasmic membrane, and
nuclear membrane, and it can directly interact with genomic DNA. We hypothesize that G4s are exceptionally sensitive
to UV due to their central metallic K+ stabilizing ions and Hoogsteen base pairs forming stacked G4 tetrads. Generally,
we propose that the interaction of G4s with UV leads to partial destabilization of the G4 structure and, thus, allows
relatively rapid and finely tuned changes of molecular process rates, which affects signaling pathways and plant responses
to UV irradiation.

To explore our hypothesis of G4 structures being a regulatory element of gene ex-
pression in plant cells, we exposed induced G4s to UV for one hour. Interestingly, we
found that UV irradiation has a partial inhibitory effect on G4 folding, which is depicted
in Figure 3a–j by the dashed lines. It is noteworthy that the decrease in molar ellipticity
caused by UV varies between G4-forming oligonucleotides from different plant species. For
example, Cyanidioschyzon merolae showed a mild decrease, and Arabidopsis thaliana showed a
medium decrease. In contrast, Bathycoccus prasinos or Micromonas pusilla displayed a highly
pronounced decrease in molar ellipticity associated with G4 presence (Figure 5a). The
described variability between plant species is obviously caused by a different nucleotide
composition, and, thus, different folding substructures lead to variable G4 sensitivity to
UV light. We also confirmed that there were no strand breaks in the oligonucleotides
by polyacrylamide gel electrophoresis (PAGE) and that G4s were preserved before and
after UV treatment, as verified by thioflavin T (ThT) staining (Supplementary Material S5),
which is in accordance with the CD spectroscopy measurements. Figure 5b schematically
depicts G4 with adjacent thymines in the loop resulting in thymine dimer formation and
G4 structure loosening. Cyclobutane pyrimidine dimers can later be repaired by direct
photoreactivation and/or excision repair [60–62].

In vivo evidence of G4s has been studied in connection with cancer [63]; genomic
instability [64,65]; telomere formation [19]; and the general ability to regulate transcrip-
tion [66,67], translation [68], and replication [69,70]. It has been shown that chromatin
remodeling, which affects G4 formation, can lead to parental loss of chromatin marks [71],
showing the important role of epigenetic modifications. Recently, a single-molecule fluo-
rescent probe, which allows visualization of formed G4s in single DNA molecules in living
cells, has been developed [72]. Unfortunately, none of these in vivo experiments were, to
the best of our knowledge, performed in plants. However, as there is evidence of in vivo
G4 formation in different model organisms, we expect that even in in vivo chromatin G4s
can form in plants. It has been well documented for several decades that UV-A can induce
thymine dimer formation in vivo even in algae [73]; thus, G4s could serve as a sensor for
UV radiation. Therefore, their partial disruption could lead to the initiation of specific
processes, possibly resulting in the modulation of gene expression.
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Figure 5. Plants G4s  interacts with UVB/UVA  light.  (a) Decrease  in molar ellipticity  in UV‐irradiated G4 samples ex‐
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designated T1–T4. Loop regions are designated L1–L3. Pyrimidines with the ability to form cyclobutane pyrimidine di‐
mers are depicted  in red (thymines) and blue (cytosines). Adjacent thymines with the highest probability to form thy‐
mine dimers are in bold. (b) Adjacent or opposite pyrimidines in the G4 loops can form cyclobutane pyrimidine dimers 
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Figure 5. Plants G4s interacts with UVB/UVA light. (a) Decrease in molar ellipticity in UV-irradiated G4 samples expressed
on the categorical scale (low, moderate, and high decrease). Guanine tracks are highlighted in grey color and designated
T1–T4. Loop regions are designated L1–L3. Pyrimidines with the ability to form cyclobutane pyrimidine dimers are depicted
in red (thymines) and blue (cytosines). Adjacent thymines with the highest probability to form thymine dimers are in
bold. (b) Adjacent or opposite pyrimidines in the G4 loops can form cyclobutane pyrimidine dimers [22], which lead
to conformational change and/or unfolding of G4 structure. Pyrimidine dimers are then repaired by photoreactivation
and/or excision repair [60–62], and G4s can then reform via refolding. Concurrently, important molecular processes (DNA
replication and transcription) can take place.

3. Materials and Methods
3.1. Bioinformatics and Structural Modeling

RPB1 coding regions (CDSs) from 40 model plant species that are evolutionarily distant
from one another (Supplementary Material S6) were chosen for the bioinformatic analysis.
The MUSCLE algorithm [34] running via UGENE workflow [35] was employed to construct
multiple alignments of RPB1 coding regions (Supplementary Material S7). Analyzed RPB1
paralogs (FASTA sequences) in Arabidopsis thaliana are enclosed in Supplementary Material S8.

The potential to form G4s was predicted via the QGRS mapper [37] and G4screener
web server [39], and the resulting scores for the inspected putative G4 sites (obtained
by four independent approaches) are enclosed in the supporting data for this article
(Supplementary Material S1). The taxonomic tree with the time of branching estimations
was constructed using the TimeTree tool [36]. G4 from Bathycoccus prasinos was modeled
in a 3DNus environment [56] using a supervised approach based on a typical parallel
conformation measured by CD assessment. The resulting structure was visualized using
UCSF Chimera [74].
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3.2. Circular Dichroism Measurement

All G4-forming oligonucleotides were purchased in HPLC purity from Elisabeth Phar-
macon (Czech Republic) and inducted as reported earlier [75]. CD spectra were recorded in
the range of 200–350 nm with a J-815 spectropolarimeter (Jasco, Tokyo, Japan). Spectra were
recorded in steps of 0.5 nm with an integration time of 1 s, a bandwidth of 2 nm, and a scan-
ning speed of 50 nm·min−1 with 3 accumulations. For all CD analyses, a final concentration
of 50 mM KCl was used. To denature the G4 structures, a heating rate of 10 ◦C·min−1 was
maintained using a programmable Peltier thermostat up to 90 ◦C followed by cooling to
20 ◦C for the CD spectra measurement of renatured G4 structures. A quartz glass cell with
a 10 mm path length was used for all CD measurements. The sequence of negative control
(NC) was as follows: AAGGGCAAGGAGTGGAGAGTGCGCGTGAATCTCATGTGCAA
(designed using the G4Killer tool) [76]. To determine whether the prepared G4 structures
have the potential to be a regulatory element, the oligonucleotides were illuminated by a
lamp (Philips, TL 20W/12RS UV-B medical, Made in Holland) in a quartz glass cuvette for
one hour at 4.1 W/m2 UV-A and 4.1 W/m2 UV-B radiation. The control and UV-irradiated
samples were compared with respect to height of the CD peak (decrease in molar ellipticity
for approximately half was judged as high). The decrease in molar ellipticity was com-
puted, and, for later purposes, it was expressed on the categorical scale (low, moderate,
and high decrease in molar ellipticity) using the highest and lowest decreases as borders
and then evenly divided into these categories. For the detailed spectrum of the UV lamp
used in this study, see the Supplementary Material S9. Differential CD spectra are enclosed
in Supplementary Material S10.

3.3. Gel Electrophoresis and Thioflavin T Staining

Gel electrophoresis of the selected G4 samples was performed on a nondenaturing
15% acrylamide gel supplemented with 10 mM KCl. The gel was electrophoresed at room
temperature (20 ◦C). After electrophoresis, the gel was stained in a bath of 0.5 µM ThT
(which is a widely used fluorescent light-up probe for G4 formation [77]) for 15 min under
agitation and then destained for 15 min in an electrophoresis buffer. Gel images were taken
on the BioRad ChemiDoc system (Bio-Rad, Hercules, CA, USA) with an automatically
optimized exposure time (Supplementary Material S5).

Supplementary Materials: The following are available online at https://zenodo.org/record/497351
4#.YMtNZqj7RPY (accessed on 7 July 2021). Supplementary Material S1: Analyzed RPB1 sequences
in 40 plant species together with detailed characteristics and G4 prediction using four different
computational approaches. Supplementary Material S2: G4 locus is the most conserved within
the RPB1 gene. Supplementary Material S3: Multiple alignment of G4 locus in RPB1 paralogs
(Arabidopsis thaliana). Supplementary Material S4: Modelled 3D structure of G4 from Bathycoccus
prasinos. Supplementary Material S5: Gel electrophoresis and ThT staining of the selected G4-
forming sequences. Supplementary Material S6: All analyzed RPB1 sequences in FASTA format.
Supplementary Material S7: Aligned RPB1 sequences in FASTA format. Supplementary Material S8:
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Arabidopsis RNA Polymerases I and III Reveal Pol I- and Pol III-Specific Forms of the AC40 Subunit and Alternative Forms of
the C53 Subunit. Nucleic Acids Res. 2015, 43, 4163–4178. [CrossRef] [PubMed]

26. Wang, Y.; Ma, H. Step-Wise and Lineage-Specific Diversification of Plant RNA Polymerase Genes and Origin of the Largest
Plant-Specific Subunits. New Phytol. 2015, 207, 1198–1212. [CrossRef] [PubMed]

27. Armache, K.-J.; Mitterweger, S.; Meinhart, A.; Cramer, P. Structures of Complete RNA Polymerase II and Its Subcomplex, Rpb4/7.
J. Biol. Chem. 2005, 280, 7131–7134. [CrossRef] [PubMed]

28. Schubert, V.; Weisshart, K. Abundance and Distribution of RNA Polymerase II in Arabidopsis Interphase Nuclei. J. Exp. Bot. 2015,
66, 1687–1698. [CrossRef]

29. Haag, J.R.; Pikaard, C.S. Multisubunit RNA Polymerases IV and V: Purveyors of Non-Coding RNA for Plant Gene Silencing. Nat.
Rev. Mol. Cell Biol. 2011, 12, 483–492. [CrossRef]

30. Thieme, M.; Lanciano, S.; Balzergue, S.; Daccord, N.; Mirouze, M.; Bucher, E. Inhibition of RNA Polymerase II Allows Controlled
Mobilisation of Retrotransposons for Plant Breeding. Genome Biol. 2017, 18, 134. [CrossRef]

31. Core, L.; Adelman, K. Promoter-Proximal Pausing of RNA Polymerase II: A Nexus of Gene Regulation. Genes Dev. 2019, 33,
960–982. [CrossRef]

32. Zhu, J.; Liu, M.; Liu, X.; Dong, Z. RNA Polymerase II Activity Revealed by GRO-Seq and PNET-Seq in Arabidopsis. Nat. Plants
2018, 4, 1112–1123. [CrossRef]

33. Ferrari, C.; Proost, S.; Janowski, M.; Becker, J.; Nikoloski, Z.; Bhattacharya, D.; Price, D.; Tohge, T.; Bar-Even, A.; Fernie, A.; et al.
Kingdom-Wide Comparison Reveals the Evolution of Diurnal Gene Expression in Archaeplastida. Nat. Commun. 2019, 10, 737.
[CrossRef]

34. Edgar, R.C. MUSCLE: Multiple Sequence Alignment with High Accuracy and High Throughput. Nucleic Acids Res. 2004, 32,
1792–1797. [CrossRef]

35. Okonechnikov, K.; Golosova, O.; Fursov, M.; Team, U. Unipro UGENE: A Unified Bioinformatics Toolkit. Bioinformatics 2012, 28,
1166–1167. [CrossRef] [PubMed]

36. Kumar, S.; Stecher, G.; Suleski, M.; Hedges, S.B. TimeTree: A Resource for Timelines, Timetrees, and Divergence Times. Mol. Biol.
Evol. 2017, 34, 1812–1819. [CrossRef] [PubMed]

37. Kikin, O.; D’Antonio, L.; Bagga, P.S. QGRS Mapper: A Web-Based Server for Predicting G-Quadruplexes in Nucleotide Sequences.
Nucleic Acids Res. 2006, 34, W676–W682. [CrossRef]

38. Brázda, V.; Kolomazník, J.; Lýsek, J.; Bartas, M.; Fojta, M.; Št’astný, J.; Mergny, J.-L. G4Hunter Web Application: A Web Server for
G-Quadruplex Prediction. Bioinformatics 2019, 35, 3493–3495. [CrossRef]

39. Garant, J.-M.; Perreault, J.-P.; Scott, M.S. G4RNA Screener Web Server: User Focused Interface for RNA G-Quadruplex Prediction.
Biochimie 2018, 151, 115–118. [CrossRef] [PubMed]

40. Beaudoin, J.-D.; Jodoin, R.; Perreault, J.-P. New Scoring System to Identify RNA G-Quadruplex Folding. Nucleic Acids Res. 2014,
42, 1209–1223. [CrossRef]

41. Garant, J.-M.; Perreault, J.-P.; Scott, M.S. Motif Independent Identification of Potential RNA G-Quadruplexes by G4RNA Screener.
Bioinformatics 2017, 33, 3532–3537. [CrossRef]

42. Sabouri, N.; Capra, J.A.; Zakian, V.A. The Essential Schizosaccharomyces Pombe Pfh1 DNA Helicase Promotes Fork Movement
Past G-Quadruplex Motifs to Prevent DNA Damage. BMC Biol. 2014, 12, 1–14. [CrossRef] [PubMed]

43. Puig Lombardi, E.; Holmes, A.; Verga, D.; Teulade-Fichou, M.-P.; Nicolas, A.; Londoño-Vallejo, A. Thermodynamically Stable and
Genetically Unstable G-Quadruplexes Are Depleted in Genomes across Species. Nucleic Acids Res. 2019, 47, 6098–6113. [CrossRef]
[PubMed]

44. Cramer, P.; Bushnell, D.A.; Fu, J.; Gnatt, A.L.; Maier-Davis, B.; Thompson, N.E.; Burgess, R.R.; Edwards, A.M.; David, P.R.;
Kornberg, R.D. Architecture of RNA Polymerase II and Implications for the Transcription Mechanism. Science 2000, 288, 640–649.
[CrossRef] [PubMed]

45. Siddiqui-Jain, A.; Grand, C.L.; Bearss, D.J.; Hurley, L.H. Direct Evidence for a G-Quadruplex in a Promoter Region and Its
Targeting with a Small Molecule to Repress c-MYC Transcription. Proc. Natl. Acad. Sci. USA 2002, 99, 11593–11598. [CrossRef]
[PubMed]

46. Cogoi, S.; Xodo, L.E. G-Quadruplex Formation within the Promoter of the KRAS Proto-Oncogene and Its Effect on Transcription.
Nucleic Acids Res. 2006, 34, 2536–2549. [CrossRef]

47. Yadav, V.; Kim, N.; Tuteja, N.; Yadav, P. G Quadruplex in Plants: A Ubiquitous Regulatory Element and Its Biological Relevance.
Front. Plant Sci. 2017, 8, 1163. [CrossRef] [PubMed]

177



Int. J. Mol. Sci. 2021, 22, 7381

48. Marsico, G.; Chambers, V.S.; Sahakyan, A.B.; McCauley, P.; Boutell, J.M.; Antonio, M.D.; Balasubramanian, S. Whole Genome
Experimental Maps of DNA G-Quadruplexes in Multiple Species. Nucleic Acids Res. 2019, 47, 3862–3874. [CrossRef]

49. Bedrat, A.; Lacroix, L.; Mergny, J.-L. Re-Evaluation of G-Quadruplex Propensity with G4Hunter. Nucleic Acids Res. 2016, 44,
1746–1759. [CrossRef]

50. Thomas, Q.A.; Ard, R.; Liu, J.; Li, B.; Wang, J.; Pelechano, V.; Marquardt, S. Transcript Isoform Sequencing Reveals Widespread
Promoter-Proximal Transcriptional Termination in Arabidopsis. Nat. Commun. 2020, 11, 2589. [CrossRef]

51. Zhang, J.; Zheng, K.; Xiao, S.; Hao, Y.; Tan, Z. Mechanism and Manipulation of DNA: RNA Hybrid G-Quadruplex Formation in
Transcription of G-Rich DNA. J. Am. Chem. Soc. 2014, 136, 1381–1390. [CrossRef]

52. Frey, K.; Pucker, B. Animal, Fungi, and Plant Genome Sequences Harbor Different Non-Canonical Splice Sites. Cells 2020, 9, 458.
[CrossRef]

53. Vinnarasi, S.; Radhika, R.; Vijayakumar, S.; Shankar, R. Structural Insights into the Anti-Cancer Activity of Quercetin on G-Tetrad,
Mixed G-Tetrad, and G-Quadruplex DNA Using Quantum Chemical and Molecular Dynamics Simulations. J. Biomol. Struct.
Dyn. 2020, 38, 317–339. [CrossRef]

54. Brown, R.V.; Wang, T.; Chapetta, V.R.; Wu, G.; Onel, B.; Chawla, R.; Quijada, H.; Camp, S.M.; Chiang, E.T.; Lassiter, Q.R.; et al. The
Consequences of Overlapping G-Quadruplexes and i-Motifs in the Platelet-Derived Growth Factor Receptor β Core Promoter
Nuclease Hypersensitive Element Can Explain the Unexpected Effects of Mutations and Provide Opportunities for Selective
Targeting of Both Structures by Small Molecules To Downregulate Gene Expression. J. Am. Chem. Soc. 2017, 2017, 7456–7475.
[CrossRef]

55. Megger, D.A.; Lax, P.M.; Paauwe, J.; Fonseca Guerra, C.; Lippert, B. Mixed Guanine, Adenine Base Quartets: Possible Roles of
Protons and Metal Ions in Their Stabilization. J. Biol. Inorg. Chem. 2018, 23, 41–49. [CrossRef]

56. Patro, L.P.P.; Kumar, A.; Kolimi, N.; Rathinavelan, T. 3D-NuS: A Web Server for Automated Modeling and Visualization of
Non-Canonical 3-Dimensional Nucleic Acid Structures. J. Mol. Biol. 2017, 429, 2438–2448. [CrossRef]

57. Guedin, A.; Gros, J.; Alberti, P.; Mergny, J.-L. How Long Is Too Long? Effects of Loop Size on G-Quadruplex Stability. Nucleic
Acids Res. 2010, 38, 7858–7868. [CrossRef] [PubMed]

58. Nisa, M.-U.; Huang, Y.; Benhamed, M.; Raynaud, C. The Plant DNA Damage Response: Signaling Pathways Leading to Growth
Inhibition and Putative Role in Response to Stress Conditions. Front. Plant Sci. 2019, 10, 653. [CrossRef] [PubMed]

59. Balanikas, E.; Banyasz, A.; Baldacchino, G.; Markovitsi, D. Guanine Radicals Generated in Telomeric G-Quadruplexes by Direct
Absorption of Low-Energy UV Photons: Effect of Potassium Ions. Molecules 2020, 25, 2094. [CrossRef] [PubMed]

60. Cooper, G.M. DNA Repair. In The Cell: A Molecular Approach, 2nd ed.; Sinauer Associates: Sunderland, MA, USA, 2000; ISBN
0-87893-106-6.

61. Kimura, S.; Tahira, Y.; Ishibashi, T.; Mori, Y.; Mori, T.; Hashimoto, J.; Sakaguchi, K. DNA Repair in Higher Plants; Photoreactivation
Is the Major DNA Repair Pathway in Non-Proliferating Cells While Excision Repair (Nucleotide Excision Repair and Base
Excision Repair) Is Active in Proliferating Cells. Nucleic Acids Res. 2004, 32, 2760–2767. [CrossRef] [PubMed]

62. Spampinato, C.P. Protecting DNA from Errors and Damage: An Overview of DNA Repair Mechanisms in Plants Compared to
Mammals. Cell. Mol. Life Sci. 2017, 74, 1693–1709. [CrossRef]

63. Marquevielle, J.; Robert, C.; Lagrabette, O.; Wahid, M.; Bourdoncle, A.; Xodo, L.E.; Mergny, J.-L.; Salgado, G.F. Structure of Two
G-Quadruplexes in Equilibrium in the KRAS Promoter. Nucleic Acids Res. 2020, 48, 9336–9345. [CrossRef]

64. Wang, Y.; Yang, J.; Wild, A.T.; Wu, W.H.; Shah, R.; Danussi, C.; Riggins, G.J.; Kannan, K.; Sulman, E.P.; Chan, T.A. G-Quadruplex
DNA Drives Genomic Instability and Represents a Targetable Molecular Abnormality in ATRX-Deficient Malignant Glioma. Nat.
Commun. 2019, 10, 1–14. [CrossRef] [PubMed]

65. Wu, Y.; Shin-Ya, K.; Brosh, R.M., Jr. FANCJ Helicase Defective in Fanconia Anemia and Breast Cancer Unwinds G-Quadruplex
DNA to Defend Genomic Stability. Mol. Cell. Biol. 2008, 28, 4116–4128. [CrossRef]

66. Armas, P.; David, A.; Calcaterra, N.B. Transcriptional Control by G-Quadruplexes: In Vivo Roles and Perspectives for Specific
Intervention. Transcription 2017, 8, 21–25. [CrossRef] [PubMed]

67. Shen, J.; Varshney, D.; Simeone, A.; Zhang, X.; Adhikari, S.; Tannahill, D.; Balasubramanian, S. Promoter G-Quadruplex Folding
Precedes Transcription and Is Controlled by Chromatin. Genome Biol. 2021, 22, 143. [CrossRef]

68. Bolduc, F.; Garant, J.-M.; Allard, F.; Perreault, J.-P. Irregular G-Quadruplexes Found in the Untranslated Regions of Human
MRNAs Influence Translation. J. Biol. Chem. 2016, 291, 21751–21760. [CrossRef]

69. Kanoh, Y.; Matsumoto, S.; Fukatsu, R.; Kakusho, N.; Kono, N.; Renard-Guillet, C.; Masuda, K.; Iida, K.; Nagasawa, K.; Shirahige,
K.; et al. Rif1 Binds to G Quadruplexes and Suppresses Replication over Long Distances. Nat. Struct. Mol. Biol. 2015, 22, 889–897.
[CrossRef] [PubMed]

70. Poggi, L.; Richard, G.-F. Alternative DNA Structures In Vivo: Molecular Evidence and Remaining Questions. Microbiol. Mol. Biol.
Rev. 2020, 85, e00110-20. [CrossRef] [PubMed]

71. Schiavone, D.; Guilbaud, G.; Murat, P.; Papadopoulou, C.; Sarkies, P.; Prioleau, M.-N.; Balasubramanian, S.; Sale, J.E. Determinants
of G Quadruplex-Induced Epigenetic Instability in REV1-Deficient Cells. EMBO J. 2014, 33, 2507–2520. [CrossRef]
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Abstract: Recently, the quest for the mythical fountain of youth has produced extensive research
programs that aim to extend the healthy lifespan of humans. Despite advances in our understanding
of the aging process, the surprisingly extended lifespan and cancer resistance of some animal species
remain unexplained. The p53 protein plays a crucial role in tumor suppression, tissue homeostasis,
and aging. Long-lived, cancer-free African elephants have 20 copies of the TP53 gene, including
19 retrogenes (38 alleles), which are partially active, whereas humans possess only one copy of
TP53 and have an estimated cancer mortality rate of 11–25%. The mechanism through which
p53 contributes to the resolution of the Peto’s paradox in Animalia remains vague. Thus, in this
work, we took advantage of the available datasets and inspected the p53 amino acid sequence of
phylogenetically related organisms that show variations in their lifespans. We discovered new
correlations between specific amino acid deviations in p53 and the lifespans across different animal
species. We found that species with extended lifespans have certain characteristic amino acid
substitutions in the p53 DNA-binding domain that alter its function, as depicted from the Phenotypic
Annotation of p53 Mutations, using the PROVEAN tool or SWISS-MODEL workflow. In addition,
the loop 2 region of the human p53 DNA-binding domain was identified as the longest region that
was associated with longevity. The 3D model revealed variations in the loop 2 structure in long-lived
species when compared with human p53. Our findings show a direct association between specific
amino acid residues in p53 protein, changes in p53 functionality, and the extended animal lifespan,
and further highlight the importance of p53 protein in aging.

Keywords: p53; aging; longevity; comparative analysis; protein sequence

1. Introduction

The promise of eternal life has inspired research into this topic across many civiliza-
tions and through the millennia, dating back to Herodotus and his writings 2500 years ago.
Although the average human lifespan is increasing, our health span appears to be lagging.
Several studies argue that the human lifespan is physiologically and genetically limited [1],
yet recent contributions have proposed a future with a potentially unlimited increase in hu-
man lifespan [2]. The demographical data show that the death risk increases exponentially
up to about age 80, then decelerates and plateaus after age 105 [3]. There are two major
theories of aging, senescence theory and programmed theory of aging [4]. The senescence
theory converges on the accumulation of cellular damage that cannot be repaired, leading
first to permanent cell cycle arrest and, in the end, the loss of organismal fitness. The
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free radical theory can be classified as a subtype of senescence theory and postulates that
organisms age because of the accumulation of the damage inflicted by reactive oxygen
species [5,6]. There is also a common agreement that the preservation in the fidelity of the
DNA repair process involving the p53 pathway favors longevity [7]. The programmed
theory of aging states that aging is tightly controlled and includes the Hayflick limit theory
and the central aging clock theory. At the molecular level, biological aging is a complex pro-
cess that involves genetic factors, mitochondria damage mechanisms, cellular senescence,
proteostasis and autophagy, telomere attrition, epigenetics, inflammation, and metabolic
switches. Thus, the lifespan is a multi-nodal characteristic [8]. To date, several factors
have been found to play important roles in human aging, including mammalian target of
rapamycin (mTOR), 5′ AMP-activated protein kinase (AMPK), sirtuin 1 (SIRT1), peroxi-
some proliferator-activated receptor gamma coactivator 1-alpha (PGC-1α), apolipoprotein
E (APOE), lipoprotein (A) (LPA), CDKN2B antisense RNA 1 (CDKN2B-AS1), and p53.
Among those, p53 emerges as a central node, linking several pathways together. The p53 is
a tumor suppressor that is coded by the most often mutated gene in human cancers [9–12],
and the loss of wild-type p53 function is associated with fatal outcomes in cancer patients.
p53 is a critical sensor of cellular stress and thus, the dictator of cell fates. Depending on
the types of stress, which include DNA damage, oncogene activation, nutrient deprivation,
reactive oxygen species accumulation, and telomere shortening, p53 either (1) transiently
stops cell proliferation, initiates the DNA repair machinery, and induces cell death when
the damage cannot be repaired, or (2) pushes cells to replicative senescence, which is a
permanent proliferation arrest.

Given the high cancer susceptibility in humans and the role of p53 in regulating
cell fate, p53 is regarded as the key regulator of humans’ healthy lifespan [13,14]. When
we consider the “lifespan” of tumor cells, it is apparent that cancer cells often gain new
functions, including “immortality,” which is at least partially attributed to the inactivating
mutations in the TP53 gene and/or in its regulatory pathways [15]. As reviewed by Stiewe
and Haran [16], cancer-associated mutations alter p53 in three ways: they promote the
loss of wild-type (wt) p53 DNA binding, trigger dominant-negative inhibition of wtp53 by
the mutant p53 in the monoallelic mutation setting, or induce the gain of new functions
by mutant p53 through new protein–protein–DNA interactions. The loss of binding to
the canonical target sequence by mutant p53 can be partial or complete. Different mutant
p53 proteins show a variable degree of loss of the DNA-binding capacity. This results in
attenuated or target-selective DNA-binding patterns [16]. Multiple functions of p53 have
been described and extensively reviewed [17–19]. For example, the p53 protein plays roles
in metabolism [20], cell cycle arrest [21,22], apoptosis [23], ferroptosis, angiogenesis [24],
DNA repair [25], embryonic development, and cell senescence [18,26]. In the majority
of cellular processes, p53 functions as a transcription factor and recognizes and binds to
multiple target genes through a recognition sequence (5′-PuPuPuC(A/T)(T/A)GPyPyPy-
3′) [27–29]. Owing to its crucial role in protection against the accumulation of DNA damage,
p53 is called “the guardian of the genome” [30,31].

From the evolutionary point of view, the TP53 gene is specific for the Holozoa branch,
where its ancestral p63/p73-like genes emerged approximately one billion years ago [32,33].
The p53/p63/p73 protein family plays key roles in several major molecular and biological
processes, including tumor suppression, fertility, mammalian embryonic development, and
aging [20]. Unlike TP53, TP73 and TP63 genes are rarely mutated in cancers. Yet, the tumor
suppressor function of p73 (tp73) is often attenuated in human cancers. The mechanism
of suppression is via the hypermethylation of CpG islands at promoter 1, the binding to
the overexpressed dominant-negative p73 isoform, dNp73 [34], or to E3 ubiquitin-protein
ligase Mdm2 or p53-binding protein Mdm4. The pharmacological inhibition of protein–
protein interactions is currently being explored for improved cancer therapy [35]. Notably,
it was demonstrated that all p53 family members take part in regulating aging through the
activation of senescence and regulating DNA repair [18,25].
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p53 is a major factor that regulates cellular senescence, and the mechanism is via the ac-
tivation of cyclin-dependent kinase inhibitor 1 CDKN1A (p21) and promyelocytic leukemia
protein, PML. The study by Tyner et al. showed that heterozygous mice having one TP53
allele with the deletion of the first six exons (Tp53+/m, ∆ exon 1–6) aged prematurely.
These mutant mice exhibited enhanced resistance to spontaneous tumors, yet displayed
accelerated aging compared to Tp53+/+ mice [36]. A study by the same group showed that
truncated p53 protein stabilized wild-type p53 in non-stressed cells promoted its nuclear
accumulation, and induced the hyperstability of wild-type p53 upon irradiation [37]. Based
on this observation, the conclusion was that the constitutive expression of p53 accelerates
aging. This was not confirmed in a follow-up study [38], as the pro-aging phenotype was
not seen in the p53 “super-mice” expressing additional copies of the TP53 gene. Thus,
over-activated p53 per se might not be a critical driver of accelerated aging. Yet, the role of
p53′s hyperactivity in aging appears to be conflicting. Fibroblasts derived from hereditary
segmental progeroid syndrome patients with the homozygous antiterminating mutation
c.1492T > C in the MDM2 gene showed p53 hyperstability and accelerated aging [39]. This
study postulated that the hyperstability of p53 due to an aberrant MDM2–p53 axis and the
exposure to chronic stress induces the aging phenotype through the induction of chronic
senescence. MDM2, the best-described negative regulator of p53, binds to the N terminal
domain of p53 via its N-terminus. The knockout Mdm2−/− mice show embryonic lethality
in a wtp53 background, which indicates that p53 regulation by MDM2 is critical for devel-
opment. Yet, the conditional deletion of Mdm2 in the epidermis induced p53-mediated
senescence and accelerated aging [40]. Thus, a deregulated MDM2–p53 axis might play a
role in the aging phenotype.

Gradual DNA damage and mitochondrial decline are hallmarks of physiological
aging. DNA damage that is activated by telomere attrition in an aging cell induces p53 and
mitochondrial dysfunction through the repression of the PPARγ co-activator 1α (PGC1α).
This induces senescence [41]. Furthermore, a study on the hereditary segmental progeroid
syndrome clearly highlighted the role of Mdm2 inactivation and p53 hyperactivity in the
aging phenotype [39]. Despite the emerging evidence, the exact molecular mechanisms
underlying the p53-mediated aging phenotype need to be elucidated. For example, it
was demonstrated that replicative senescence is facilitated by p53, mainly through the
activation of CDKN1A. Yet, several other factors contribute to aging, such as the activation
of E2F and mTOR, as described elsewhere [18]. In principle, it can be concluded that
p53 prevents cancer and protects from aging under physiological conditions; however,
chronic-stress-amplified p53 has a detrimental effect on healthy aging despite retaining its
tumor suppression function. Hence, p53 can either be a pro-aging or a pro-longevity factor,
depending on the physiological context [42].

In addition to full-length p53, p53 isoforms may also play an important role in the
modulation of longevity. The expression of certain short and long forms of p53 protein
might contribute to a balance between tumor suppression and tissue regeneration [43]. For
example, the p53β isoform, which is generated through the alternative splicing of intron 9,
is upregulated in normal human senescent fibroblasts and interacts with full-length p53 to
induce CDKN1A [44].

Considering the critical role of p53 in maintaining tissue homeostasis, high frequency of
gain of function (GOF) mutations in cancer, and the limited and conflicting information on p53
role in organismal aging in Animalia, in the present work, we employed currently available
datasets and tools to analyze p53 protein sequences in species possessing an extended lifespan.
Our thorough analysis depicted a surprising correlation between the changes in the p53
protein sequence and the organismal lifespan, both in short- and long-lived species. Many of
the identified changes occurred in the DNA-binding domain and might have a detrimental
effect on p53 DNA-binding activity. Overall, we found that, when compared to the majority
of closely related organisms within their phylogenetic groups, animals with unusually long
lifespans share atypical p53 protein sequence features when compared to human p53 in the
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position corresponding to the human 180–192 p53 region, which points to the important
contribution of loop 2 in the p53 core domain regarding life expectancy.

2. Results

The growing evidence implies that p53 activity might play a pivotal role in aging
in humans and little is known about the molecular signatures of extended lifespan in
animals including humans; thus, we inspected all currently available sequence data of
long-lived animals to explore a link between longevity (maximal lifespan) and p53 protein
sequences. For this, we used the longevity data from the AnAge Database [45]. We merged
all available p53 protein sequences from the RefSeq database with the AnAge Database (for
more detail, refer to the Materials and Methods section). The p53 sequence from 118 species
and their lifespan data were cataloged and sorted according to their phylogenetic group
(Supplementary Materials File S1).

The longest living animal in our dataset was the bowhead whale (Balaena mysticetus)
from Artiodactyla (subgroup Cetacea), with a maximal lifespan of 211 ± 35 years [46]. Bow-
head whales had a significantly longer lifespan (about four times longer) compared with
other whales. A thorough comparison of p53 protein sequences showed that, in contrast to
other Cetacea, Balaena mysticetus had a unique leucine substitution in the proline-rich region,
corresponding to amino acid residue 77 in human p53 (Figure 1). Even though the change in
the amino acids was predicted to be neutral according to the Protein Variation Effect Analyzer
(PROVEAN) score of −0.993, the substitution still might change the activity of p53. Yet, this
could only be addressed by extended functional studies. All other accessible p53 sequences of
whales had an identical amino acid residue in this position to human p53.

Figure 1. Lifespan of species in the Cetacea order and the corresponding p53 sequence changes. (A) Comparison of
cetaceans’ maximal lifespans in years. The bowhead whale’s (Baleana mysticetus’s) maximal lifespan was more than twice
the maximal lifespan of the rest of Cetacea (Wilcoxon one-sided signed-rank test was used, ** p-value < 0.01). (B) Multiple
sequence protein alignments of p53 proline-rich region, performed in MUSCLE with default parameters [47], colors in
“UGENE” style.
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Most amphibian species live for less than 30 years [45]; however, the olm (Proteus
anguinus, Batrachia, Amphibians), which is the only exclusively cave-dwelling chordate,
has a maximal documented lifespan of 102 years. A comparison of the p53 protein se-
quences in amphibians showed a previously unrecognized insertion in Proteus anguinus.
The p53 protein from this species had additional serine and arginine residues in the core
domain (corresponding to an insertion after amino acid L188 in human p53), which had a
deleterious effect on p53 functionality according to the PROVEAN tool (Figure 2, Table 1).

Figure 2. Lifespan of species in amphibians and the corresponding p53 sequence changes. (A) Comparison of amphib-
ians’ maximal lifespans in years. The olm’s (Proteus anguinus’s) maximal lifespan was more than three times higher than
the maximal lifespan of other amphibians (Wilcoxon one-sided signed-rank test, * p-value < 0.05). (B) Multiple protein
alignments of the p53 dimerization region. The olm (Proteus anguinus) had an insertion that is two amino acid residues
long following amino acid residue 188 (related to human p53 canonical sequence). The sequence of the p53 homolog from
Proteus anguinus was determined using transcriptomic data from the SRA Archive (SRX2382497). The methods and color
schemes are the same as in Figure 1B.

The kakapo (Strigops habroptila, Aves) is a long-lived, large, flightless, nocturnal,
ground-dwelling parrot that is endemic to New Zealand with a lifespan of around 95 years
(Figure 3A, blue bar). A comparison of its p53 protein sequence with other related species
showed a change at positions 128 and 131, corresponding to the following changes in
human p53: P128V and N131H (Figure 3B). Interestingly, N131H mutations in human
p53 are found in pancreatic and colon cancers [48,49]. This mutation most probably
changes the structure of the p53 core domain and decreases the ability of p53 to bind to
a canonical DNA sequence. Relevantly, according to the Phenotypic Annotation of TP53
Mutations (PHANTM) classifier, the N131H mutation decreases p53 transcriptional activity
by 47.19% [50]. In addition, according to the PROVEAN tool, substitutions at position 128
were deleterious with a score of −4.45 (Table 1). These findings support the hypothesis
that the change in p53 in the kakapo is linked to the loss of function. We speculate that
the lack of exposure to sunlight, thus low incidence of UV-induced DNA damage, might
render p53 inactive in this species.
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Table 1. Comparison of animals that were characterized by extreme longevity and their atypical p53 features, where
the significance of particular changes was predicted. The default PROVEAN threshold of −2.5 was used, insertions and
deletions were submitted relative to the human canonical protein sequence (NP_001119584.1). “*” indicates significant
PROVEAN values (<−2.5).

Organism
Classification Maximal Lifespan (y) Adult

Weight (kg) p53 Oddities Effect Predicted by
PROVEAN

Balaena mysticetus
Mammalia, Cetacea 211 100,000 Unique substitution in

proline rich region
Neutral

(P77L, score = −0.993)

Myotis brandtii, Myotis
lucifugus

Mammalia, Chiroptera
41 0.007 Insertion in DNA-binding

domain

Deleterious
(P295_H296insPKQPPGS,

score = −2.526)
*

Strigops habroptila
Aves, Psittaciformes 95 1.75 Substitution in core

domain

Deleterious
(N131H,

score = −3.162)
*

Proteus anguinus
Amphibia, Urodela 102 0.017 Insertion nearby

dimerization region

Deleterious
(L188_A189insSR,

score = −3.357)
*

Turritopsis sp.
Cnidaria

∞
rejuvenation 0.001

No p53/63/73 protein
expressed (unprecedented
phenomenon in the whole

animal kingdom)

Not applicable

Figure 3. Lifespans of species in the Aves order and the corresponding p53 sequence changes. (A) Comparison of Aves’
maximal lifespans in years. The kakapo’s (Strigops habroptila’s) maximal lifespan was more than twice the maximal lifespan
of other Aves (Wilcoxon one-sided signed-rank test). (B) Multiple protein alignments representing the partial p53 core
domain of the accessible Aves sequences. Sequences of all avian p53 homologs were determined using transcriptomic data
from the SRA Archive, except for Strigops habroptila, where the p53 sequence was known (XP_030330235.1). The methods
and color schemes are the same as in Figure 1B.

186



Int. J. Mol. Sci. 2021, 22, 8512

Next, our analysis identified alterations in p53 in species having a long lifespan in the
Chiroptera order. The Brandt’s bat (Myotis brandtii) is an extremely long-lived bat with
a documented lifespan of 41 years [51]. Together with its close relative Myotis lucifugus,
they had significantly longer lifespans than other bats (Figure 4A, blue bars). These two
species share a unique arrangement in the p53 DNA-binding region, with the insertion
of seven amino acid residues in the central DNA-binding region (following amino acid
295 in the human p53 canonical sequence) (Figure 4B). To assess how this rearrangement
in the DNA-binding region changes the interaction of p53 with DNA, we next modeled
the p53 tetramer using the SWISS-MODEL workflow. The insertion in the DNA-binding
domain of bats with a long lifespan occurred in the DNA interaction cavity, suggesting the
decreased affinity of p53 for binding to DNA (Supplementary Materials File S2). Myotis
brandtii and Myotis lucifugus are very small bats (max 8 g body weight) and provide a
significant exception from Max Kleiber’s law (mouse-to-elephant curve) since their lifespan
is extremely long in relation to their small body size [52].

Figure 4. Lifespans of species in the Chiroptera order and the corresponding p53 sequence changes. (A) Comparison
of Chiropteras’ maximal lifespans in years. The bats’, Myotis brandtii’s and Myotis lucifugus’s maximal lifespans were
significantly longer compared with other sequenced bats (Wilcoxon one-sided signed-rank test, * p-value < 0.05). (B) Multiple
protein alignments of the C-terminal part of the p53 core domain of accessible Chiroptera sequences. Methods and color
schemes are the same as in Figure 1B.

The abovementioned analysis of long-lived organisms in various animal groups led us
to conclude that the amino acid sequence of p53 was associated with organismal lifespan.
Therefore, we continued the analysis by further correlating the p53 amino acid sequences
with the lifespan across the animal kingdom. Due to the low similarity between the p53
N-terminal and C-terminal domains across species and the significant role of mutations in
the p53 DNA-binding domain in cancer, we focused on the most conserved core domain of
p53 and constructed the p53-based tree (Figure 5, left panel) [32]. We then compared the
contemporary phylogenetic tree with the tree based on the p53 protein sequence (Figure 5).
Then, the dataset with p53 sequences and animal lifespans were divided into 12 groups
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based on their phylogenetic relationships. Interestingly, some p53 sequences were not
closely associated with the phylogenetic tree, indicating several parallel evolutionary
processes leading to modified p53 activity. Even closely related species in various groups
had significantly different lifespans (Supplementary Materials File S1), and therefore,
were suitable for correlation analyses according to the method introduced by Jensen and
colleagues [53].

Figure 5. The p53-based and contemporary phylogenetic trees. Comparison of the p53 protein tree
(left) and the real phylogenetic tree (right). The protein tree was built using the Phylogeny.fr platform.
Organismal phylogeny was reconstructed using PhyloT and visualized in iTOL (see the Materials and
Methods section for details). The same color backgrounds represent the same phylogenetic groups.
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Figure 6 summarizes the lifespan data and the total number of analyzed animals
for each group, with minimal and maximal values (shown in Supplementary Materials
File S3). Only datasets with more than five members in the group were used in the
correlation analyses.

Figure 6. Representation of lifespans for all tested phylogenetic groups.

The organisms with the longest lifespan in the Neopterygii dataset were the carp
(Cyprinus carpio (47 years)), followed by the goldfish (Carassius auratus (41 years)). The
Siamese fighting fish (Betta splendens) had the shortest lifespan in the group (2 years). The
correlation analyses show that fifteen amino acid residues in the p53 core domain were
significantly associated with a prolonged lifespan (Figure 7A). We found that the most
common variation in the long-lived Neopterygii was the presence of a serine (S) at positions
corresponding to 98, 128, and 211 of human p53, and the presence of valine (V) at positions
128, 150, 217, and 232. On the other hand, in the short-lived organisms in Neoropterygii,
we identified threonine (T) at positions 98, 100, 141, 217, and 260; glutamic acid (E) at
positions 110, 128, 150, and 291; and serine at positions 141, 203, and 235. We reasoned that
the abundance of glutamic acid could result in the decreased affinity of p53 to DNA due to
the local change in the ionic charge at the site of the amino acid p53 variant. Indeed, the
PROVEAN tool predicted a deleterious effect on p53 function for glutamic acid at position
128. In addition, according to the PHANTM classifier, C141S substitution led to a decrease
in p53 transcription activity by 41.08% as compared to wtp53.
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Figure 7. Correlation of the most commonly altered p53 amino acid residues with the maximal lifespans of the analyzed
species. (A) Logos quantifying the strength of the p53 core domain residue association (related to the human aa 94–293
according to the p53 canonical sequence) with the maximal lifespan in years in the analyzed subgroups of animals. Amino
acid residues on the positive y-axis were significantly associated with the prolonged lifespan phenotype and residues on the
negative y-axis were significantly associated with the shorter lifespan phenotype (significance threshold p-value ≤ 0.05).
The height of each letter representing the strength of the statistical association between the residue and the data set
phenotype. The amino acids are colored according to their chemical properties as follows: acidic (DE): red, basic (HKR):
blue, hydrophobic (ACFILMPVW): black, and neutral (GNQSTY): green. (B) Heatmap visualization of the strength of the
residue association (without a Bonferroni correction). The color scale ranges from blue (z < −5) to red (z > 5). Each column
corresponds to one of the 20 proteinogenic amino acids and each row to a position in the submitted multiple sequence
alignment (Supplementary Materials File S4). * Indicates site of the amino acid insertion.

The lifespans of species in Sauria were significantly variable. The organisms with the
longest lifespan in this group were the three-toed box turtle (Terrapene carolina triunguis
(138 years)) and the kakapo (Strigops habroptila (95 years)). The green anole (Anolis caroli-
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nensis) had the shortest lifespan in the group (7.2 years). The correlation analyses showed
that, similar to Neopterygii, a specific fifteen-amino-acid-residue fragment in the p53 core
domain was associated with a prolonged lifespan (Figure 7A). The most common p53
variation in long-lived Sauria was similar to Neopterygii and it was the higher abundance
of serine (corresponding to positions 94, 95, 149, and 227 in human p53) and the presence
of valine (at positions 97 and 232, identical to Neopterygii). When compared to human p53,
in short-lived organisms, we identified threonine at positions 94, 149, 159, and 227, and
glutamic acid at positions 114, 192, and 228. In addition, deletions in the p53 sequence were
found at positions 94–97 and 114 (Figure 7A). Similar to Neopterygii, the most common p53
variation in short-lived Sauria was the presence of threonines and glutamic acid residues.
However, more studies are needed to elucidate the functionality of these p53 sequences.

The organisms with the longest lifespans in the Primates group were humans (Homo
sapiens (122 years)) and the western gorilla (Gorilla gorilla (60 years)). Tarsier (Carlito syrichta)
had the shortest lifespan in the group (16 years). The correlation analyses showed that the
specific amino acid triad—Q104, S106, L289—was significantly associated with a prolonged
lifespan (Figure 7A). Besides serine at position 106, two others—glutamine (Q) at position
104 and leucine (L) at position 289—are both hydrophobic and might impact the structure
of the DNA-binding domain.

In contrast, proline (P) or histidine (H) at position 104, asparagine (N) at position 106,
and phenylalanine (F), serine (S), or tyrosine (Y) at position 289 were associated with short-
living primates. While studying human longevity, one needs to consider that the prolonged
lifespan of Homo sapiens is associated with cultural and socio-economical advantages.
Therefore, we performed additional analyses after excluding Homo sapiens from the dataset.
The same variations were observed in the correlation analyses. Taken together, our results
demonstrate that the amino acid variations shown in Figure 7A were conserved in the
following closely related species: Homo sapiens, Pan troglodytes, and Gorilla gorilla.

The dataset of Glires contained seventeen species with lifespans ranging from 3.8
to 31 years. The organisms with the longest lifespan in this group were Heterocephalus
glaber (31 years) and Castor canadensis (23). The shortest lifespan in the group was Rattus
norvegicus (3.8 years). The correlation analyses showed that ten amino acid residues were
significantly associated with a prolonged lifespan (Figure 7A). Two threonine residue
variations (positions 123 and 210) were present in long-lived Glires. Other amino acid
changes occurred only once. Interestingly, in short-lived Glires, there was also a significant
presence of threonine at two other locations (positions 148 and 150). Similar variations were
also observed in the methionine residues (at positions 123 and 201), tyrosine (positions 202
and 229), and proline (positions 185 and 201).

The organisms with the longest lifespan in the dataset of Chiroptera were the brandt
bat (Myotis brandtii (41 years)) and the little brown bat (Myotis lucifugus (29 years)). The pale
spear-nosed bat (Phyllostomus discolour) had the shortest lifespan (9 years). The correlation
analyses showed that nine-amino-acid-long motif was associated with a significantly
prolonged lifespan (Figure 7A).

The organisms with the longest lifespans in the Carnivora group were the polar bear
(Ursus maritimus) and the panda (Ailuropoda melanoleuca). The shortest lifespan in the group
was that of the ferret (Mustela putorius furo). The correlation analyses showed that two
amino acids in the p53 core domain, position 148 and 232, were significantly associated
with lifespan (Figure 7A). While the presence of asparagine at position 148 and valine at
position 232 were associated with a long lifespan, the presence of a serine at position 148
and isoleucine at position 232 was associated with a short lifespan.

The organism with the longest lifespan in the Artiodactyla group was the bowhead
whale (Balaena mysticetus (211 years)) followed by the orca (Orcinus orca (90 years)). Cor-
relation analyses showed that twelve amino acid residues in the p53 core domain were
significantly associated with prolonged lifespan (Figure 7A). Similar to Neopterygii and
Sauria, the most common variation present in the long-lived organisms were associated
with high abundance of serine (corresponding to positions of 106, 148, and 166 in human
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p53). The variations of serine at positions 129, 182, and 222 were the most common varia-
tions for the short-lived Artiodactyla, together with variations in the glutamic acid residues
at positions 226 and 228.

Next, we investigated all 118 RefSeq p53 sequences to evaluate the associations
between amino acid variations and maximal lifespan (Figure 7A). When applying the Bon-
ferroni correction, only two significantly associated residues were revealed, corresponding
to human serine (S) 185 and asparagine (N) 210. Organisms that have serine at position
185 live statistically longer than organisms with another amino acid in this position. Inter-
estingly, p53 S185 variants are rare in humans and only a few variants were found to be
cancer-specific, suggesting that S185 might be a conserved amino acid that is critical for
organismal longevity [54]. On other hand, organisms that contained glutamine (Q) instead
of asparagine (N) at position 210 had a significantly shorter maximal lifespan. Without a
Bonferroni correction, from the 200 analyzed positions of the aligned p53 core domains
(related to human p53 94–293 aa), 64 positions were significantly associated with lifespan
(Figure 7B). Positive correlations with longevity are shown using orange and red colors,
green and blue show negative correlations. However, more detailed studies are needed to
fully apprehend the functionality of the changed p53, both in the short-lived and in the
long-lived organisms.

The changes at the molecular level are often a result of the adaptation of species to
environmental forces. To evaluate whether the amino acid residues in the p53 core domains
(aa 94—293 of the human p53 canonical sequence) share some relevant features in relation
to the convergent evolution, we constructed a sequential circular representation of the
multiple sequence alignments and the mutual information it contains (Figure 8A). The
figure shows that the amino acid residues that were significantly associated with longevity
(extracted from the heatmap (Figure 7B), highlighted in light green) very often coevolved
together (represented by connected lines). This observation may provide evidence for the
convergent evolution of p53 proteins in organisms with extreme longevity. According
to Passow and colleagues, taxa with evidence of positive selection in the TP53 gene are
those with the lowest incidences of cancer reported in amniotes (elephants, snakes, lizards,
crocodiles, and turtles) [55].

The longest region in p53 that was associated with longevity spanned amino acids
in loop 2 (L2) of human p53 (Figure 8A, green, dashed circle, residues 180–192). L2 is the
minor groove binding region of human p53 and the stability of this region is maintained
by Zn2+. The loss of Zn2+ triggers the aggregation of L2 and the loss of DNA-binding
specificity. The 3D structures of DNA binding domain (DBD) in selected long-lived species
revealed intrinsic variations in L2 structure when compared to human p53 (Figure 8B). It is
possible that intrinsic changes in L2 due to amino acid changes in long-lived species amend
p53 DNA-binding specificity and/or the binding of co-factors via an allosteric mechanism
and alter the p53-driven senescence program.

Table 1 lists the species characterized by the extreme longevity together with the
associated p53 variations identified in our study. Apart from the unique substitutions
(Strigops habroptila, Balaena mysticetus) and insertions (Myotis brandtii, Myotis lucifugus,
Proteus anguinus), a complete lack of p53 mRNA expression was found in Turritopsis sp.
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Figure 8. A graphic representation of the positions of the p53 amino acids’ linked to longevity in
the animal kingdom. (A) Mutual information to infer the convergent evolution of p53 core domains.
A circos plot is a sequential circular representation of the multiple sequence alignment and the
information it contains. Green boxes in the outer circle indicate the positions of the amino acids’
changes correlating with longevity. The dashed oval highlights the longest region associated with
longevity, which spans the loop 2 (L2, residues 180–192) region of human p53 DBD including S185.
Lines connect pairs of positions with mutual information greater than 6.5 [51]. Red edges represent
the top 5%, black represents between 70 and 95%, and gray edges account for the remaining 70%.
(B) p53 core domains of three different, long-lived organisms compared to humans, as modeled
by trRosetta.

To gain a better insight into the putative changes in the p53 regulatory pathways in the
long-lived species in which the p53 protein remains unaltered, we analyzed the sequence
of p53 regulators. SIRT1 deacetylates p53 in an NAD+-dependent manner and inhibits p53
transcription activity [56]. We found that SIRT1 had an atypical protein sequence in Cebus
imitator, a model organism for studying extreme longevity in primates, where the amino
acid sequence is different from all other primate SIRT1s. 3D modeling revealed that the
predicted structure of Cebus imitator’s SIRT1 was significantly different from the structures
of SIRT1 from Homo sapiens and Sapajus apella (a close relative of Cebus imitator) (Figure 9).
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Figure 9. The 3D structures of SIRT1 proteins from long-lived species compared to Homo sapiens.
SIRT1 structures from Cebus imitator (XP_017357564.1), Homo sapiens (NP_001135970.1), and Sapajus
apella SIRT1 (XP_032108492.1) showed differences in the protein structures in the given species.

We hypothesized that SIRT1 from Cebus imitator gained new functions, which might
result in the decreased activity of p53 when compared to other primates and slow down
the aging processes, most likely via the transient inhibition of p53. Yet, it remains to be
elucidated which factors might be affecting the altered target recognition by SIRT1.

In addition to SIRT1, we investigated other key factors in the p53 pathway. Sur-
prisingly, we found that Myotis brandtii (long-living bat described above), in addition
to p53, had two atypical protein sequences, one in UFM1 (Ubiquitin-fold modifier 1,
XP_005862786.1) and the other in the p73 (tumor protein 73, XP_014401672).

Recently, it was reported that UFM1 covalently modifies p53; this phenomenon is
called UFMylation [57]. UFMylated p53 is stabilized at the protein level, as this covalent
modification antagonizes p53 ubiquitination and proteasomal degradation.

In UFM1, we found an approximately 20-amino-acid-long extension of the C-terminal
end in Myotis brandtii (and also in two other myotis bats—Myotis lucifugus and Myotis
myotis) (see Figure 10). In contrast, in other bats that live much shorter (e.g., the closest
myotis bats relative is Pipistrellus kuhlii, with a maximal lifespan of only 8 years) and in the
rest of mammals, including humans, no such extension occurs. We hypothesize that the
extended UFM1 protein might contribute to the extreme longevity in myotis bats through
the loss of function and consequent changes in p53 protein degradation patterns. Yet, more
experimental evidence is needed to draw a clear conclusion.

Lastly, we found unique changes in the p73 protein sequence in the Myotis brandtii
bat (XP_014401672). There were multiple large deletions (>10 amino acid residues) in
critical p73 regions, which were found exclusively in this extremely long-lived bat. p73
is the transcription factor that undergoes similar cellular regulation as p53 protein and
its role in aging is attributed to the induction of senescence through the upregulation of
CDKN1A [58].

Taken together, our analyses revealed the unexpected correlation between p53 se-
quence variations and longevity in the animal kingdom. The changes may affect p53
functionality and, thus, influence the activation of replicative senescence, a hallmark of
molecular aging. In long-lived species, with no changes in p53, the upstream regulatory
proteins, including SIRT1 and UFM1, displayed amino acid changes that may affect their
functionality and in consequence alter p53 activity. Yet, further studies are needed to fully
comprehend the role of amino acid changes in p53 and its role in the long-lived species
described in our work.
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Figure 10. Sequence alignment of UFM1 proteins in bat species and humans. The 20-amino-acid-long extension of the
C-terminal end in three long-living bats is depicted in light green. Multiple sequence protein alignments of UFM1 reference
protein sequences were performed in MUSCLE with default parameters [47]; the colors express strand propensity.

3. Discussion

The p53 protein is a well-known tumor suppressor and TP53 is the most often mutated
gene in human cancers. On the cellular level, in humans, increased p53 activity protects
from cellular stress and enables genome stability, whereas altered mutant p53 protein
functionality is essential for cells’ immortalization and neoplastic transformation [59].
However, the role of variations in the p53 amino acid sequence at the organism level in
other animals has not been studied systematically. Here, we addressed the role of p53 in
longevity in the animal kingdom by presenting an in-depth correlation analysis manifesting
the dependencies between p53 variations and organismal lifespan. To date, p53 expression
has been detected in all sequenced animals from unicellular Holozoans to vertebrates [32].
The seminal work by Kubota provided important evidence demonstrating that immortality
is not just a hypothetical phenomenon. He demonstrated that the Cnidarian species
Turritopsis jellyfish is immortal and can repeatedly rejuvenate, reverse its life cycle, and thus,
was the first and only known “immortal” animal on Earth [60]. Here, we inspected recently
published data from the whole-transcriptome data of “immortal” Turritopsis sp. [61] and
surprisingly found no expression of any of the p53 protein family members in the pooled
data from all individuals at all developmental stages (polyp, dumpling with a short stolon,
dumpling, and medusa). This points to the possibility that the absence of p53 in Turritopsis
might be directly related to its unique ability of life cycle reversal and “immortality.”

Telomere shortening in humans induces replicative senescence, which is a process
that is regulated by p53. In the absence of p53, the replicative lifespan of human cells is
extended and the concurrent loss of retinoblastoma protein (RB) extends the replicative
lifespan to a greater extend (reviewed in [26]).

Intriguingly, our results obtained using Protein Variation Effect Analyzer [62] show
that the variability in lifespan among closely related species correlated with specific p53
amino acids’ variations. Long-lived organisms were characterized by specific substitutions
in the p53 amino acid sequence. It is likely that the amino acid changes imposed on p53
in long-lived species enable p53 to interact with different multiple protein partners to
induce gene expression programs that vary from those induced in species with a relatively
normal lifespan.

We identified the 180–192 region, corresponding to the loop 2 (L2) region of human p53,
as the longest region that is associated with longevity. The 3D model revealed variations in
L2 structure in long-lived species when compared to human p53. Loop 2 is responsible
for binding to the minor groove and its structure depends on the presence of Zn2+. We
speculate that in long-lived species, L2 affects the p53 binding to DNA and/or other
transcription factors and, consequently, affects the replicative senescence program. On
other hand, in humans, the L1 region is responsible for p53 binding to the major groove
and was reported to undergo the most dynamic changes among the DNA contacting loops
(L1–L3) when located on a non-target or target DNA sequence [63]. Our findings indicate
that the L2 region, but not L1, might play a role in modulating the senescence (or other
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pro-aging program) in long-lived species. Yet, detailed functional studies are needed to
fully comprehend the role of p53 alterations in longevity.

Based on what is known about the processes underlying aging, we anticipate that the
altered gene expression programs would enable the following changes (Figure 11): (1) more
efficient tissue repair through autophagy, (2) loss of replicative senescence, (3) enhanced
clearance of senescent cells by the immune system, (4) enhanced regulation of intracellular
ROS levels, (5) improved resistance of mitochondria to ROS-induced damage, or (6) loss of
immune senescence that occurs in humans during healthy aging. All of the above processes
were previously described as significantly contributing to longevity in humans (reviewed
in [18]). Intriguingly, a recent GWAS study on 1 million parent lifespans identified only
several variants influencing lifespan at genome-wide significance, including CDKN2B-AS1
and IGF2R. The TP53 gene was not among the singled-out variants, which, in accordance
with our observations, indicates that no changes in human p53 might be attributing to
longevity in humans [64]. Our analysis demonstrates that the long-lived organisms might
have different mechanisms of protection against cancer that are not directly linked to p53
activity. We speculate that their lifespan is not limited by somatic cells’ senescence caused
by the chronic stress-induced hyperactive p53 protein, which is the case for other species
with shorter lifespans (Figure 11).

Figure 11. Proposed p53-centric theory of extreme longevity. Cell damage caused by ROS, DNA damage, telomere
shortening, or other factors activates p53 to enable DNA repair and/or apoptosis. On the other hand, a high activity of p53
promotes organismal aging, thus shortening the lifespan. We hypothesize that long-lived animals developed the “improved”
p53 proteins, which are less active than in their short-lived counterparts but still may sufficiently contribute to DNA damage
repair and apoptosis in species that are exposed to environmental genotoxic stresses.

The maximal lifespan according to the AnAge database is attributed to the Greenland
shark, with an estimated maximal life span of 300–500 years. Unfortunately, no transcrip-
tomic nor genomic data for the Greenland shark (Somniosus microcephalus) are available.
Compared to other sharks (with a life expectancy of up to seventy years), its lifespan is
exceptional. It will thus be very interesting to know the sequence of their p53 protein.
A recent study suggests that certain animals may have evolved to have longer lifespans
compared to other species belonging to the same taxa [65]. In addition, the authors found
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that the outliers among taxa (in terms of maximum age) always had longer lifespans, not
shorter. This would support our hypothesis that extreme longevity is a result of adaptive
mutational changes in the particular critical gene(s), allowing the organisms to escape the
senescence machinery.

Experimental data support our hypothesis that specific p53 variations are associated
with longevity. For example, it was found that the reduced expression of the Caenorhabditis
elegans p53 ortholog, namely, cep-1, results in increased longevity [66]. It was also demon-
strated that the neuronal expression of p53 dominant-negative proteins in adult Drosophila
melanogaster inhibits the function of full-length p53 and extends their lifespan [67]. The
same principle is most probably present in humans, where, for example, p53 variants that
predispose to cancer are present in healthy centenarians [68] and a meta-analysis showed
that the codon 72 polymorphic variant of p53 with proline (compared to arginine) was
associated with increased cancer risk and with the increased survival [69]. In a recent study
by Zhao et al., polymorphism at position 72 (P72 compared to R72) was reported to have a
positive effect on lifespan and to delay the development of aging-related phenotypes in
mice, supporting a role of the changed p53 activity in longevity [70]. Another example of
a long-lived vertebrate is the elephant, which has 20 copies of the Tp53 gene [71]. In this
species, part of the DNA-binding region of p53 is deleted in all but one of the TP53 gene
copies, which may result in the formation of dysfunctional p53 tetramers, thus presumably
modulating p53 transcriptional activity in response to stress [71]. In contrast, a study by
Tejada-Martinez et al. [72] in cetaceans did not single out TP53 as a gene associated with
extreme longevity. Yet, the authors provided evidence that natural selection in tumor
suppressor genes (including TP53) could act on species with an extended lifespan. In
the naked mole rat (Heterocephalus glaber), which is the longest-living small rodent and
weighs only around 35 g, a unique hyperstabilization and nuclear accumulation of the p53
protein were recently reported [73]. The naked mole rats’ natural habitat is in the hypoxic
environment underground in constant darkness. Despite their extremely long lifespan of
up to 30 years, naked mole rats show very little biological decline, neurodegeneration, and
senescence [74]. The hyperstability of the naked mole rat’s p53 when compared to murine
p53, which is independent of genotoxic stress, might be a consequence of the change in the
amino acid sequence in the p53 protein. Yet, an in-depth analysis must be performed to
decipher the mechanisms leading to the unprecedented stability of p53 in the naked mole
rat and to understand the role of hyperstable p53 in the longevity in this species.

Intriguingly, the animals with extreme longevity that we have identified are mostly
nocturnal or live in absolute darkness. These include Strigops habroptila, Myotis brandtii,
Myotis lucifugus, Proteus anguinus, Balaena mysticetus, and Heterocephalus glaber. It is thus
likely that low or no exposure to the UV light promotes the evolutionary changes in the
p53 protein structure that alter the p53′s pro-senescence activity. In addition, we speculate
that in those species, the endogenous levels of reactive oxygen species might be lower
when compared to animals from other, less extreme habitats. This might be a consequence
of the changes in the metabolism rates that might affect the overall rate of oxidative
phosphorylation and, consequently, slow down the generation of free radical species
through the electron transport chain. This hypothesis agrees with the recent study showing
that rapamycin, which is a widely studied inhibitor of mTOR, prevents UV-induced skin
aging through the inhibition of p53, reversal of UVA-induced cellular senescence, and
induction of autophagy [75].

Despite the high complexity of the p53 proteins family, modern methods of compara-
tive genomics provide useful tools for exploring protein variations in closely related species
and correlating the extracted molecular information with lifespan [76]. According to Sahin
and DePinho, the hyperactivity of p53 in the presence of accumulated DNA damage and
ROS is one of the main causes of aging [41]. This observation is in congruence with our
hypothesis that organisms with atypical p53 sequences, likely attenuating the wtp53 activ-
ity, are extremely long-lived. Of note, even though several p53 amino acid changes were
found in various animal groups, some variations developed in convergent evolutions in
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different groups of species. For example, the presence of threonine and glutamic acid was
observed in short-lived organisms of different groups, and the richness of serine residues
was typical for long-lived organisms in several groups. Next, a serine residue at position
185 was significantly associated with a prolonged lifespan across all analyzed species.
Yet, further mechanistic studies are needed to pin down how the identified p53 changes
affect its functionality, how the amino acid changes contribute to longevity, and how this
knowledge can be translated for prolonging healthy aging in humans.

4. Materials and Methods
4.1. Searches of Maximal Lifespan

To access data on longevity and maximal lifespan, we used the AnAge Database
(https://genomics.senescence.info/species/, accessed on 4 May 2020); AnAge currently
contains data on the longevity of more than four thousand animals [45]. We downloaded
the whole dataset and selected species that were presented in the NCBI RefSeq database.

4.2. Protein Similarity Searches

For the protein similarity searches, we downloaded all available p53 sequences from
the RefSeq database (https://www.ncbi.nlm.nih.gov/refseq/, accessed on 10 October 2020)
and merged them with the AnAge Database. We received the p53 sequence information
of 118 species with information about their lifespan and sorted them according to their
phylogenetic group (Supplementary Materials File S1). For animals with extreme longevity,
where the p53 homologs were not present in the NCBI database, local BLAST searches
(tblastn) applied to de novo assembled transcriptomes were used together with the de-
fault “BLAST+ make database” command and searching parameters within the UGENE
standalone program [77].

4.3. Transcriptome Assemblies

Transcriptomic data for the bowhead whale was obtained from http://www.bowhead-
whale.org/, accessed on 3 July 2020 [46]. When there were only raw seq reads from the
RNA-seq experiments available (deposited in the NCBI SRA), we performed the de novo
assembly first using the Trinity tool [78] from the Galaxy webserver (https://usegalaxy.eu/,
accessed on 7 September 2020) [79] with default settings. This was done for Proteus anguinus
(SRX2382497) and Sphenodon punctatus (SRX4014663); the resulting assemblies are enclosed
in Supplementary Materials File S5.

4.4. p53 Protein Tree and Real Phylogenetic Tree Construction

The protein tree was built using the Phylogeny.fr platform (http://www.phylogeny.fr/
alacarte.cgi, accessed on 15 October 2020) [80,81] and comprised the following steps. First,
the sequences were aligned with MUSCLE (v3.8.31) [47], which was configured for the
highest accuracy (MUSCLE with default settings). After the alignment, ambiguous regions
(i.e., containing gaps and/or poorly aligned) were removed with Gblocks (v0.91b) [82]
using the following parameters: minimum length of a block after gap cleaning: 10; no
gap positions were allowed in the final alignment; all segments with contiguous non-
conserved positions longer than 8 were rejected; minimum number of sequences for a
flank position: 85%. The phylogenetic tree was constructed using the maximum likelihood
method implemented in the PhyML program (v3.1/3.0 aLRT) [83,84]. The JTT substitution
model was selected by assuming an estimated proportion of invariant sites (of 0.204) and
4 gamma-distributed rate categories to account for the rate heterogeneity across sites.
The gamma shape parameter was estimated directly from the data (gamma = 0.657).
Reliability for the internal branch was assessed using the bootstrapping method (100
bootstrap replicates). Graphical representation and editing of the phylogenetic tree were
performed with TreeDyn (v198.3) [85]. The real phylogenetic tree was reconstructed using
PhyloT (https://phylot.biobyte.de/, accessed on 4 September 2020) and visualized in iTOL
(https://itol.embl.de/) [86].
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4.5. Prediction and Statistical Evaluation Using PROVEAN

The effect of the p53 variations in long-lived organisms was predicted and statistically
evaluated using the Protein Variation Effect Analyzer web-based tool (PROVEAN; http:
//provean.jcvi.org/index.php, accessed on 20 May 2021) [62,87]. PROVEAN is a software
tool that predicts whether an amino acid substitution or in/del has an impact on the
biological function of a protein [62]. All inspected p53 variations in selected animals were
statistically evaluated and numbered according to the human canonical p53 sequence
(NP_000537.3).

4.6. Modeling of 3D Protein Structures

We used the SWISS-MODEL template-based approach (https://www.swissmodel.
expasy.org/interactive, accessed on 3 March 2021) [88] to predict the 3D structures using
individual FASTA sequences and reference PDB:4mzr as the crystal structure of the p53
tetramer from Homo sapiens with bound DNA [89]. The resulting PDB files are enclosed in
Supplementary Materials File S6. The predicted p53 structures were visualized in UCSF
Chimera 1.12 [90]. Effects of the novel mutation on SIRT tertiary structure were predicted
using RaptorX [91].

4.7. Correlation of the Maximal Lifespan and Alterations within the p53 Core Domain
in Vertebrates

Residue level genotype/phenotype correlations in p53 multiple sequence alignment
were performed using SigniSite 2.1 (http://www.cbs.dtu.dk/services/SigniSite/, accessed
on 22 October 2020) [53] with a significance threshold p-value of ≤0.05. A Bonferroni
single-step correction for multiple testing was applied for the global correlation of all
sequences, no correction was applied for smaller groups of taxonomically related animals.
The manually curated set of 118 high-quality p53 protein sequences obtained from the
NCBI (https://www.ncbi.nlm.nih.gov/, accessed on 20 July 2020) was used as the input
file. These sequences were taken from the RefSeq database and the canonical isoform
corresponding to the human full-length p53 isoform (NP_001119584.1) was manually
filtered for each vertebrate species. The resulting set of these 118 p53 sequences was aligned
within the UGENE workflow [77] and the MUSCLE algorithm [47] with default parameters.
All sequences were then manually trimmed to preserve only the core domain, which
corresponded to human 94–293 aa. Then, the numerical values of the maximal lifespan
of each organism were added into the resulting FASTA file based on the information in
the reference AnAge database (http://genomics.senescence.info/species/, accessed on
5 September 2020) [45].

4.8. Convergent Evolution

Multiple sequence alignments of the p53 core domains from 118 species were uploaded
to the MISTIC webserver (http://mistic.leloir.org.ar/index.php, accessed on 18 November
2020), with PDB 2ocj (A) as the reference and using default parameters [92].

4.9. Gene Gain and Losses

TP53 gene gain or losses were inspected using Ensembl Comparative Genomics tool-
shed [93] via Ensembl web pages and TP53 gene query ENSG00000141510: https://www.
ensembl.org/Homo_sapiens/Gene/SpciesTree?db=core;g=ENSG00000141510;r=17:766177
9-7687550, accessed on 8 December 2020.

5. Conclusions

This study revealed a previously overlooked correlation between longevity and
changes in p53 function due to the amino acid variations in the animal kingdom. Strikingly,
several long-lived species, including Myotis brandtii, Myotis lucifugus, Balaena mysticetus,
Heterocephalus glaber, Strigops habroptila, and Proteus anguinus displayed unique p53 protein
sequence properties that were not shared with their close relatives that have a shorter
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lifespan. Altogether, our data show the convergent evolution of p53 sequences supporting
a higher insensitivity to p53-mediated senescence under prolonged stress conditions in
long-lived vertebrates. Our observations that specific variations of p53 protein are corre-
lated with lifespan provide important grounds for the further exploration of p53 sequences
in species displaying extreme longevity. Most importantly, our data implies a general
mechanism at work in all vertebrates that leads to extended lifespan, which might be
translated to studies on the extension of the health span in humans.
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