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Inhibition Effect of Pseudomonas stutzeri on the Corrosion of
X70 Pipeline Steel Caused by Sulfate-Reducing Bacteria
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Abstract: Microbiologically influenced corrosion (MIC) is a common phenomenon in water treatment,
shipping, construction, marine and other industries. Sulfate-reducing bacteria (SRB) often lead to
MIC. In this paper, a strain of Pseudomonas stutzeri (P. stutzeri) with the ability to inhibit SRB corrosion
is isolated from the soil through enrichment culture. P. stutzeri is a short, rod-shaped, white and
transparent colony with denitrification ability. Our 16SrDNA sequencing results verify the properties
of P. stutzeri strains. The growth conditions of P. stutzeri bacteria and SRB are similar, and the optimal
culture conditions are about 30 ◦C, pH 7, and the stable stage is reached in about seven days. The
bacteria can coexist in the same growth environment. Using the weight loss method, electrochemical
experiments and composition analysis techniques we found that P. stutzeri can inhibit the corrosion
of X70 steel by SRB at 20~40 ◦C, pH 6~8. Furthermore, long-term tests at 3, 6 and 9 months reveal
that P. stutzeri can effectively inhibit the corrosion of X70 steel caused by SRB.

Keywords: microbiologically influenced corrosion inhibition; sulfate-reducing bacteria; Pseudomonas
stutzeri; X70 steel

1. Introduction

Metal corrosion is a spontaneous chemical, electrochemical or biological process that
destroys metal and its physical and chemical properties [1]. It affects global security in
areas as diverse as oil and gas transportation, offshore engineering equipment and water
treatment [2–4]. Among all kinds of metal corrosion, microbially induced corrosion (MIC)
accounts for about 20% of the total corrosion [5], and can cause economic losses of tens
of billions of dollars every year [6]. Many large accidents have been directly or indirectly
caused by MIC, such as the fire on the offshore drilling platform of Mexican oil giant
PEMEX in 2015 [7], the Prudhoe Bay oil spill on the North Slope of Alaska [8] and a large
explosion caused by a natural gas pipeline leak in Carlsbad, New Mexico [9]. Many types
of microorganisms are involved in MIC, which can be divided into aerobic, anaerobic and
facultative, according to different requirements for oxygen. These microorganisms gener-
ally form biofilms on the surface of metal materials simultaneously. Aerobic and facultative
bacteria can consume O2 in the system during their growth and provide local anaerobic
growth conditions for anaerobic bacteria while growing [10]. Common corrosive microor-
ganisms include bacteria, archaea and fungi, such as sulfate-reducing bacteria (SRB) [11],
sulfate-reducing archaea (SRA) [12], nitrate-reducing bacteria (NRB) [13], methanogenic
bacteria [14], acid-producing bacteria (APB) [15], iron-reducing bacteria (IRB) [16], iron-
oxidizing bacteria (IOB) [17], sulfur-oxidizing bacteria (SOB) [18], manganese-oxidizing
bacteria (MOB) [19], a variety fungi [20] etc. Because sulfate is widely distributed in many
systems, such as seawater, brackish water and agricultural runoff water [21], SRB have
been extensively studied for decades as major pathogenic microorganisms in microbial

1



Materials 2023, 16, 2896

systems. Traditional anti-corrosion measures such as coating, surface treatment and corro-
sion inhibitors can control most corrosion problems, but inevitably bring environmental
problems because of the accumulated release of toxic substances [6,22,23].

Microbiologically influenced corrosion inhibition (MICI) is caused by microorganisms’
direct or indirect actions [6]. Compared with traditional anti-corrosion methods, MICI
is characterized by low cost, environmental friendliness as well as moderate application
and maintenance requirements. Therefore, it has ecological and economic significance and
will become the development direction of the next generation of preservative technology.
However, due to the diversity of microorganisms and the complexity of their metabolic
processes influenced by environmental factors, MICI is still facing the challenge of practical
application. Therefore, the research on MICI in China and abroad is still in the initial
stage. In addition, some problems remain to be solved, such as single species and a lack of
systematic understanding of the preservative mechanism.

Pseudomonas stutzeri is a Gram-negative facultative anaerobic bacterium with strong
denitrification activity and high denitrification capacity. It is widely used in biological
denitrification [24–27]. Liu et al. showed that the inhibition of corrosion of deposit-covered
X80 pipeline steel was due to P. stutzeri in seawater containing CO2 [28]. Fu et al. studied the
effects of P. stutzeri on the biocorrosion of X80 pipeline steel for different nitrate and nitrite
concentrations [29]. In this work, a strain of P. stutzeri with SRB corrosion resistance was
isolated and purified from the soil by enrichment culture, and the anti-corrosion behavior
of the bacterium against X70 steel in the presence of SRB was investigated. This provides a
theoretical basis for the further development of new green, low-cost and long-term novel
SRB corrosion inhibition technologies.

2. Materials and Methods
2.1. Isolation and Identification of P. stutzeri

The liquid culture medium used for P. stutzeri was as follows (g/L) [25,30]: K2HPO4
(2.0), NH4Cl (0.5), Na2S2O3·5H2O (5.0), MgSO4·7H2O (0.6), FeSO4·7H2O (0.01), KNO3 (2.0),
NaHCO3 (1.0), NaKC4H4O6 (20.0) and pH 1.0~7.2. Before inoculation, the liquid medium
was sterilized by autoclaving at 120 ◦C for 20 min. Then, 1.5–2% agar was added to the
solid medium.

The soil sample was weighed to 10 g, inoculated into a conical flask containing 100 mL
liquid medium, and shaken for 10 min so that the soil sample was well-mixed and incubated
at a constant temperature of 30 ◦C. After the upper layer of liquid was turbid, 5 mL of the
upper layer of clear liquid was inoculated into 50 mL of the liquid medium in the sterile
table, mixed well and continued to incubate at a constant temperature. When the bacterial
fluid became turbid again, 0.2, 0.5, 1.0, 1.5 and 2.0 mL of bacterial fluid were taken to the
sterile table, quickly added to sterilized Petri dishes and poured into sterilized warm solid
media (the temperature was below 60 ◦C). The media and the bacterial solutions were
mixed well by gentle shaking. After cooling and solidifying, the plates were inverted into
the constant-temperature incubator at 30 ◦C for observation. After 7 days of incubation,
scattered single colonies appeared on the surface and inside of the plates, and single
colonies were separately picked and inoculated onto solid plates to continue the culture of
the purified strains.

The single purified colonies were inoculated into sterilized test tubes with 10 mL of
liquid medium and incubated at 30 ◦C. Once the bacterial solutions were turbid, the strains
were preserved and set aside.

The identification of the strains was determined by microscopic observation, Giltay
medium denitrification ability identification and 16S rDNA sequencing.

2.2. Growth Characteristics Experiment

The growth of bacteria has a greater impact on corrosion and anti-corrosion, and the
corrosion effect of the strain is more evident at higher concentrations. For this experiment,
the optical density at 600 nm (OD600) values of the experimental strains under different
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conditions of time, temperature and pH were studied by using a spectrophotometer to
determine the growth characteristics of the strains.

1. Effect of temperature on the growth of SRB and P. stutzeri

SRB and P. stutzeri strains were inoculated in a liquid medium and incubated anaer-
obically at 10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C and 50 ◦C for 7 days. The OD600 values at each
temperature were measured to determine the optimal growth temperature of the strains.

2. Effect of pH on the growth of SRB and P. stutzeri

The SRB and P. stutzeri strains were inoculated equally in a liquid medium at pH 1.0,
3.0, 5.0, 7.0, 9.0, 11.0 and 13.0 for 7 days. The OD600 values were measured at each pH to
determine the optimal growth pH of the strains.

3. Graphical growth curves of P. stutzeri, SRB and co-culture of P. stutzeri + SRB

The media of P. stutzeri and SRB were prepared separately, as well as the mixed
medium mixed at a ratio of 1:1. P. stutzeri, SRB, as well as the mixture of SRB and P. stutzeri
were inoculated in a 1/100 ratio separately and incubated anaerobically in blue-capped
culture flasks. Then the OD600 values were measured by sampling every 24 h.

All experiments were implemented in three replicates and results were based on the
mean after three replicates with a standard deviation range of 0.5–5.0%.

2.3. Exposure Experiments
2.3.1. EDS and Weight Loss Measurement

Before soaking the specimens, holes were punched at the top middle, and each side
was sanded to mirror-smooth using SiC sandpaper from 400 to 800, 1000 and 2000 mesh.
Then, the specimens were washed with deionized water and anhydrous ethanol, blown
dry and weighed and irradiated with UV light for at least 30 min. The steel sheets were
suspended vertically inside the frosted jars with waterproof wires. The surface of the
liquid was covered with liquid paraffin. After nitrogen was flushed into the bottle, the gap
between the stopper and the bottle body was sealed with the sealing film to isolate the air.
The experiments were divided into blank, SRB and SRB + P. stutzeri, with different control
of incubation time, temperature, pH etc. All experiments were done three times in parallel.
When the immersion time was reached, the steel sheets were removed and the surface was
descaled according to the Chinese Standard “Corrosion of metals and alloys-Removal of
corrosion products from corrosion test specimens” GB/T16545-2015.

The rust remover comprised 500 mL hydrochloric acid (ρ = 1.19 g/mL), 500 mL
deionized water and 3.5 g of hexamethylene tetramine, well-mixed. After rust removal,
samples were rinsed with deionized water and anhydrous ethanol, then dried and weighed.
The inhibition effect of P. stutzeri bacteria on the corrosion caused by SRB under each
condition was analyzed by the weight loss of steel sheets. The additional specimens were
removed after soaking for 7, 14 and 21 days, before scanning X-ray energy-dispersive
spectrometer (EDS, from Oxford Instruments, Abingdon, UK). For analysis of corrosion
products, the specimens were pretreated by soaking in a phosphate-buffered saline solution
containing 2.5% (v/v) glutaraldehyde for 8 h to immobilize cells. The specimens were then
dehydrated using a serial dilution of ethanol (30%, 50%, 70%, 90% v/v), each for 15 min,
except the final step for 30 min [31].

2.3.2. Electrochemical Measurements

The steel sheets were polished to smooth grade by grade, soldered with copper
conductor, then put into the mold and sealed with epoxy resin, with ethylenediamine as the
curing agent. Then, the samples were reserved with a working surface of 10 mm × 10 mm,
polished with sandpaper in steps to 2000 mesh before use, and then polished with w 2.5
and w 0.5 diamond grinding paste in turn, rinsed with deionized water, cleaned with
anhydrous ethanol, sterilized under UV for 30 min and set aside. A three-electrode system
was used for the electrochemical tests, with X70 steel specimen as the working electrode,
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platinum sheet as the auxiliary electrode, and Saturated Calomel Electrode (SCE) as the
reference electrode, using a Chi760e electrochemical workstation. Specimens were divided
into two experimental groups using the co-culture medium—one group was inoculated
with SRB only and the other group was inoculated with SRB + P. stutzeri. For every 100 mL
of medium, 10 mL of bacterial solution was inoculated. The test scan potential range was
±0.5 V vs. OCP, and the potential scan rate was 2 mV·s−1. The polarization curve (Tafel
curve) of the steel sheet was measured. It is worth noting that potential scan rate has an
essential role in minimizing the effects of distortion in Tafel slopes and corrosion current
density analyses, as previously reported [32–34]. However, based on these reports, the
adopted 2 mV/s has no deleterious effects on those Tafel extrapolations [32,33] to determine
the corrosion current densities (icorr) of the examined samples.

2.4. Long-Term Corrosion Experiments

Initially, nine plastic reagent bottles (500 mL) were placed in 500 mL co-culture medium
and autoclaved for 30 min. The coupons of X70 pipeline steel (18.7 mm × 7.8 mm × 1 mm)
were provided by School of Materials Science and Engineering, USTB. Three experimental
groups were set up, and the inocula are shown in Table 1. The samples were sealed and
placed at room temperature for 3, 6 and 9 months to observe the corrosion and corrosion
inhibition over a long period of time.

Table 1. The inocula volumes of the three experimental groups.

Control (mL) SRB (mL) P. stutzeri + SRB (mL)

Sterile water 5 - - - - - - - -
SRB - - - - 5 5

P. stutzeri - - - - - - - - 5

3. Results and Discussion
3.1. Identification of P. stutzeri Strain
3.1.1. Observation of Colonies

After the collected soil samples were cultured in liquid and enriched several times
with strains, the samples were isolated and purified by the spread plate method. The
growth rate of colonies in the autotrophic medium was slow, and small beige or white
colonies appeared on the plates after about 5 days of incubation. After 7 days of incubation,
there was a significant difference between each soil sample plate’s surface and internal
colony morphology. The small yellowish translucent needle-tip colonies on the surface of
the plates were P. stutzeri.

The single colonies of P. stutzeri were inoculated in the sterilized medium for more
than three generations of enrichment. The acceleration voltage of SEM test was set to 3 kV
and the emission current was set to 100 µA. Then, the purified strains were subjected to
Gram staining and SEM observation, as shown in Figure 1. P. stutzeri stained dark red,
indicating that they were Gram-negative bacteria, and the cells were short rods with a
length between 0.5 and 1 µm. The Gram staining experiment also showed that the purified
strains were relatively pure, and no other miscellaneous bacteria were mixed in.

3.1.2. Identification of the Denitrification Capacity of P. stutzeri

After incubation with the Giltay medium, P. stutzeri could be observed for its discol-
oration reaction. P. stutzeri can turn the color of Giltay liquid medium blue-green as they
are autotrophic denitrifying bacteria. Under anaerobic conditions, P. stutzeri can produce
nitrogen, so air bubbles (N2) can be trapped in the Duchenne tubules. Without the presence
of the denitrifying bacteria P. stutzeri, the Giltay medium was still dark green, but no air
bubbles appeared in the Duchenne tubules. The results of the experiment are shown in
Figure 2. P. stutzeri bacteria discolored the Giltay medium, and thus had a denitrification
ability that could be used for subsequent experiments.
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3.1.3. Identification by 16S rDNA Sequencing

The sequencing of the strains was conducted by Sangon Biotech (Shanghai) Co.,
Ltd. (Shanghai, China). Then, the sequencing results were spliced with ContigExpress
and the faulty parts at both ends were removed. Next, the spliced sequences were com-
pared in the NCBI database (blast.ncbi.nlm.nih.gov) with the standard strains’ rRNA type
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strains/16S_ribosomal_RNA database. After that, the species with the highest homology
was selected and an evolutionary tree was constructed to confirm that the strain was
P. stutzeri.

3.2. Growth Characteristics of P. stutzeri and SRB
3.2.1. Effect of Temperature on the Growth of the Strain

Activated SRB and P. stutzeri were inoculated into liquid medium at pH 7 and incu-
bated at a temperature ranging from 10 to 50 ◦C. After 7 days, the OD600 values of the
bacterial broths were measured and the results are shown in Figure 3.
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Figure 3. Effect of temperature on strain growth.

From Figure 3, it can be seen that the isolated and purified strains of SRB and P. stutzeri
maintained high bacterial concentrations in the range of 25–40 ◦C. The absorbance of both
SRB and P. stutzeri strains reached the maximum at around 30 ◦C. In this experiment,
the optimum growth temperature of both SRB and P. stutzeri was around 30 ◦C. Thus,
temperature affected the growth of SRB and P. stutzeri to a similar extent.

3.2.2. Effect of pH on the Growth of the Strain

After the activation, SRB and P. stutzeri were respectively inoculated into a liquid
medium (the incubation temperature was 30 ◦C) with pH ranging from 1 to 13 to determine
the effect of pH on the growth of SRB and P. stutzeri. OD600 values of the bacterial solution
were measured after 7 days, and the results are shown in Figure 4.
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As shown in Figure 4, the maximum concentration of both SRB and P. stutzeri was
reached at pH 7. The experiment showed that both SRB and P. stutzeri were able to grow
in a wide pH range from 5 to 8, and the optimum growth pH was about 7. Thus, the
effect of environmental pH on the growth of SRB and P. stutzeri was similar. The above
experiments provide a feasible basis for the coexistence of SRB and P. stutzeri in the same
growth environment.

3.2.3. Graphical Growth Curves of P. stutzeri, SRB and Co-Culture of P. stutzeri + SRB

First, it was necessary to separately prepare the media of P. stutzeri, SRB, and mixed
medium (mixed in the ratio of 1:1). Then, P. stutzeri, SRB and SRB + P. stutzeri mixture were
inoculated into the above media at a 1/100 ratio and incubated in blue-capped culture
flasks under anaerobic conditions at 30 ◦C constant temperature. After two days, samples
were taken every 24 h and analyzed for OD600 values. Based on the results, the growth
curves of SRB, P. stutzeri and co-culture of P. stutzeri + SRB were plotted, and the results are
shown in Figure 5.

From Figure 5, it can be seen that SRB reached the logarithmic growth phase on the
third day and entered the stable phase after 8 days. However, after 12 days, SRB gradually
began to enter the decay phase due to nutrient depletion, which changed the optimal
growth environment of SRB. In contrast, P. stutzeri entered the stable phase after 5 days
and slowly started to enter the decay phase after 11 days. As a result, it can be concluded
that the growth cycles of SRB and P. stutzeri are consistent.

When SRB was co-cultured with P. stutzeri, the growth of SRB was not inhibited by P.
stutzeri in the first 2 days; the concentrations of the mixed bacteria on the third and fourth
days were greater than those of the two bacteria in separate cultures; after the fifth day,
the concentrations of the two bacteria in co-culture were higher than those of P. stutzeri,
but lower than those of SRB in separate cultures. It can be tentatively assumed that the
growth of SRB was inhibited by P. stutzeri when the two bacteria were co-cultured together.
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This is likely because when the two bacteria were co-cultured in the same medium, they
grew competitively as the medium substrate was consumed over a longer incubation time.
Namely, possible factors inhibiting the growth of SRB by P. stutzeri include their substrate
utilization or their secretions.
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3.3. Corrosion Inhibition of X70 Pipeline Steel
3.3.1. Effect of Temperature on the Inhibition of SRB Corrosion by P. stutzeri

With the temperature change, there was a fairly obvious change in the weight loss of
the samples, and the results are shown in Figure 6.

The weight loss was relatively low when the temperature was between 10 ◦C and 20 ◦C.
With the increase in temperature, the weight loss increased significantly. The corrosion of
the steel sheets was more severe in the system in which only SRB was inoculated at 30 ◦C,
while at 50 ◦C severe corrosion was noted in all three systems. From the analysis, the main
factors were identified: most of the microorganisms had a suitable growth temperature of
20–35 ◦C—the higher the temperature, the stronger the microbial activity. If the external
temperature were reduced or increased, the growth of the microorganisms would be
affected to a certain extent. At temperatures lower than 20 ◦C, the metabolic activity of
microorganisms (e.g., related enzymes) would be inhibited; at temperatures as low as 10 ◦C,
the growth rate of microorganisms would be significantly reduced and they would basically
be in a dormant state, making the corrosion of X70 steel relatively weak. The corrosion
under these conditions would mainly be based on electrochemical corrosion, and since the
temperature is low, the electrochemical corrosion would also be relatively low. With the
increase in temperature, the activity of bacteria increased. Since the weight loss of steel
sheets in the medium only inoculated with SRB was more apparent between 30 and 40 ◦C,
it can be concluded that SRB grew faster and were more active.
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Meanwhile, there was a slight trend of increased weight loss of steel sheets in the
blank medium, mainly due to electrochemical corrosion. In the system inoculated with
P. stutzeri + SRB, the weight loss of steel sheets was greatly reduced compared with the
system inoculated with SRB only, indicating that P. stutzeri reduced the corrosion of X70
steel by SRB. When the temperature reached 40 ◦C, the growth of bacteria and the activity
of enzymes would be somewhat inhibited by the high temperature. Hence, the corrosion
induced by SRB was weakened, and the electrochemical corrosion was enhanced. Moreover,
when the temperature reached 50 ◦C, as the temperature was far too high, the activity of
bacteria was reduced by the influence of temperature. However, this high temperature
promoted electrochemical corrosion, which caused more severe corrosion and a greater
loss of weight. Thus, it can be concluded that P. stutzeri may have a good inhibitory effect
on the corrosion of steel sheets caused by SRB in a wide temperature range.

3.3.2. Effect of Time on the Inhibition of SRB Corrosion by P. stutzeri

There was a gradual weight loss per area of the steel sheets as the incubation time
increased (the incubation temperature was 30 ◦C), as shown in Figure 7.

The corrosion loss of the steel sheets inoculated with SRB was much greater than that
observed in the other two tested systems. The 30-day loss was 8.57 g/m2, measured from
the steel sheets in the blank group, which was mainly due to electrochemical corrosion
caused by certain salts in the incubation medium. The corrosion rate of X70 steel in the
test system inoculated with SRB alone was greater, which reached 15.67 g/m2 at 10 days,
19.26 g/m2 at 15 days, 21.87 g/m2 at 20 days and 22.57 g/m2 at 30 days. The growth
curve of SRB bacteria showed four typical phases: retardation phase (0–2 days), log phase
(3–6 days), stabilization phase (7–11 days) and decay phase (>12 days). In the range of
0–5 days, SRB were in the activation period after inoculation, and the number of active
bacteria was small. Therefore, the corrosion was mainly caused by chemical corrosion; in
days 5–10, the number of SRB increased drastically, and the corrosion enhanced. Notably,
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after 7 days, the number of strains reached the maximum, the number of active bacteria
was high, both enzyme activation and metabolism were at the peak, and the corrosion
also intensified. Although the number of bacteria remained at a high state in the period of
10–15 days, the weight loss was lower than that in the 5–10 days period, probably because
the growth of high quantities of bacteria led to the formation of biofilms on the surface of
the steel sheets, which slowed the rate of increase of corrosion. Furthermore, at 20–30 days,
corrosion was significantly delayed due to the large consumption of nutrients at this stage,
while the toxic metabolites accumulated in large quantities, leading to an increase in SRB
mortality and a decrease in viable bacteria. At the same time, the chemical corrosion also
slowed because inorganic substances were consumed during their growth. In that case, it
can also play a role in mitigating the corrosion on the surface layer as the corrosion product
film became thicker and its combination with the microbial film was denser, which led
to the corrosion into a slower stage after 15 days. The weight loss of steel sheets in the
medium inoculated with SRB + P. stutzeri was 11.52 g/m2 after 30 d immersion experiment.
During the 0–30 days period, the weight loss in the mixed bacteria culture was significantly
lower than that of SRB alone; between 15 and 30 days, the weight loss was basically at
a stable stage. It was assumed that in the co-culture of P. stutzeri + SRB, the presence of
P. stutzeri influenced the growth of SRB and slowed the corrosion of steel sheets by SRB,
while on the other hand, the bacteria, extracellular polymers and corrosion products were
mixed to generate a dense biofilm, which played a protective role on the steel sheets. Thus,
it can be noted that P. stutzeri has a better protective effect on the corrosion of steel sheets
caused by SRB with the extension of time.
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3.3.3. Effect of Initial pH on the Inhibition of SRB Corrosion by P. stutzeri

The rules of electrochemical corrosion of steel affected by pH were as follows: when
pH < 4, the corrosion of carbon steel was severe, mainly caused by hydrogen evolution
corrosion; at pH 5–13, the corrosion was slower, mainly caused by oxygen absorption
corrosion. From Figure 8, it can be seen that when pH 3, steel corrosion was more serious. At
this stage, the role of microorganisms was not prominent; the bacteria in the acidic medium
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grew slowly in general, so it the main corrosion mechanism was chemical hydrogen
precipitation corrosion due to acidic conditions, and the rate of X70 corrosion was higher.
With increased pH, electrochemical corrosion weakened, and microbial corrosion increased.
At pH 6–8, conditions were more suitable for microbial growth, and SRB and chemistry
caused the corrosion. At pH 7, the corrosion caused by SRB was more severe, and the weight
loss reached 39.31 g/m2, but the weight loss in the combined system of P. stutzeri + SRB
was weakened to 12.33 g/m2; meanwhile, in the blank medium system, the weight loss was
9.89 g/m2, which was mainly due to chemical oxygen absorption corrosion. Discounting
the electrochemical corrosion, the addition of P. stutzeri resulted in an 83% reduction in
weight loss. Therefore, P. stutzeri provided better protection against steel sheet corrosion
at pH 7. At pH > 9, the corrosion was relatively weaker because both chemical and
microbial corrosion were slowed down under alkaline conditions. Overall, the growth of
microorganisms was somewhat restricted in alkaline environments, enzyme activity was
reduced, and there was a relative decrease in both corrosion and corrosion resistance. Li
et al. also showed that in an alkaline environment, a thick oxide film was generated on the
surface layer of pipeline steel, which acted as a passivation layer and slowed the corrosion
rate [35]. Therefore, the protection of P. stutzeri against SRB corrosion was better in the
pH 6–8 environment.

Materials 2023, 16, x FOR PEER REVIEW 13 of 19 
 

 

 

Figure 8. Weight loss curves of X70 steel under different pH. 

3.3.4. Analysis of Elements in Corrosion Products 

From the analysis of corrosion products (Figure 9), it can be seen that the corrosion 

products in the sterile environment were mainly with inorganic compounds, such as iron 

oxides, and the P elements were mainly derived from K2HPO4 in the medium. The content 

of Fe and S in the corrosion products inoculated with SRB was significantly higher than 

that in the sterile environment and in the environment with P. stutzeri; presumably, the 

corrosion products mainly contained sulfides and iron oxides. In the environment with 

mixed bacteria, the corrosion products mainly contained C, O, Fe and S, but the content 

of S was significantly lower than that of corrosion products inoculated with SRB. The ox-

idation of sulfatide induced by P. stutzeri hindered the accumulation of corrosive sulfide, 

and the SRB-involved corrosion can be weakened thereby. 

Figure 8. Weight loss curves of X70 steel under different pH.

3.3.4. Analysis of Elements in Corrosion Products

From the analysis of corrosion products (Figure 9), it can be seen that the corrosion
products in the sterile environment were mainly with inorganic compounds, such as iron
oxides, and the P elements were mainly derived from K2HPO4 in the medium. The content
of Fe and S in the corrosion products inoculated with SRB was significantly higher than
that in the sterile environment and in the environment with P. stutzeri; presumably, the
corrosion products mainly contained sulfides and iron oxides. In the environment with
mixed bacteria, the corrosion products mainly contained C, O, Fe and S, but the content of S
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was significantly lower than that of corrosion products inoculated with SRB. The oxidation
of sulfatide induced by P. stutzeri hindered the accumulation of corrosive sulfide, and the
SRB-involved corrosion can be weakened thereby.
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3.3.5. Tafel Curve

The polarization curve test is damaging, and hence it is also known as a disposable
test, where irreversible damage is caused to the sample surface during the measurement.
Because the Tafel polarization can damage the sample surface, which can effectively exclude
interference, the relationship between the polarization current and electrode potential of
the respective anodic and cathodic reactions can be observed separately, rendering the
polarization curves capable of revealing the mechanism of electrochemical reactions and
their kinetic characteristics in depth.

The polarization curves of X70 steel samples in SRB and SRB + P. stutzeri solutions
from 0 to 14 days of inoculation were measured with activated strains. In addition, the
corrosion current density (icorr) was obtained after fitting using extrapolation software
(Origin 2018), and the variation trend is shown in Figure 10.
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Figure 10a,b are the corrosion polarization curves for SRB and SRB + P. stutzeri samples,
respectively, and Figure 10c shows the corrosion current density in both media. As can
be seen from Figure 10, the corrosion current density in both media was the same at the
beginning of the experiment, and with the extension of the incubation time, the corrosion
current density of X70 steel in the media inoculated with SRB only reached the maximum at
7 days. At this stage, the growth rate of SRB was faster and the number of strains increased,
while corrosion intensified. In the next 7 days, there was a decrease in corrosion current
density compared to the seventh day owing to the formation of corrosion products on the
surface, which had a protective effect on the specimens. As can be seen from the test results
of 14 days of inoculation, after 2 days, the corrosion current density of X70 steel in the
mixed medium of SRB + P. stutzeri was always lower than that of the medium inoculated
with SRB alone, which indicated that the addition of P. stutzeri had a certain inhibitory
effect on the corrosion caused by SRB. In brief, the corrosion current density generally
showed a trend of first increasing and then decreasing, which means the corrosion was
initially enhanced and then weakened.

3.3.6. Long-Term Exposure Weight Loss Test

The weight losses of X70 steel sheets exposed to media for 3, 6 and 9 months are shown
in Figure 11.
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The weight loss of the steel sheets in all systems gradually increased with time, which
indicates that the degree of corrosion varied in different environments. Still, as shown
in Figure 11, the media inoculated with SRB alone showed more weight loss and more
severe corrosion. The weight of specimens in the blank group lost slightly more than
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those inoculated with SRB + P. stutzeri because the blank medium had a higher electrolyte
concentration than the solution inoculated with SRB + P. stutzeri, where bacteria grew and
consumed part of the electrolytes. This is consistent with the results of the short-time
corrosion weight loss experiments described above. In addition, the weight loss of steel
sheets in the media inoculated with SRB + P. stutzeri was significantly lower than that in the
system inoculated with SRB, which suggests that P. stutzeri had a better effect on preventing
and controlling SRB-induced corrosion on steel sheets.

4. Conclusions

(1) A strain of P. stutzeri was obtained by isolation and purification. The strain is a
Gram-negative bacterium with short rod-shaped cells, about 0.5–1 µm in length, and white
transparent colonies, which could discolor Giltay medium and produce gas, showing that
it has denitrification ability.

(2) The sequencing results of 16SrDNA also verified the properties of the P. stutzeri
strain: its growth conditions were similar to those of SRB, with an optimum culture tem-
perature of about 30 ◦C and an optimum growth pH of about 7. It entered the stabilization
phase after 5 days and started to enter the decay phase slowly after 11 days. The growth
cycle was the same as that of SRB, and the two bacteria can co-exist in the common growth
environment.

(3) The results of the weight loss tests showed that P. stutzeri could inhibit the corrosion
of X70 steel caused by SRB at 20–40 ◦C and pH 6–8. The electrochemical results showed
that SRB promoted the corrosion of X70 steel, and the corrosion of X70 steel was inhibited
in the P. stutzeri + SRB media. In addition, the corrosion current density of X70 steel in the
media containing mixed bacteria was less than that of the environment inoculated with
SRB alone, and the EDS results showed that the elemental S content was significantly lower
than that of the corrosion products inoculated with SRB. The results of the weight loss
tests also showed that P. stutzeri had a better inhibitory effect on the corrosion of X70 steel
caused by SRB in the medium at 3, 6 and 9 months.

Author Contributions: Conceptualization, L.Q. and A.G.; methodology, L.Q. and D.Z.; software, Z.L.
(Zhipeng Liu) and S.Z.; validation, Y.S., Z.L. (Ziyi Liu) and S.Z.; data curation, L.Q.; supervision, A.G.;
project administration, A.G.; funding acquisition, A.G. and L.Q. All authors have read and agreed to
the published version of the manuscript.

Funding: This research was funded by the Chinese National Natural Science Foundation (No. 51701016).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: This work was financially supported by the Chinese National Natural Science
Foundation (No. 51701016).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Enning, D.; Garrelfs, J. Corrosion of iron by sufate-reducing bacteria, new views of an old problem. Appl. Environ. Microbiol. 2014,

80, 1226–1236. [CrossRef] [PubMed]
2. Jogdeo, P.; Chai, R.; Shuyang, S.; Saballus, M.; Constancias, F.; Wijesinghe, S.L.; Thierry, D.; Blackwood, D.J.; McDougald, D.; Rice,

S.A.; et al. Onset of microbial influenced corrosion (MIC) in stainless steel exposed to mixed species biofilms from equatorial
seawater. Electrochem. Soc. 2017, 164, C532–C538. [CrossRef]

3. Liu, H.; Frank Cheng, Y. Mechanism of microbiologically influenced corrosion of X52 pipeline steel in a wet soil containing
sulfate-reduced bacteria. Electrochim. Acta 2017, 253, 368–378. [CrossRef]

4. Sheng, X.; Ting, Y.-P. The influence of sulphate-reducing bacteria biofilm on the corrosion of stainless steel aisi 316. Corros. Sci.
2007, 49, 2159–2176. [CrossRef]

15



Materials 2023, 16, 2896

5. Fatah, M.C.; Ismail, M.C. Effects of sulphide ion on corrosion behaviour of X52 steel in simulated solution containing metabolic
products species, a study pertaining to microbiologically influenced corrosion (MIC). Corros. Eng. Sci. Technol. 2013, 48, 211–220.
[CrossRef]

6. Lou, Y.; Chang, W. Microbiologically influenced corrosion inhibition mechanisms in corrosion protection, A review. Bioelectro-
chemistry 2021, 141, 107883. [CrossRef]

7. Kannan, P.; Su, S.S. A review of characterization and quantification tools for microbiologically influenced corrosion in the oil and
gas industry, current and future trends. Ind. Eng. Chem. Res. 2018, 57, 13895–13922. [CrossRef]

8. Jacobson, G.A. Corrosion at Prudhoe Bay, a lesson on the line. Mater. Perform. 2007, 46, 26–35.
9. Parthipan, P.; AlSalhi, M.S.; Devanesan, S.; Rajasekar, A. Evaluation of Syzygium aromaticum aqueous extract as an ecofriendly

inhibitor for microbiologically influenced corrosion of carbon steel in oil reservoir environment. Bioproc. Biosyst. Eng. 2021, 44,
1441–1452. [CrossRef]

10. Li, Y.C.; Xu, D.K. Anaerobic microbiologically influenced corrosion mechanisms interpreted using bioenergetics and bioelectro-
chemistry, A review. J. Mater. Sci. Technol. 2018, 34, 1713–1718. [CrossRef]

11. Chan, K.Y.; Xu, L.C. Anaerobic electrochemical corrosion of mild steel in the presence of extracellular polymeric substances
produced by a culture enriched in sulfate-reducing bacteria. Environ. Sci. Technol. 2002, 36, 1720–1727. [CrossRef]

12. San, N.O.; Nazir, H. Evaluation of microbiologically influenced corrosion inhibition on Ni-Co alloy coatings by Aeromonas
salmonicida and Clavibacter michiganensis. Corros. Sci. 2012, 65, 113–118. [CrossRef]

13. Xu, D.; Li, Y. Laboratory investigation of microbiologically influenced corrosion of C1018 carbon steel by nitrate reducing
bacterium Bacillus licheniformis. Corros. Sci. 2013, 77, 385–390. [CrossRef]

14. Tan, J.L.; Goh, P.C. Influence of H2S-producing chemical species in culture medium and energy source starvation on carbon steel
corrosion caused by methanogens. Corros. Sci. 2017, 119, 102–111. [CrossRef]

15. Xu, D.; Li, Y. Mechanistic modeling of biocorrosion caused by biofilms of sulfate reducing bacteria and acid producing bacteria.
Bioelectrochemistry 2016, 110, 52–58. [CrossRef] [PubMed]

16. Duan, J.; Wu, S. Corrosion of carbon steel influenced by anaerobic biofilm in natural seawater. Electrochim. Acta 2008, 54, 22–28.
[CrossRef]

17. Chandrasatheesh, C.; Jayapriya, J. Detection and analysis of microbiologically influenced corrosion of 316 L stainless steel with
electrochemical noise technique. Eng. Fail. Anal. 2014, 42, 133–142. [CrossRef]

18. Okabe, S.; Odagiri, M. Succession of sulfur-oxidizing bacteria in the microbial community on corroding concrete in sewer systems.
Appl. Environ. Microbiol. 2007, 73, 971–980. [CrossRef]

19. Ashassi-Sorkhabi, H.; Moradi-Haghighi, M. The effect of Pseudoxanthomonas sp. as manganese oxidizing bacterium on the
corrosion behavior of carbon steel. MSE 2012, 32, 303–309. [CrossRef]

20. Ching, T.H.; Yoza, B.A. Biodegradation of biodiesel and microbiologically induced corrosion of 1018 steel by Moniliella wahieum
Y12. Int. Biodeterior. Biodegrad. 2016, 108, 122–126. [CrossRef]

21. Jia, R.; Yang, D. Mitigation of the Desulfovibrio vulgaris biofilm using alkyldimethylbenzylammonium chloride enhanced by
D-amino acids. Int. Biodeterior. Biodegrad. 2017, 117, 97–104. [CrossRef]

22. Zhang, F.; Ju, P. Self-healing mechanisms smart protective coatings, A review. Corros. Sci. 2018, 144, 74–88. [CrossRef]
23. Hao, X.; Chen, S. Antifouling and antibacterial behaviors of capsaicin-based pH responsive smart coatings in marine environments.

Mater. Sci. Eng. C 2020, 108, 110361. [CrossRef] [PubMed]
24. Gunasekaran, G.; Chongdar, S.; Gaonkar, S.N.; Kumar, P. Influence of bacteria on fifilm formation inhibiting corrosion. Corros. Sci.

2004, 46, 1953–1967. [CrossRef]
25. Rajasekar, A.; Ting, Y.P. Role of Inorganic and Organic Medium in the Corrosion Behavior of Bacillus megaterium and Pseu-

domonas sp. in, Stainless Steel SS 304. Ind. Eng. Chem. Res. 2011, 50, 12534–12541. [CrossRef]
26. Jia, R.; Yang, D. Microbiologically influenced corrosion of C1018 carbon steel by nitrate reducing Pseudomonas aeruginosa biofilm

under organic carbon starvation. Corros. Sci. 2017, 127, 19–46. [CrossRef]
27. Liu, H.; Chen, W. Characterizations of the biomineralization film caused by marine Pseudomonas stutzeri and its mechanistic

effects on X80 pipeline steel corrosion. J. Mater. Sci. Technol. 2022, 125, 15–28. [CrossRef]
28. Liu, H.; Jin, Z.; Wang, Z.; Liu, H.; Meng, G.; Liu, H. Corrosion inhibition of deposit-covered X80 pipeline steel in seawater

containing Pseudomonas stutzeri. Bioelectrochemistry 2023, 149, 108279. [CrossRef]
29. Fu, Q.; Xu, J.; Wei, B.; Qin, Q.; Bai, Y.; Yu, C.; Sun, C. Mechanistic diversity between nitrate and nitrite on biocorrosion of X80

pipeline steel caused by Desulfovibrio desulfurican and Pseudomonas stutzeri. Corros. Sci. 2022, 207, 110573. [CrossRef]
30. Yang, X.; Wang, S.; Zhou, L. Effect of Carbon Source, C/N Ratio, Nitrate and dissolved oxygen concentration on nitrite and

ammonium production from denitrification process by Pseudomonas stutzeri D6. Bioresour. Tchnol. 2012, 104, 65–72. [CrossRef]
31. Lv, M.; Du, M.; Li, X.; Yue, Y.; Chen, X. Mechanism of microbiologically influenced corrosion of X65 steel in seawater containing

sulfate-reducing bacteria and iron-oxidizing bacteria. J. Mater. Res. Technol. 2019, 8, 4066–4078. [CrossRef]
32. Duarte, T.; Meyer, Y.A.; Osório, W.R. The Holes of Zn Phosphate and Hot Dip Galvanizing on Electrochemical Behaviors of

Multicoatings on Steel Substrates. Metals 2022, 12, 863. [CrossRef]
33. Osorio, W.R.; Cheung, N.; Peixoto, L.C.; Garcia, A. Corrsion resistance and mechanical properties of an Al 9wt%Si alloy treated

by laser surface remelting. Int. J. Electrochem. Sci. 2009, 4, 820–831.

16



Materials 2023, 16, 2896

34. Zhang, X.L.; Jiang, Z.H.; Yao, Z.P.; Song, Y.; Wu, Z.D. Effects of scan rate on the potentiodynamic polarization curve obtained to
determine the Tafel slopes and corrosion current density. Corros. Sci. 2009, 51, 581–587. [CrossRef]

35. Li, Y.; Qin, H. Corrosion Mechanism Research of X70 Pipeline Steel in Simulated Solution of Guangxi Soil. J. Qinzhou Univ. 2017,
32, 23–26.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

17





Citation: Betova, I.; Bojinov, M.;

Karastoyanov, V. Long-Term

Oxidation of Zirconium Alloy in

Simulated Nuclear Reactor Primary

Coolant—Experiments and Modeling.

Materials 2023, 16, 2577. https://

doi.org/10.3390/ma16072577

Academic Editor: Ming Liu

Received: 17 February 2023

Revised: 22 March 2023

Accepted: 22 March 2023

Published: 24 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

materials

Article

Long-Term Oxidation of Zirconium Alloy in Simulated
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Abstract: Oxidation of Zr-1%Nb fuel cladding alloy in simulated primary coolant of a pressurized
water nuclear reactor is followed by in-situ electrochemical impedance spectroscopy. In-depth
composition and thickness of the oxide are estimated by ex-situ analytical techniques. A kinetic model
of the oxidation process featuring interfacial reactions of metal oxidation and water reduction, as well
as electron and ion transport through the oxide governed by diffusion-migration, is parameterized
by quantitative comparison to impedance data. The effects of compressive stress on diffusion and
ionic space charge on migration of ionic point defects are introduced to rationalize the dependence of
transport parameters on thickness (or oxidation time). The influence of ex-situ and in-situ hydrogen
charging on kinetic and transport parameters is also studied.

Keywords: zirconium alloy; nuclear reactor primary coolant; electrochemical impedance spectroscopy;
oxidation model; compressive stress; ionic space charge

1. Introduction

A typical pressurized water reactor (PWR) contains around 200 fuel assemblies, with
each fuel assembly featuring hundreds of fuel rods. A fuel rod is composed of fuel pellets
stacked inside a cladding tube [1,2], The mechanical integrity of the cladding is essential
to nuclear safety because it provides the first barrier for fission products. The techni-
cal specifications used to choose PWR cladding material have long been: (1) high neu-
tron transparency, i.e., low thermal neutron cross sections, (2) good thermal conductivity,
(3) low creep rate, (4) good ultimate elongation, (5) sound mechanical properties, and
(6) good corrosion resistance [1].

The trend towards more severe operating conditions for this type of structural material,
induced by the need to extend the lifetime and increase fuel burnup, leads to a need
for a detailed characterization of correlations between composition, microstructure, and
morphology of such alloys, growth kinetics of oxide layers on them, and their susceptibility
to localized corrosion [1]. Even if the qualitative picture of the oxidation process of Zr alloys
in nuclear power plant coolants is well established, the intimate mechanism of the transfer
of matter and charge through the oxide remains largely unclear. It is generally believed that
the growth of the oxide proceeds according to the so-called coupled-currents mechanism [3].
According to that mechanism, transport of oxygen by a vacancy mechanism along grain
boundaries of the already formed zirconium oxide is the rate-determining step of the
overall reaction. It is assumed that water reduction at the oxide/coolant interface consumes
electrons generated by metal oxidation, electronic conduction in the oxide proceeding
along preferred pathways associated with secondary phase particles incorporated into the
zirconium oxide matrix [1,4,5]. The extent of the coupling of the electron and ion fluxes is
not quantitatively assessed.

Increasing the concentration of lithium hydroxide in PWRs with higher fuel burnup
and fuel cycles longer than 12 months is necessary to maintain the primary coolant pH
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within an acceptable range. Higher lithium concentrations associated with supercooled
condensate boiling can lead to crud formation on fuel cladding and reactor internals. In
turn, crud formation induces axial power anomaly (AOA) and localized corrosion [6–9].
The mechanism of AOA is still unclear, but a number of studies have indicated a correlation
between concentration of alkali, boric acid, zirconium alloy composition, and occurrence
of this type of anomaly. The use of KOH in water cooled—water moderated energy
reactor (WWER) coolants have considerable advantages due to its higher solubility, and
accordingly, a weaker tendency towards crud formation on fuel cladding and internals. All
this added complexity calls for the use of advanced in-situ methods for the characterization
of oxidation processes of Zr alloys.

A promising non-destructive characterization technique is electrochemical impedance
spectroscopy (EIS), which has been used to study zirconium alloys in WWER and PWR
coolants for several decades now [10–18]. Despite numerous experimental data found in the
literature, EIS has been used almost exclusively to assess oxide conductivity as depending
on environmental conditions. Only a few deterministic models that describe quantitatively
the whole impedance spectrum were advanced on the basis of the Point Defect Model
(PDM) [13–15] and the Mixed-Conduction Model (MCM) [19,20].

The aim of the present paper is to further develop and test a deterministic model of
growth of a protective oxide layer on a Zr-1%Nb alloy. The model features electrochemical
processes at the alloy/oxide and oxide/coolant interfaces coupled via diffusion-migration
of point defects in the oxide at the atomic and mesoscopic level. The model is based on
the generalized quantitative model of growth of passive oxide films in high temperature
electrolytes, the MCM, which has recently been adapted to interpret initial stages of corro-
sion of zirconium alloys in PWR and WWER primary coolants [19–21]. First, experimental
data on the oxidation of the alloy in WWER coolant with or without LiOH are presented.
Measurements on samples that were ex-situ and in-situ electrochemically charged with
hydrogen are also discussed. The thickness and in-depth elemental composition of oxides
is estimated by Glow Discharge Optical Emission Spectrometry (GDOES) and scanning
electron microscopy (SEM) of oxide cross sections. Further, a new version of the model
that considers the influence of compressive stress generated during growth on oxygen
diffusion and space charge on the electric field strength in the oxide is described. This
extension allows rationalization of the thickness (i.e., oxidation time) dependences of diffu-
sion and migration parameters. Finally, the relative importance of rate constants, diffusion
coefficients, and field strength for the kinetics of oxide growth and hydrogen pick-up
is discussed.

2. Materials and Methods

Working electrodes were cut from Zr-1%Nb fuel cladding tubes. The chemical compo-
sition of the alloy is presented in Table 1. Pretreatment of electrodes consisted of mechanical
polishing with emery paper grade 1200, chemical polishing in a mixture of 30% HNO3
(70%) + 30% H2SO4 (96%) + 9% HF (50%) + 31% H2O, and drying with hot air. Experiments
were carried out using a three-electrode system with the alloy as working electrode, a Pt
(99.9%, Goodfellow) sheet symmetrically arranged around it as a counter electrode, and a
Pd (99.9%, Goodfellow) pseudo-reference electrode mounted in close proximity to the tube
(at a distance of 2 mm). Pd was continuously polarized with a current of −30 µA against
an additional Pt electrode in order to approximate the reversible hydrogen electrode (RHE).
To simulate defective microstructure resulting from proton irradiation, samples were sub-
jected either to preliminary cathodic polarization with a current density of −10 mA cm−2

in a 0.1 M KOH solution for 24 h at room temperature, galvanostatically (current density
−1 mA cm−2) or potentiostatically (at −2.0 V vs. RHE) in a beginning-of-cycle WWER pri-
mary coolant without LiOH (0.283 mmol kg−1 K as KOH and 0.13 mol kg−1 B as H3BO3) at
80 ◦C. As a result of this type of treatment, hydrogen atoms formed during water reduction
are introduced into the alloy structure.
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Table 1. Chemical composition of the studied material.

Element Zr Nb Sn Fe N C O

Content/wt.% Base 1.05 0.04 0.05 <0.01 0.02 0.10

Experiments were conducted in a nominal beginning-of-cycle WWER coolant with
a composition of 0.283 mmol kg−1 (16 ppm) K as KOH, 0.13 mol kg−1 (1400 ppm) B as
H3BO3, with and without the addition of 0.042 mmol kg−1 (1 ppm) Li (as LiOH). For
its preparation, p.a. H3BO3, LiOH and KOH (Sigma Aldrich, St. Louis, MO, USA) were
used. No NH3 was added to the solutions in order to minimize the effect of dissolved H2
(formed by decomposition of ammonia at high temperature) on oxidation kinetics. The
conductivity of the coolant at room temperature was 37 ± 0.5 µS cm−1 (without LiOH) and
42 ± 0.5 µS cm−1 (with LiOH), whereas its pH was 6.1 ± 0.1 (without LiOH) and 6.2 ± 0.1
(with LiOH).

All experiments were performed in an autoclave made of 316 L stainless steel (Parr,
volume 3.75 dm3) connected to a laboratory made re-circulation loop. The respective
electrolyte from a 20 dm3 reservoir was continuously pumped through the autoclave at a
flow rate of 5 dm3 h−1, resulting in a full re-circulation every 1.5 h. Prior to its use for this
type of measurement, the autoclave and all tube connections were pre-oxidized for 168 h
at 280 ◦C in a coolant containing 0.21 mmol kg−1 (12 ppm) K as KOH, in order to form a
stable protective layer on all surfaces.

In a typical experiment, after mounting the electrodes and filling the loop with coolant,
the system was heated to 80 ◦C and purged with N2 (99.999%) for 16 h. The residual dis-
solved oxygen concentration after this procedure was below 0.31 µmol kg−1. After reaching
this value, the temperature was gradually increased, and the target value of 300 ± 1 ◦C
at a pressure of 8.8 ± 0.01 MPa was reached in 2–2.5 h. Electrochemical impedance mea-
surements were started at that temperature and were carried out for exposures up to
720 h. A 10030 Compactstat (Ivium, Eindhoven, the Netherlands) operating in floating
mode and driven by IviumSoft 4.9 software was used. The frequency range of the mea-
surements was from 30 kHz to 1 mHz at an ac amplitude of 50 mV (rms). The linearity
of the spectra was checked by measurements using amplitudes between 10 and 50 mV,
whereas causality was ensured using a Kramers-Kronig compatibility test using the pro-
cedure of Boukamp [22]. During the first 2–3 days of an experiment, the spectra were
recorded every 2–3 h, during the next 3–4 days—every 4 h, and subsequently—every 12
or 24 h, depending on the variation of spectra with time (a typical measurement of an
impedance spectrum took about 2–2.5 h). All the experiments were at least triplicated to
ensure reproducibility. In order to discriminate more clearly between processes by their
time constants in the high-frequency domain, 90% of the ohmic resistance of the coolant
between the working and reference electrodes was subtracted from the real part of each
spectrum. Complex non-linear fitting of impedance data to the transfer function of the
proposed model was performed by a custom routine on an Origin Pro platform (Originlab,
Northampton, MA, USA). A Levenberg-Marquardt algorithm with statistical weighting of
the respective datasets was used.

In-depth elemental profiles of the samples after exposure were obtained by GDOES
over an area of 5 mm2 with a GDA750 instrument (Spectruma Analytik, Hof, Germany)
equipped with a polychromator (focal length 750 mm and grating of 2400 channels/mm).
Typical operating parameters were: primary voltage 950 V, current 9 mA and pressure
3 hPa. Calibration was based on certified reference materials chosen to cover the elements
present in a wide range of nickel alloys in the relevant concentration ranges. Cross-sectional
scanning electron microscopic images of the samples were also taken after exposure to
estimate oxide thickness.
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3. Results
3.1. Electrochemical Impedance Spectroscopy

Electrochemical impedance spectra in LiOH-free coolant as depending on exposure
time are presented in Figure 1 in Bode coordinates (magnitude and phase shift of impedance
vs. frequency). Analogous dependences of the impedance on oxidation time in WWER
coolant with the addition of 0.042 mmol kg−1 Li (as LiOH) are presented in Figure 2.
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Figure 1. Electrochemical impedance spectra of zirconium alloy in WWER coolant without LiOH
at 300 ◦C depending on the oxidation time. Left ordinate-impedance magnitude (full symbols) and
phase shift (open symbols) vs. frequency. Points-experimental data, solid lines-best-fit calculation.
The legend gives oxidation time in h.

Materials 2023, 16, x FOR PEER REVIEW 4 of 17 
 

 

3. Results 
3.1. Electrochemical Impedance Spectroscopy 

Electrochemical impedance spectra in LiOH-free coolant as depending on exposure 
time are presented in Figure 1 in Bode coordinates (magnitude and phase shift of imped-
ance vs. frequency). Analogous dependences of the impedance on oxidation time in 
WWER coolant with the addition of 0.042 mmol kg−1 Li (as LiOH) are presented in Figure 
2.  

  
  

Figure 1. Electrochemical impedance spectra of zirconium alloy in WWER coolant without LiOH 
at 300 °C depending on the oxidation time. Left ordinate-impedance magnitude (full symbols) and 
phase shift (open symbols) vs. frequency. Points-experimental data, solid lines-best-fit calculation. 
The legend gives oxidation time in h. 

 
  

Figure 2. Electrochemical impedance spectra of zirconium alloy in WWER coolant with 0.042 mmol 
kg−1 Li (as LiOH) at 300 °C depending on the oxidation time. Left ordinate-impedance magnitude 
(full symbols) and phase shift (open symbols) vs. frequency. Points-experimental data, solid lines-
best-fit calculation. The legend gives oxidation time in h. 

Impedance spectra of a sample that was pre-hydrogenated for 24 h by polarization 
with −10 mA cm−2 at room temperature in 0.1 M KOH are presented in Figure 3. The re-
spective spectra measured after 24 h cathodic polarization at 80 °C in a WWER coolant 
without LiOH in galvanostatic (−1 mA cm−2) or potentiostatic (−2.0 V vs. RHE) modes are 
summarized in Figures 4 and 5.  

10-3 10-2 10-1 100 101 102 103 104

102

103

104

 5.2
 6.5
 9.8
 17.4
 27.1
 87.6
 186.5|Z

| /
 Ω

 c
m

2

f / Hz

a
0

10

20

30

40

50

60

70

80

ph
as

e 
/ °

10-3 10-2 10-1 100 101 102 103 104

102

103

104
 244.8
 332.9
 422.9
 524.9
 612.5
 720|Z

| /
 Ω

 c
m

2

f / Hz

b
10

20

30

40

50

60

70

80

ph
as

e 
/ °

10-3 10-2 10-1 100 101 102 103 104
101

102

103

104

 1.2
 5.3
 8.6
 15.0
 24.2
 40.0|Z

| /
 Ω

 c
m

2

f / Hz

a
0

10

20

30

40

50

60

70

ph
as

e 
/ °

10-3 10-2 10-1 100 101 102 103 104

102

103

104

 66.6
 126.1
 192.5
 293.8
 479.9
 665.6|Z

| /
 Ω

 c
m

2

f / Hz

10

20

30

40

50

60

70

ph
as

e 
/ °

b

Figure 2. Electrochemical impedance spectra of zirconium alloy in WWER coolant with 0.042 mmol
kg−1 Li (as LiOH) at 300 ◦C depending on the oxidation time. Left ordinate-impedance magnitude
(full symbols) and phase shift (open symbols) vs. frequency. Points-experimental data, solid lines-
best-fit calculation. The legend gives oxidation time in h.

Impedance spectra of a sample that was pre-hydrogenated for 24 h by polarization
with −10 mA cm−2 at room temperature in 0.1 M KOH are presented in Figure 3. The
respective spectra measured after 24 h cathodic polarization at 80 ◦C in a WWER coolant
without LiOH in galvanostatic (−1 mA cm−2) or potentiostatic (−2.0 V vs. RHE) modes
are summarized in Figures 4 and 5.
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Figure 3. Electrochemical impedance spectra of ex-situ pre-hydrogenated sample in WWER coolant
without LiOH at 300 ◦C depending on the oxidation time. Left ordinate-impedance magnitude (full
symbols) and phase shift (open symbols) vs. frequency. Points-experimental data, solid lines-best-fit
calculation. The legend gives oxidation time in h.
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Figure 4. Electrochemical impedance spectra of in-situ pre-hydrogenated sample (galvanostatic mode)
in WWER coolant without LiOH at 300 ◦C depending on the oxidation time. Left ordinate-impedance
magnitude (full symbols) and phase shift (open symbols) vs. frequency. Points-experimental data,
solid lines-best-fit calculation. The legend gives oxidation time in h.

A common feature of all spectra is the increase of the impedance magnitude at low
frequencies (e.g., 1 mHz) with oxidation time, indicating a decrease in the rate of the-
limiting step of corrosion. The extent of this decrease depends on oxidation conditions. The
larger scatter in the low-frequency data for in-situ hydrogen charged samples is probably
due to a dynamic steady state achieved at a larger local variation of transport rates in
the oxide. In the phase shift vs. frequency curves, three-time constants are observed,
corresponding to the electric properties of the oxide layer, the charge transfer process at
the oxide/coolant interface and the ion conduction through the growing film, as discussed
also in our previous studies [19,20].

3.2. Chemical Composition and Thickness

GDOES depth profiles of samples after exposure to the experimental conditions de-
scribed above are presented in Figures 6–8. Nb is slightly impoverished in the oxides in
comparison to bulk content, and the estimates of the position of alloy/oxide interface using
sigmoidal fitting of Zr and O profiles coincide within ±5%.
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Figure 5. Electrochemical impedance spectra of in-situ pre-hydrogenated sample (potentiostatic
mode) in WWER coolant without LiOH at 300 ◦C depending on the oxidation time. Left ordinate-
impedance magnitude (full symbols) and phase shift (open symbols) vs. frequency. Points-
experimental data, solid lines-best-fit calculation. The legend gives oxidation time in h.
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Figure 6. Elemental composition profile of the oxide formed for 24 (a) and 720 h (b) in WWER coolant
without LiOH at 300 ◦C. Dashed lines show sigmoidal regression of O and Zr profiles to estimate the
position of the alloy/oxide interface (shown by vertical line).
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Figure 7. Elemental composition profile of the oxide on Zr-1%Nb alloy formed for 720 h in WWER
coolant with LiOH at 300 ◦C. Dashed lines show sigmoidal regression of O and Zr profiles to estimate
the position of the alloy/oxide interface (shown by vertical line).
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Figure 8. Elemental composition profile of the oxide on formed for 360 h in WWER coolant without
LiOH at 300 ◦C on ex-situ pre-hydrogenated material. Dashed lines show sigmoidal regression of O
and Zr profiles to estimate the position of the alloy/oxide interface (shown by vertical line).

Typical scanning electron micrographs of the cross-sections of samples exposed to
WWER coolant without LiOH at 300 ◦C for 500 and 720 h are shown in Figure 9. It can be
concluded that the oxides are uniform and the variation of thickness is less than 5%. No
micro-cracks are observed at the magnification used.
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Figure 9. Scanning electron micrographs of the cross-section of oxides formed in WWER coolant
without LiOH for 500 (left) and 720 h (right).

A summary of oxide thicknesses estimated by GDOES and SEM is collected in Table 2
and indicates a good agreement between the two methods. A larger difference was observed
for the pre-hydrogenated sample, which could be due to the significant porosity of the
outer layer on it. This layer is most likely a result of oxidation of the hydrogen-enriched
layer of the alloy formed during cathodic charging.

Table 2. Comparison of estimates of oxide thickness obtained by GDOES and SEM.

Experiment Oxide Thickness (GDOES)
µm/2 Points

Oxide Thickness (SEM)
µm/22 Points

w/o LiOH, 720 h 0.44 ± 0.01 0.40 ± 0.04

with LiOH, 720 h 0.31 ± 0.01 0.27 ± 0.04

w/o LiOH, ex-situ charged, 360 h 0.32 ± 0.01 0.33 ± 0.04
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4. Discussion
4.1. Physical Model and Basic Equations

The qualitative picture of the oxidation of zirconium alloys in high-temperature
electrolytes suggests the following generalized reaction of the protective layer growth:

Alloy/oxide interface : Zrm
k1→ ZrZr + 2V••O + 4e′ (metal oxidation)

Oxide/coolant interface : 2V••O + 2H2O + 4e′
k2→ 2OO + 4Hoxide (reduction of water and entry of oxygen

ions and hydrogen atoms into the oxide),

where Zrm is a zirconium atom in the alloy, ZrZr and OO are zirconium and oxygen
positions in the crystal lattice of ZrO2, VO

•• is an oxygen vacancy in this lattice, and k1
and k2 are the rate constants of the interfacial reactions. The above processes require
transport of oxygen and electrons through the oxide. Oxygen is transferred by a vacancy
diffusion/migration mechanism along grain boundaries of already formed oxide, while
electrons—by a polaron hopping mechanism via secondary phases and/or hetero-valent
substituted ions (e.g., NbII

Zr
′′, NbIII

Zr
′, NbV

Zr
•). At the barrier film/coolant interface,

restructuring of the barrier film and formation of a secondary outer oxide layer proceeds.
This restructuring is assumed to proceed by a dissolution/deposition mechanism, the rate
of which depends on the concentration of alkali:

ZrO2 + OH−
kd→ HZrO−3 → Zr(OH)4

As mentioned above, the flux of oxygen by vacancy mechanism JO(x,t) is determined
by diffusion and migration:

JO(x, t) = −DO
∂cO(x, t)

∂x
− 2

FE
RT

DOcO(x, t) (1)

In this equation, cO(x,t) is the concentration of oxygen vacancies as a function of time t
and distance x in the oxide, E is the electric field strength, and DO the diffusion coefficient
of oxygen by a vacancy mechanism; F, R, and T have their usual meanings. The steady-state
solution of the above equation subject to the boundary conditions JO(L) = k1, JO(0) = k2cO(0)
in a coordinate system where x = 0 is at the oxide/electrolyte interface and x = Lb at the
alloy/oxide interface, Lb being the barrier oxide thickness, leads to the following expression
for the concentration profile of oxygen vacancies:

cO(x) = 2k1

[
e−2 FE

RT x

k2
+

RT
2FEDO

]
(2)

The total impedance of the coolant/outer layer/barrier layer/alloy layer/coolant
system can be written as

Z = Rel + Zout + Zb = Rel + Zout +
(

Z−1
e + Z−1

ion

)−1
(3)

where Rel is the uncompensated electrolyte resistance and Zout is the impedance function
describing the dielectric properties of the outer oxide film. Following previous treat-
ments [19,20], the impedance of the outer layer, Zout, is described with the so-called
Havriliak-Negami impedance [23]

Zout =
Rout[

1 + (jωRoutCout)
u]n (4)

where Rout is the electrical resistance of the outer layer, Cout—its capacity, and u and
n are constants with values between 0 and 1. Equation (4) describes charge transport
through a porous layer by migration along conductive linear defects with no concentration
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gradient at difference to the diffusion-migration mechanism in the barrier layer described
by Equation (1).

In Equation (3), Ze is the impedance function describing the dielectric properties of the
barrier oxide layer on the surface of the zirconium alloy, which is related to the variation
of the steady-state concentration of oxygen vacancies, playing the role of donors, with
distance in the oxide. Using Equation (2) as a starting point, the following expression is
obtained for Ze within the frames of the MCM [21]

Ze =
RTεε0

2jωFE
ln


1 + jω RT

F2De

k2
k1

εε0e2 FE
RT L

1 + jω RT
F2De

k2
k1

εε0


 (5)

where ε is the dielectric constant of the oxide, assumed to be equal to 22 [20], ε0 is the
dielectric permittivity of vacuum and De is the diffusion coefficient of electronic carriers.

In turn, the impedance of ion transport, Zion, is obtained by solving Equation (1) in the
frequency domain for a low-amplitude sinusoidal perturbation [21]

Zion = Rt +
(RT)2

4F3EDOcO(Lb)(1− α)

[
1 +

√
1 + jω(RT)2

F2E2DO

] (6)

where Rt is charge transfer resistance inversely proportional to the exchange current of
the zirconium oxidation reaction, cO(L) is the concentration of oxygen vacancies at the
alloy/oxide interface and α the part of the potential consumed at the film/coolant interface
compared to film bulk. In the simplest case, it can be assumed that α = 0, i.e., the entire
potential drop in the alloy/oxide/electrolyte system is located in the barrier layer. On the
other hand, based on Equation (2), the concentration cO(L) can be approximated as

cO(Lb) = 2k1

[
e−2KL

k2
+

RT
2FEDO

]
≈ RTk1

FEDO
(7)

Finally, inserting the assumed value of α and the approximate expression for cO(Lb)
in Equation (6), an equation for the impedance of ion transport across the oxide barrier
sublayer is obtained.

Zion = Rt +
RT

4F2k1

[
1 +

√
1 + jω(RT)2

F2E2DO

] (8)

The total impedance transfer function of the system, then, can be expressed by substi-
tuting Equations (4), (5) and (8) in Equation (3):

Z = Rel +
Rout

[1+(jωRoutCout)
u]

n +



(

RTεε0
2jωFE ln

[
1+jω RT

F2De

k2
k1

εε0e2 FE
RT L

1+jω RT
F2De

k2
k1

εε0

])−1

+


Rt +

RT

4F2k1

[
1+
√

1+ jω(RT)2

F2E2DO

]



−1



−1

(9)

4.2. Parameter Estimation

The experimental data were fitted to the transfer function expressed by Equations (3)–(8)
using the procedure described in the Experimental section. The comparison of experi-
mental and best-fit calculated impedance spectra (Figures 1–5) demonstrates the ability of
the proposed model to reproduce quantitatively both the magnitude and the frequency
distribution of the impedance function. Therefore, estimates of the kinetic parameters can
be considered viable and suited to reproduce oxidation rates of the material in a simu-
lated WWER coolant. The dependences of the main parameters of the processes at the
alloy/oxide and oxide/coolant interfaces (rate constants k1 and k2, and resistance of the
outer oxide layer Rout and Cout), as well as those characterizing defect transport (electric
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field intensity E, diffusion coefficients of oxygen anions and electrons) are presented in
Figures 10 and 11 as depending on oxidation time. The estimated values of the metal
oxidation rate constant at the alloy/oxide interface, the electric field strength, and the
diffusion coefficients in the oxide are in line with our previous work [20].
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Figure 10. Parameters of interfacial reactions as a function of time and oxidation conditions.

Based on the dependence of the kinetic and transport parameters with oxidation time,
the following conclusions on their relative significance in the overall oxidation process can
be drawn:

• The rate constant of metal oxidation at the alloy/oxide interface decreases significantly
with time indicating that the corrosion rate decreases with increasing film thickness.
Nearly constant values are reached after ca. 100–200 h of oxidation, i.e., a quasi-
steady state is achieved. On the other hand, the rate of incorporation of oxygen at the
oxide/coolant interface is almost independent on time, suggesting that this process is
of secondary significance when compared to metal oxidation at the inner interface;

• The charge transfer resistance at the oxide/coolant interface increases with oxidation
time, which means that the respective rate of water reduction decreases. This is in line
with the decrease of metal oxidation rate leading to a smaller electron supply rate for
the coupled cathodic reaction, taking into account the fact that the diffusion coefficient
of electrons does not exhibit any dependence on oxidation time.

A rationalization of the decrease of the oxygen diffusion coefficient and field strength
in the oxide with oxidation time (or equivalently, film thickness) is attempted in the
next section.
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Figure 11. Defect transport parameters as a function of time and oxidation conditions.

4.3. Influence of Internal Stresses on Oxygen Transport by Vacancy Mechanism

Atomistic simulations by density functional theory (DFT) were reported to estimate
the effect of internal stresses on the energy of formation and migration of oxygen vacancies
during oxide film growth on zirconium alloys [24]. Table 3 shows the variations in the
formation energies of oxygen vacancies in the m-and t-ZrO2, as well as migration energies
t-ZrO2, depending on stress direction with a value of 1 GPa. This value corresponds
to the limiting stress in oxides formed on Zircaloy-4 as estimated by synchrotron X-ray
diffraction [25].

Table 3. Energy of oxygen vacancy formation (Ef) and migration (Ev) for different ZrO2 modifications
depending on the direction of a compressive stress of 1 GPa [24].

Oxide Structure Isotropic Compression Compression in
Direction a

Compression in
Direction b

Compression in
Direction c

Ef m-ZrO2(O1)/eV 0.010 0.012 0.011 0.032

Ef m-ZrO2(O2)/eV 0.012 0.016 0.010 0.022

Ef t-ZrO2/eV 0.015 0.011 0.006

EV t-ZrO2/eV 0.034 0.070 0.008 0.030
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Based on these calculations and the expressions for the diffusion coefficient of oxygen
via vacancies in the presence and absence of stress:

DO,σ = 1
6 zνa2 exp

(
− E f +∆E f

RT

)
exp

(
− Em+∆Em

RT

)

DO,σ=0 = 1
6 zνa2 exp

(
− E f

RT

)
exp

(
− Em

RT

) (10)

ratios of diffusion coefficients in the presence and absence of compressive stress were
estimated:

DO,σ

DO,σ=0
= exp

(
−

∆E f + ∆Em

RT

)
= exp

(
−∆E

RT

)
(11)

The values of this ratio at a stress of 1 GPa are presented in Table 4.

Table 4. Ratio of diffusion coefficients of oxygen vacancies in the presence and absence of 1 GPa
compressive stresses with different orientation.

Ratio of
Diffusion

Coefficients

Isotropic
Compression

Compression in
Direction a

Compression in
Direction b

Compression in
Direction c

DO,σ
DO,σ=0

0.37 0.19 0.68 0.48

The evolution of compressive stress with oxide thickness (i.e., with oxidation time) was
adopted from synchrotron X-ray diffraction data of zirconium alloys oxidized at 350 ◦C
in a simulated primary coolant [25]. In that paper. internal stresses were reported to
increase quasi-linearly with thickness and reach limiting values close to 1 GPa, i.e., the
corresponding diffusion coefficients for oxides of different thicknesses was corrected using
data presented in Table 4 and the corresponding compressive stress-time dependence.

4.4. Influence of Space Charge of Substitutional Ions on the Field Strength in the Oxide

According to the scheme of the oxidation process, transport of oxygen proceeds
from the outer to the inner interface by a vacancy mechanism, and electrons transfer in
the opposite direction (they are consumed by the reaction of reduction of water at the
oxide/coolant interface) [5]. Since transport of electrons is significantly faster than that of
oxygen ions, a space charge builds up in the oxide and creates an additional electric field,
influencing the transport of current carriers. In addition, hetero-valent impurities, such as
niobium ions in different oxidation states (from two to four, according to synchrotron X-ray
absorption fine structure data [26,27]), that are present in the oxide partly compensate the
space charge. The generalized expression for the field strength has the form:

E(L) = E0 +
e

εε0

L∫

0

∑
i

zici(x)dx (12)

Assuming that hydrogen is transferred to the oxide in atomic form (i.e., has no charge),
the sum under the integral is written as

∑
i

zici(x) = 2co(x)− ce′(x)− zNbcNb(x) (13)

Introducing a homogeneous variation of defect concentrations, we obtain a simplified
expression:

E(L) = E0 + L
F∆c(0)

εε0

(
1 + L

x0

) (14)

in which x0 = εε0RT
(2F)2aco(0)

is the so-called field shielding parameter from space charge [28].
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4.5. Kinetics of Barrier Oxide Growth

The thickness of the barrier oxide film increases with time according to a logarithmic
law derived based on the MCM.

Lb(t) = Lb,t=0 +
1
b

ln
[
1 + Ωk1be−bLb,t=0 t

]
, b =

2α1FE
RT

(15)

α1 being the transfer coefficient of Zr oxidation reaction at the alloy/barrier layer inter-
face, Lb,t=0—the initial barrier layer thickness and Ω the molar volume of the barrier oxide.

4.6. Model Validation Based on Computational Results

Figure 12 shows the dependences of the barrier and outer layer thicknesses on oxida-
tion time under different experimental conditions, evaluated by quantitative interpretation
of the impedance spectra. The lines represent a non-linear regression of this type of data
to Equation (15), with a very good fit, i.e., the proposed equation adequately describes
thickness of the protective layer—time dependences. Thickness estimates obtained from
analysis of impedance spectra are in good agreement with average values obtained from
interpretation of GDOES depth profiles and cross-sectional microscopic observations. The
outer layer thickness is smaller than that of the barrier layer, with the notable exception of
the sample that was pre-hydrogenated ex-situ in 0.1 M KOH. A tentative explanation is
that in this case, the outer layer is formed at the expense of a hydrogen-rich layer in the
underlying alloy.
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Figure 12. Thicknesses of the barrier oxide layer (a) and the outer layer (b) estimated from EIS
depending on the oxidation time. Lines in (a) are best-fit calculations to Equation (15).

Dependences of the oxygen diffusion coefficient on barrier layer thickness in different
experimental conditions are presented in Figure 13. The diffusion coefficient decreases
linearly with thickness, which is due to a linear increase of compressive stress in the oxide
with thickness, causing an increase in the energy of the formation/migration of oxygen
vacancies. A significant deviation from the predicted dependence was observed only for
the samples pre-hydrogenated for 24 h in 0.1 M KOH, which could be explained by the
formation of a hydrogen-rich layer during charging. The oxidation of such a layer can be
assumed to proceed by a mechanism that is different from the thickening of the native
oxide on untreated samples.
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Figure 13. (a) Dependence of oxygen diffusion coefficient on oxide thickness under different condi-
tions. Points-calculated values based on nonlinear regression of impedance spectra; lines-regression
based on the assumption for linear increase of compressive stresses with oxide layer thickness;
(b) Dependence of the field strength on the thickness of the oxide obtained under different condi-
tions. Points-calculated values based on nonlinear regression of impedance spectra, lines-nonlinear
regression by Equation (14).

Figure 13b illustrates the thickness dependences of the field strength in the oxides. The
solid lines represent the results of non-linear regression of these dependences according to
Equation (14). The computational results show agreement with the estimates determined
from impedance spectra, which also validates the hypothesis of the proposed approach on
the influence of the space charge of mobile point defects and immobile aliovalent impurities
on field strength in the growing oxide.

A comparison of the model predictions with oxide thickness vs. time data for Zr-1%Nb
alloys in WWER and PWR coolants at different temperatures [18,19,25,27,29,30] is presented
in Figure 14a. The quality of prediction is satisfactory, considering that calculations on the
basis of parameterization of impedance spectra give a measure of the instantaneous oxide
thickness, whereas literature data based on weight gain measurements and microscopic
observations estimate the cumulative thickness of the growing layer. Notably, the model
predicts the growth of the barrier film, whereas the formation of an external layer with
pores and cracks that does not limit further oxidation of the alloy is not quantified.

As a next step of model verification, its predictions are compared with data on oxide
thickness distribution by fuel rod height after three and six years of service [31] in a WWER-
1000 reactor (Figure 14b), using the appropriate temperature distribution [32]. The quality
of prediction is quite good for three years of service and becomes somewhat worse after six
years. This could be due to the fact that similar temperature-height distributions were used
in both cases.

In general, it can be concluded that in-situ measurements using EIS and their quan-
titative interpretation by the MCM represent an important step towards the elucidation
of the mechanism of compact protective layer growth on zirconium alloy as fuel cladding
and internals in nuclear reactors. The quantification of hydrogen pick-up and hydride
formation, as well as the prediction of their effects on service life of zirconium alloys, is
underway and will be reported in the near future.
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Figure 14. (a) Thickness of oxide layers on Zr-1%Nb as depending on temperature and time of
oxidation; (b) Distribution of oxide thickness on Zr-1%Nb fuel cladding by fuel rod height after
3 and 6 years of service in a WWER-1000 reactor: points-experimental data from various sources,
lines-model predictions.

5. Conclusions

In the present paper, oxidation of Zr-1%Nb alloy in simulated primary coolants of
WWER reactor is studied with a combination of in-situ electrochemical measurements and
ex-situ analytical methods of thin film characterization. A new version of a kinetic model
of oxide growth including the effects of compressive stress and ionic space charge on defect
transport is proposed to interpret the results obtained. The following main conclusions can
be drawn from the experimental results and model calculations:

• Electrochemical impedance measurements allow to discernment of the contribution of
barrier and outer layer conductivities, kinetics of interfacial reactions, and ionic defect
transport in the overall oxidation process;

• Layer thicknesses estimated from EIS are in good agreement with those determined by
ex-situ analysis techniques (GDOES and SEM). The thickness of the barrier protective
layer is much larger than that of the outer layer except for oxidation of ex-situ pre-
hydrogenated samples;

• The proposed kinetic model is able to reproduce quantitatively the impedance spectra
as depending on oxidation time in a variety of experimental conditions;

• Taking into account the influence of compressive stress and space charge in the oxide
allows rationalization of the dependences of the diffusion coefficient of oxygen via
vacancy mechanism and the field strength in the oxide on film thickness, or equivalent
oxidation time. Barrier thickness vs. time data are successfully interpreted with the
same set of kinetic parameters furnishing further credibility to the model.
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Abstract: The acidizing corrosion inhibitors reported so far have a poor effect on duplex stainless steel
in high-temperature and high-concentration acid systems and cannot effectively inhibit the occurrence
of selective corrosion. In this paper, a new acidizing corrosion inhibitor was designed, which was
mainly composed of Mannich base and antimony salt. The inorganic substance in the corrosion
inhibitor had good stability at high temperatures and could quickly form a complex with the metal
matrix to enhance the binding ability. The organic substance can make up for the non-dense part
of the inorganic film. The properties of developed corrosion inhibitors were analyzed by quantum
chemical calculation, molecular dynamics simulation, and scanning electron microscopy. The results
showed that a double-layer membrane structure could be constructed after adding the corrosion
inhibitor, which could play a good role in blocking the diffusion of acid solution at high-temperature.
The uniform corrosion rate of 2205 duplex stainless steel after adding acidizing corrosion inhibitor
immersion in a simulated service condition (9 wt.% HCl + 1.5 wt.% HF + 3 wt.% CH3COOH +
4~6 wt.%) at 140 ◦C, 160 ◦C and 180 ◦C for a 4 h test is 6.9350 g·m−2·h−1, 6.3899 g·m−2·h−1 and
12.1881 g·m−2·h−1, respectively, which shows excellent corrosion inhibition effect and is far lower
than that of the commonly accepted 81 g·m−2·h−1 and no selective corrosion could be detected.

Keywords: duplex stainless steel; selective corrosion; high-temperature acidification; corrosion
inhibitor; molecular dynamics simulation

1. Introduction

With the increasing demand for energy, the exploration and development of oil and
gas fields have gradually developed from conventional working conditions to the harsh
working conditions of high-temperature and high-pressure or even ultra-high-temperature
and high-pressure. The high-temperature and high-pressure well is defined with wellhead
pressure and bottom hole pressure greater than 70 and 105 MPa, respectively, and the
bottom hole temperature greater than 150 ◦C by the International high-temperature and
high-pressure Well Association, the wells with wellhead pressure greater than 105 MPa,
bottom-hole pressure greater than 140 MPa and bottom-hole temperature greater than
175 ◦C is defined as ultra-high-temperature and pressure wells [1]. At present, high-
temperature and high-pressure oil and gas wells in the world are mainly distributed in the
Gulf of Mexico in the United States, the North Sea in the United Kingdom, Southeast Asia,
Africa, and the Tarim Basin, the South China Sea and Sichuan in China [2–5]. The acidizing
operation temperature of oil wells in the North Sea has exceeded 160 ◦C [6]. In China,
representative ultra-high-temperature and high-pressure wells are mainly distributed in the
Tarim Basin of Xinjiang, with deep burial depths and extremely harsh service conditions.
The bottom hole temperature usually exceeds 180 ◦C [7,8]. In addition, the acid with

37



Materials 2023, 16, 2358

extremely low pH value in the process of reservoir reconstruction and the CO2 and Cl− in
the fluid produced in the later production process all put forward high requirements for
the corrosion resistance of oil pipes. According to the SUMITOMO oil well pipe material
selection spectrum [9], duplex stainless steel should be used for H2S partial pressure
≤0.1 bar when the temperature is over 180 ◦C, while nickel base alloy with higher corrosion
resistance should be selected for H2S partial pressure > 0.1 bar, and the traditional super
13Cr stainless steel could no longer meet the requirement of the working conditions.

Generally, a passive oxide (mainly Cr2O3) layer could be formed on the stainless
steel to resist various corrosion, and the absence or breakdown of this layer could result
in accelerated corrosion rates [10]. Stainless steel is mainly divided into the following
categories: ferritic stainless steels, austenitic stainless steels, martensitic stainless steels,
duplex stainless steels, precipitation-hardening stainless steels, and Mn-N substituted
austenitic stainless steels [11]. Due to the particularity of its composition, duplex stainless
steel has the characteristics of ferrite and austenite stainless steel. Duplex stainless steel
has higher plastic toughness, and its weldability and intergranular corrosion resistance are
significantly stronger than that of ferritic stainless steel. Compared with austenitic stainless
steel, the yield strength, intergranular corrosion, and Cl− corrosion resistance of duplex
steel is much better. In addition, duplex stainless steel also has the advantage of better
resistance to stress corrosion, pitting, and crevice corrosion [12].

During the whole production cycle of the well, applying a strong acid (such as 10–
28 wt.% HCl) to increase the output of the reservoir is inevitable. The passive film of duplex
stainless steel could be destroyed under such harsh conditions. Duplex stainless steel
has good corrosion resistance in general conditions, but it will exhibit selective corrosion
of different phases in specific conditions [13–25]. Due to the different crystal structure
and chemical composition of α and γ phases, which shows different electrochemical
potential in a specific solution, a micro-electric couple will be formed and cause selective
corrosion [26,27]. For example, the anodic polarization curve of 2205 duplex stainless steel
sample in acid solution usually shows two anodic dissolution peaks, the lower and the
higher peaks are the ferrite phase and austenite phase activation peaks, respectively. The
ferrite phase is preferentially dissolved when the applied potential corresponds to the
lower peak. Similarly, the austenite phase is preferentially dissolved when the applied
potential is close to the higher peak [16]. Yau and Streicher [24] found that ferritic selective
corrosion of FeCr–10%Ni duplex stainless steel occurred in reducing acid. Sridhar and
Kolts [25] discovered that the austenitic phase selective corrosion of high nitrogen content
duplex stainless steel occurred in sulfuric acid and phosphoric acid, while the ferrite phase
selective corrosion occurred in hydrochloric acid. Tsai et al. [18] showed that the activity of
ferrite was stronger than austenite in 2 mol/L H2SO4 + 0.5 mol/L HCl solution; however,
austenite was in a more active state and is preferentially corroded as the anode in 1.5 mol/L
HNO3 solution.

Acid corrosion inhibitors must be used to reduce the corrosion damage of steel in
service [26]. At present, most of the research on acidizing corrosion inhibitors for duplex
stainless steel was mainly focused on the acid solution system under 120 ◦C [12,27–30] or
high-temperature, low-concentration acid [31]. Hirotaka et al. [28] adopted 7 wt.% HCl at
60 ◦C as the test medium to simulate the acidizing bottom-hole conditions of onshore oil
fields in Japan. The corrosion inhibition mechanism of 25 wt.% cinnamaldehyde + 20 wt.%
long-chain alkyl imidazoline + 55 wt.% methanol plus CuI/KI/Cu/CuCl2/CuSO4 on 2205
duplex stainless steel in an acid system was studied, the results showed that the corrosion
inhibition rate was only 34.9 wt.%, and the ferrite selective corrosion could be observed,
and the corrosion inhibition rate reaches more than 98% after the addition of Cu compound,
and no selective corrosion could be seen. Wang et al. [12] showed that the corrosion rate
of 2205 duplex stainless steel was 26.8053 g·m−2·h−1 after adding corrosion inhibitor in
10 wt.% HCl + 1.5% wt.HF + 3 wt.% HAC solution at 120 ◦C, but ferrite selective corrosion
could be seen on the surface of the sample. Du et al. [31] showed that the corrosion rate of
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2205 duplex stainless steel could be controlled at 40.3092 g·m−2·h−1 in the 4 wt.% HCl +
3 wt.% CH3COOH + 5 wt.% QASE + 1 wt.% Sb2O3 at 200 ◦C test environment.

Molecular simulation techniques play an important role in the modern characterization
of materials [32], which are beneficial to the study of corrosion behavior by increasing
the understanding of chemical and physical processes at the molecular and atomic levels.
Cl− has a great influence on metal pitting corrosion, and the molecular dynamics (MD)
simulations method is also used to study the pitting behavior of Cl− on metals [32–36]. By
using molecular dynamics simulation, Sepehr Y et al. [33] studied the pitting corrosion
behavior of nano-diamonds. Chen et al. [34], using MD simulation, found that the mixed
corrosive anions (Cl− and HSO3

−) adsorbed much more strongly to the passive film,
and their diffusion coefficient was also significantly improved compared to the solution
containing only one kind of anion.

The above-mentioned acidizing corrosion inhibitor had a certain corrosion inhibition
effect on 2205 duplex stainless steel. However, there have been no reports on corro-
sion inhibitors suitable for ultra-high temperature and high-concentration acid solution
systems. Herein, it is essential to develop a corrosion inhibitor suitable for the ultra-high-
temperature and high-concentration acidizing environment and to clarify its corrosion
inhibition mechanism, which is critical to prolonging the service life of duplex stainless
steel. In this paper, quantum chemical calculation and molecular dynamics simulation were
applied to design a new acid corrosion inhibitor, and the suitability was further verified by
high-temperature and high-pressure corrosion simulation tests. This research has great en-
gineering application value to broaden the selection of materials for ultra-high-temperature
and high-pressure wells and reduce the cost of oil and gas field string.

2. Research Methods
2.1. Test Materials

The special ultra-high-temperature acidizing corrosion inhibitor for duplex stainless
steel was developed by China Petroleum Engineering Materials Research Institute Co.,
Ltd., Xi‘an, China. and it is mainly composed of 40 wt.% Mannich base + 6 wt.% antimony
trioxide + 15 wt.% hydrochloric acid + 5 wt.% OP + 34 wt.% DMF.

The test 2205 duplex stainless steel was developed and produced by Zhejiang Jiuli
Special Material Technology Co., Ltd., Huzhou China. and its chemical composition was
0.019 wt.% C, 0.41 wt.%Si, 0.63 wt.% Mn, 0.023 wt.% P, 0.005 wt.% S, 2.38 wt.% Cr, 52 wt.%
Mo, 5.47 wt.% Ni, 0.181 wt.%N and residual Fe. The size of the high-temperature and
high-pressure corrosion test sample was cut from a pipe material with the dimension of
50 mm × 10 mm × 3 mm.

Before testing, the samples were ground by using the abrasive paper from 400 # to
800 # step by step, then immersed in anhydrous ethanol for 5 min by ultrasonic cleaning,
dried with cold air, placed in a dryer for at least 1 h, weighed (accurate to 0.0001 g), and
measured the size (accurate to 0.01 mm). The samples should be mutually insulated and
installed on the fixture during the test. After testing, the acid solution on the surface of
the sample was removed by deionization, the corrosion inhibitor film on the surface of the
sample was removed by N, N–dimethylformamide, and then the sample was ultrasonically
cleaned with anhydrous ethanol for 5 min, dried by cold air, placed in a desiccator for at
least 1 h and weighed (accurate to 0.0001 g).

2.2. High-Temperature and High-Pressure Corrosion Test
2.2.1. Test Conditions

The typical operating temperature and acidizing operation system of an oil and gas
field in western China were selected to evaluate the performance of corrosion inhibitors.
The test period was selected based on normal operation time and possible long operation
time in the oil field. Table 1 shows the specific test conditions.
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Table 1. The specific corrosion inhibitor test conditions of 2205 duplex stainless steel in ultra-high-
temperature acidizing.

Medium Temperature
(◦C)

Time
(h)

Concentration
(wt.%)

9 wt.%HCl + 1.5 wt.% HF +
3 wt.% CH3COOH

140 4 4
160 4 5
180 4 6
180 12 6

The high-temperature and high-pressure test was carried out in TFCZ5 25/450 auto-
clave, which the test temperature ≤ 450 ◦C and pressure ≤ 25 MPa.

The uniform corrosion rate was calculated by the weight-loss method according to the
following equation:

V =
106∆m
A · ∆t

(1)

where V is uniform corrosion rate; g·m−2.h−1; ∆t is reaction time, h; ∆m is weight loss, g;
and A is surface area of test sample, mm2.

2.2.2. Microstructure Analysis

The depth of local corrosion was measured and counted by the Smart Zoom5 (Smart
Zoom 5, Zeiss, Oberkochen, Germany), with a magnification of 10–500×. The phase com-
position of 2205 duplex stainless steel was analyzed by an X-ray diffractometer (SmartLab,
Rigaku, Tokyo, Japan). The step length was 0.02◦, the time of each step was 5 s, and
the angular spacing was between 30◦ and 90◦. Scanning electron microscope (SEM, JSM-
IT500LA, JEOL Ltd., Japan) and energy spectrum analysis (EDS, JEOL Ltd., Japan) were
used to test the corrosion morphology, inhibitor film thickness, and the composition of the
film after high-temperature and high-pressure tests. The magnification was 5–300,000×,
the secondary electron was 3.0 nm (30 kV), and the backscattered electron was 4.0 mm
(30 kV). When measuring the thickness of the film, the sample was embedded in the epoxy
resin, and a 50 mm × 3 mm section was observed. Before observing the inner film of the
corrosion inhibitor, soak the sample in N, N-dimethylformamide for 10 s to remove the
outer film, and then wash it with clean water, dehydrate it with anhydrous ethanol, and
dry it with cold air.

2.3. Molecular Dynamics Simulation

The molecular dynamics simulation software Accelrys MS Modeling 7.2 (Accelrys, San
Diego, CA, USA) was used to build the model of the water-Fe corrosion inhibitor system,
and the diffusion behavior of the corrosion medium particles H2O, H3O+, and Cl− in the
corrosion inhibitor film was established and calculated.

2.3.1. Construction of Water-Fe-Corrosion Inhibitor System Model

Firstly, construct a cell of metal Fe, cut the cell along the (001) plane into a surface
with a thickness of 17.198 Å, and construct it into (11 × 11) Two-dimensional supercell,
and then build it as 31.53 Å × 31.53 Å × 15.76 Å three-dimensional supercell, and 31.53 Å
× 31.53 Å × 24.06 Å of liquid water three-dimensional amorphous unit is constructed
by the Amorphous Cell module. The constructed inhibitor molecules were immersed
into the amorphous unit. The molecular positions of water and corrosion inhibitor are
determined randomly. Finally, a three-layer supercell structure was constructed by the
“vacuum layer-corrosion inhibitor solution layer-metal Fe supercell” in top-down order.
In order to study the interaction between the inhibitor molecule and the Fe surface, the
inhibitor molecule was manually moved to the appropriate position near the Fe surface,
and the position was appropriate to not form a short-range interaction. The simulation
process adopts a group-based truncation method (that is, group-based truncation), with a
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truncation radius of 9.5 Å, to ensure the calculation accuracy and minimize the calculation
time. Then the Fe layer of the final structure is fixed. The smart method is used to minimize
the energy of the built three-layer supercell structure by 5000 steps to remove the local high
potential energy points for dynamic balance and data acquisition.

The NVT ensemble is used for dynamic balance and data acquisition. The Andersen
temperature control method was used to conduct dynamic balance of 160 ps at first and
then conduct data acquisition of 80 ps. One track file was output every 800 fs, and a total of
100 track files were output. The time step in the simulation process was 0.8 fs. COMPASS
force field was used in the simulation process.

2.3.2. Establishment and Calculation of Diffusion Behavior Model of Corrosion Medium
Particles H2O and H3O+ in Corrosion Inhibitor Film

Three corrosion particles, H2O, H3O+, and Cl−, were selected. The simulation system
consists of one corrosion medium particle and 100 corrosion inhibitor molecules. Firstly,
the Amorphous Cell module was used to build an amorphous structure containing 100 cor-
rosion inhibitor molecules with periodic boundary conditions, and then the NPT ensemble
was chosen to simulate the system with molecular dynamics at 298 K at one atmospheric
pressure. The time step was 1 fs, and the total simulation time was 300 ps. After balancing,
the average density of the system was calculated. Then the Particle number, Volume,
Temperature(NVT) ensemble was selected to simulate the dynamics of the system. The
temperature was 298 K, the time step was 1fs, and the total simulation time was 200 ps.
One frame was output every 2 ps, a total of 100 frames. The COMPASS force field was
used to optimize the system in all dynamic simulations, which were completed through
the Fortite module. The charge group method was used for the interaction between van
der Waals and Coulomb, and the truncation radius was 9.5 nm. The charge of each anion
and cation was assigned by using the current method, and the universal force field was
applied to define the potential energy [33].

3. Experimental Results and Analysis
3.1. Microstructure

According to ASTM A923-2014, the polished sample of 2205 was etched in 40 g reagent
grade NaOH plus 100 g water solution weight at 2 V DC for 20 s to obtain the structure
in Figure 1. It can be seen that the microstructure of 2205 duplex stainless steel consists of
an elongated austenite phase (γ, light color) inlaid on a ferrite matrix (α, Dark), the two
phases are evenly distributed, and the contents of ferrite and austenite phases are 49.13%
and 50.87% respectively.

Figure 1. Metallographic morphology of 2205 duplex stainless steel for test.
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3.2. Optimization Calculation and Design of Corrosion Inhibitor

The quantum chemical method was used to calculate the geometric optimization of the
corrosion inhibitor, and the corresponding frontier orbital charge distribution was obtained.
The results are shown in Figure 2. The electronic density of the nucleophilic frontier orbital
(HOMO) of the organic matter in the corrosion inhibitor is mainly distributed on the O and
N atoms in the molecule (Figure 2a), and the electronic density of the electrophilic frontier
orbital (LUMO) is respectively distributed on the benzene ring (Figure 2b, providing
electrons or receiving electrons on the 4 s orbital of the Fe atom respectively.

Figure 2. Charge distribution of organic matter frontier orbital in corrosion inhibitor ((a)-nucleophilic
frontier orbital HOMO, (b)-electrophilic frontier orbital LUMO).

The adsorption behavior of the corrosion inhibitor and Fe surface in an aqueous
solution was simulated by molecular dynamics, and the kinetic equilibrium configuration
of the corresponding system at different temperatures was obtained (Figure 3). Figure 4
shows the adsorption mechanism of organic corrosion inhibitors on the iron surface. The
combination of chemical adsorption and physical adsorption could form a protective film
to reduce the corrosion of acid solution on the metal surface. When the corrosion inhibitor
interacts with the iron surface, the O and N atoms in the benzene ring and molecule are
close to the iron surface and tend to adsorb on the iron surface in parallel to form an
adsorption layer. The alkyl chain deviates from the iron surface at a certain angle to form a
thicker hydrophobic layer (Figures 3 and 4). With the increase in temperature, the planarity
of adsorption between the benzene ring and the iron surface becomes weaker, indicating
that the adsorption capacity of the molecule and iron surface would decrease with the
increase in temperature (Figure 3c).

Figure 3. Adsorption behavior of corrosion inhibitor and Fe surface in different temperature systems.
((a) 140 ◦C, (b) 160 ◦C, (c) 180 ◦C).

The interaction energy between the inhibitor molecule and the iron surface at different
temperatures was calculated according to the track file collected during the dynamic
simulation [37].

∆E = Einhibitor+Fe − EFe − Einhibitor (2)

where ∆E is the interaction energy of the corrosion inhibitor and iron surface, Einhibitor+Fe
is the total energy of the corrosion inhibitor and iron surface, EFe is the energy of the iron
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surface, and Einhibitor is the energy of the inhibitor molecule. The binding energy is defined
as the negative value of the interaction energy, i.e., Ebinding = −∆E.

Figure 4. Adsorption mechanism of organic corrosion inhibitor on iron surface.

Table 2 depicts the calculated binding energy of the corrosion inhibitor and iron
surface in an aqueous solution at different temperatures. The binding energy of the
corrosion inhibitor and iron surface decreases gradually with the increase in temperature.
The temperature has a great impact on the adsorption performance of corrosion inhibitors.
Desorption is easy to occur with the increase in temperature, thus reducing its adsorption
performance.

Table 2. Binding energy of corrosion inhibitor and iron surface in aqueous solution at different
temperatures.

Temperatures (◦C) 140 160 180

Binding energy (kcal/mol) 188.39 183.26 180.75

Corrosion inhibitor molecules could adsorb on the metal surface to form a protective
film exhibiting corrosion inhibition performance, which slows down the anode reaction
and the diffusion of metal ions, thus preventing the corrosion of the corrosive medium
particles on the metal. The most important criterion of corrosion inhibition performance is
whether corrosion inhibitors can adsorb on the metal surface to form a stable, protective
film and maintain a high coverage for a long period of time, and can effectively prevent
the migration of corrosive medium particles to the metal surface so as to block the reaction
path of corrosion, which could be judged by the diffusion of the corrosion medium particles
in the corrosion inhibitor film: “the stronger the diffusion ability, the worse the barrier
performance of the film and the corrosion inhibitor molecules, on the contrary, the corrosion
inhibition is stronger [38].

The diffusion behavior of corrosion medium particles H2O, H3O+, and Cl− in corrosion
inhibitor film was studied by molecular dynamics simulation. The diffusion coefficient of
corrosion medium particles in the inhibitor film and the interaction energy between the
inhibitor film and two kinds of corrosion medium particles were calculated. The diffusion
coefficient is the most direct measure of the diffusion and migration ability of particles in
the system. The larger the diffusion coefficient, the stronger the diffusion and migration
ability of particles in the system, and the weaker the diffusion and migration ability of
particles in the system.

According to Einstein’s relation [39], the diffusion coefficient can be expressed as
Equations (3) and (4):

D =
1
6

lim
t→∞

d
dt

n

∑
i
〈|Ri(t)− Ri(0)|〉2 (3)

D =
1
6

lim
t→∞

dMSD
dt

(4)
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By applying the finite difference approximation, the diffusion coefficient can be ex-
pressed as Equation (5):

D = m/6 (5)

where m is the slope of the MSD curve, and its value can be directly calculated by the
software.

Table 3 shows the diffusion coefficients of H2O and corrosive medium particles in
the inhibitor film. It shows that the diffusion coefficient is significantly reduced compared
with that in the water system. The corrosion inhibitor film has a good blocking effect on
the diffusion of corrosive medium particles, which could avoid its migration to the metal
interface as much as possible and effectively inhibit the corrosion of metals.

Table 3. Diffusion coefficient of two corrosion media particles in the inhibitor film, the self-diffusion
coefficient of water is 2.34 × 10−9 m2/s.

System Corrosion Inhibitor -H2O Corrosion Inhibitor -H3O+

Diffusion coefficient (10−9 m2/s) 0.0108 0.0099

Table 4 shows the diffusion coefficients of Cl− in inhibitor film at different tempera-
tures. The diffusion coefficient of Cl− is relatively large in an aqueous solution, and it is
easy to diffuse and migrate, resulting in corrosion pits. After the addition of the corrosion
inhibitor, the diffusion coefficient decreases sharply, indicating that the diffusion and mi-
gration of Cl− were effectively prevented and pitting is mitigated. The diffusion coefficient
increases with the increase in temperature and the pitting corrosion is accelerated.

Table 4. Diffusion coefficients of Cl− in corrosion inhibitor films at different temperatures.

System
H2O [40]

Corrosion Inhibitor

Temperature 140 160 180

Diffusion coefficient (10−9 m2/s) 0.3220 0.0177 0.0189 0.0226

The interaction will have a greater impact on the diffusion and migration behavior
of particles in it. If the interaction energy is positive, the medium has a repulsive effect
on the particle, which can accelerate the diffusion of the particle. On the contrary, which
means the medium is attractive to hinder the diffusion of particles. The interaction energy
between corrosion medium particles and corrosion inhibitor film can be expressed by the
following Equation:

E = Efilm+particle−Efilm−Eparticle (6)

where E represents the interaction energy of particle and film, Efilm+particle is the total energy
of particle and film, Efilm is the energy of the corrosion inhibitor film, and Eparticle is the
energy of the corrosion medium particles.

Table 5 shows the interaction energy between corrosion medium particles and corro-
sion inhibitor film. It can be seen that the interaction energy of water molecules and the
inhibitor film is much smaller than that of the interaction energy of H3O+ and the inhibitor
film, indicating that there may be a stronger interaction between H3O+ and the inhibitor
film, which has excellent corrosion inhibition effect.

Table 5. Interaction energy of corrosion medium particles and corrosion inhibitor film.

System Corrosion Inhibitor Film -H2O Corrosion Inhibitor Film -H3O+

E(kcal/mol) −99.25 −155.91
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Considering the serious desorption of organic corrosion inhibitors at high temper-
atures, the formulation is to combine organic matter and inorganic salts that can form
complexes so as to achieve rapid and stable film formation at high temperatures.

3.3. Corrosion Inhibition Mechanism Analysis at High-Temperature and High-Pressure
3.3.1. Effect of Temperature on Performance of Corrosion Inhibitor

Figures 5–7 show the uniform corrosion rate, inhibitor film thickness, and local cor-
rosion depth of 2205 duplex stainless steel in acid solution at 140 ◦C, 160 ◦C, and 180 ◦C,
respectively. It can be seen that the uniform corrosion rate shows no significant difference
between 140 ◦C and 160 ◦C but rises sharply at 180 ◦C, which is twice that at 160 ◦C, which
is far lower than the commonly accepted 81 g·m−2·h−1 [41] and 26.8053 g·m−2·h−1 of the
2205 duplex stainless steel in the reported 120 ◦C 15 wt.% HCl + 1.5% wt. HF + 3 wt.% HAC
+ 5.1 wt.% acid corrosion inhibitor [12]. The thickness of both layers showed a decreasing
trend with the increase in temperature. When combined with the local corrosion and
the morphology of the corrosion inhibitor film, it can be seen that the density of the film
decreases with the increase in temperature.

Figure 5. Uniform corrosion rate of 2205 duplex stainless steel at different temperatures.

Figure 6. Thickness of corrosion inhibitor film on 2205 duplex stainless steel at different temperatures.
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Figure 7. Localized corrosion depth of 2205 duplex stainless steel in acid solution system at different
temperatures ((a) 160 ◦C; (b) 180 ◦C).

No obvious localized corrosion was observed on the specimen surface after the 140 ◦C
test. But the sample surface appeared to have localized corrosion at 160 ◦C and 180 ◦C
tests. The maximum localized corrosion depth of the 160 ◦C sample is 22 µm. The average
localized corrosion depth is 10 µm. The depth of the corrosion pit is mainly concentrated
in 5~10 µm. The maximum localized corrosion depth of 180 ◦C sample surface is 37 µm.
The average localized corrosion depth is 16 µm. The depth of the corrosion pit is mainly
concentrated at 11~15 µm. It can be seen that the localized corrosion depth increases with
the increase in test temperature.

Figure 8 shows the SEM morphology of the corrosion inhibitor film at different temper-
atures. At 140 ◦C, the inner and outer films of the corrosion inhibitor on the surface of the
sample were relatively intact without obvious damage. With the increase in temperature,
the corrosion inhibitor film was damaged, and the inner and outer films on the surface of
the 180 ◦C sample were damaged. Thus, localized corrosion occurred.

Figure 8. Micromorphology of corrosion inhibitor films on the surface of 2205 duplex stainless steel
sample at 100×magnification ((a) 140 ◦C the outer film, (a,) 140 ◦C the inner film, (b) 160 ◦C outer
film, (b,) 160 ◦C the inner film, (c) 180 ◦C outer film, (c,) 180 ◦C the inner film).

The EDS results of the main element contents of outer and inner films are displayed
in Table 5. The main elements of the film are C, O, Sb, Cl, Fe, Sand Cr, and the content of
C in the outer film is much higher than that of in the inner film, while the content of Sb
in the inner film is much higher than that of in the outer film. The contents of C and Sb
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indicate that the outer layer is mainly organic film, and the inner layer is mainly inorganic
salt. The content of Cl− in the outer film is higher than that of in the inner film, indicating
that the corrosion inhibitor film has an excellent blocking effect in the acid solution, which
is consistent with the simulation results (see Table 6). The content of Fe in the inner film
increases with the increase in temperature, indicating that the corrosion resistance of the
film is reduced.

Table 6. Main element contents EDS analysis result of outer and inner films at different test tempera-
tures (wt.%).

Temperature
(◦C)

Test
Location C O F S Cl Cr Fe Ni Mo Sb

140
Outer film 40.38 7.39 - 1.27 5.42 0.37 2.22 0.52 - 42.43
Inner film 4.63 2.94 0.48 0.89 1.35 5.3 - - 78.99

160
Outer film 53.95 7.47 1.84 0.98 7.77 - 1.23 - - 26.33
Inner film 3.12 - - - - 1.26 5.30 - - 89.64

180
Outer film 64.55 7.62 - 1.04 7.81 0.52 1.82 2.36 - 14.28
Inner film 6.84 7.64 - 0.28 1.84 5.54 15.22 18.32 1.78 42.53

3.3.2. Effect of Time on Performance of Corrosion Inhibitor

The uniform corrosion rate of 2205 duplex stainless steel after 4 h and 12 h tests in
acid solution at 180 ◦C is shown in Figure 9. It can be seen with the extension of test cycles,
and the corrosion rate generally shows a decreasing trend. Figure 10 shows the thickness
of two corrosion inhibitor film layers at different test cycles. With the extension of the
test cycles, the thickness of the two layers displays an increasing trend. According to the
local corrosion situation and the micro-morphology of the inhibitor film, although the film
thickness increases with the increase in temperature, the compactness decreases, and the
localized corrosion density and depth increase.

Figure 9. Uniform corrosion rate at different test cycle.
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Figure 10. Thickness measurement results of corrosion inhibitor film at different test cycles.

The cross-section and surface micromorphology of the inhibitor film at different test
cycles shows in Figure 11. The two film layers are relatively complete in the fresh acid
medium at 180 ◦C, which has a good protective effect on the substrate, but the local film
layer is damaged, which leads to pitting corrosion on the surface of the sample. Although
the thickness of the film in the 12 h test was significantly larger than that in the 4 h test, the
compactness of the film was not significantly improved, and the degree of damage was
more serious than that in the 4 h test.

Figure 11. Micromorphology of the inner film of the corrosion inhibitor on the surface of the samples
at different test cycles magnified by 100× ((a) test cycle 4 h; (b) test cycle 12 h).

Figures 12 and 13 display the statistical results of pitting depth and the surface mi-
croscopic corrosion morphology of samples after different test cycles. It can be seen from
Figure 12a that the maximum pitting depth is 37 µm, the average pitting depth is 16 µm,
and the depth of the corrosion pit is mainly concentrated at 11~15 µm at 180 ◦C for 4 h. The
maximum pitting depth is 64 µm, the average pitting depth is 23 µm, and the depth of the
corrosion pit is mainly concentrated in 21~25 µm at 180 ◦C for 12 h (see Figure 12b).
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Figure 12. Normal distribution of pitting depth on the surface of samples at different test cycles
(a) 4 h; (b) 12 h.

Figure 13. Micromorphology of sample surface magnified by 100× under optical microscope at
different test cycles: (a) 4 h, (b) 12 h.

3.3.3. Corrosion Inhibitor Layer Analysis

In the acid solution system with high temperature and high concentration, the common
organic corrosion inhibitor is seriously desorbed at high temperature, and its adsorption
capacity differs greatly from that of austenite and ferrite, which is prone to selective
corrosion and difficult to play a good protective role. The corrosion inhibitor in this study
constructs a double-layer membrane adsorption structure, which uses inorganic substances
with good stability at high temperature to form a complex with the metal matrix to enhance
the binding ability with the metal matrix and maintain the high-temperature stability of the
film. However, the inorganic film is not dense enough; organic film is used to supplement,
as shown in Figure 14a. The microscopic morphology of the film cross-section after adding
corrosion inhibitor in the 180 ◦C acid solution is displayed in Figure 14b. It can be seen the
inhibitor has a double-layer membrane structure, which is consistent with the expected
results of the inhibitor mechanism. Inorganic salt has a good binding ability with metal
matrix at high-temperature. However, the film is easy to crack at high-temperature and
forms a channel for acid diffusion. The crack defect could be repaired by the organic film,
making the corrosion inhibitor film more dense and better protective for the matrix.

The cross-section of the line scan results of the corrosion inhibitor film is shown in
Figure 15. The outer film and the inner film is mainly composed of element C and Sb,
respectively, which is consistent with Table 5. From the results of line scanning, it can
be seen that the organic film and the inorganic salt film penetrate into each other and
combine closely.
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Figure 14. Structure of high-temperature acidizing corrosion inhibitor double-layer film ((a) schematic
diagram, (b) section SEM).

Figure 15. Line Scanning Results of Element Distribution of Corrosion Inhibitor Film.

Figure 16 shows the cross-section morphology of 2205 duplex stainless steel after
testing in 180 ◦C acid solution with a corrosion inhibitor. No selective corrosion was
observed. Figure 17 shows the XRD analysis results of the sample surface after the 180 ◦C
test without corrosion inhibitor and with corrosion inhibitor. The peaks of the austenitic
phase are much stronger than that of the ferritic phase in tests without the corrosion
inhibitors. However, the peaks of the ferritic phase are as strong as those of the austenitic
phase when the corrosion inhibitor is added. The results show that without adding a
corrosion inhibitor, selective ferrite corrosion could be observed in high-temperature and
high-concentration acid solutions, and selective corrosion is effectively inhibited after
adding a corrosion inhibitor.
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Figure 16. Cross-sectional morphology of 2205 duplex stainless steel sample without corrosion
product film after testing in 180 ◦C acid solution with corrosion inhibitor.

Figure 17. XRD analysis results of samples without and with corrosion inhibitor ((a) 180 ◦C without
inhibitor, (b) 180 ◦C with inhibitor).

4. Discussion

Figure 18 shows the corrosion mechanism of duplex steel in a high-temperature and
high-concentration acid solution system. Minor differences could be seen in the element
composition of 2205 duplex stainless steel. Cr, Mo, Ni, and N tend to be concentrated in
the ferrite and austenite phases, respectively [26,42,43]. The distribution of elements in the
phase is a key factor affecting selective corrosion. The 2205 duplex stainless steel is in an
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active state when working with high-temperature and high-concentration hydrochloric
acid and hydrochloric acid plus hydrofluoric acid [12,26]. Because the potential of Cr is
more negative than that of Fe, Cr is more likely to lose electrons and form ions than Fe,
and the corrosion of ferrite is more serious than that of austenite. The possible chemical
reactions are:

anodic [44]:
Cr→ Cr3+ + 3e (7)

Fe→ Fe2+ + 2e (8)

cathodic [12]:
2H+ + e→ H2 (9)

Figure 18. Corrosion mechanism of duplex stainless steel in high-temperature and high-concentration
acid solution system.

Figure 19 shows the corrosion inhibition mechanism of acid corrosion inhibitors in
high-temperature and high-concentration acid solution systems. The passive film of 2205
duplex stainless steel was dissolved in those harsh environments. Using high-temperature
acid corrosion inhibitors can promote the steel to form a protective film on its surface,
thus isolating the metal from the acid solution system and reducing the corrosion process.
The SEM (see Figure 14) and EDS (see Figure 15) results all confirmed that the inhibitor
film shows a double layer, and the inorganic film combined with the substrate forms a
coordination bond, which enhances the stability of the inhibitor film at high-temperature.
The outer layer is an organic layer. The quantum chemical calculation results show that the
organic corrosion inhibitor molecule mainly takes the benzene ring and the O and N atoms
in the molecule as the main adsorption sites. The O and N atoms have solitary electron
pairs, which will coordinate with the empty orbit on the metal surface in the anode region
to form an adsorption film [45] or adsorb at the defects of the inorganic film layer so as
to improve the overall compactness of the film layer. The results of molecular dynamics
simulation of the diffusion behavior of corrosion medium particles in the organic corrosion
inhibitor film also show a good blocking effect on the corrosion media and improves the
corrosion resistance of the double-layer film. The simulation result is confirmed by the EDS
test results in Table 5, the content of Cl− in the inner membrane is far lower than that of in
the outer membrane, and the outer film provides a good barrier and supplement for the
inner membrane. When the temperature rises from 140 ◦C~180 ◦C, the binding energy of
the organic corrosion inhibitor decreases from 188.39 kcal·mol−1 to 180.75 kcal·mol−1. The
high-temperature corrosion simulation test results demonstrate that there is no obvious
local corrosion on the surface of the sample at 140 ◦C, and there is obvious local corrosion
on the surface of the test sample at 160–180 ◦C, and the pitting corrosion is deeper at higher
temperatures.
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Figure 19. Schematic diagram of corrosion inhibition mechanism of acidizing corrosion inhibitor for
duplex stainless steel in high-temperature and high-concentration acid solution system ((a) 140 ◦C,
4h (b) 180 ◦C, 4 h, (c) 180 ◦C, 12 h).

The corrosion inhibitor bilayer film is relatively dense when the temperature is low (see
Figure 19a). The inorganic film is cracked or damaged with the increase in the experimental
temperature, and the organic matter is adsorbed, which plays a supplementary role in the
film layer (see Figure 19b). However, the binding energy of the organic matter and the
adsorption property is reduced with the increase in temperature. Parts of the damaged
film could not be repaired, leading to the base metal contact with the acid solution, then
localized corrosion occurred (see Figure 19c). Although a thicker film could be formed with
the further extension of test cycles, a loose inorganic film would be formed in the inner
layer, and the organic film on the outer layer was also not intact. Hence, the local corrosion
depth and scope were greatly increased (see Figure 19c). To sum up, the compactness of
corrosion inhibitor film will be affected by the higher testing temperature and longer cycles.

5. Conclusions

In this paper, the corrosion inhibition performance of the self-designed ultra-high tem-
perature acidizing corrosion inhibitor was studied by using quantum chemical calculation,
MD simulation, SEM, EDS, and XRD. The main conclusions are summarized as follows:

(1) The 2205 duplex stainless steel ultra-high-temperature acidizing corrosion inhibitor
showed excellent corrosion effect in the 180 ◦C 9 wt. % HCl + 1.5 wt. % of HF + 3 wt.
% CH3COOH acid system, the corrosion rate can be reduced to 12.1881 g·m−2·h−1

and is far below the commonly accepted 81 g·m−2·h−1, and no selective corrosion
was observed.

(2) The ultra-high temperature acidizing corrosion inhibitor has a double-layer membrane
structure, and the inorganic membrane bonded with the substrate is mainly composed
of Sb element, and the outer layer is an organic membrane mainly composed of
C element.

(3) The ultra-high temperature acidizing corrosion inhibitor had a good blocking effect
on the diffusion of corrosive medium particles. With the increase in temperature, the
binding energy of the corrosion inhibitor and substrate decreases, the blocking effect
of corrosion inhibitor film on Cl− also decreases, and pitting corrosion could easily
be detected.

(4) With the increase in temperature and the extension of test time, the density of corrosion
inhibitor film could be damaged, and the corrosion inhibition effect decreased, which
was manifested as the increase in local corrosion depth and diameter.

(5) The developed acidizing corrosion inhibitor has great engineering application value
to broaden the selection of materials for ultra-high-temperature and high-pressure
wells and reduce the cost of oil and gas field string.
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Abstract: The structural complexities of grain boundaries (GBs) result in their complicated property
contributions to polycrystalline metals and alloys. In this study, we propose a GB structure descriptor
by linearly combining the average two-point correlation function (PCF) and standard deviation of
PCF via a weight parameter, to reveal the standard deviation effect of PCF on energy predictions of
Cu, Al and Ni asymmetric tilt GBs (i.e., Σ3, Σ5, Σ9, Σ11, Σ13 and Σ17), using two machine learning
(ML) methods; i.e., principal component analysis (PCA)-based linear regression and recurrent neural
networks (RNN). It is found that the proposed structure descriptor is capable of improving GB energy
prediction for both ML methods. This suggests the discriminatory power of average PCF for different
GBs is lifted since the proposed descriptor contains the data dispersion information. Meanwhile, we
also show that GB atom selection methods by which PCF is evaluated also affect predictions.

Keywords: grain boundary; descriptor; pair distribution function; grain boundary energy; machine
learning method

1. Introduction

Grain boundaries (GBs) are one of the most commonly seen planar defects in poly-
crystalline metals and alloys. Due to local atomic distortions and inconsistent atomic
arrangement, GBs play important roles in determining the mechanical, thermal and electric,
etc., properties of materials [1,2]. For example, GBs may act as the dislocation and point
defect sources or sinkers, and they may block the dislocation motion and absorb them; thus
the strength and ductility of materials can be greatly changed [3]. For an idealized GB, from
the geometrical point of view, it can be completely governed by five parameters, usually
represented by misorientation and a normal GB plane [4]. Unfortunately, the structures, as
well as the properties of the GB, are hard to completely determine. This is simply because
a GB may have numerous states due to the point defect absorptions and emissions. It
means the structures of a given GB may no longer be unique for a given energy [5–11].
Thus, the connection between structure and property of a GB, such as energy, volume and
mechanical behavior, etc., are usually built via atomistic simulations by using molecular
dynamics (MD) and density functional theory (DFT) methods [12,13], which is also of
great significance for the macroscopic modeling of material behavior [14,15]. Technically
speaking, it is possible to do so using MD and DFT, but also needs a heavy workload if
such connections for a large number of GBs are expected.

The ML method has been applied in many research fields [16–20], and provides
an efficient technique by which to link the structure-property of a GB, particularly to
extract correlations from high-dimensional datasets [21–25], and has been successfully
applied in predicting GB energies [21,23–27], point defect segregation energies [28,29], GB
structures [30] and damages and deformations in GB [31,32]. Usually, an appropriate ML
method is employed according to the datasets and the expected correlations. Regardless of
these, a problem is how to mathematically describe the GB structure, which should contain
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the essential characteristics of GB structures. One of the representative examples is structure
units (SUs) [33–36], which are usually used to describe GB structures, but are incapable of
doing so for general GBs or GBs driven out of equilibrate states [11]. Furthermore, some
studies have also focused on developing structural matrices [12,13,37]. We could indeed
gain a unique insight from these studies. However, these descriptions cannot be readily
applied in ML.

So far, some descriptors related to GB structures, which can be well used in ML so
that the atomic structure-property relationships can be constructed, have been developed.
Generally, these descriptors can be divided into two categories; i.e., local atom environment
descriptor and descriptors for atom connectivity [21,22,38,39]. The former mostly considers
the local atom environment, such as the atomic neighboring arrangement. One of the
representative examples, developed by Banadaki and Patala [38,39], describes the local
GB structure by using some polyhedral units in a way similar to SUs. In principle, this
method can be used to represent any general GB. However, GB structures are usually not
at a equilibrate state or subjected to deformation perturbations due to vacancies or self-
interstitial diffusions, absorptions and emissions. It means this technique itself suffers from
limitations. Banadaki et al. proposed the point-pattern matching algorithm to enhance
the power of PU for describing GBs, particularly with local distortions [38]. Another
example is the smooth overlap of atomic positions (SOAP) descriptor, which is essentially a
combination of radial and spherical spectral bases, including spherical harmonics [22]. For
the atom connectivity descriptors, they essentially correlate the positions of atoms in GB
and in the vicinity of GB. Such descriptors usually vary smoothly upon the perturbations
of atom positions [22]. An example is the pair correlation function (PCF) method due to
Gomberg et al.’s study [21]. It was shown that the two-point correlation functions can
reliably predict GB energies. Based on these descriptors, a variety of GB properties, such
as energy, mobility and mechanical behavior, etc., can be successfully predicted by using
ML methods.

Using ML methods to predict GB properties, a better quantitative prediction usually
requires that a descriptor should carry the information of the GB structure as much as
possible [38]. An extreme case is to consider all atoms composed of the GB structure by
evaluating the neighboring atom distribution for each GB atom [22]. This not only drasti-
cally increases the dimension of data, but may also lead to data dimension inconsistency
between GBs. To avoid such a dilemma, a straightforward method is to further compute
the average quantity [21,38]. This way, the descriptor can be seen as an average structure
representation (ASR) [22]. From the statistics, ASR does not contain the information of data
scatter, such as the standard deviation. Moreover, it is still unclear how standard deviation
affects the prediction.

In this study, we establish 464 asymmetric GB models for Cu, Al and Ni metals and
relax all GB models using MD. We discuss the prediction of GB energies by comparing two
ML methods, i.e., principal component analysis (PCA) -based linear regression [40] and
recurrent neural networks (RNN) [41,42], in an effort to answer the following questions:

Based on two-point correlation functions, i.e., the PCF method proposed by Gomberg
et al. [21], we introduce a new GB structure descriptor by linearly combining PCF and
its standard distribution PCFstd via a parameter. How does such a descriptor affect the
prediction?

GB atoms can be selected from GB using common neighbor analysis (CNA) [43] and
centro-symmetric parameter (CSP) methods [44]. It can be imaged that a different number
of GB atoms could be selected for two methods when setting different critical values. Will
this affect the prediction?

Comparing two ML methods, what happens to the prediction when considering the
GB atom selection method and the GB structure descriptor? Can we predict GB energy
without clearly distinguishing the tilt axis of the GB?

The content of this paper is organized as follows. Firstly, we introduce the GB models
and the establishment of the GB structure descriptor. Secondly, the PCA-based linear
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regression of energies of Cu, Al and Ni GBs according to the tilt axis of GB considering full
data and partition data is discussed. Thirdly, the effect of standard deviation of PCF on
the RNN-based prediction of GB energies is discussed. Finally, the prediction comparisons
between the two ML methods and conclusions of this study are made.

2. Methodology and GB Structure Descriptor

We consider a total number of 464 asymmetric tilt GBs (ATGBs) with misorietations
Σ3, Σ5, Σ9, Σ11, Σ13 and Σ17 as the dataset for the subsequent GB energy prediction study.
Each GB model is a bi-crystal composed of two grains with specified orientations. To
construct it with periodic boundary conditions (PBCs) applicable, crystalline orientations
of two grains are needed. Usually, a given GB misorientation Σ can be defined by the
overlapped lattices of two crystals with one of them rotated around a specified axis ρ with
a certain angle θ. Namely, Σ is equivalent to (ρ, θ), which can also be represented by a
rotation matrix RΣ. Take Σ = 3 as an example, (ρ, θ) related to Σ3 equals ([110], 70.53◦) [33],

and the corresponding unit cell of Σ3 coincidence site lattice (CSL) is spanned by [1
−
10],

[111] and [11
−
2]. Then, the normal GB m of a series of Σ3 ATGBs expressed in one grain

are linear combinations of [111] and [11
−
2], i.e., i [111] + j [11

−
2] for different integers i and j.

GBs normally expressed in another grain can be obtained by RΣ3.m. The angle between
m and [111] defines the inclination angle, denoted as φ. Using m and RΣ3.m, along with

the tilt axis [1
−
10], the crystal orientations of two grains of all Σ3 ATGBs can be defined. By

following this approach, asymmetric GBs of all other misorientations can be readily created.
For Σ3, Σ5, Σ9, Σ11, Σ13 and Σ17, lattice symmetry requires the inclination angle φ

varying from 0◦ to 90◦ for Σ3, Σ9 and Σ11, with φ varying from 0◦ to 45◦ for Σ5, Σ13 and
Σ17, respectively. PBCs are imposed within the GB plane for all bicrystal models. Two
grains (i.e., Grains A and B) terminate with free surfaces in the direction perpendicular to
the GB plane by setting two 10Å thick vacuum spaces on the top and bottom ends of the
bicrystal model, as schematically shown in Figure S1 in Supplementary Materials. This
allows us to release the stress possibly produced in the z direction during the GB structure
optimization. Embedded atom method (EAM) potentials [45,46] are used to model the
atomic interactions in Al [47], Cu [48] and Ni [47]. We relax all 464 ATGBs via the conjugate
gradient (CG) method using LAMMPS [49] and compute the average energies of all GBs.
Tables S1 and S2 in Supplementary Materials list the variations in atom numbers and
energies for Σ3, Σ5, Σ9, Σ11, Σ13 and Σ17 GB models of each metal. Atomic structures are
visualized using Ovito [50].

With all GBs relaxed, we are in a position to introduce the descriptor by which the
GB structure and structure differences between GBs can be described and distinguished.
Herein, we employ the pair correlation function (PCF) method proposed Gomberg et al. [21]
as a GB structure descriptor. In doing so, a primary concern is how many atoms in GB
should be considered when evaluating the average PCF (PCFmean(r)). In other words, an
appropriate method for selecting GB atoms should include a certain number of atoms in
the vicinity of the GB carrying structure information, but exclude other atoms. Herein, we
consider common neighbor analysis (CNA) [43] and centro-symmetric parameter (CSP)
methods [44]. For the CSP method, two CSP critical values are considered (i.e., CSP > 0.1
and 0.5). As exemplified in Figure S2 in Supplementary Material, the three methods identify
a different number of GB atoms. Such effects on GB energy predictions will be discussed in
the following section.

According to the approach of Gomberg et al. [21], the PCF of a given GB is computed
by averaging the radial distribution function ga(r) of all NGB GB atoms selected out of the
GB using CNA, CSP0.1 and CSP0.5, which can be expressed as
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PCFmean(r) =
1

NGB
∑α∈GB ga(r) (1)

where the radial distribution function ga(r) of a GB atom can be calculated by considering
all of its Nin neighboring atoms within a specified cut-off radius for three metals.

gα(r) =
Nin

∑
k=1

Ke
(

r− ‖Rk
α‖, he

)

4πr2n0
(2)

where a kernel function Ke with bandwidth he is used to smoothen the radial distribution
function. n0 is the atom density in the FCC lattice and ‖Rk

α‖ is the distance between atom a
and its kth neighboring atom. The parameters needed in Equation (2) are listed in Table S3
in Supplementary Material.

Figure 1a compares PCFmean of the Al single crystal with results taken from [21].
Good agreement validates our algorithm for computing PCFmean. In fact, PCFmean is an
averaged radial distribution function (RDF) curve of each GB atom, by which the PCF
data fluctuations of different GB atoms cannot be well considered, as evidenced by the
variation in standard deviation of PCF (PCFstd(r)) for three GBs in Cu in Figure 1b. In order
to incorporate the data fluctuation into the averaged PCF, we further propose a PCFcomb by
combining PCFmean(r) and PCFstd(r) as

PCFcomb(r) = (1− ζ)
PCFmeam(r)

max(PCFmeam(r))
+ ζ

PCFstd(r)
max(PCFstd(r))

(3)

where parameter ζ is introduced to weigh the portions of PCFmean(r) and PCFstd(r) in
PCFcomb. PCFcomb is reduced to PCF by letting ζ = 0. As an example, Figure 1c,d shows
the PCFcomb(r) of ∑5(310) and ∑9(114) Cu GBs for three values of ζ. Clearly, the variation
trends of PCFcomb(r) changes as ζ varies. In the following, how the variation of ζ influences
the prediction will be discussed. The PCFcomb curve of each GB is further represented as
512 discrete points, serving as the input data for the ML methods.

In the following, we adopt two ML methods to predict GB energies, i.e., principal
component analysis (PCA)-based linear regression [40] and recurrent neural networks
(RNN) [41,42]. PCA is usually implemented in two steps, a dimensionality-reduction of
data and regression based on the principle component, which are essentially the eigenvalues
of the covariance matrix of raw data. Therefore, the regression of PCA is achieved only
using a few principle components. The principle components for regression are selected
by considering the explained variance percentage of each principle component. However,
RNNs do not require dimensionality reduction. The training and prediction are performed
by using raw data. To quantitatively compare the predictions, mean absolute error (MAE)
and mean relative error (MRE) are assessed via

MAE =
1
n

n

∑
i=1

∣∣∣γPred
i − γMD

i

∣∣∣ (4)

MAE =
1
n

n

∑
i=1

∣∣∣γPred
i − γMD

i

∣∣∣/γMD
i (5)

where γPred
i and γMD

i are GB energies predicted by ML methods and computed via MD.
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Figure 1. (a) PCF of Al single crystal compared with the results taken from [16], (b) PCFmean

and PCFstd(r) of Cu GBs ∑5(310), ∑9(114) and ∑3(111). PCFcomb(r) of Cu GBs (c) ∑5(310) and
(d) ∑9(114) for ζ = 0.2, 0.5 and 0.8. Results of figure (b) for Al and Ni are shown in Figure S3 in
Supplementary Material.

3. PCA-Based Prediction

To implement PCA, we need to determine which principle components will be used
in the regression. To do so, we analyze the explained variance percentage of the first
ten principle components for Cu, as shown in Figure S4 in Supplementary Materials. It
turns out that the explained variation of the first PC is up to 93%, while those of the other
nine PCs are lower than 3%. This suggests that only the first few PCs accounting for
higher explained variance percentages retain most of the original data, while the rest only
keep a small amount of the data. It is therefore unnecessary to consider many PCs in the
subsequent GB energy regression. Because of this, only the first three PCs, e.g., PC1, PC2
and PC3, are used in the regression. With the multiple linear regression method, GB energy
can be written as

γGB = a.PC1 + b.PC2 + c.PC3 + d (6)

where a, b, c and d are fitting parameters. PC1, PC2 and PC3 are obtained from data
training, which is dependent on the dataset. The dataset in this study consists of GBs
with <100> and <110> tilts axes. Thus, there are two possible ways to obtain PCs by
reducing the dimensionality of data when considering all data together and two data
subsets corresponding to <100> and <110> tilt axes, denoted as full data and partitioned data
methods, respectively. Thus, two sorts of PCs PCi through training different datasets can
be obtained.

The PCs obtained from data training are actually a representation of data in a lower
dimensional space. Although these PCs retain most of the original data, it is still challenging
to impart each PC with possible physical interpretability. By following the approach by
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Gomberg et al. [14], it is possible to correlate each PC to a geometrical parameter of GB by
interpolating each PC as a function of the geometrical parameter. Herein, such a geometrical
parameter is considered to be inclination angle φ related to asymmetric GBs for a specified
Σ. In this study, PC1, PC2 and PC3 are assumed to be cubic polynomial interpolation
functions of φ.

PCi(ϕ) = Ai ϕ
3 + Bi ϕ

2 + Ci ϕ + Di (7)

where Ai, Bi, Ci and Di are fitting parameters. Such cubic polynomial interpolation can well
characterize the variation of calculated PCi vs φ for most GBs and PCs. From the above
analysis, there are four ways of predicting GB energies in terms of different approaches of
obtaining PCs, denoted as full data, full data-fitting, partitioned data and partitioned data-fitting
methods, respectively. For the partitioned data, Equation (4) corresponds to three metals,
shown in Equations (S2)–(S8) in Supplementary Material. The parameters in Equation (5)
are listed in Tables S4–S6 in Supplementary Material.

For comparison, Figure 2 exemplifies energy predictions of Σ3 and Σ5 asymmetric
copper GBs related to <110> and <100> tilt axes. In order to assess the prediction improve-
ment due to the data partition, MAEs of all predictions are calculated, as shown in Figure 2.
For Σ3 GBs, MAEs for PCi- and PCi(φ)-based linear fittings using full data are 64.57 mJ/m2

and 113.77 mJ/m2, but those for partitioned data are 45.49 mJ/m2 and 87.42 mJ/m2. For
Σ5 GBs, MAEs for PCi- and PCi(φ)-based linear fittings using full data are 25.58 mJ/m2

and 29.62 mJ/m2, but those for partitioned data are 4.29 mJ/m2 and 10.66 mJ/m2. From
further inspection of the variation of MAEs due to the data partition, MAEs for PCi- and
PCi(φ)-based linear fittings are reduced by ~30% and ~23%, respectively, but, for Σ3 GBs,
they are up to ~83% and ~64%. This suggests that a better prediction can be achieved by
separately considering <110> and <100> GB datasets, which is particularly more prominent
for <100> GBs. From the MAEs results of PCi and PCi(φ) linear fittings for Σ3 and Σ5 GBs,
PCi(φ) linear fittings indeed lead to a larger MAE than PCi linear fittings, which is under-
standable since PCi(φ) is approximately obtained from cubic interpolation. Nevertheless,
these results show that PCi is capable of being correlated with inclination angle φ.

As previously mentioned, γPred
i should be dependent on ζ, therefore, both MAE and

MRE are functions of ζ. As an example, Table 1 shows MAEs and MREs of all Σs for
ζ = 0.5. Comparing the MAE and MRE predictions for <100> and <110> GBs, both MAE
and MRE are lower for <100> GBs, which further demonstrates that better predictions
can be obtained for <100> GBs. In fact, this can be explained by considering the structure
differences of <110> and <100> GBs. It is known that SUs for <100> GBs are composed
of some [100] dislocations [2,51,52]. This brings simpler and mutually similar structures
to <100> GBs. However, <110> GBs are composed of SUs much more complicated than
those of <100> GBs [2,33,53–55]. Therefore, the structures of two <100> GBs may be quite
different from each other. Thus, predictions for <100> GBs are better than those for their
<110> counterparts, as also evidenced by the results of Al and Ni (see Figures S11, S12, S16
and S17 in Supplementary Material).

Table 1. MAE and MRE of Cu GB energy predictions. Note that this table lists the prediction for
PCFcomb computed for CNA-based GB atom selection and ζ is taken as 0.5.

Error ∑3 ∑9 ∑11 ∑5 ∑13 ∑17

MAE (mJ/m2) 99.72 50.86 70.48 31.70 34.22 64.19
MRE (%) 42.54 6.40 11.89 3.14 3.48 6.30
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Figure 2. Energy predictions for (a,b) Σ3 and (c,d) Σ5 asymmetric copper GBs. Dimensionality
reductions are performed based on full data (Figures (a,c)) and partitioned data (Figures (b,d)).
Note that this figure exemplifies the predictions using PCFcomb computed for CNA-based GB atom
selection and ζ = 0.5. Results of Σ9, Σ11, Σ13 and Σ17 GBs based on full data and partitioned data are
shown in Figures S5–S8 in Supplementary Material.

In order to compare the effects of the GB atom selection method (i.e., CNA, CSP = 0.1
and CSP = 0.5) on the prediction, Figure 3a,b exemplify the MRE of <110> and <100>
Cu GBs vs. ζ. From Figure 3, with increasing ζ, the MRE of <110> GBs keep increasing;
however, that of <110> GBs keep decreasing. Finally, MREs of both <110> and <100> GBs
reach plateaus. Further inspection of Figure 3 reveals that the minimum values of MRE
for <110> and <100> GBs for CAN and CSP0.1 methods correspond to ζ = 0.0 and 1.0,
respectively. For the CSP0.5 method, the minimum values of MRE for <110> and <100>
GBs are ζ = 0.2 and 0.1. Moreover, considering CAN, CSP0.1 and CSP0.5 alone, MREs also
differ at ζ = 0.0, but their general variation trends are similar. Therefore, it can be seen
that a better prediction not only requires an appropriate GB atom selection method, but
an appropriate value of ζ. In fact, the MREs of Al and Ni are also dependent on ζ, as seen
from Figures S15 and S20 in Supplementary Material.
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4. RNN-Based Predictions

In this section, we discuss the predictions using the RNN method. Due to the dimen-
sion reduction in the PCA method, some data is lost. Moreover, a better prediction can be
achieved provided that GB types are distinguished based on the tilt axis; i.e., <100> and
<110>. In comparison to PCA, on the other hand, the RNN method is highly nonlinear.
Considering all of these factors, we do not distinguish GB types for each metal; i.e., the
prediction is performed using the full data for each metal. For each metal, 10-fold cross
validation is performed, with each fit being performed on a training set consisting of 70% of
the total training set selected at random, with the remaining 30% used as a holdout set for
testing. This yields good convergence of MAE, as shown in Figure S21 in Supplementary
Materials. Figure 4 shows the prediction results of the RNN method considering three GB
atom selection methods. A preliminary comparison between PCA and RNN, as shown
in Figures 2 and 4, reveals that the RNN method gives a better prediction. This is not
surprising due to the higher nonlinearity of the RNN method.

We further evaluated the MAE of RNN predictions for three GB atom selection meth-
ods and three metals, as shown in Figure 5. Clearly, with increasing ζ, there is a sudden
drop in the MAE. Meanwhile, such a drop in CNA, CSP0.1 and CSP0.5 for the same metal
almost occurs at the same value of ζ. Moreover, MAEs for Cu, Al and Ni suddenly drop
by ~75%, ~75% and ~70% at ζcrit ≈ 0.3, 0.6 and 0.7. After the sudden drops, all curves
approach plateaus with nearly the same MAE, regardless of the three GB atom selection
methods. This evidences the significant dependence of ζ in RNN prediction, and also
implies that considerable errors will be caused in RNN prediction when letting ζ = 0. To
avoid such errors, the standard deviation of PCFs (PCFstd) must be incorporated into the
descriptor. Moreover, the ζcrit of the three metals differ, which implies that the prediction
accuracy can be enhanced only when more data scatter information of PCF is considered.
ζcrit of Cu is the smallest, while that of Ni is the largest. It suggests that data scatter of the
average PCF for Cu is the lowest, but that of Ni is the highest.

64



Materials 2023, 16, 1197

Materials 2023, 16, x FOR PEER REVIEW 2 of 13 
 

 

for <110> and <100> GBs for CAN and CSP0.1 methods correspond to 𝜁= 0.0 and 1.0, re-

spectively. For the CSP0.5 method, the minimum values of MRE for <110> and <100> GBs 

are 𝜁= 0.2 and 0.1. Moreover, considering CAN, CSP0.1 and CSP0.5 alone, MREs also 

differ at 𝜁= 0.0, but their general variation trends are similar. Therefore, it can be seen 

that a better prediction not only requires an appropriate GB atom selection method, but 

an appropriate value of 𝜁. In fact, the MREs of Al and Ni are also dependent on 𝜁, as 

seen from Figures S15 and S20 in Supplementary Material. 

  

Figure 3. MRE of Cu GBs for three methods of selecting GB atoms (a) <110> and (b) <100> tilt axis. 

Results of Al and Ni are shown in Figures S15 and S20 in Supplementary Material. 

4. RNN-Based Predictions 

In this section, we discuss the predictions using the RNN method. Due to the di-

mension reduction in the PCA method, some data is lost. Moreover, a better prediction 

can be achieved provided that GB types are distinguished based on the tilt axis; i.e., <100> 

and <110>. In comparison to PCA, on the other hand, the RNN method is highly nonlin-

ear. Considering all of these factors, we do not distinguish GB types for each metal; i.e., 

the prediction is performed using the full data for each metal. For each metal, 10-fold 

cross validation is performed, with each fit being performed on a training set consisting 

of 70% of the total training set selected at random, with the remaining 30% used as a 

holdout set for testing. This yields good convergence of MAE, as shown in Figure S21 in 

Supplementary Materials. Figure 4 shows the prediction results of the RNN method 

considering three GB atom selection methods. A preliminary comparison between PCA 

and RNN, as shown in Figures 2 and 4, reveals that the RNN method gives a better pre-

diction. This is not surprising due to the higher nonlinearity of the RNN method. 

 

Materials 2023, 16, x FOR PEER REVIEW 2 of 13 
 

 

 

Figure 4. A comparison of RNN-based predictions and MD results for (a) Cu, (b) Al and (c) Ni. 

Note that predictions are made by considering the parameter  corresponding to the minimum 

MAE of three GB atom selection methods, as shown in Figure 5. 

We further evaluated the MAE of RNN predictions for three GB atom selection 

methods and three metals, as shown in Figure 5. Clearly, with increasing𝜁, there is a 

sudden drop in the MAE. Meanwhile, such a drop in CNA, CSP0.1 and CSP0.5 for the 

same metal almost occurs at the same value of 𝜁. Moreover, MAEs for Cu, Al and Ni 

suddenly drop by ~75%, ~75% and ~70% at 𝜁crit≈0.3, 0.6 and 0.7. After the sudden drops, 

all curves approach plateaus with nearly the same MAE, regardless of the three GB atom 

selection methods. This evidences the significant dependence of 𝜁 in RNN prediction, 

and also implies that considerable errors will be caused in RNN prediction when letting 

𝜁=0. To avoid such errors, the standard deviation of PCFs (PCFstd) must be incorporated 

into the descriptor. Moreover, the 𝜁crit of the three metals differ, which implies that the 

prediction accuracy can be enhanced only when more data scatter information of PCF is 

considered. 𝜁crit of Cu is the smallest, while that of Ni is the largest. It suggests that data 

scatter of the average PCF for Cu is the lowest, but that of Ni is the highest. 

 


Figure 4. A comparison of RNN-based predictions and MD results for (a) Cu, (b) Al and (c) Ni. Note
that predictions are made by considering the parameter ζ corresponding to the minimum MAE of
three GB atom selection methods, as shown in Figure 5.

Materials 2023, 16, x FOR PEER REVIEW 2 of 13 
 

 

 

Figure 4. A comparison of RNN-based predictions and MD results for (a) Cu, (b) Al and (c) Ni. 

Note that predictions are made by considering the parameter  corresponding to the minimum 

MAE of three GB atom selection methods, as shown in Figure 5. 

We further evaluated the MAE of RNN predictions for three GB atom selection 

methods and three metals, as shown in Figure 5. Clearly, with increasing𝜁, there is a 

sudden drop in the MAE. Meanwhile, such a drop in CNA, CSP0.1 and CSP0.5 for the 

same metal almost occurs at the same value of 𝜁. Moreover, MAEs for Cu, Al and Ni 

suddenly drop by ~75%, ~75% and ~70% at 𝜁crit≈0.3, 0.6 and 0.7. After the sudden drops, 

all curves approach plateaus with nearly the same MAE, regardless of the three GB atom 

selection methods. This evidences the significant dependence of 𝜁 in RNN prediction, 

and also implies that considerable errors will be caused in RNN prediction when letting 

𝜁=0. To avoid such errors, the standard deviation of PCFs (PCFstd) must be incorporated 

into the descriptor. Moreover, the 𝜁crit of the three metals differ, which implies that the 

prediction accuracy can be enhanced only when more data scatter information of PCF is 

considered. 𝜁crit of Cu is the smallest, while that of Ni is the largest. It suggests that data 

scatter of the average PCF for Cu is the lowest, but that of Ni is the highest. 

 



Figure 5. Cont.

65



Materials 2023, 16, 1197Materials 2023, 16, x FOR PEER REVIEW 2 of 13 
 

 

 

Figure 5. MAE of RNN prediction vs. 𝜁 of three GB atom selection methods for (a) Cu, (b) Al and 

(c) Ni. 

5. Discussions 

In this study, we predicted GB energies by using PCA-based linear regression and 

RNN. Figure 6 compares the GB energy prediction properties of two ML methods. From 

Figure 6a, RNN gives a better prediction than the PCA method. For PCA-based linear 

regression, linear fitting parameters of GB energy are obtained by dividing a full dataset 

into two separate datasets according to GBs of <100> and <110> tilt axis for three metals. 

In doing so, we attempted to weaken the effects of the mutual interference due to <100> 

and <110> GBs when obtaining linear fitting parameters. Indeed, such a way of treating a 

dataset for PCA-based predictions decreases the prediction errors (Figure 2). We also 

tried to further obtain the linear fitting parameters by expressing them as cubic polyno-

mial interpolation functions of an inclination angle of GB ϕ, instead of obtaining them 

from data training. The purpose of doing so was to obtain an empirical GB energy pre-

diction function and intensify the interpretability of ML prediction, which may be im-

possible for the RNN method. Such a method may work for PCA-based predictions, as 

evidenced in Figure 2. 

 

Figure 6. (a) Lowest MAE and (b) the variation of PCF standard deviation ratio  at the lowest 

MAE for PCA and RNN predictions. Inset in figure (b) shows which GB selection methods yield 

the lowest MAEs for PCA and RNN predictions. 

An appropriate GB structure descriptor is vital in ML-based GB energy prediction, 

as whether the descriptor contains the essential information of GB structures or not de-

termines the prediction accuracy. In fact, PCF as a GB structure descriptor [16], compared 



Figure 5. MAE of RNN prediction vs. ζ of three GB atom selection methods for (a) Cu, (b) Al and
(c) Ni.

5. Discussions

In this study, we predicted GB energies by using PCA-based linear regression and
RNN. Figure 6 compares the GB energy prediction properties of two ML methods. From
Figure 6a, RNN gives a better prediction than the PCA method. For PCA-based linear
regression, linear fitting parameters of GB energy are obtained by dividing a full dataset
into two separate datasets according to GBs of <100> and <110> tilt axis for three metals.
In doing so, we attempted to weaken the effects of the mutual interference due to <100>
and <110> GBs when obtaining linear fitting parameters. Indeed, such a way of treating
a dataset for PCA-based predictions decreases the prediction errors (Figure 2). We also
tried to further obtain the linear fitting parameters by expressing them as cubic polynomial
interpolation functions of an inclination angle of GB φ, instead of obtaining them from data
training. The purpose of doing so was to obtain an empirical GB energy prediction function
and intensify the interpretability of ML prediction, which may be impossible for the RNN
method. Such a method may work for PCA-based predictions, as evidenced in Figure 2.
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Figure 6. (a) Lowest MAE and (b) the variation of PCF standard deviation ratio ζ at the lowest MAE
for PCA and RNN predictions. Inset in figure (b) shows which GB selection methods yield the lowest
MAEs for PCA and RNN predictions.

An appropriate GB structure descriptor is vital in ML-based GB energy prediction, as
whether the descriptor contains the essential information of GB structures or not determines
the prediction accuracy. In fact, PCF as a GB structure descriptor [16], compared with those
of polyhedral units [34,35], is much easier use. However, the definition of PCF shows
that the GB structure is described by an average function. It is believed that the GB
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structure may not be well described without considering the higher order moment of RDF
data from the statistical point of view. Motivated by this, we further incorporated the
standard deviation of PCF into the PCF function to further extend the descriptor of the
GB structure (Equation (2)). Figure 6b shows that predictions using PCA and RNN are
significantly dependent on the parameter and GB atom selection methods for three metals,
also suggesting the necessity of considering PCFstd in GB structure descriptors.

6. Conclusions

In this paper, we studied the GB energies prediction properties of Cu, Al and Ni
using two ML methods; i.e., PCA-based linear regression and RNN. We considered the
asymmetric GBs Σ3, Σ5, Σ9, Σ11, Σ13 and Σ17 of <110> and <100> types. Atomistic models
were constructed and relaxed using the MD method. By extending the PCF-based GB
structure descriptor and using three methods of selecting GB atoms, we compared the
prediction of two ML methods. The main conclusions of this study were drawn as:

For the three metals, the lowest MAE can be obtained when ζ is greater than 0.8 for
RNN, while that should be smaller than 0.3 for PCA-based linear regression. This indicates
the dependence of GB descriptors on the ML method. Meanwhile, PCF as an average
function and GB structure descriptor needs to consider the PCFstd, by which ML prediction
accuracy can be improved. The GB structure descriptor in the form of average structure
representation (ASR) may need to further take into account the standard deviation of ASR.

In comparison to RNN, it is indeed possible to intensify or realize the interpretability of
ML prediction by using the PCF-based linear regression method, though how to generalize
the fitting method of the linear regression function when considering a dataset of different
GB misorientations still needs to be addressed.

For a specific ML method, the MAE of the prediction is determined by multiple
factors, such as the GB atom selection method and a portion of PCF standard deviation.
A better quantitative descriptor of GB structure is a trade-off between computation cost
and complexity. It is expected that prediction accuracy can be enhanced by combining
those comprehensive descriptors together. Moreover, it will be interesting to examine the
performance of GB structure descriptors if we consider GBs of mixed types.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ma16031197/s1, Figure S1. Schematic of the 3D bicrystal GB
model. Figure S2. Three methods of selecting GB at-oms in a Σ3 Cu GB. Red atoms in the center
of model are those selected out of whole model based on different methods. Figure S3. PCF(r) and
PCFcomb(r) of GBs ∑5(310), ∑9(114) and ∑3(111) in Al and Ni. Figure S4. the explained variance
percentage for first-ten principle components by considering full data set of Cu. Figure S5. PCA
based prediction results of Cu <110> GBs using full data. Regression is performed using PCi based
on dimensionality reduction and further interpolation as a function of φ, respectively. Figure S6. PCA
based prediction results of Cu <100> GBs using full data. Regression is performed using PCi based on
dimensionality reduction and further interpolation as a function of φ, respectively. Figure S7. PCA
based prediction results of Cu <110> GBs using partitioned <110> data. Regression is performed
using PCi based on dimensionality reduction and further interpolation as a function of φ, respectively.
Figure S8. PCA based prediction results of Cu <100> GBs using portioned <100> data. Regression is
performed using PCi based on dimensionality reduction and further interpolation as a function of
φ, respectively. Figure S9. Comparison of Computed PCi with cubic interpolated PCi as a function
of inclination angle for <110> type Cu GBs. Figure S10. Comparison of Computed PCi with cubic
interpolated PCi as a function of inclination angle for <100> type Cu GBs. Figure S11. PCA based
prediction results of Al <110> GBs using partitioned <110> data. Regression is performed using
PCi based on dimensionality reduction and further interpolation as a function of φ, respectively.
Figure S12. PCA based prediction results of Al <100> GBs using portioned <100> data. Regression is
performed using PCi based on dimensionality reduction and further interpolation as a function of φ,
respectively. Figure S13. Comparison of Computed PCi with cubic interpolated PCi as a function
of inclination angle for <110> type Al GBs. Figure S14. Comparison of Computed PCi with cubic
interpolated PCi as a function of inclination angle for <100> type Al GBs. Figure S15. MRE of Al
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GBs for three methods of selecting GB atoms. Figure S16. PCA based prediction results of Ni <110>
GBs using partitioned <110> data. Regression is performed using PCi based on dimensionality
reduction and further interpolation as a function of φ, respectively. Figure S17. PCA based prediction
results of Ni <100> GBs using portioned <100> data. Regression is performed using PCi based
on dimensionality reduction and further interpolation as a function of φ, respectively. Figure S18.
Comparison of Computed PCi with cubic interpolated PCi as a function of inclination angle for <100>
type Ni GBs. Figure S19. Comparison of computed PCi with cubic interpolated PCi as a function of
inclination angle for <100> type Ni GBs. Figure S20. MRE of Cu GBs for three methods of selecting
GB atoms. Figure S21. MAE convergence curve for RNN prediction of Cu GBs. Table S1. Some
additional information of all GB models. Table S2. Variation range of GB energies for all GBs of
each metal (mJ/m2). Table S3. Some material constants and parameter used for computing PCF.
Table S4. Cubic interpolation of PCi as a function of inclination angle for all Cu GBs. Table S5. Cubic
interpolation of PCi as a function of inclination angle for all Al GBs. Table S6. Cubic interpolation of
PCi as a function of inclination angle for all Ni GBs.
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Many high-strength metal-related materials and structures work under the coupling
condition of harsh corrosion environments and complex loading [1–17], and related failure
cases have been reported extensively all over the world. Hence, it is absolutely essential
to investigate the corrosion and mechanical behavior of metal materials, aspects which
mainly include corrosion fatigue [3–5], stress corrosion cracking [6–8], erosion corrosion [9],
hydrogen-induced cracking [10], wear corrosion [18], etc. From the point view of materials
and structures, failure can be caused by the unique mechanical and corrosive environ-
ment during their service life. The research methods of most forward environmental
fractures [4,19,20] and the new mechanical analysis techniques for structures could all be
useful in the study of those particular failure behaviors. Hence, this Special Issue, entitled
“Corrosion and Mechanical Behavior of Metal Materials”, will mainly concentrate on how
high-strength metal materials and structures work under the conditions of corrosion and
complex loading.

The aim of this Special Issue is to discover the current state of the new methods,
novel ideas, and advanced techniques of the related issues that link to the corrosion and
mechanical behavior of metal materials. A wide range of research findings on different
topics has been helpful in contributing to this Special Issue. The emphasis of these topics
covers fundamental science and scientific problems that exist in engineering, experimental
studies, analysis tools, numerical approaches, and design receipts. This Special Issue has
the ambition to inspire and to disseminate the latest knowledge on the corrosion and
mechanical behavior of metal materials and structures, laying the foundation for new ideas
covering a range of topics for young researchers as well as leading experts in materials
science and engineering and civil engineering.

The published papers covered in the topic area of this Special Issue encompass the
corrosion fatigue characteristics of high-strength bridge steel, i.e., the degradation char-
acteristics of galvanized and Galfan high-strength steel wire under marine corrosion and
fatigue loading [21] and evaluating the corrosion fatigue degradation of the elastic cen-
ter buckle of the short suspender of a suspension bridge under traffic loading [22]. The
probabilistic seismic performance analysis of a corroded, reinforced concrete column and a
corroded elastic bridge bearing was carried out by using the analytical model of the mate-
rial degradation phenomenon. The seismic vulnerability of an aging bridge system was
obtained by considering the failure functions of several related components [23]. Crucial
attention was paid to the effect of severe plastic deformation on the corrosion behavior
of a tantalum–tungsten alloy [24]; the severely deformed crystallographic orientations in
the tantalum–tungsten alloy could be greatly weakened by an electrochemical process and
could reduce the corrosion rate. The pre-exposure SCC (PESCC) of a ZK60 alloy induced by
preliminary immersion in a NaCl-containing solution was systematically studied in one pa-
per [25], and it was argued that the hydrogen stored within the corrosion product layer and
the corrosion solution was responsible for the formation of these two zones. Meanwhile,
the corrosion resistance of dilute Fe–Al alloys could be improved by preheating a nanoscale
Al2O3 protective layer in a H2 atmosphere [26]. Similarly, a study on the corrosion behavior
of a high-strength CuNi alloy in a harsh environment is also included within the scope of
this Special Issue [27].
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Abstract: Cables are the main load-bearing components of a cable bridge and typically composed of
high strength steel wires with a galvanized coating or Galfan coating. Galfan steel wire has recently
started to be widely used because of its better corrosion resistance than galvanized steel wire. The
corrosion characteristics of the coating and the difference in the corrosion fatigue process of the
two types of steel wire are unclear. To further improve the service performance and maintenance
of cable bridges, this study investigated the corrosion characteristics of galvanized steel wire and
Galfan steel wire through accelerated corrosion tests and established a time-varying model of uniform
corrosion and pitting corrosion of high-strength steel wire. Then, a long-span suspension bridge
was taken as the research object, and the corrosion fatigue degradation of the two kinds of steel
wire under a traffic load was analyzed on the basis of traffic monitoring data. The results showed
that the uniform corrosion of the two types of steel wire conformed to an exponential development
trend, the corrosion coefficient of galvanized steel wire conformed to the normal distribution, and
the corrosion coefficient of Galfan steel wire conformed to the Cauchy distribution. The maximum
pitting coefficient distribution of the two kinds of steel wire conformed to the generalized extreme
value distribution. The location parameters and scale parameters of the two distributions showed an
exponential downward trend with the increase of corrosion duration. When the traffic intensity was
low, the corrosion characteristics of the steel wire was the main factor affecting its service life, and the
average service life of Galfan steel wire was significantly higher than that of galvanized steel wire.
Under a dense traffic flow, the service life of the steel wire was mainly controlled by the traffic load,
and the service life of Galfan steel wire was slightly improved. Effective anti-corrosion measures are
a key factor for improving the service life of steel wire.

Keywords: high strength steel wire; corrosion fatigue; uniform corrosion; pitting corrosion; traffic load

1. Introduction

High-strength steel wire is the key load-bearing component of cable bearing bridges,
such as cable-stayed bridges and suspension bridges, and will degrade during operation [1].
The reliability of a bridge in operation is deeply influenced by the corrosion degradation
of its components [2]. The corrosion problem of cable systems has aroused extensive
consideration from scholars. The main types of cable structure are parallel wire rope and
steel strand; both are composed of single steel wire. The earliest cable steel wires were
all-steel wires without coating. The cable was wrapped with a protective sleeve outside
and filled with barrier materials inside, but the anti-corrosion effect was poor, as proven
in practice. To resist the corrosion of environmental factors, the cable components began
to have a coating on the surface of the high-strength steel wire, to isolate the corrosion
medium. Early cable bearing bridges mostly used galvanized high-strength steel wire, and
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relevant research has mainly focused on galvanized steel wire. The corrosion development
law of galvanized coating is relatively clear. In recent years, Galfan coating steel wire with
better corrosion resistance has gradually started to be widely used. Its corrosion resistance
is better than that of galvanized steel wire, but the corrosion characteristics of this coating
lack systematic research. The deterioration of the steel wire is the result of the combined
effect of corrosion and fatigue. The corrosion characteristics of a steel wire coating directly
affect the corrosion state of the steel substrate and the subsequent fatigue crack growth. The
difference of corrosion fatigue properties between the two types of steel wires is unclear.
To further improve the service performance and operation and maintenance level of a
cable load-bearing structure, this work intended to conduct an experimental study on
the corrosion characteristics of galvanized steel wire and Galfan steel wire, analyze the
degradation characteristics of the two types of high-strength steel wire, and discuss the
influence of corrosion and fatigue on the degradation of high-strength steel wire.

The degradation of high-strength steel wire is the result of the combined effect of
corrosion and fatigue. Simple corrosion and fatigue degradation of steel wire is relatively
slow. The pitting corrosion pits produced along with the uniform corrosion of steel wire
provide conditions for the initiation of fatigue cracks, thus greatly reducing the fatigue life of
steel wire; the fatigue strength of the steel wire decreases with the increase of corrosion [3,4].
Betti et al. conducted in-depth research on the deterioration mechanism of the high-strength
steel wire of a suspension bridge, studied the corrosion evolution of galvanized and non-
galvanized steel wire under different environmental conditions through an accelerated
cyclic corrosion test, and pointed out that the uneven change of the steel wire section along
the length reduced the elongation of the steel wire [5]. Nakamura, Suzumura, and others
researched the influence of reagent concentration, ambient temperature, and humidity
on the corrosion rate of galvanized steel wire through experiments, given the loss rate of
the galvanized layer of galvanized steel wire. They pointed out that the main reason for
the deterioration of the properties of corroded steel wire is the reduction of elongation,
torsional strength, and fatigue strength [6–9]. Lan et al. conducted an acid salt spray test
and fatigue test on high-strength steel wire and fitted the corrosion fatigue life of steel wire
based on the Weibull distribution. The change trend of the fatigue life of steel wire and
cable components with the development of the corrosion process is basically consistent,
and the fatigue life of a stay cable decreases significantly as the corrosion degree of the steel
wire increases [10]. The above research confirmed that the fatigue life of steel wire decreases
due to corrosion, from practical engineering and laboratory research. Jiang et al. and Wang
et al. used solutions to create corrosive environments and studied the effects of different
solutions, solution concentrations, stress amplitudes, and load frequencies on fatigue life.
The corrosion fatigue performance of steel wire in acidic environments was the worst, and
electrochemical reaction greatly reduced the life of the steel wire [11,12]. Sun established
a corrosion fatigue degradation model of steel wire based on fracture mechanics and
compared it with test results, which proved that the proposed model could better simulate
the evolution of corrosion fatigue of steel wire [13]. Li et al. established improved uniform
corrosion and pitting models for high-strength steel wire, verified that the maximum pitting
factor obeys a Gumbel distribution based on an accelerated corrosion test, fitted relevant
parameters, and studied corrosion fatigue through finite element simulation [14]. Jiang
et al. measured the corroded steel wire 3D profile and proposed that the pitting depth of
steel wire follows a normal distribution and that the location and scale parameters increase
with the degree of corrosion. A method for predicting the residual life of corroded steel
wire based on 3D measurement and AFGROW software was established [15]. The basic
process and principles of corrosion fatigue degradation have been confirmed by scholars.

The above research mainly focused on the corrosion characteristics of galvanized steel
wire. Compared with galvanized steel wire, galvanized aluminum high-strength steel
wire has been gradually applied to engineering construction in recent years. However,
the research on its corrosion behavior characteristics is relatively scarce. Xue et al. [16]
studied the corrosion fatigue behavior of Galfan coating, and Cao et al. [17] studied the
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effect of Nd on the corrosion behavior of Zn-5Al (wt.%) alloy in neutral 3.5wt.%NaCl
solution using electrochemical impedance spectroscopy. The addition of Nd can improve
the corrosion resistance of Zn-5Al alloy. The above studies are important references for the
study of Galfan coating corrosion resistance performance. Nonetheless, the development
of Galfan coating corrosion resistance and pitting has not been systematically studied, and
the difference in the service life between the two kinds of steel wires is unclear.

Systematic studies on the corrosion resistance of Galfan wire coating and the difference
between its corrosion fatigue and the fatigue of galvanized wire are few. The effect on
improving the service performance of cable structures in engineering applications is unclear.
In this study, the corrosion resistance of galvanized and Galfan high-strength steel wires
was studied using an accelerated corrosion test. On the basis of the test results, a uniform
corrosion development model of the two kinds of steel wires was established, and a
dynamic distribution model of the maximum pitting coefficient was established using
Gumbel distribution. The time-varying characteristics of the scale and location parameters
of the maximum pitting coefficient distribution for the two types of steel wire are given.
On the basis of the traffic load monitoring data of a bridge during operation, the corrosion
fatigue degradation characteristics of the steel wires of the cable components in the service
period were analyzed, which can provide a reference for the design and maintenance of the
components of bridge structure cables.

2. Accelerated Corrosion Experiment

Corrosion tests can generally be divided into two categories: one is the traditional
corrosion tests under natural conditions. The real corrosion conditions of test objects can be
obtained by directly exposing the test samples to the real environment, but the time cost is
high and the test cycle is too long. The other is accelerated corrosion tests under a laboratory
environment. By putting the test samples into a corrosion chamber and using a salt spray
environment, atmospheric pressure, temperature, and other factors to accelerate corrosion,
the test time is greatly shortened. With the rapid development of bridge component
materials and the increasing demand for corrosion-resistance research, the salt spray test
has become the most commonly used method for cable corrosion research. Based on the
specification “Corrosion Test in Artificial Atmospheres—Salt Spray Test”(GB/T 10125-
2012) [18], a neutral salt spray test was selected to study the corrosion characteristics of
galvanized and Galfan high-strength steel wire. The corrosion atmosphere was formed
using a salt spray test chamber, and an accelerated corrosion effect was achieved by
combining temperature and air pressure. Given the few parameters of the accelerated
corrosion test, the concentration and continuity of the salt spray, temperature, and pressure
in the test chamber were mainly guaranteed during the test.

The accelerated corrosion time and number of test pieces are presented in Table 1.
With reference to existing research results, the planned test duration for galvanized steel
wire was 510 h, and the test duration for Galfan steel wire was 1445 h. Each group of
galvanized steel wires had 5 test pieces, and the first 10 groups of Galfan steel wire had
5 steel wires. To ensure the accuracy of data, each group of Galfan steel wires had 10 steel
wires. Before placing the steel wire test pieces, all steel wires were weighed and numbered,
and then the test pieces were placed in a salt spray test chamber for artificial atmospheric
corrosion. The scheduled steel wire test pieces were taken out in batches, according
to the planned corrosion time period, and then the corrosion products were removed
using a combined chemical method and physical method, according to the corrosion
product removal specification “Corrosion of Metals and Alloys–Removal of Corrosion
Products from Corrosion Test Specimens” (GB/T 16545) [19]. The pickling solution was a
saturated solution of NH3CH2COOH, where 1000 mL solution was prepared by mixing
250 g NH3CH2COOH and distilled water. The specific steps were as follows: (1) Put
the sample into the saturated NH3CH2COOH solution (pickling solution) at 20~25 ◦C
and soak it for 10 min. (2) Rub off the residual corrosion products with abrasive paper.
(3) Successively put it into water and alcohol 5 times for cleaning. (4) Wipe it with a towel
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and dry it after cleaning. After each group of steel wire samples was taken out at specific
times, the corrosion products were removed and weighed according to the above steps.

Table 1. Accelerated corrosion period of high-strength steel wires.

Galvanized Steel Wire Galfan Steel Wire

Corrosion
Duration (h)

Amount of
Test Pieces

Corrosion
Duration (h)

Amount of
Test Pieces

Corrosion
Duration (h)

Amount of
Test Pieces

24 5 24 5 606 10
48 5 48 5 686 10
96 5 96 5 784 10

168 5 168 5 848 10
216 5 216 5 944 10
264 5 264 5 1016 10
336 5 336 5 1088 10
384 5 384 5 1192 10
438 5 438 5 1389 10
510 5 510 5 1445 10

2.1. Specimens of High-Strength Steel Wire

The high-strength steel wire used in the test was provided by a cable manufacturer.
The material parameters of the steel wire samples were tested, and the results are given in
Table 2. According to the mass and density of the coating, the thickness of the zinc coating
was 28.05µm, and the thickness of the Galfan coating was 29.53 µm. Galvanized steel wire
coatings consisted of pure zinc, and Galfan steel wire consisted of 5% aluminum zinc alloy
and a small amount of mixed rare earth elements. The chemical composition of the steel
wire coating is shown in Table 3.

Table 2. Steel wire sample parameters.

Type of Steel Wire Diameter
(mm)

Out of
Roundness

Tensile
Strength (MPa)

Yield Strength
(MPa)

Elastic
Modulus

(MPa)

Coating
Quality
(g/m2)

Galvanized steel wire 5.34 0 1895 1760 2.08 × 105 336
Galfan steel wire 5.25 0 1926 1775 2.08 × 105 337

Table 3. Mass percentages of microelements of the high-strength steel wires coating (%).

Material Composition Zn Al Si Mn P S Cr

Galvanized Coating ≥99 / / / / / /
Galfan Coating ≤95 ≤5 0.24 0.86 0.009 0.002 0.17

The steel wire was cut to make an experimental sample, and the sample length was
about 20 cm. Before the test, all steel wire samples were cleaned, dried, numbered, measured,
and weighed one by one. After the preparation, they were put into the salt spray box.

2.2. Test Device and Accelerated Corrosion Medium

The test materials required for the neutral salt spray test included: steel wire sample,
salt spray box, electronic balance, C2H5OH, NaCl, and pickling agent. The quality of the
steel wire was measured using a high-precision electronic balance. The reagent grade used
in the test was chemically pure. The parameters of the relevant instruments and chemical
reagents are provided in Table 4.
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Table 4. Instruments and chemical reagents.

Instrument Name Electronic Balance C2H5OH NaCl Pickling Agent

Parameter grade 0.0001 g Analytically pure Analytically pure Analytically pure

A Zhongte LX120 multi-functional climate and environment salt fog test chamber
was adopted for the test salt fog chamber, which can realize the simulation of a salt fog
environment, high temperature, and high pressure conditions, as well as the coupled effect
of different conditions. The technical parameters are listed in Table 5. The experimental
equipment and materials are shown in Figure 1.

Table 5. Technical parameters of the salt spray box.

Internal Dimensions
(mm)

Test Room
Temperature (◦C)

Pressure Barrel
Temperature (◦C)

Compressed Air
Force (kgf/cm2)

1200 × 1000 × 500 NSS ACSS 35 ± 1
CASS 50 ± 1

NSS ACSS 47 ± 1
CASS 63 ± 1 1.00 ± 0.01
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According to the requirements of the specification for the neutral salt spray test and to
test the reproducibility of the test equipment results, a steel reference test verification was
carried out. Four defect-free CR4 grade cold-rolled carbon steel plates with a thickness of
1 mm were selected. After cleaning, the back of the samples was protected with a film, and
a sample was placed at the four corners of the salt spray box for 48 h, as shown in Figure 2.
The specific test parameters were set according to the specifications. The volume of the salt
spray box was 0.6 m3. No solution accumulated on the top of the box on the sample, and
the spray was always uniform. The pH value of the spray solution collected by the collector
was in the range 6.5–7.2. The test temperature was 35 ± 1 ◦C, and the concentration of
NaCl was 50 g/L. The settling rate of the salt spray met the specifications.

The reference sample was taken out immediately after the test, and ammonium acetate
solution and a mechanical cleaning method were used to remove the corrosion products.
The mass loss per unit area obtained after weighing is presented in Table 6. The loss
of each test piece was within the range of 70 ± 20 g/m2 required by the specification,
indicating that the equipment operated normally and met the operational requirements of
the neutral salt spray test. The steel wire corrosion tests were then carried out according to
the specification requirements. The test solution was NaCl solution with a concentration of
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50 g/L ± 5 g/L, the pH value of spray solution was 6.5 to 7.2, and the temperature was
35 ± 2 ◦C.
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Figure 2. Steel reference test.

Table 6. Mass loss of the cold-rolled carbon steel sheet.

Specimen Number Specimen 1 Specimen 2 Specimen 3 Specimen 4

Mass loss (g/m2) 75 78 77 80

3. Corrosion Phenomenon

The box was opened, and the corresponding test pieces were taken out, according to
the time specified in the test plan. They were cleaned and dried in strict accordance with
the corrosion product removal specification. Figure 3 shows the corrosion morphology
of a single Galfan steel wire at different corrosion stages. The degree of corrosion of the
steel wire gradually increased with time, and the corrosion resistance of the Galfan steel
wire was much better than that of the galvanized steel wire. The early corrosion of the steel
wire was reflected in the loss of luster of the coating, accumulation of salt on the surface of
the steel wire, and the gradual production of uniformly distributed white accumulation
products on the surface of the steel wire.
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The galvanized steel wire and the Galfan steel wire were completely covered by white
corrosion products from the 264 h and 510 h, respectively. After the corrosion products
were removed, part of the coating had lost luster, indicating that the coating had been
corroded at this time and part of the iron matrix had begun to be exposed. At 384 h and
1016 h, some corrosion spots had appeared on the surface of the steel wire, indicating that
the iron matrix under the partial coating of the steel wire had started to corrode at this time,
producing reddish brown corrosion products. At 510 h, many reddish brown corrosion
products had appeared at the middle and end of the galvanized steel wire, and the reddish
brown corrosion products had connected into sheets. At 1389 h, the same situation had
occurred to the Galfan steel wire. At this time, uneven pits had appeared on the steel wire
surface after the corrosion products had been removed. The corrosion of steel wire can
be generally divided into two parts: The first part is the corrosion of the surface coating.
When the corrosion depth exceeds the coating thickness, the corrosion of the second part of
the steel wire matrix begins. Owing to the protection of oxidation products formed after
the coating corrosion, the corrosion rate of the steel wire matrix decreases.

4. Corrosion Process
4.1. Uniform Corrosion

The development of the uniform corrosion of steel wire is mainly affected by two
factors: the corrosion time, and the uniform corrosion rate. As the uniform corrosion
depth is not easy to obtain directly, it is generally described using the volumetric method,
weight-loss method, or other methods. In this study, the weight-loss method was used to
describe the uniform corrosion of steel wire, which is given as Equation (1). With reference
to the specification for removal of corrosion products, the chemical substances generated
after steel wire corrosion can be removed without damaging the metal matrix, and the
quality loss of metal in the corrosive environment can be accurately measured, to evaluate
the degree of corrosion of steel wire.

ψ =
m0/l0 −m1/l1

m0/l0
× 100% (1)

where ψ represents the loss rate of steel wire mass, m0 represents the quality of steel wire
before corrosion, l0 represents the length of steel wire before corrosion, m1 represents the
quality of steel wire after corrosion, and l1 represents the length of steel wire after corrosion.

Owing to the large slenderness ratio of the steel wire specimen, the sectional area
of both ends of the steel wire is small and the calculation constant is large, so the length
change caused by corrosion can be ignored. That is l0 = l1. Therefore, Equation (1) can be
rewritten as Equation (2):

ψ =
m0 −m1

m0
(2)

According to Equation (3), the mass loss of steel wire is converted into the coating and
corrosion depth of steel wire du.

du =
ψ

Aρ
=

m0 −m1

πDρl0
(3)

where A is the surface area of steel wire, A = πDl0, D is the initial diameter of steel wire, ρ
is the material density, and l0 is the length of steel wire.

Figures 4 and 5 show the average mass loss per unit length of all steel wire samples,
indicating that the overall distribution of test results was relatively regular. The change
of steel wire mass loss at each stage was stable, without obvious mutations, indicating
that the test effect was good. The mass loss of Galfan steel wire increased obviously with
the increase of corrosion time. During the entire corrosion period, the increasing trend
of corrosion quality was close to an exponential change, and the corrosion rate gradually
slowed down.
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Owing to the influence of the coating thickness and corrosion randomness, the corro-
sion rate of different steel wires varies, so the steel wire corrosion coefficient was introduced
to describe the randomness. Figures 6 and 7 show the fit distribution law of the two kinds
of steel wires. The corrosion coefficient of the galvanized steel wire conformed to the
normal distribution N(µ, σ2) with µ = 1.00 and σ = 0.0483, whereas the Galfan steel wire
conformed to the Cauchy distribution C(γ, x0) with x0 = 1.00 and γ = 0.0391.
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Figure 7. Corrosion coefficient distribution of Galfan steel wire.

Therefore, the uniform corrosion rate of the two kinds of steel wire can be expressed
as in Equation (4).
{

duZn(t) = ψZn ∗ (−43.97 ∗ exp(−t/316.48) + 45.37) Galvanized steel wire
duGal(t) = ψGal ∗ (−49.73 ∗ exp(−t/1093.36) + 49.81) Gal f an steel wire

(4)

where t is the corrosion duration, ψZn conforms to the normal distribution N(µ, σ2)
with µ = 1.00, σ = 0.04834, and ψGal conforms to the Cauchy distribution C(γ, x0) with
x0 = 1.00669, γ = 0.03908.

4.2. Pitting Corrosion

The key factor causing cracks in corrosion fatigue is pitting corrosion, which is ac-
companied by uniform corrosion. When a passivation or film forms on the metal material
surface, a small and deep corrosion pit is generated on the substrate surface after the
protective layer is consumed. Owing to the stress concentration effect, the stress at the
edge of the corrosion pit is far greater than the overall stress level. When the depth of the
corrosion pit increases to a certain extent, it becomes a crack. A crack usually occurs at the
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position with the greatest pitting corrosion, so the deepest pitting corrosion determines the
working state of the steel wire and is a key analysis point in corrosion fatigue analysis.

Figure 8 shows the surface morphology of the steel wire after cleaning. The pits on the
surface of the steel wire are obvious. To further determine the distribution characteristics
of the pitting corrosion of the different types of steel wire, the steel wire indication was
detected using a 3D shape scanner, and a 3D model of the steel wire surface was established
based on the regression of 2D scanning results. As the steel wire specimen was not
completely straight, the surface profile presented an irregular curve shape as a whole. To
eliminate the influence of the steel wire specimen’s own curved shape on the test results,
the small window moving average automatic baseline correction method was used to
estimate the baseline corresponding to the measured profile. According to the difference
between the measured contour coordinates and the baseline coordinates, the pitting depth
on the axial length of the steel wire could be determined.
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Figure 8. Surface morphology of steel wire.

The pitting depth could be calculated using the uniform corrosion depth and maxi-
mum pitting factor [20]. Figures 9 and 10 show the 3D surface regression profile of the steel
wire surface. According to the 40 measured surface profiles and regression analysis results,
the block maximum value method was used to obtain a sample of the maximum pitting
factor in each exposure period. The analysis accuracy of the block maximum method is
directly affected by the selected block size, and the sample size of the block maximum
should be sufficiently large. After comprehensive consideration, this study determined that
the block size for calculating the pitting factor was 10 mm. The maximum pitting depth
was taken every 10 mm along the length of the steel wire, and the maximum pitting factor
was calculated according to Equation (5).

G(t) = da(t)/du(t) (5)

where G(t) is the maximum pitting factor, da(t) is the maximum pitting depth, and du(t) is
the uniform corrosion depth in the same period.
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Figure 10. Regression of the 3D corrosion morphology of Galfan steel wire.

The existing research ignored the time-varying characteristics of the maximum pitting
factor and posited that the maximum pitting factors in different periods have the same
distribution characteristics. Figures 11 and 12 show the fitting results of the maximum
pitting factor of steel wire in certain periods. The maximum pitting factor has obvious time-
varying characteristics. Gumbel distribution was used to fit the maximum pitting factor.
The relationship between the pitting system and location parameters, scale parameters,
and corrosion time can be expressed as in Equation (6).

Zp = exp
{
−exp

[
−
(

x− µ(t)
σ(t)

)]}
(6)

where µ(t) and σ(t) are the location parameters and scale parameters corresponding to the
accelerated corrosion duration t, respectively.
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Figure 11. Fitting results of maximum pitting factor of galvanized steel wire.
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For galvanized steel wire, the pitting factor was larger at the early stage of corrosion; µ
was 3.386 at 96 h. The pitting factor decreased significantly with the increase of time at the later
stages; µ was 1.649 at 216 h. The change amplitude of Galfan steel wire was smaller than that
of the galvanized steel wire but also decreased with the increase of time; µ was 1.778 at 606 h
and 1.261 at 1088 h. The increase of the pitting depth was limited, and estimating the corrosion
process of the degraded steel wire according to a single distribution law may underestimate
the service state of steel wire. Furthermore, the fitting analysis of the location parameters and
scale parameters of the pitting distribution function in different corrosion stages showed that
the distribution parameters of the two coatings conformed to the exponential change law,
which could be calculated according to Equations (7) and (8).

{
µZn(t) = 9.8698 exp(−t/59.2058) + 1.3595
σZn(t) = 1.3967 exp(−t/58.0061) + 0.2190

Galvanized steel wire (7)

{
µGal(t) = 18.7549 exp(−t/71.0266) + 1.7746
σGal(t) = 4.5949 exp(−t/55.5349) + 0.3375

Gal f an steel wire (8)

where µZn(t), σZn(t), µGal(t), and σGal(t), respectively, represent the location parameters
and scale parameters of the maximum pitting coefficient distribution between the zinc
coating and Galfan coating corresponding to the accelerated corrosion duration t.

5. Corrosion Fatigue of High-Strength Steel Wire
5.1. Corrosion Fatigue Degradation Model

When the protection system of cable components is damaged because the air contains
water, salt, and other substances, the corrosion factors of the external environment enter
the cable body and cause steel wire corrosion. The corrosion of steel wire generally
goes through the following three stages [21]: (1) uniform corrosion and pitting corrosion,
(2) pitting crack development, and (3) corrosion fatigue crack growth. Uniform corrosion
refers to uniform corrosion and detachment of the steel wire surface, which belongs to
pure chemical reaction and directly causes the reduction of the steel wire diameter. The
reduction of diameter is approximately equal along the length of steel wire. Owing to the
non-uniformity of the material, the diameter of the steel wire decreases, accompanied by
pitting corrosion randomly distributed on the surface of the steel wire. Uniform corrosion
includes the corrosion consumption of the steel wire coating and the time needed for uniform
corrosion and pitting of the steel wire matrix. The specific development rules of uniform
corrosion and pitting were obtained through accelerated corrosion tests in this study.

On the basis of the unit area A0 of pitting calculation, Equation (9) can be used to obtain
the maximum pitting coefficient distribution of Ak in any area [22,23]. When estimating
the maximum pitting coefficient per unit area, Saint Venant’s principle must be considered.
The minimum length of the analysis unit should be greater than twice the diameter of the
steel wire.

µk = µ0 +
1
σ0

ln(
Ak
A0

), σk = σ0 (9)

where Ak is the surface area of the analysis target, and A0 is the surface area of unit area.
µ0 and σ0 are the location parameters and scale parameters of the corresponding fitting
analysis results by exponential function.

Y. Kondo pointed out that the initiation of fatigue cracks is caused by pitting, and the
transition from pitting depth to fatigue cracks is related to the stress amplitude of the steel
wire. When the stress amplitude is large, the cracks easily occur in smaller pits, and vice
versa. The development of pitting pits into fatigue cracks can be described based on the
theory of fracture mechanics. The stress intensity factor K is introduced to describe the
strength of the stress field near the crack tip. The generation of cracks is mainly affected by
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the alternating stress field at this location. The amplitude of the stress intensity factor ∆K
can be calculated according to Equation (10).

∆K = Fa

( a
b

)
∆σa
√

πa + Fb

( a
b

)
∆σb
√

πa (10)

where a is the crack depth, b is the diameter of steel wire, ∆σa is the equivalent axial stress
amplitude, and ∆σb is the equivalent axial stress amplitude. F

( a
b
)

is calculated using
Equation (11) [24].





Fa
( a

b
)
= 0.92· 2

π ·
√

2b
πa ·tan πa

2b ·
0.752+1.286( a

b )+0.37(1−sin πa
2b )

3

cos πa
2b

Fb
( a

b
)
= 0.92· 2

π ·
√

2b
πa ·tan πa

2b ·
0.923+0.199(1−sin πa

2b )
4

cos πa
2b

(11)

where Fa
( a

b
)

denotes axial stress, Fb
( a

b
)

denotes bending stress, a is the crack depth, and b
is the diameter of steel wire.

The corrosion cracking of steel wire is generated from pitting to cracks. When
the stress intensity factor at the pitting reaches the threshold value for crack growth of
2.8 MPa·m1/2 [25], the pitting development is transformed into the crack development
stage. The Paris formula is the most widely used method for the growth rate analysis of
metal corrosion fatigue cracking, and the crack growth rate is expressed as the fatigue crack
growth rate [26].

da
dt

= C(∆K)mN (12)

where ∆K is the effective stress intensity factor amplitude, and C and m are the parameters
of the Paris criterion.

To comprehensively consider the impact of the daily traffic flow intensity level on the
crack development rate, a crack depth development model was established based on the
proportion of daily traffic flow operations, as given in Equation (13).

{
ai = ∆a + ai−1
∆a = C ∑ nq [∑ ej(∆Kqj)

mNqj]
(13)

where ai is the depth of the crack at time i, ∆a is the increment of the crack, ej is the
operating time of traffic flow with different intensities, ∑ ej = 24 h, and ∆Kj and Nj are the
stress intensity factor range and the number of cycles.

Mayrbaurl pointed out that the critical relative crack depth conforms to the logarithmic
normal distribution, with an average value of 0.390 and a coefficient of variation of 0.414.
Based on the tests, the maximum critical relative depth was 0.5, which can be used as the
judgment standard for steel wire failure.

5.2. Protype Bridge and Traffic Load

To further analyze the corrosion fatigue degradation of the two types of high-strength
steel wire under a load, this study took a long-span suspension bridge as the research back-
ground and took high-strength steel wire suspenders as the research object, to investigate
the corrosion fatigue degradation of galvanized and Galfan high-strength steel wire under
the same conditions. The main bridge structure of the bridge is a single span 838 m steel
concrete composite girder suspension bridge. The main cable span is (250 + 838 + 215) m.
The vertical layout is shown in Figure 13. Steel concrete composite girders are used as stiff-
ening girders, and the steel beams are combined with concrete bridge decks through shear
studs. The section layout is shown in Figures 14 and 15. The full width of the stiffening
girder is 33.2 m. The steel longitudinal beams on both sides are connected by steel cross
beams. The center height is 2.8 m. The center distance between the webs of the longitudinal
beams on both sides is 26.0 m. The bridge deck is a reinforced concrete bridge deck with a
full width of 25.0 m and a thickness of 0.22 m. The standard spacing of suspender lifting
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points is 16 m. There are two suspenders for each lifting point, with 204 suspenders in total
for the whole bridge, and 151 φ5 mm high-strength steel wires included in each suspender.

Materials 2023, 16, x FOR PEER REVIEW 14 of 23 
 

 

are used as stiffening girders, and the steel beams are combined with concrete bridge 
decks through shear studs. The section layout is shown in Figures 14 and 15. The full 
width of the stiffening girder is 33.2 m. The steel longitudinal beams on both sides are 
connected by steel cross beams. The center height is 2.8 m. The center distance between 
the webs of the longitudinal beams on both sides is 26.0 m. The bridge deck is a reinforced 
concrete bridge deck with a full width of 25.0 m and a thickness of 0.22 m. The standard 
spacing of suspender lifting points is 16 m. There are two suspenders for each lifting point, 
with 204 suspenders in total for the whole bridge, and 151 𝜙5 mm high-strength steel 
wires included in each suspender. 

 
Figure 13. Elevation Layout of the Bridge. 

 
Figure 14. Schematic Diagram of a Suspender. 

 
Figure 15. Section of the Main Girder. 

Stochastic traffic flow simulation is the mainstream method for long-span bridge op-
eration evaluation. After the degradation of the suspender steel wire changes from pitting 
to cracking, it enters the main stage of crack development. The crack growth speed is 
mainly affected by the stress response of the suspender under the traffic load. Based on 
the measured traffic flow in a certain area, obtained by the traffic load monitoring system, 

1# 26# 51#

250m 838m 215m

82.7m

166.5m

0.5m

Figure 13. Elevation Layout of the Bridge.

Materials 2023, 16, x FOR PEER REVIEW 14 of 23 
 

 

are used as stiffening girders, and the steel beams are combined with concrete bridge 
decks through shear studs. The section layout is shown in Figures 14 and 15. The full 
width of the stiffening girder is 33.2 m. The steel longitudinal beams on both sides are 
connected by steel cross beams. The center height is 2.8 m. The center distance between 
the webs of the longitudinal beams on both sides is 26.0 m. The bridge deck is a reinforced 
concrete bridge deck with a full width of 25.0 m and a thickness of 0.22 m. The standard 
spacing of suspender lifting points is 16 m. There are two suspenders for each lifting point, 
with 204 suspenders in total for the whole bridge, and 151 𝜙5 mm high-strength steel 
wires included in each suspender. 

 
Figure 13. Elevation Layout of the Bridge. 

 
Figure 14. Schematic Diagram of a Suspender. 

 
Figure 15. Section of the Main Girder. 

Stochastic traffic flow simulation is the mainstream method for long-span bridge op-
eration evaluation. After the degradation of the suspender steel wire changes from pitting 
to cracking, it enters the main stage of crack development. The crack growth speed is 
mainly affected by the stress response of the suspender under the traffic load. Based on 
the measured traffic flow in a certain area, obtained by the traffic load monitoring system, 

1# 26# 51#

250m 838m 215m

82.7m

166.5m

0.5m

Figure 14. Schematic Diagram of a Suspender.

Materials 2023, 16, x FOR PEER REVIEW 14 of 23 
 

 

are used as stiffening girders, and the steel beams are combined with concrete bridge 
decks through shear studs. The section layout is shown in Figures 14 and 15. The full 
width of the stiffening girder is 33.2 m. The steel longitudinal beams on both sides are 
connected by steel cross beams. The center height is 2.8 m. The center distance between 
the webs of the longitudinal beams on both sides is 26.0 m. The bridge deck is a reinforced 
concrete bridge deck with a full width of 25.0 m and a thickness of 0.22 m. The standard 
spacing of suspender lifting points is 16 m. There are two suspenders for each lifting point, 
with 204 suspenders in total for the whole bridge, and 151 𝜙5 mm high-strength steel 
wires included in each suspender. 

 
Figure 13. Elevation Layout of the Bridge. 

 
Figure 14. Schematic Diagram of a Suspender. 

 
Figure 15. Section of the Main Girder. 

Stochastic traffic flow simulation is the mainstream method for long-span bridge op-
eration evaluation. After the degradation of the suspender steel wire changes from pitting 
to cracking, it enters the main stage of crack development. The crack growth speed is 
mainly affected by the stress response of the suspender under the traffic load. Based on 
the measured traffic flow in a certain area, obtained by the traffic load monitoring system, 

1# 26# 51#

250m 838m 215m

82.7m

166.5m

0.5m

Figure 15. Section of the Main Girder.

Stochastic traffic flow simulation is the mainstream method for long-span bridge
operation evaluation. After the degradation of the suspender steel wire changes from
pitting to cracking, it enters the main stage of crack development. The crack growth speed
is mainly affected by the stress response of the suspender under the traffic load. Based
on the measured traffic flow in a certain area, obtained by the traffic load monitoring
system, this study analyzed and selected the data of representative periods, to simulate the
formation of traffic flow for loading, so as to obtain the corrosion fatigue degradation of
suspender steel wire under different levels of traffic loading.

The traffic data collected by a weigh-in-motion system (WIM) included the vehicle
data of the region from 1 March to 31 March 2015, including the vehicle wheelbase, axle
load, vehicle speed, and other details [27]. Figure 16 shows the hourly traffic volume
results obtained from the collected data by time and lane statistics. The daily traffic volume
changed greatly. On the basis of the action area of the traffic flow with obvious changes
in traffic volume, the traffic flow level was divided into three intensity levels: dense,

88



Materials 2023, 16, 708

moderate, and sparse. The traffic flow intensive periods were mainly concentrated at
9:00–11:00 and 13:00–17:00, and the sparse flow period was from 21:00 to 7:00. The vehicle
traffic characteristics at different intensity levels were fitted to obtain the distribution
characteristics of the traffic volume and vehicle flow speed under the three intensity levels,
as shown in Figures 17 and 18.
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Based on the statistical results of traffic volume and traffic flow speed, the average
spacing of vehicles could be determined according to Equation (14). The key parameters of
traffic flow are given in the Table 7, and the characteristics of traffic flow parameters could
then be determined. In combination with the random traffic flow sampling method based
on the Monte Carlo method, vehicle samples were obtained [28], so as to select the traffic
flow in typical representative periods for a load effect analysis. The specific traffic flow
simulation process is shown in Figure 19.

Q = K·V (14)

where Q denotes traffic volume, K denotes traffic density, and V denotes traffic speed.

Table 7. Key parameters of traffic flow.

Key Parameter Passing Lane Carriage-Way Slow Lane

Dense flow
Traffic volume (pcu/h) 572 474 209
Traffic speed (km/h) 93.36 88.4 70.76

Moderate flow
Traffic volume (pcu/h) 451 378 184
Traffic speed (km/h) 94.12 87.48 67.98

Sparse flow Traffic volume (pcu/h) 175 186 132
Traffic speed (km/h) 92.12 81.80 67.98
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5.3. Numerical Analysis

Based on the above vehicle flow load simulation method, the dense, moderate, and
sparse evacuation flows obtained from the sampling were loaded into the bridge finite
element model. The vehicle bridge coupling analysis system established on the basis of
finite element analysis software ANSYS in a previous study was used to obtain the bridge
suspender response. For suspension bridges, short suspenders in the middle of the span are
the most easily damaged suspenders, because of their short length and the large bending
stress caused by the relative displacement between the main cable and the main girder. As
the link element cannot directly give the bending stress, Wyatt’s theoretical formula was
introduced to calculate the bending stress, according to the axial stress of the suspender and
the angle generated by the relative movement between the main cable and the stiffening
girder [29].

σb = tan θ ·
√

σaE (15)
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where σa is axial stress, E is elasticity modulus of steel wire, θ is the angle caused by the
relative movement between the main cable and the stiffening girder.

Figures 20 and 21 show the stress response results of short suspenders in the mid span.
The response of the suspenders under the overall traffic flow is affected by the number of
vehicles and the distance between vehicles, and the response under a dense flow is most
obvious. However, during driving, a driver spontaneously maintains a safe distance, to
ensure safety requirements, which is usually greater than the distance between adjacent
suspenders. Therefore, the extreme value of the axial force response of suspenders under
sparse or moderate flow may exceed the extreme value of axial force under a dense flow,
owing to the impact of single vehicle weight at the time of traffic flow. The bending stress
is mainly affected by the continuous superposition of traffic flow effects, and the overall
response level and extreme value of bending stress under a dense flow are the most obvious.
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Figure 21. Bending stress response.

Basing on the obtained stress responses of suspender steel wires under different traffic
flows, and combined with the uniform corrosion and pitting corrosion laws of steel wires
obtained from the tests, the corrosion fatigue degradation of steel wires was analyzed. Based
on the proportion of traffic flow at different levels determined from the traffic flow monitoring
data, the corrosion fatigue of the two types of steel wire under the combined action of traffic
flow was simulated by sampling. Figures 22 and 23 show the change rules of the uniform
corrosion rate, pitting rate, and crack development rate of steel wire. The initial rate of uniform
corrosion and pitting corrosion was fast and then rapidly decreased. On the contrary, the crack
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growth rate gradually increased, and the rate increased with time. The crack growth rate of
galvanized steel wire exceeded the corrosion rate after seven years of corrosion, whereas that
of galvanized aluminum steel wire exceeded the corrosion rate 10 years later. Although the
time difference was small, the corrosion rate of galvanized aluminum steel wire was lower,
the relative crack growth rate was also significantly lower than that of galvanized steel wire,
which is conducive to improving the service life of steel wire.
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Figure 22. Corrosion rate of galvanized steel wire.
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Figure 23. Corrosion rate of Galfan steel wire.

Figures 24 and 25 show the distribution law of steel wire crack depth at different
stages. With the increase of service time, the average crack depth of the whole steel wire
increased and the development rate increased, which is consistent with the analysis results
in the above figure. However, owing to the randomness of the pitting corrosion and crack
development, the STD value of crack distribution was large at the end of service, and the
discreteness of wire life became obvious.

92



Materials 2023, 16, 708

Materials 2023, 16, x FOR PEER REVIEW 19 of 23 
 

 

 

Figure 23. Corrosion rate of Galfan steel wire. 

Figures 24 and 25 show the distribution law of steel wire crack depth at different 
stages. With the increase of service time, the average crack depth of the whole steel wire 
increased and the development rate increased, which is consistent with the analysis re-
sults in the above figure. However, owing to the randomness of the pitting corrosion and 
crack development, the STD value of crack distribution was large at the end of service, 
and the discreteness of wire life became obvious. 

 
Figure 24. Crack depth distribution of galvanized suspender steel wire. 

  

0 5 10 15 20 25 30 35

0

500

1000

1500

2000

2.5 7.55.0 10.0

25

0

50

D
ev

el
op

m
en

t r
at

e 
(u

m
/y

ea
r)

Operation time (year)

 Crack  Uniform corrosion  Pitting

D
ev

el
op

m
en

t r
at

e

Operation time (year)

3 6 9 12 15
0

200

400

600

800

1000

0

200

400

600

800

1000

1200

Operation time(year)

 Mean
 STD

 3 years

 

D
ist

rib
ut

io
n 

of
 c

ra
ck

 d
ep

th
(u

m
)

M
ea

n 
va

lu
e 

an
d 

ST
D

(u
m

)

 6 years

 

 9 years

 

 12years

 

 

0

100

200

300

400

500

600

4 8 12 16 20
0

100

200

300

400

500

600
 4 years

 

D
ist

rib
ut

io
n 

of
 c

ra
ck

 d
ep

th
(u

m
)

M
ea

n 
va

lu
e 

an
d 

ST
D

(u
m

) 8 years  12 years  16 years

Operation time(year)

 Mean
 STD

Figure 24. Crack depth distribution of galvanized suspender steel wire.
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Figure 25. Crack depth distribution of Galfan suspender steel wire.

Figure 26 shows the life distribution of the two types of steel wire under a comprehen-
sive traffic flow. The average life of Galfan steel wire was significantly higher than that of
the galvanized steel wire, being 28.47 years and 17.24 years, respectively. Figures 27 and 28
show the corrosion fatigue life of the two kinds of coated steel wires under different
strengths of traffic flow. The strength level of the traffic flow was the decisive factor affect-
ing the steel wire degradation. The durability of Galfan steel wire was obviously better than
that of galvanized steel wire, and the overall life of the steel wire was longer. Nevertheless,
the average life of galvanized steel wire was 11.13 years, whereas that of the Galfan steel
wire was 16.92 years under dense traffic flows. The corrosion fatigue life of steel wire
was not significantly increased. Under a sparse traffic flow, the service life of steel wire
was better than expected and was significantly higher than the design life of general cable
structures (25 years). Under rarefaction flow, the average life of the two kinds of steel wires
could reach 35 years and 55 years, respectively. When the proportion of sparse traffic flow
and moderate traffic flow is relatively high during bridge operation, the slow corrosion
fatigue degradation of Galfan steel wire at this stage could greatly improve the service life
of steel wire. However, when the traffic flow intensity level is generally high, obtaining
good results using Galfan steel wire would be difficult.
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Figure 26. Life distribution of steel wire under comprehensive traffic flow.
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Figure 27. Service life of galvanized suspender wire.
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Figure 28. Service life of Galfan suspender steel wire.

6. Conclusions

This paper took the difference in the corrosion fatigue degradation characteristics of
galvanized and Galfan high-strength steel wire coatings as the research goal. It analyzed
the difference of uniform corrosion and pitting corrosion of two coatings under the same
conditions through an accelerated corrosion test. It then constructed a dynamic distribution
model of uniform corrosion and pitting corrosion during coating corrosion. On the basis
of an accelerated corrosion test and the traffic load monitoring data of a large bridge, the
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corrosion fatigue degradation of two kinds of steel wires under traffic load during operation
was investigated. The following conclusions were obtained:

(1) The macro morphology of the corrosion of high-strength steel wire had obvious stage
change characteristics. At the early stage of corrosion, the steel wire coating could
effectively protect the iron matrix, and the corrosion products were free of Fe oxides.
When the corrosion developed to a certain stage, brown corrosion products began to
appear; on the galvanized steel wire at 386 h and on the Galfan steel wire at 1016 h. The
surface coating began to be consumed, and the steel wire Fe matrix started to corrode.
At this time, the steel wire surface a reddish brown rust appeared. The corrosion of
steel wire can be generally divided into two parts. The first part is the corrosion of the
surface coating. When the corrosion depth exceeds the coating thickness, corrosion
of the second part of the steel wire matrix starts. After the corrosion products are
removed, uneven pits appeared on the steel wire surface. The corrosion resistance of
Galfan steel wire is obviously better than that of galvanized steel wire.

(2) The development law of steel wire corrosion depth was fitted and analyzed. In addi-
tion, a uniform corrosion development model and pitting corrosion probability model
of galvanized and Galfan steel wire were established. With the extension of corrosion
time, the uniform corrosion depth of zinc coating and Galfan coating conformed to the
exponential increase trend. The development trend of the two coatings was similar,
and the corrosion rate gradually slowed down with the increase of time. The corro-
sion coefficient of galvanized steel wire conformed to normal random distribution,
whereas that of Galfan steel wire conformed to Cauchy distribution. The section
distribution of the maximum pitting coefficient did not reject the Gumbel distribution.
The location and scale parameters of the maximum pitting coefficient distribution in
the two coating intervals showed an exponential downward trend with the increase
of corrosion duration.

(3) The early rate of uniform corrosion and pitting corrosion was fast, and then it de-
creased rapidly, whereas the crack growth rate gradually increased. With the increase
of time, the rate increased. The average value of the overall crack depth of the steel
wire also increased, and the development rate continued to increase. The STD value of
the crack distribution in the late service period was large, and the discreteness of the
steel wire life became obvious. Based on the analysis of the corrosion fatigue history
of steel wire under different strength traffic loads, the corrosion characteristics of steel
wire was the main factor affecting its service life when the traffic strength level was
low. The average service life of Galfan steel wire was significantly higher than that of
galvanized steel wire. However, under a dense traffic flow with high strength, the
service life of steel wire was mainly controlled by the traffic load, and the service life
of Galfan steel wire increased slightly. Effective anti-corrosion measures are the key to
improving the service life of steel wire.

It should be mentioned that the corrosion fatigue properties of coated steel wires were
investigated through accelerated corrosion tests. However, the period of the accelerated
corrosion test was relatively short, which is quite different from the real environment in
service. In a subsequent study, the corrosion rate and characteristics of the steel wire need
to be investigated using field exposure tests and cable components in service, which could
better determine the corrosion characteristics and effects of traffic load on the corrosion
performance of steel wire coatings.
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Abstract: Suspenders are the crucial load-bearing components of long-span suspension bridges,
and are sensitive to the repetitive vibrations caused by traffic load. The degradation of suspender
steel wire is a typical corrosion fatigue process. Although the high-strength steel wire is protected
by a coating and protection system, the suspender is still a fragile component that needs to be
replaced many times in the service life of the bridge. Flexible central buckles, which may improve
the wind resistance of bridges, are used as a vibration control measure in suspension bridges and
also have an influence on the corrosion fatigue life of suspenders under traffic load. This study
established a corrosion fatigue degradation model of high-strength steel wire based on the Forman
crack development model and explored the influence of flexible central buckles on the corrosion
fatigue life of suspenders under traffic flow. The fatigue life of short suspenders without buckles
and those with different numbers of buckles was analyzed. The results indicate that the bending
stress of short suspenders is remarkably greater than that of long suspenders, whereas the corrosion
fatigue life of steel wires is lower due to the large bending stress. Bending stress is the crucial factor
affecting the corrosion fatigue life of steel wires. Without flexible central buckles, short suspenders
may have fatigue lives lower than the design value. The utilization of flexible central buckles can
reduce the peak value and equivalent stress of bending stress, and the improved stress state of
the short suspender considerably extends the corrosion fatigue life of steel wires under traffic flow.
However, when the number of central buckles exceeds two, the increase in number does not improve
the service life of steel wire.

Keywords: suspender; high-strength steel wire; corrosion fatigue; flexible central buckle;
bending stress

1. Introduction

With the rapid development of highway transportation, long-span suspension bridges
are constructed across mountains, valleys, and rivers for their good mechanical characteris-
tics and excellent spanning performance. The construction of early large-span suspension
bridges was limited by experience and technology, and structural vibration control mea-
sures were relatively lacking, leading to obvious vibration responses under external load.
The longitudinal vibration displacement of structures caused by external load may lead
to the fatigue of expansion joints and other ancillary components. Traffic load has been
proven to be one of the main reasons causing the longitudinal vibration displacement of
structures. Such vibration may cause the fatigue of expansion joints and other ancillary
components [1,2]. Suspenders are key load-bearing components of suspension bridges, of
which the degradation is the result of the comprehensive action of corrosion and fatigue,
and the corrosion accelerates the generation of fatigue cracks. The corrosion degradation
of components seriously affects the reliability of bridge operation [3]. The propagation
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of fatigue cracks is easily affected by vibrations under traffic load; thus, it has been an
important research goal to evaluate the stress and service life of short suspenders. Flexible
central buckles were set up in the midspan for long-span suspension bridges recently to
enhance wind resistance performance with low cost and construction convenience, but the
studies on them were limited and mainly focused on wind resistance and the vibration char-
acteristics of the structure itself. Actually, flexible central buckles also play a contributing
role to the suspenders’ response under traffic flow that may reduce the fatigue degradation
of suspenders, but the influence mechanism on the structural vibration under traffic load
remains unclear. Thus, the control effect of flexible central cables should be investigated to
optimize the designation of the flexible central buckle.

Corrosion fatigue is the phenomenon of crack formation and propagation under the
interaction of alternating load and a corrosive medium that leads to a reduction in fatigue
resistance [4]. Scholars have studied the corrosion fatigue degradation process of high-
strength steel wires in bridge engineering. The surface of the suspender steel wire is
provided with a coating to enhance the corrosion resistance. The damage to the coating’s
passive film is accompanied by pitting corrosion. Roffey indicates that the pit corrosion of
the steel wire develops into vertical cracks inside, resulting in the decline of the bearing
capacity of the steel wire based on the inspection results of the Fourth Highway Bridge
in Scotland [5]. Qiao Yan divided the corrosion fatigue process of steel wire into three
stages—coating corrosion, corrosion pit development, and crack development—and gave a
calculation method for the development time of each stage [6]. Valor proposed a random
model for pitting distribution simulation which uses a non-uniform Poisson process to
simulate the generation of pits and verified it with experiments [7]. Nakamura investigated
the corrosion of steel wires in different environments for fatigue loading. The results show
that the fatigue life of steel wire in a corrosive environment decreases significantly [8].
Suzumura studied the effects of reagent concentration, ambient temperature, and humidity
on the corrosion rate of galvanized steel wire through experiments, and gave the loss rate
of zinc coating on galvanized steel wire [9]. Although the durability of galvanized steel
wire has been significantly improved, it still does not meet the engineering requirements.
The corrosion resistance of the coating can be achieved by improving the properties of the
coating, such as improving the adhesion and porosity and adding elements that can form a
passive film; it is proven that the corrosion resistance can be improved by the oxidation of
the Al element [10]. In recent years, Galfan steel wires have been gradually widely used.
The evaluation method of steel wire has been well developed, but the existing models
mainly use the Paris criterion to calculate the crack growth rate; the influence of the average
load factor and the difference in crack growth rate caused by the change in traffic flow
intensity are not considered. There is a deviation when using the parameters under the
same stress ratio to calculate the crack growth life.

Furthermore, the axial stress and bending stress fluctuations caused by relative dis-
placements between the girder and cables easily damage the short suspenders along with
fatigue degradation [11,12]. To reduce the fatigue damage of short suspenders, appropriate
vibration control facilities are utilized to control bridge vibration [13,14]. The central buckle
is a vibration control measure for long-span suspension bridges, which includes a flexible
central buckle and a rigid central buckle. Previous research focuses on the influence of rigid
central buckles on the dynamic characteristics of bridges [15]. Wang analyzed the influence
of rigid central buckles on the wind-induced buffeting response of long-span suspension
bridges and pointed out that rigid central buckles can suppress buffeting vibration [16].
Wang investigated the working and mechanical characteristics of the rigid central buckle of
the Runyang Yangtze River Bridge under vehicle load based on measured results and finite
element modeling [17]. Liu investigated the effects of central clamps in the midspan (i.e.,
rigid central buckle) on the fatigue life of short suspenders, and the results revealed that
short suspenders were more prone to fatigue than others because of large bending stress,
and central clamps can effectively improve their lifespan [18]. In addition to a rigid central
buckle, a flexible central buckle cable was set up in the midspan to enhance wind resistance
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performance. Wang studied the influence of flexible central buckles on the displacement of
stiffening girders. The results showed that the flexible central buckle remarkably reduces
the longitudinal amplitude of the stiffening girder and increases its vibration frequency [19].
The influence of flexible buckles on structural vibration under random traffic flow remains
unclear. The control effect of flexible buckles under random traffic flow should be studied.

Traffic flow is an important vibration source in the suspender stress response. Sus-
pension bridges are a flexible system and structural deformation is evident under the
action of traffic flow, which varies with traffic density. Characteristics such as traffic flow
parameters, vehicle type, and vehicle weight generally have random distribution [20,21].
The load effect of traffic flow can be well considered by a macro traffic flow simulation
method [22,23]. Thus, in this study, the influence of flexible central buckles on the stress
response and corrosion fatigue life of suspenders under traffic flow were analyzed by
numerical modeling. First, the corrosion fatigue of high-strength steel wire based on the
Forman criterion was established. Then, the response of suspenders with flexible central
buckles was calculated with consideration of the load effect of traffic flow at different levels.
Finally, the fatigue life of suspender steel wires and the influence of flexible central buckles
were evaluated. This research can provide a reference for the design and maintenance of
long-span suspension bridges.

2. Prototype Bridge
2.1. Bridge Information

This study takes the Zhixi Yangtze River Bridge as the research object. The bridge is a
single-span steel–concrete composite girder suspension bridge. The section layout is shown
in Figure 1. The span of the main cable is arranged as 250 + 838 + 215 m, and the sagittal
span ratio of the midspan main cable is 1/10. The standard distance between the adjacent
lifting points of stiffening girders is 16 m, and the suspender adopts a ϕ5.0 mm galvanized
aluminum alloy (i.e., Galfan coating) high-strength steel wire. To improve the vibration
resistance of the bridge, two flexible central buckles are set near both sides of the middle
span of each main cable to form a cable–beam connection. The entire bridge has a total
of eight central buckles. The stiffening girder adopts a steel–concrete composite structure
in which the steel beam is combined with the concrete deck through shear nails. The half
section of the stiffening girder is shown in Figure 2. The full width of the stiffening girder is
33.2 m, the center height is 2.8 m, and the central transverse spacing of the two main cables
in the midspan is 26.0 m. The small longitudinal beams are arranged longitudinally at the
center line of the girder and the top surface is flush with the top surface of the steel beam.
The bridge deck is reinforced concrete with a full width of 25.0 m and a thickness of 0.22 m.
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As a common vibration control measure, central buckles are used to improve the
vibration response of suspension bridges. These buckles are generally installed in the
middle span; examples include the Runyang Yangtze River Bridge and the Sidu River
Bridge, in which the rigid central buckle is installed in the middle span. Existing research
indicates that the rigid central buckle can improve the structure frequency and reduce
the longitudinal displacement response of the girder [24]. In the Zhixi Yangtze River
Bridge, flexible central buckles that differ from traditional rigid central buckles are set in
the middle of the main span of each main cable to coordinate with short suspenders, as
shown in Figure 3. The flexible central buckle is composed of an inclined cable connected
to a short suspender, forming a cable–girder connection to control the vibration response of
the structure.
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2.2. Finite Element (FE) Model

To simulate the structural characteristics, a three-girder model of a prototype bridge
was established using ANSYS 18.0. The FE model is shown in Figure 4. The stiffening girder
of the bridge is a steel-composite girder with an open section, and the longitudinal beams
on both sides are the main bearing structures of the stiffening girder. Thus, the BEAM4
element was used to simulate the main stringer, small stringer, steel beam, and main tower.
The LINK10 element was used to simulate the cable components. A total of 1836 BEAM4
elements for the girder, 82 BEAM4 elements for the pylon, and 279 LINK10 elements for the
main cable and suspender were found. The bridge deck pavement contributes minimally
to the stiffness of the stiffening girder; thus, only its mass was considered, and the stress
stiffening of the LINK element was conducted in accordance with the measured cable force.
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The theoretical material properties and cable force vary from the actual state of the
structure; thus, the FE model was modified according to the measured material properties
and cable force in construction. Then, the structure frequency was calculated by the modal
analysis module of ANSYS software, and the Block Lanczos feature solver based on the
Lanczos algorithm was used in modal analysis. When calculating the natural frequencies
of a certain range contained in the eigenvalue spectrum of a system, the Block Lanczos
method is particularly effective for extracting modes. The frequencies of the FE model were
compared with measured structure frequency to validate the FE model. The research team
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undertook the monitoring of the structural state during the bridge’s construction. After
construction, the actual vibration mode and frequency of the bridge were measured through
the modal test analysis system. Figure 5 shows the modal analysis results and the test
results; the modes of vibration are consistent with the test results. The first-order frequency
L1 is 0.113 hz and smaller than other bridge types, which is determined by the flexibility
characteristics of the suspension bridge. The error of L1 is 2.7%, and the maximum error
is 5.2% in L2. The errors are within the acceptable range, which preliminarily proves the
simulation effect of the FE model.
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Besides the modal test, the vehicle loading experiment was conducted to test its
deformation performance under external load. Figure 6 shows the layout of the static and
running tests of the bridge. The loading vehicle is a 35 t three-axle truck. The static test has
four loading trucks in each row and eight rows in total. A comparison of the maximum
girder vertical deflection of the static test is given in Table 1. The computing value and
measured value are close, and the error is within 3%. The running test condition is that
two 35 t loading vehicles drove through the bridge at a constant speed of 60 km/h, and
the vertical dynamic deflection of the main girder in 1/2 L is measured. A comparison
between the measured results and the FE model is shown in Figure 7; the results are in
good agreement. The model can reflect the dynamic response of the bridge and satisfy the
requirements of subsequent analysis under traffic flow.
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Table 1. Comparison of stiffening girder vertical deflection under static test.

L/8 3L/8 L/2 5L/8 7L/8

Measured
Value (mm) 175 606 1093 615 180

FE model
(mm) 181 624 1120 630 185

Error (%) 0.03 0.03 −2.02 0.02 0.03
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3. Corrosion Fatigue of Suspender Steel Wire
3.1. Corrosion Fatigue Mechanism

The stress of long-span bridge suspenders is caused mostly by dead load; thus, the
amplitude of stress change caused by vehicle load and other live loads is relatively small
and is far lower than the fatigue limit of steel wire. Therefore, the degradation process is
a typical corrosion fatigue process; that is, the corrosion defects on the steel wire surface
develop into initial crack damage. The entire steel wire degradation process can be divided
into stages of the development of corrosion and crack propagation, as shown in Figure 8.
The tiny corrosion defects on the steel wire surface become the crack initiation site. When
the corrosion defects transform into cracks, they continue to develop until destroyed under
the action of load cycles. This degradation process can be simulated by the corrosion
fatigue theory.
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3.2. Uniform Corrosion and Pitting Corrosion

The corrosion of steel wire includes uniform corrosion and pitting corrosion. Uniform
corrosion describes the degree of average corrosion of the steel wire surface, which directly
causes the reduction in the diameter of the steel wire, and the extent of diameter reduction
is assumed to stay unchanged along the steel wire length [25]. The steel wire parameters
adopted in this study are shown in Table 2. The surface of high-strength steel wire is usually
protected by a coating for corrosion resistance. In the prototype bridge, the suspender
consists of Galfan-coated steel wires. The Galfan coating should not be less than 300 g/m2

due to the specification of bridge designation [26]. According to the survey of relevant
cable manufacturers, the coating quality is usually controlled within 350 g/m2. Thus, the
depth of a Zn-Al alloy coating can be calculated according to its density (6.58 g/cm3) and
ranges from about 29 µm to 34 µm.
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Table 2. Parameters of steel wire samples.

Nominal
Diameter

(mm)

Tensile
Strength

(MPa)

Yield
Strength

(MPa)

Modulus of
Elasticity

(GPa)

Coating
Quality
(g/cm2)

Coating
Depth
(µm)

Galfan steel wire 5.25 1926 1775 2.08×105 337 31.05

The uniform corrosion of high-strength steel wire undergoes a two-stage corrosion
process; that is, the corrosion of the coating and the corrosion of the steel wire substrate.
The corrosion rate can be described as Equation (1).

au(t) =
{

dc(t) t ≤ tc
ds(t) + dc(t) t ≥ tc

(1)

where au(t) is the depth of uniform corrosion, dc is the corrosion depth of the zinc–
aluminum alloy coating, ds is the corrosion depth of the steel wire, t is corrosion time,
and tc is the time when the coating is totally corroded.

According to the preliminary work of the research team, the corrosion process of
Galfan steel wire is measured by an accelerated corrosion test and can be simulated by
parabola distribution as Equation (2) [25]. The corrosion rate decreases gradually. The
oxidation products of aluminum in the coating form a passive film, which slows down the
corrosion rate.

au(t) = 0.04431t− 0.000014t2 (2)

where t is corrosion time.
In service conditions, the corrosion rate of Galfan coating is significantly different

because of the exposure environment. As is well known, field exposure tests are difficult to
conduct due to the high cost of time, and it is also difficult to find exactly matched field
exposure test results. Thus, the time conversion scale was determined by the field exposure
test of Galfan coating by Aoki and Katayama, in which a hot-dipped Galfan-coated steel
plate with a 25 µm coating was investigated [27,28]. Assuming that the influence of coating
thickness and surface shape on the corrosion rate is negligible, and the test results are
applicable to the conversion time scale, it is suggested that 1 h of the accelerated corrosion
test corresponds to 0.033~0.052 years in a rural environment, 0.018~0.024 years in an
industrial environment, 0.019~0.028 years in a marine environment, and 0.014~0.022 years
in a severe marine environment.

When the metal material surface has a passive or protective film, the pitting pit on
the substrate surface appears after the protective layer is consumed, greatly affecting the
characteristics of the steel wire. Pitting corrosion occurs randomly, accompanied by uniform
corrosion [29]. Given the stress concentration effect, pitting corrosion is the site where
steel wire fatigue fracture may occur. The pitting pit with the largest depth determines
the working state of the steel wire; thus, the pitting pit with the largest depth is the key
analysis point in corrosion fatigue analysis. Pitting pit depth can be calculated by uniform
corrosion depth and pitting coefficient.

∧ (t) = ap(t)/au(t) (3)

where ap(t) and au(t) denote the depth of pitting corrosion and uniform corrosion.
The distribution of the maximum pitting coefficient conforms ∧(t) to the Gumbel

distribution [7], which can be expressed as

F(∧(t)) = exp{−exp[− (∧(t)− β0)

α0
]} (4)

where F(∧(t)) is the cumulative probability density function; ∧(t) is the maximum pitting
coefficient; and α0 and β0 are the distribution parameters.
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Then, the distribution parameter of any wires with different lengths and diameters
can be calculated by Equation (5):

βk = β0 +
1
α0

ln(
Ak
A0

), αk = α0 (5)

where Ak is the surface area of the analysis target, and A0 is the surface area of the wire
with a 125 mm length and 8 mm diameter.

3.3. Corrosion Fatigue Crack

Stress concentration happens due to the shape characteristics of the corrosion pit. As
the depth of the corrosion pit increases, a crack will occur when the stress intensity reaches
a critical value. The transition process from pitting to cracking can be determined by two
methods: (1) the growth rate of the fatigue crack exceeding that of the corrosion pit and
(2) the stress intensity factor of the corrosion pit reaching the critical threshold of fatigue
crack propagation. This study adopts the former method. The steel wire crack dominates
when the development speed of the pitting pit depth exceeds that of the crack.

Corrosion cracks expand until failure under the stress cycle caused by an operating
live load. The Forman formula is used to analyze the growth rate of a metal corrosion
fatigue crack, as shown in Equation (6).

da

dN
= C(∆K)m/[Kc(1− R)− ∆K] (6)

where da
dN

is the growth rate of the crack, a is the depth of the crack, C and m are the
parameters of the Paris criterion [30], Kc is the fracture toughness of the material, ∆K is the
stress intensity factor range, and R is the stress ratio of alternating load.

The stress intensity factor ∆K is given by Forman, as follows:

∆K = Fa

( a
b

)
∆σa
√

πa + Fb

( a
b

)
∆σb
√

πa (7)

where Fa
( a

b
)

denotes a coefficient related to axial stress, Fb
( a

b
)

denotes a coefficient related to
bending stress, a is the crack depth, b is the diameter of the steel wire, ∆σa is the equivalent
axial stress amplitude, and ∆σb is the equivalent axial stress amplitude.

F
( a

b
)

is calculated by Equation (8) [31].





Fa
( a

b
)
= 0.92· 2

π ·
√

2b
πa ·tan πa

2b ·
0.752+1.286( a

b )+0.37(1−sin πa
2b )

3

cos πa
2b

Fb
( a

b
)
= 0.92· 2

π ·
√

2b
πa ·tan πa

2b ·
0.923+0.199(1−sin πa

2b )
4

cos πa
2b

(8)

where a is the crack depth, and b is the diameter of the steel wire.
To consider the effect of daily traffic flow on the structure comprehensively, a crack

depth development model is established on the basis of daily traffic flow operation accord-
ing to the traffic load investigation, as shown in Equation (9).

{
ai = ∆a + ai−1

∆a = C∑ ejNj(∆Kj)
m/[Kc(1− R)− ∆K]

(9)

where ai is the depth of the crack at time i; ∆a is the increment of the crack; ej is the
operating time of traffic flow with different intensities; ∑ ej = 24 h; and ∆Kj and Nj are the
stress intensity factor range and the number of cycles, respectively. Mayrbaurl pointed out
that the critical relative crack depth conforms to the lognormal distribution with an average
value of 0.390 and a coefficient of variation of 0.414. Based on the test, the maximum critical
relative depth is 0.5, which is used as the judgment standard for steel wire failure.
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4. Traffic-Induced Stress Responses of Suspenders
4.1. Vehicle Bridge System

Vehicles can be classified into different types according to axle distance, axle number,
vehicle load, etc. Vehicle subsystems are commonly simplified as a car body, wheels, a
shock mitigation system, and a damping system. The corresponding dynamic models
are established on the basis of the hypothesis that the mass of the damper and spring
components are ignored. For example, a three-axle vehicle is shown in Figure 9 [32]. The
longitudinal vibration of the vehicle is neglected for its few effects on the bridge; thus,
the longitudinal degree of freedom is ignored in the analysis [33]. Thus, five degrees of
freedom (vertical, horizontal, head nodding, side rolling, and head shaking) are considered
for the integral vehicle. The vehicle dynamic models are also classified into five types, and
the corresponding dynamic models are constructed.
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Figure 9. Dynamic model of a three-axle vehicle.

Vehicle wheels always keep contact with the deck; the bridge deformation caused
by an external load leads to the vibration response of the vehicle and bridge subsystems;
the dynamic response is influenced by the overall total mass matrix, damping matrix, and
the overall stiffness matrix of the subsystem; and the road surface roughness is the main
excitation source. Therefore, the interaction force between the vehicle and bridge system is
a function of the vehicle–bridge system’s motion state and road roughness, which can be
analyzed in the established vehicle–bridge analysis system [34]. The road surface roughness
is described by a power spectral density function, which can be generated through Fourier
inversion [35]. 




Fv = Fvi

(
Zv,

.
Zv,

..
Zv, Zb,

.
Zb,

..
Zb, i

)

Fb = Fbi

(
Zv,

.
Zv,

..
Zv, Zb,

.
Zb,

..
Zb, i

) (10)

where Zv denotes vehicle displacement, Zb denotes bridge displacement, and i denotes
road surface roughness.

4.2. Traffic Load Simulation

The vehicle load data monitored in a region is used to further evaluate the degradation
process of suspenders under traffic load. The data were collected from the traffic load of
a long-span bridge for one month by a weigh-in-motion (WIM) system. Figure 10 shows
the hourly traffic volume results of the traffic flow, which are divided into five levels
based on the range of traffic volume, including level 1 (<300 passenger car unit (pcu)/h),
level 2 (300~600 pcu/h), level 3 (600~900 pcu/h), level 4 (900~1050 pcu/h) and level 5
(>1050 pcu/h). The error bar of the hourly traffic volume proves that the traffic volume is
relatively stable. Although the standard deviation of peak traffic volume is larger than the
trough period, the overall distribution is consistent, which does not affect the division of
traffic intensity. The time proportions are 0.25, 0.21, 0.165, 0.21, and 0.165, respectively. The
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established random traffic flow simulation method is used to generate traffic flow loads of
different strengths for loading [34], so as to obtain the impact of traffic flow level on the
stress response of the suspenders.
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Figure 10. Average traffic volume from WIM data.

5. Numerical Analysis
5.1. Analysis Conditions

As a tensioned component, flexible central buckles cannot support the vibration
response of the midspan main beam or cable as the rigid central buckles, but they can still
affect the overall response of the structure by changing the fastening force. The connection
system formed by the central cable and the suspenders changes the distribution of the force
of the suspender near the midspan under traffic load. Traffic load is the main inducement
of the bridge vibration response. To study the improvement effect of central buckles on
bridge vibration, this study analyzes the response of bridges under conditions such as no
central buckle and settled flexible central buckles. The detailed analysis conditions are
shown in Table 3.

Table 3. Analysis conditions of the FE model.

Condition Description Schematic

N-C No central buckle
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5.2. Evaluation Process

The fatigue life of suspender wires can be predicted by the corrosion fatigue theory,
and the detailed prediction process is shown in Figure 11. Considering the traffic density
variation, the contribution of the corresponding stress cycle times to crack depth is calcu-
lated on the basis of the hourly occupancy rate of different traffic flows in one year, and the
change law of crack depth and crack development rate with time is obtained. The process
includes the following steps: (1) analyzing the characteristics of traffic flow parameters and
generating random traffic flow samples on the basis of the WIM data; (2) taking traffic flow
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into the vehicle bridge coupling analysis system and obtaining the time history results of
suspender stress; (3) simulating the uniform corrosion process of steel wire and generating
random samples of pitting corrosion; (4) calculating crack propagation by integrating
vehicle flow effects of different levels until failure.
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Figure 11. Simulation process of wire life.

5.3. Result Discussion

The dynamic test under truck load in Figure 6 is used to analyze the dynamic response
of the bridge structure with or without the central buckle. First, the suspender response of
the running test is shown in Figure 12 to analyze the difference between suspenders. The
suspender bears axial stress and bending stress due to the relative movement between the
main cable and the stiffening beam. The bending stress of the suspender cannot be directly
obtained by the LINK10 element. Thus, the Wyatt theoretical formula is introduced to
calculate bending stress according to computed axial stress and the angle caused by relative
movement between the main cable and the stiffening girder [36]. The Wyatt theoretical
formula can only be applied to an object that is a round wire, which is not suitable for a
set of strands such as the prototype bridge. Kondoh proposed that the bending stress in
this kind of suspender at the joint was assumed to be 60% of the theoretical Wyatt formula
based on the experimental results as Equation (11) [37]

σb = 1.2 tan θ ·
√

σaE (11)

where σa is axial stress, E is the elasticity modulus of steel wire, and θ is the angle caused
by the relative movement between the main cable and the stiffening girder.
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Figure 12. Comparison of suspender stress. (a) Bending stress; (b) axial stress.

Only the bending stress and axial stress of partial suspenders are shown due to layout
constraints. The variation of the axial stress of short suspenders is small, whereas the length
of short suspenders near the midspan is too small to release stress; the bending stress is
greater than long suspenders. The influence of bending stress cannot be neglected in the
analysis of suspender degradation. The settlement of flexible buckles considerably reduces
the bending stress of suspenders but has minimal effect on the axial stress. The bending
stress of short suspenders near suspender no. 26 (midspan) slightly decreases, whereas the
long suspenders are almost unaffected. Thus, short suspenders nos. 21–26 are selected as
analysis objects.

The traffic load is divided into different levels according to traffic density and then
used for loading to calculate the structural dynamic response under traffic conditions.
Figure 13 shows the suspender stress under the traffic flow at level 5. The time history
of axial stress is consistent for different conditions, and the bending stress presents a
remarkable difference in that the peak values are greatly reduced.
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Figure 13. Time history of suspender stress (level 5). (a) Axial stress; (b) bending stress.

Figure 14 shows the peak values of bending stress and axial stress. The suspender
stress response under different traffic flows is different, and the axial stress is slightly influ-
enced by different traffic flows, whereas the bending stress is greatly reduced by flexible
central buckles. The settlement of flexible central buckles has a certain influence on the
axial stress and bending stress of short suspenders. The axial stress peak values vary under
different conditions. F-C-1 has an improvement effect on suspender no. 26, whereas F-C-2
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has an improvement effect on suspender no. 25; these results are related to the position of
buckles. The settlement of buckles shares the axial stress of the suspender between inclined
cables. In terms of bending stress, the flexible central buckle can remarkably reduce the
peak value of short suspenders, but the weakening effect is not significantly improved with
the increase in the number of buckles.
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Figure 14. Comparison of peak values of stress. (a) Axial stress; (b) bending stress.

The generation of pitting corrosion is a random process, and the maximum pitting
depth directly affects the generation of cracks and fatigue life. In order to reflect the
difference in steel wire life, the corrosion fatigue degradation of steel wire under different
working conditions was simulated. A total of 150 samples for each analysis condition
were sampled based on randomly generated maximum pitting coefficients, and then the
transition from pitting corrosion to cracking and the crack development were calculated on
the basis of the proposed predicting process. Figure 15 shows the crack development of the
steel wire samples of suspender nos. 21–26. Under the N-C condition, the average crack
development in the steel wire samples of suspender nos. 24–26 is remarkably faster than
that of suspender nos. 21–23, satisfying the service requirements. Although the corrosion
resistance of the aluminum alloy steel wire is better than that of the galvanized steel wire,
once the steel wire coating is consumed, the crack growth rate caused by the substrate
pitting pit mainly depends on the stress response of the suspender. The bending stress of
the short suspender under the N-C condition is larger, but the steel wire fatigue life remains
lower than the design life of the bridge. Figure 16 shows the crack speed of the wires of
suspender no. 26; the settlement of flexible central buckles substantially improves their
fatigue life, and the improvement effect is similar to that of the rigid central buckle [17].
However, the increase in the number of buckles does not considerably weaken the crack
growth rate. The fatigue lives were fitted, and the results are shown in Figure 17; all of
them obey a normal distribution. The mean values of the fatigue lives of suspender nos. 24,
25, and 26 have small differences because the length of these suspenders is close. The 5%
fractiles are taken as the characteristic service life, in which the service life of the steel wire
has a 95% assurance rate. The service life of the short suspender is 20.04, 21.02, and 24.18,
respectively. All of them are lower than expected, but the service life can be significantly
improved by increasing the length of the steel wire; that is, reducing the bending stress.
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Figure 15. Development of average crack depth.
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Figure 16. Crack speed of wire samples (suspender No. 26).
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Table 4. Fatigue life of suspender wire under different analysis conditions. 

Suspender  
Number 
(Length) 

Analysis 
Condition 

Maximum 
Bending 

Stress (MPa) 

Equivalent 
Bending  

Stress (MPa)  

Equivalent 
Axial  

Stress (MPa)  

Fatigue Life (Year) 

μ σ 
Confidence Intervals 

(95% CI) 

24 
(2.75 m) 

N-C 208.31 37.30 10.23 35.2  5.51 (34.3,36.1) 
F-C-1 70.52 14.19 9.60 179.3  19.31 (176.2,182.4) 
F-C-2 54.14 11.38 9.51 178.5  19.54 (175.4,181.6) 
F-C-3 54.67 12.46 9.45 181.3  19.59 (178.2,184.4) 

25 
(2.45 m) 

N-C 238.91 44.32 9.63 27.6 3.29 (27.1,28.1) 
F-C-1 77.16 15.68 10.12 177.8  19.32 (174.7,180.9) 
F-C-2 50.81 11.62 10.33 177.9  20.39 (174.6,181.2) 
F-C-3 50.79 11.81 9.38 181.1  20.10 (177.9,184.3) 

26 
(2.41 m) 

N-C 274.10 46.66 10.03 27.2 3.58 (26.6,27.8) 
F-C-1 72.17 14.38 10.17 174.2  19.49 (171.1,177.3) 
F-C-2 50.68 11.93 8.98 178.1  21.35 (174.7,181.5) 
F-C-3 46.85 12.07 9.30 179.4  20.60 (176.1,182.7) 

6. Conclusions 
The influence of a flexible central buckle on suspension bridge vibration was remark-

able, but the control effect on short suspenders is still unknown. This study established 
the corrosion fatigue degradation model of high-strength steel wire based on traffic com-
position and explored the influence of flexible central buckles on the corrosion fatigue life 
of suspenders under traffic flow. To improve the consideration of traffic flow, the WIM 
data were processed according to traffic density and used to analyze the suspender 
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Figure 17. Distribution of steel wire life under the N-C condition. (a) Suspender no. 24; (b) suspender
no. 25; (c) suspender no. 26.

Table 4 shows the comparison of the equivalent stress amplitude and fatigue life of
the steel wires of suspender nos. 24–26. With consideration of the responses under traffic
flow of five levels, the fatigue life of the steel wire after setting buckles meets the service
requirements, but the increase in the number of buckles has hardly improved the life of
the suspender steel wire. The 95% confidence interval results of fatigue life are shown in
Table 4. When the number of samples is sufficient, the confidence interval length is small.
The length of the confidence intervals of N-C steel wire is less than 1.5 years, and those
of F-C are all less than 8 years. The average life of steel wire tends to be stable, thus the
sampling results are proven to be reliable. The setting of buckles can considerably improve
the extreme value of bending stress and the equivalent stress replication. When two buckles
are settled, the extreme value and the equivalent stress amplitude of the steel wire tend
to be stable, and increasing the number of buckles is unnecessary. The equivalent stress
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amplitude of axial stress is unaffected, and the suspender stress of long-span suspension
bridges is determined by the dead load.

Table 4. Fatigue life of suspender wire under different analysis conditions.

Suspender
Number
(Length)

Analysis
Condition

Maximum
Bending

Stress (MPa)

Equivalent
Bending

Stress (MPa)

Equivalent
Axial

Stress (MPa)

Fatigue Life (Year)

µ σ
Confidence

Intervals
(95% CI)

24
(2.75 m)

N-C 208.31 37.30 10.23 35.2 5.51 (34.3,36.1)
F-C-1 70.52 14.19 9.60 179.3 19.31 (176.2,182.4)
F-C-2 54.14 11.38 9.51 178.5 19.54 (175.4,181.6)
F-C-3 54.67 12.46 9.45 181.3 19.59 (178.2,184.4)

25
(2.45 m)

N-C 238.91 44.32 9.63 27.6 3.29 (27.1,28.1)
F-C-1 77.16 15.68 10.12 177.8 19.32 (174.7,180.9)
F-C-2 50.81 11.62 10.33 177.9 20.39 (174.6,181.2)
F-C-3 50.79 11.81 9.38 181.1 20.10 (177.9,184.3)

26
(2.41 m)

N-C 274.10 46.66 10.03 27.2 3.58 (26.6,27.8)
F-C-1 72.17 14.38 10.17 174.2 19.49 (171.1,177.3)
F-C-2 50.68 11.93 8.98 178.1 21.35 (174.7,181.5)
F-C-3 46.85 12.07 9.30 179.4 20.60 (176.1,182.7)

6. Conclusions

The influence of a flexible central buckle on suspension bridge vibration was remark-
able, but the control effect on short suspenders is still unknown. This study established the
corrosion fatigue degradation model of high-strength steel wire based on traffic composi-
tion and explored the influence of flexible central buckles on the corrosion fatigue life of
suspenders under traffic flow. To improve the consideration of traffic flow, the WIM data
were processed according to traffic density and used to analyze the suspender response
under traffic flow of different densities. The fatigue life of short suspenders without buckles
and with different numbers of buckles was analyzed based on monitoring traffic data. The
following conclusions were drawn:

1. The intensity of traffic flow greatly influences the stress response of suspenders. The
bending stress of short suspenders is considerably greater than that of long suspenders.
The setting of flexible central buckles can effectively reduce the peak value of bending
stress, but when the number of central buckles exceeds two, the increase in number
does not remarkably weaken the bending stress. In addition, the buckles can share
the axial stress of the suspender between inclined cables, and the weakening effect is
affected by the setting position.

2. According to numerical analysis results, the fatigue life of short suspender wires
under traffic load is remarkably lower than that of the other suspenders due to large
bending stress (about 27–35 years). The setting of buckles can effectively reduce
the equivalent bending stress amplitude, but the equivalent axial stress amplitude
does not remarkably decrease. The improved stress state of the short suspenders
considerably extends the fatigue life of the steel wires under traffic flow (about
174–179 years); by contrast, the increase in the number of buckles has a minimal effect
on steel wire life and extreme stress values.

The dynamic motion of the bridges is complex for diverse loads. Moreover, the fatigue
behavior of short suspenders and the vibration control effect are influenced by other loads,
such as wind, earthquakes, and other special conditions. The optimal design of flexible
central buckles should be studied further.
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Abstract: The corrosion behavior of high-strength C71500 copper-nickel alloy in high concentrations
of sulfide-polluted seawater was studied by potentiodynamic polarization measurements, electro-
chemical impedance spectroscopy (EIS), immersion testing, and combined with SEM, EDS, XPS,
and XRD surface analysis methods. The results showed that the C71500 alloy shows activation
polarization during the entire corrosion process, the corrosion rate is much higher (0.15 mm/a) at the
initial stage of immersion, and the appearance of diffusion limitation by corrosion product formation
was in line with the appearance of a Warburg element in the EIS fitting after 24 h of immersion. As the
corrosion process progressed, the formed dark-brown corrosion product film had a certain protective
effect preventing the alloy from corrosion, and the corrosion rate gradually decreased. After 168 h
of immersion, the corrosion rate stabilized at about 0.09 mm/a. The alloy was uniformly corroded,
and the corrosion products were mainly composed of Cu2S, CuS, Cu2(OH)3Cl, Mn2O3, Mn2O, MnS2,
FeO(OH), etc. The content of Cu2S gradually increased with the extension of immersion time. The
addition of S2− caused a large amount of dissolution of Fe and Ni, and prevented the simultaneous
formation of a more protective Cu2O film, which promoted the corrosion process to some extent.

Keywords: C71500 copper-nickel alloy; sulfide; immersion test; corrosion behavior; seawater environment

1. Introduction

Copper-nickel alloys are widely used in marine environments because of their good
corrosion resistance, machinability, high thermal conductivity, and electrical conductivity,
as well as their moderate biological scaling resistance. They can be utilized in many
marine engineering structures, such as seawater desalination, seawater reverse irrigation
generators, marine ship power systems, marine ship power generation systems, etc. [1,2].
The corrosion rate of copper-nickel alloy pipes in polluted seawater is much faster than that
in unpolluted areas; corrosion resistance can be lost in the presence of sulfide ions and other
sulfur-containing substances [3,4]. The sulfide in polluted seawater in coastal areas can
originate from industrial waste discharge, biological and bacterial reproduction processes
in seawater (algae, marine organisms or microorganisms, bacteria that reduce sulfide),
and atmospheric sulfide emissions in coastal areas, which may all also cause seawater
pollution [5,6].

Copper and its alloys have been widely studied in seawater environments. Kong et al. [7]
studied the effect of sulfide concentrations on copper corrosion behavior in anaerobic
chloride solution, and found that the corrosion resistance of copper decreased with the

117



Materials 2022, 15, 8513

increase of sulfide concentration and sulfide addition. Chen et al. [8] demonstrated that the
migration of Cu occurred between the surface of the net anode and cathode by using a pre-
corroded and fresh Cu electrode in NaCl solution containing sulfide. Rao and Kumar [6,9]
studied the corrosion inhibition behavior of copper-nickel alloy in simulated seawater and
synthetic seawater containing 10 ppm sulfide, which confirmed that 5-(3-Aminophenyl)
tetrazole shows good corrosion inhibition. Radovanović et al. [10] studied the protective
effect of the non-toxic compound 2-amino- 5-ethyl- 1,3,4-thiadiazole (AETDA) on copper
in acidic chloride solution, and the results showed that the stability of the protective
layer mainly depends on the concentration of the inhibitor and the potential value of the
protective film. Nady et al. [11] studied the electrochemical properties of Cu and Cu-10Al-
10Ni in sulfide ion containing 3.5 wt.% NaCl solution, and found that the addition of Ni into
the Cu2O barrier film could enhance the corrosion resistance of the alloy. Jandaghi et al. [12]
conducted in-depth research on the microstructure evolution and corrosion resistance of
aluminum/copper joints manufactured by explosive welding processes and revealed the
cause of corrosion.

Our group [13–17] has previously studied the grain boundary engineering treatment
on the mechanical behavior of C71500 copper-nickel alloy. Using the process of “multi
pass deformation and grain boundary treatment + single pass deformation recovery” could
obtain a large number of low coincidence site lattice grain boundary structures. In order to
improve the corrosion resistance of the alloy, the harmful elements such as C, S, and O are
reduced to less than 5 ppm by vacuum refining technology; the strength of the material
reaches 430 MPa, and the elongation rate reaches 45%. Additionally, we found that this
alloy has good corrosion resistance in a 3.5 wt.% NaCl simulated seawater environment [18].
In the actual use process, it is found that the copper-nickel alloy cooling equipment stably
runs during the process of navigation, but after the ship berths for a long time, the corrosion
damage of cooling equipment often occurs. It is found that the S2− content of flowing
seawater is not high, but in the non-flowing area of the pipeline, the S2− content of seawater
reaches 0.5 wt.%; the corrosion behavior is obviously different from previous research
results [19,20]. Under such conditions, stress corrosion cracking easily occurs. In the
marine environment, a large number of sulfur ions exist due to the discharge of industrial
wastes, the reproduction process of organisms and bacteria in seawater, and the discharge
of atmospheric sulfide in coastal areas. The corrosion behavior of seawater polluted by
sulfur ions is significantly different from previous studies [21]. Based on this, the corrosion
behavior of the C71500 Cu-Ni alloy in high concentration S2− polluted seawater was
systematically studied.

2. Experimental Procedure
2.1. Specimen and Solution

The material used in this study was C71500 copper-nickel alloy manufactured accord-
ing to ASTM-B224. The chemical composition (wt.%) was: Ni = 30.54, Mn = 0.93, and
Fe = 0.80, the content of C, S, and O was strictly controlled, and the residual was Cu. After
casting, forging, hot piercing, cold rolling and heat treatment, the material was fabricated
into a pipe with the dimensions of Ø 60× 5.03 mm. In order to ensure the original structure
of the material, all samples were directly cut from the alloy pipe. The as-revived microstruc-
ture of the alloy was a single-phase, and a large number of low coincidence site lattice (CSL)
grain boundaries could be obtained after thermomechanical treatment [13–17].

The sample for the immersion test was cut into four equal parts in the radial direction,
at a length of 35 mm. The electrochemical test specimen was cut with a dimension of
10 × 10 mm toward the pipe wall thickness; the outer surface of the pipe was used as the
testing surface, and the remaining part was sealed with epoxy resin. The testing arc surface
of the pipe was ground by silicon carbide paper down to 1200#. The outer diameter, wall
thickness, and length of the sample were measured by a micrometer and the surface area of
the sample was drawn using SolidWorks software. Then, the sample was ultrasonically
degreased in acetone for 10 min, and put into a dish to dry for 24 h before testing.
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A solution of 3.5% NaCl + 0.5% Na2S (wt.%) was chosen to simulate a high concentra-
tion sulfide-containing seawater environment with a pH 8.20. All experiments were carried
out in a constant temperature water bath at around 35 ± 2 ◦C.

2.2. Immersion Test

The immersion test was performed according to ASTM G31-2012a standard. The
exposure time was set to 6 durations of 24, 72, 120, 168, 336, and 672 h. Five samples were
used for each duration; three were used for weight loss testing, and the other two were used
for surface analysis. After each period, the corrosion products of weight loss samples were
removed by HCl solution with a volume ratio (HCl/H2O) of 2: 1. The weight of samples
before and after immersion testing were measured by an electronic balance (METTLER
TOLEDO ME204/02) with an accuracy of 0.0001 g. The corrosion rate can be obtained by
Equation (1):

v =
8.76( m 0 −m1)

S0td
(1)

where: v is the corrosion rate, mm/a; m0 is the mass of the sample before corrosion, g; m1 is
the mass of the sample after removing corrosion products, g; S0 is the area of the tested
surface, m2; t is the corrosion test cycle, h; and d is the density of the alloy, g/cm3.

2.3. Electrochemical Measurement

A CS2350H/CORRTEST electrochemical workstation with a three electrode system
was used to carry out the electrochemical analysis, the working electrode was an arc
sample, the saturated calomel electrode (SCE) was used as a reference electrode and a
platinum mesh electrode with a surface area of 8 cm2 was the auxiliary electrode. The open
circuit potential (OCP) was tested for 30 min before other electrochemical features were
measured. The frequency range (100 kHz–0.01 Hz) of electrochemical impedance spectrum
(EIS) was selected and the AC amplitude signal was 10 mV. Potentiodynamic polarization
was performed from cathodic 0.3 V (OCP) to anodic 0.8 V (vs. OCP) with a scan rate of
1 mV/s.

In order to study the electrochemical corrosion characteristics of the alloy at different
immersion times, we also tested the samples immersed in the corrosion solution for different
periods, as for the immersion test procedure.

2.4. Surface Analysis

A Zeiss Gemini 300 scanning electron microscope (SEM) was applied for surface
observation, and the relevant corrosion product was analyzed by EDS.

The corroded product compositions were analyzed by X-ray diffractometer (Rigaku
SmartLab 9 kW) in the range of 20◦–100◦ and a step length of 0.02◦, and Jade 6.5 software
was used to analyze the test results.

The corrosion products were quantificationally analyzed by XPS diffractometer (Thermo
Fisher Scientific Escalab 250Xi). The scanning range, interval, and pitch was 0–1200 eV, 1 eV,
and 0.1 eV, respectively, with a spot diameter of 400 µm. Peak fitting and analysis was
performed using Advantage software and the binding energy calibration standard was the
C1s spectral line (284.8 eV).

3. Results and Discussion
3.1. Weight Loss Experiment

Figure 1 shows the C71500 alloy average corrosion rate variation with different cor-
rosion times. As can be seen from Figure 1, the maximum corrosion rate of the alloy is
0.15 mm/a at the initial stage of immersion. With the extension of immersion time, the
average corrosion rate of the alloy rapidly decreases. When the corrosion time reaches
168 h, the average corrosion rate of the C71500 alloy tends to be stable at about 0.09 mm/a.
This change may be related to the formation and densification of the protective corrosion
product film on the surface of the alloy. With the formation and dissolution of the protective
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film gradually balanced, the corrosion rate of the alloy after long-term immersion tends to
be stable.
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Figure 1. Corrosion rate of C71500 alloy after immersion in simulated polluted marine environment 
at room temperature for different times (24, 72, 120, 168, 336, and 672 h). 
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current density (icorr) is much higher, which is about 96.6 μA/cm2; icorr decreases and tends 
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Figure 1. Corrosion rate of C71500 alloy after immersion in simulated polluted marine environment
at room temperature for different times (24, 72, 120, 168, 336, and 672 h).

3.2. Potentiodynamic Polarization Measurements

Figure 2 shows the potentiodynamic polarization curves of the alloy under different
corrosion conditions. It can be seen from Figure 2a that the electrochemical response
of C71500 alloy in 3.5 wt.% NaCl solution is significantly different by adding S2−. The
corrosion potential of C71500 alloy shifts to the negative direction and the anodic curve is
no longer smooth. It can be seen from Figure 2b that the polarization curves of C71500 alloy
in simulated polluted marine solution at immersion for various times shift to the left, i.e.,
lower current densities, and the corrosion rate decreases with immersion time. It should be
noted that one or more current density decrease inflection points could be observed before
the peak current density is reached after adding 0.5 wt.% Na2S. With increasing immersion
time, the anodic polarization curves of the alloy change: at the early stage of corrosion, two
secondary anodic peaks appear at about −525 mV and −404 mV (SCE) [5,22]. When the
immersion time increases to 336 h and 672 h, the peak of −525 mV (SCE) disappears, and
only a −404 mV (SCE) peak can be observed. The Tafel extrapolation method was applied
to fit the parameters of the polarization curves at various immersion times. It can be seen
from Table 1 that, at the initial stage of immersion, the corrosion current density (icorr) is
much higher, which is about 96.6 µA/cm2; icorr decreases and tends to stabilize for longer
immersion times, which is consistent with the corrosion weight loss results presented in
Figure 1.
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Figure 2. Polarization curves of C71500 alloy under different corrosion conditions: (a) immersion in
3.5 wt.% NaCl solution for 30 min with and without sulfide; (b) immersion in 3.5 wt.% NaCl solution
containing sulfide for different times.
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Table 1. Characteristic parameters of polarization curve of alloy fitted for different corrosion times.
(Residual is the polarization curve fitting residual error).

Time
(h) βa (mV/dec) βc (mV/dec) icorr (µA/cm2)

Ecorr
(mV)

0.5 337 ± 12 −541 ± 16 27.4 ± 10 −877 ± 25
24 15 ± 7 −18 ± 5 2.72 ± 0.5 −899 ± 8
72 33 ± 5 −41 ± 4 1.7 ± 0.3 −758 ± 7
120 54 ± 4 −30 ± 3 1.3 ± 0.2 −902 ± 8
168 40 ± 5 −23 ± 3 1.2 ± 0.2 −773 ± 6
336 42 ± 3 −23 ± 2 0.8 ± 0.1 −929 ± 7
672 39 ± 3 −42 ± 2 0.6 ± 0.1 −873 ± 5

3.3. Electrochemical Impedance Spectroscopy

The Nyquist and Bode plots of C71500 alloy immersed in simulated polluted marine
solution for different periods are shown in Figure 3. It can be seen from the Nyquist
diagram that only a small capacitive arc could be observed after immersion for 30 min,
which indicates that the corrosion rate is much higher at the initial stage of immersion [23].
Warburg impedance could be seen in the low frequency parts of the Nyquist plots after
immersion for 24 and 72 h, which indicates that the speed of corrosion process is faster and
the substances involved in the reaction are quickly consumed, and that the characteristic of
the diffusion control process may exist [4]; after 120 h, the diffusion impedance disappears
and the capacitive reactance arc radius further increases, which indicates the corrosion
rate is greatly reduced. The modulus of impedance |Z| in Figure 3b in the low frequency
region gradually increases with exposure time and tends to be stable at immersion for 120 h.
Therefore, the corrosion process can be mainly divided into three stages: the first stage
(0–72 h) includes the formation of a corrosion product layer; the second stage (72–120 h) is
the transition stage; the third stage (120–672 h) is the stable corrosion product film. The
appearance of Warburg impedance reflects the growth process of the corrosion product film
and its related mass transfer limitations. With the increase in immersion time, the arc radius
of the capacitive gradually increases (72–672 h), indicating increasing corrosion resistance,
and then tends to stabilize at even longer immersion times, which indicates that the formed
corrosion product film is in a dynamic equilibrium process of growth/dissolution, thus
reducing the corrosion rate.
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Figure 3. EIS of C71500 alloy in simulated polluted marine solution. (a) Nyquist; (b) Bode.

Based on prior research [24–26], the equivalent circuits (Figure 4) were used to fit the
EIS of C71500 alloy after immersion in simulated polluted marine solution for various times;
where Rs Rt, Rf, CPE1, CPE2, and W is the solution resistance, charge transfer resistance,
corrosion product film resistance, constant phase element of the corrosion product film
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(Qdl), the constant phase element (Qf) related to charge transfer, and finite length diffusion
Warburg impedance, ZW [27] respectively. The Qdl impedance can be obtained by [27]:

1
Z

= Qdl(jω)n (2)

where j,ω, and n are the imaginary number (j2 = −1), the angular frequency (ω = 2 pf ) and
the exponent of Qdl, respectively. When n = 1, it relates to resistance; n = −1 relates to an
inductance; and n = 0.5 is equal to Warburg impedance [28]. The CPE is often used as a
pure capacitance to eliminate the dispersion effect caused by electrode surface roughness
and for other reasons in an analog equivalent circuit [18].
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Figure 4. Equivalent circuits of C71500 alloy in simulated polluted marine solution: (a) 0.5 h; (b) 24 h,
72 h; and (c) 120 h.

The equivalent circuit parameters fitted by ZsimpWin software are shown in Table 2.
With increasing immersion time, Rt gradually increases and reaches the maximum value of
6619 Ω·cm2 after immersion for 672 h, indicating the corrosion rate gradually decreases
with immersion time. Qdl also increases with immersion time, which indicates the gradual
growth of a corrosion product film. Rf reaches the maximum value at about 120 h, then
decreases and increases again, which indicates the dynamic equilibrium of the formed cor-
rosion product film. Qf is the double layer capacitance associated with corrosion products,
which indicates that the corrosion product film may be changed with immersion times.

Table 2. Electrochemical parameters of EIS obtained by equivalent circuit fitting after different
immersion times.

Time,
h

Rs,
Ω·cm2

Rt,
Ω·cm2

Qdl Rf,
Ω·cm2

Qf W

n1
Y0

Ω−1·cm−2·sn n2
Y0

Ω−1·cm−2·sn 10−4·Ω−1·cm−2·s1/2

0.5 6.11
± 1.81

1817
± 20

0.73
± 0.10

459
± 7 – – – –

24 6.96
± 0.55

2213
± 12

0.82
± 0.04

485
± 6 – – – 43.4 ± 2.4

72 7.17
± 0.51

3454
± 7

0.77
± 0.04

908
± 6 – – – 76.4 ± 1.9

120 6.36
± 0.26

5084
± 8

0.69
± 0.03

9
± 2

3069
± 15

0.89
± 0.03

2068
± 18 –

168 5.53
± 0.21

5134
± 6

0.72
± 0.02

7
± 1

2617
± 12

0.89
± 0.03

2752
± 11 –

336 5.98
± 0.16

5950
± 6

0.78
± 0.01

9
± 1

2658
± 8

0.90
± 0.02

3164
± 9 –

672 6.17
± 0.12

6619
± 4

0.71
± 0.01

15
± 1

2686
± 7

0.84
± 0.01

3844
± 10 –

3.4. Morphology Analysis
3.4.1. Macroscopic Morphology

Figure 5 shows the macro morphology of C71500 alloy after immersion in simulated
polluted marine solution for various times. It can be seen that the alloy mainly shows
uniform corrosion. After immersion for 24 h, the sample surface is covered with a dark

122



Materials 2022, 15, 8513

brown corrosion products layer, and the corrosion degree gradually increases with im-
mersion time. The corrosion products fall off and deposit at the bottom of the solution
with immersion time, thus resulting in different corrosion morphologies at local areas of
the sample.
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3.4.2. SEM Analysis

In order to further analyze the evolution of corrosion products on C71500 alloy at
high lateral resolution, the corrosion product morphology after different immersion times
were analyzed by SEM. In the initial 24 h of immersion (Figure 6a), less than 1 µm granular
products are formed on the surface, and the gap between particles is larger. The particle
size gradually increases with immersion time, and flat sheet corrosion product films could
be locally detected, the surface of the specimen is not completely covered by the corrosion
product film, and the film is in its lateral growth stage [29]. After immersion for 72 h, it can
be seen that the surface of the alloy is completely covered by the granular corrosion product
layer, and the size of the particles gradually increases from less than 1 to 3 µm; there are
also some scattered corrosion films between the corrosion products. The particles continue
to increase when the immersion time reaches 120 h, and the thickness of the corrosion
product film also further increases. Small spheres are difficult to form by precipitation from
supersaturated solutions [30]. After 168 h of immersion, cracks can be seen in the corrosion
product film, and the cracks show grain boundary related patterns, which indicates that
there may be local intergranular corrosion in C71500 alloy; the initial corrosion product
film also shows as irregular (see Figure 6m). After 336 h of immersion, a large amount of
corrosion products adhere to the surface of the sample, and the formed film is loose and
porous. After immersion for 672 h, the formed corrosion product film has gradually become
dense. It can be seen that the corrosion morphology of the alloy has greatly changed with
various immersion times. The SEM morphologies shown in Figure 6d–i) indicate the shape
of spherical corrosion particles at the beginning of immersion, and the edges and corners
become more and more clear with immersion time.

The corrosion product EDS analysis of C71500 alloy after different immersion times is
shown in Table 3, and the surface scan energy spectrum analysis is depicted in Figure 7.
It can be seen that the content of Fe and Ni in the corrosion products decreases with
immersion time, which indicates that the alloy is subject to Fe and Ni removal [1]; the
content of Cu in the corrosion products increases. The content of S fluctuates; it obviously
increases in the early stage, indicating that S may participate in the corrosion reaction and
could be incorporated in the corrosion product on the substrate surface.
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Figure 6. SEM morphology of the corrosion product layer of the alloy after different immersion times:
(a,d) 24 h; (b,e) 72 h; (c,f) 120 h; (g,j,m) 168 h; (h,k,n) 336 h; (i,l,o) 672 h. The arrows and red boxes
represent the original positions and relationships of the enlarged image.

Table 3. Corrosion products EDS analysis of C71500 alloy after immersion for different times (wt.%).

Exposure Time (h) O S Mn Fe Ni Cu

24 0.4 6.2 0.8 1.7 30.8 60.1
72 2.6 18.1 1.3 0.6 5.5 71.9

120 4.7 13.0 1.1 0.5 6.9 73.9
168 0.8 17.9 0.3 0.3 6.4 74.4
336 1.3 23.5 0.6 0.2 1.0 73.4
672 0.3 18.4 1.6 0.2 0.6 78.8
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Figure 7. Scanning energy spectrum analysis of C71500 alloy surface corrosion products after different
immersion times (72, 168, 336, and 672 h).

3.5. XPS Analysis

The corrosion product film composition of samples after immersion for 72, 168, and
336 h was analyzed by XPS (Figure 8). It can be seen that the corrosion product film is
mainly composed of Cu, S, Cl, Mn, O, and Na. After 72 h of immersion, a small amount of
Fe-based corrosion products are detected on the surface of the sample, while it disappears
after longer immersion times, and a small amount of Ni-based corrosion products are seen
after 336 h of immersion.
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Figure 8. XPS spectrum of C71500 alloy corroded samples after various immersion times (72, 168,
and 336 h).
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3.5.1. Cu Spectrum

In Table 2, the p peak for all tested samples are composed of the Cu 2p1/2 (952 eV)
and Cu 2p3/2 (932.2 eV) peaks (Figure 9a). Except for a slight fluctuation in the early stage
of immersion (72 h), no obvious S polarization and satellite peaks were detected. Since Cu
and Cu2O compounds do not have the excitation peak of the Cu 2p3/2 spectrum, it can be
preliminarily concluded that the superficial corrosion product films do not contain Cu2+.
It shows that Cu is mainly composed of Cu+, except for a small amount of Cu2+ that may
be formed in the early stages of immersion. The Auger spectrum of Cu was analyzed to
further verify the valence state of Cu (Figure 9b). It shows that the Cu Auger spectrum is
between 916.4 and 916.8 eV, again establishing that the corrosion product is composed of
Cu+ [31,32].
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Figure 9. Cu spectrum of alloy after different corrosion times (72, 168, and 336 h). (a) Cu 2p; (b) Cu CLM.

The Cu 2p3/2 spectra of the corrosion product after various immersion times are
shown in Figure 10. The binding spectrum was analyzed in high-resolution conditions
(929–939 eV). The corrosion products are mainly comprised CuS, Cu2S, and Cu2O. The
binding energy peak of Cu was 160,000 CPS in the early stages of immersion, indicating
more Cu could be observed in the corrosion film. After immersion for 168 h, the binding
energy peak of Cu 2p3/2 stabilized at 75,000–85,000 CPS. Only Cu2S and CuS could be
detected in the 72-h immersed sample, indicating that a protective Cu2O layer had not
been formed. The Cu2O film was considered to be a uniform and dense corrosion product
film that adhered well to the substrate and promoted passivity of the copper-nickel alloy,
thereby improving the corrosion resistance of the alloy [33]. When the immersion time
reached 168 h, Cu2O could be observed. In this work, the CuS component gradually
decreased and the Cu2O component gradually stabilized with immersion time (see Table 4).

Table 4. The corrosion product phase analysis of Cu 2p3/2 spectrum after different immersion times.

Valence Exposure Time
(h) Proposed Compounds Binding Energy

(eV) Intensity Area Atomic
(%)

Cu 2p3/2

72 Cu2S 932.3 115,144 71.4
CuS 932.1 46,123 28.6

168 Cu2S 932.3 27,119 44.3
CuS 932.2 12,969 21.2

Cu2O 932.9 21,124 34.5
336 Cu2S 932.1 41,307 62.6

CuS 932.0 8467 12.8
Cu2O 932.6 16,175 24.5
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Figure 10. Cu 2p3/2 spectrum of C71500 alloy corrosion product layer after different immersion times.
(a) 72 h; (b) 168 h; (c) 336 h. The black line is the original result and the color line is the fitting result.

3.5.2. Mn Spectrum

The binding spectrum of Mn 3s under high-resolution conditions (72.5–97.5 eV) is
shown in Figure 11a. No small satellite peaks could be detected (72 h), while the energy
differences between the two satellite peaks (168 and 336 h) were 6.0 and 6.1 eV, respectively,
indicating that the Mn2+ was the main product in the corrosion product film.

The Mn 2p spectra after different immersion times are shown in Figure 11b–d. It can
be seen that there is no obvious difference between the peak values. The composition
of the corrosion product after 72-h immersion is mainly Mn, MnO, and MnCl2, among
which the content of Mn is the least. With the extension of the immersion time, MnS and
high Mn-oxides (MnO2, Mn2O3) are observed. For prolonged immersion times, the high
Mn-oxide products disappear and the components become MnS, MnO, and MnCl2. The
Ni, Mn, Fe, and other alloying elements are oxidized into high-oxides at the metal/film
interface, and then migrate at the corrosion product membrane/solution interface. High-
price ions increase the ionic and electronic resistance of the Cu2O, thereby improving the
corrosion resistance of Cu alloys [34]. This also means that corrosion-resistant Cu alloys
can be improved by forming high-oxide ions (see Table 5).
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Figure 11. The corrosion product layer of Mn spectra of C71500 alloy after different immersion times.
(a) Mn 3s; (b) 72 h; (c) 168 h; (d) 336 h. The black line is the original result and the color line is the
fitting result.

Table 5. Mn 2p spectrum phase analysis of corrosion product after different immersion times.

Valence Exposure Time (h) Proposed Compounds Binding Energy
(eV) Intensity Area Atomic

(%)

Mn 2p3/2

72
Mn 638.7 367 2.8

MnO 640.5 5061 39.0
MnO 640.7 10,260 32.4

168

MnS 640.7 5713 18.1
MnS 642.2 2526 8.0
MnO 640.8 9187 23.9

MnCl2 642.0 7557 58.2
MnO2 642.6 9584 30.3

336

MnS 640.2 2266 5.9
MnO 640.9 6228 16.2
MnO 640.8 9187 23.9

MnCl2 642.1 20,745 54.0

3.5.3. O Spectrum

The O 1s spectrum of the C71500 alloy corrosion product after different immersion
times is shown in Figure 12. The oxide after the initial immersion is mainly composed of
Cu2O. With increasing immersion time, Ni2O3 is observed in the corrosion product film.
Ni atoms could be oxidized in the form of NiO or Ni2O3, and doped in the Cu2O film
interacting with O2 (see Table 6).
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Figure 12. O 1s spectrum of the C71500 alloy surface corrosion product layer after different immersion
times. (a) 72 h; (b) 168 h; (c) 336 h. The black line is the original result and the color line is the fitting result.

Table 6. Corrosion product phase analysis of O 1s spectrum after different immersion times.

Valence Exposure Time
(h) Proposed Compounds Binding Energy

(eV) Intensity Area Atomic
(%)

O 1s

72

Cu2O 531.5 41,584 31.5
Cu2O 531.2 47,032 35.6
Cu2O 530.4 18,914 14.3

Na KLL 535.7 24,612 18.7

168
Cu2O 531.4 75,394 66.1
Ni2O3 531.7 22,763 20.0

Na KLL 535.8 15,830 13.9

336

Cu2O 531.2 46,810 36.5
Cu2O 531.5 43,086 33.6
Ni2O3 531.8 23,414 18.3

Na KLL 535.8 14,872 11.6

3.5.4. S Spectrum

The corrosion product layer S 2p spectra after different immersion times are shown
in Figure 13. The composition of the corrosion products is not stable at the early stages
of immersion, the peak spectrum of the S 2p after 72 h immersion is as low as 6400 CPS,
and many saw-tooth patterns are observed on the waveform. The corrosion products are
mainly Cu2S, FeS2, CuS, and some of the interference peaks of Na2S and Na(SO3)2. When
the immersion time reaches 168 h, the waveform of the S 2p spectrum smoothens; FeS
components are detected at an immersion time of 336 h (see Table 7).
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Figure 13. The corrosion product S 2p spectra after different immersion times. (a) 72 h; (b) 168 h;
(c) 336 h. The black line is the original result and the color line is the fitting result.

Table 7. The corrosion product phase analysis of S 2p spectrum after different corrosion times.

Valence Exposure Time
(h) Proposed Compounds Binding Energy

(eV) Intensity Area Atomic
(%)

S 2p

72

Cu2S 161.5 254 16.8
CuS 162.1 620 40.8
FeS2 162.8 150 9.9
Na2S 160.9 84 5.5

Na(SO3)2 163.2 327 21.5
Na(SO3)2 164.0 83 5.5

168

Cu2S 161.9 4654 58.4
CuS 161.6 300 3.8
FeS2 162.9 1132 14.2
Na2S 160.2 174 2.2

Na(SO3)2 163.2 1713 21.5

336

Cu2S 161.7 1310 14.6
CuS 162.1 2226 24.8
FeS2 162.9 2131 23.8
FeS 161.5 1619 18.1

Na(SO3)2 163.2 1673 18.7

3.6. XRD Analysis

Figure 14 shows the XRD pattern of the C71500 alloy surface corrosion product layer
after different immersion times. The observed corrosion products are mainly Cu2(OH)3Cl,
CuS, Cu2S, Mn2O3, Mn2O, MnS2, and FeO(OH). Among them, the peak distribution of
Cu2S is the most obvious, and increases with immersion time. After 72 h of immersion, the
corrosion product is mainly Cu2(OH)3Cl and FeO(OH); the peak of Cu2(OH)3Cl gradually
disappears and a large amount of Cu2S is detected at an immersion time of 168h, the ac-
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companying peaks of Mn2O, Mn2O3, and MnS2 could also be observed; the accompanying
peaks of Cu2(OH)3Cl and Cu2S in the corrosion products significantly increase when the
immersion time reaches 336 h.
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4. Corrosion Mechanism
4.1. Cu Reaction Mechanism

Cu is ionized through electron transfer with Cl−, resulting in CuClads [35].

Cu + Cl− → CuClads +e− (3)

It is easy to dissolve and form CuCl−2 [27,35]:

CuClads +Cl− → CuCl−2 (4)

In the neutral solution, the cathode reaction can be determined as follows:

O2 +2H2O + 4e− → 4OH− (5)

The C71500 alloy polarization behavior in chloride containing solution mainly dis-
solves Cu in soluble CuCl−2 according to the process described above [36,37]. In the case of
high chloride concentration, CuCl2−3 and CuCl3−4 [35,38] may also be formed. Subsequently,
in the environment of OH−, Cu2O is generated through the following reaction:

2CuCl−2 +2OH− → Cu2O + H2O + 4Cl− (6)

It is also possible to hydrolyze the resulting soluble ion complex to form a corrosion-
resistant Cu2O layer [36].

2CuCl−2 +H2O→ Cu2O + 4Cl− +2H+ (7)

Under dissolved oxygen conditions, as immersion time increases, the corrosion prod-
uct is CuO [39]. Stable Cu2O can be oxidized to CuO through the following series of
reactions [40]:

Cu2O + O2+H2O→ 2CuO + H2O2 (8)

Cu2O + H2O2 → 2CuO + H2O (9)

In the XRD analysis, Cu2(OH)3Cl could be detected, and then Cu(OH)2 and Cu2(OH)3Cl
are formed by the reaction of Cu2O and H2O [40]:

Cu2O + 3H2O→ 2Cu(OH)2+2H++2e− (10)

Cu2O + 2H2O + Cl− → Cu2(OH)3Cl + H+ (11)
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In addition, local acidification of corrosion products could induce CuO to dissolve
and generate Cu2(OH)3Cl [41]:

2CuO + Cl−+H++H2O→ Cu2(OH)3Cl (12)

The corrosion behavior of C71500 alloy is related to the stability of the formed corrosion
product layer. When exposed to an aerated water solution, the copper surface undergoes an
electrochemical transformation to form an oxide film. A double CuClads /Cu2O layer will
be formed in the initial stage, and then a pure Cu2O layer will eventually be formed [42].
The protectiveness of the film will be increased with an extension of immersion time, and
can also be significantly improved due to the presence of Ni and Fe elements [37].

The above analysis is the first immersion corrosion reaction stage of the C71500 alloy,
which is the same as the corrosion process without adding Na2S. The specific reaction
process is shown in Figure 15a.
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dissolves to form CuCl−2 and Cu2O precipitation layer is formed; (b) the middle stage of corrosion,
unprotected Cu2(OH)3Cl is formed, Cu2O film starts to grow endogenous, the Cu2O precipitation
layer thickens, S2+ leads to the formation of Cu2S, Ni2S, and Fe2S, and the accelerated dissolution
of Fe and Ni; (c) the later stage of corrosion, diffused oxygen forms MnO and NiO in the Cu2O
precipitation layer, and the corrosion performance of the alloy increases.

After adding sulfides, sulfur can be hydrogenated to produce HS− [43]:

S2−+H2O↔ HS−+OH− (13)

As can be seen from the anodic polarization curves (Figure 2b), a secondary anode
peak could be observed. In all studied electrolytes, the current increases as the potential
reaches a definite limit value, which remains unchanged within a large potential range
of several hundreds of millivolts. The presence of sulfide ions increases the current limit,
which may be caused by the deterioration of the protective film or the anodic oxidation of
sulfide ions [44]:

HS−aq ↔ Ss + H+ + 2e− (14)

3HS−aq → S2−
3 +3H++4e− (15)

2HS−aq+2H2O→ S2O3
2−+8H+ +8e− (16)
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Since a thin porous and non-protective Cu2S film is formed on the alloy surface, the
corrosion rate and corrosion current will increase, thereby catalyzing the corrosion reaction
and preventing the formation of a protective oxide layer [1,31]. The formation of Cu2S
interferes with the protective oxide film and reduces its corrosion resistance [5]. The higher
corrosion rate is due to the highly defective Cu2O layer containing Cu2S, which could lead
to the rapid exchange of ions and electrons; Cu2S is not as protective as Cu2O [45].

The presence of sulfide ions increased the corrosion process of C71500 alloys in the
studied electrolytes. The increase in corrosion rate is due to the formed film (porous Cu2S)
which catalyzes the corrosion reaction and prevents the formation of a more protective
corrosion product layer [46]. The presence of sulfide ions could promote the corrosion
of Cu to form adsorbed sulfides. These adsorbed species catalyze the anode dissolution
reaction through the following conditions [46]:

Cus+HS− → Cu(HS−)ads (17)

Then, Cu may undergo anodic dissolution:

Cu(HS−)→ Cu(HS)s+e− (18)

Followed by the dissociation and reorganization process:

Cu(HS)s → Cu+
aq+HS−aq (19)

2Cu+ + HS−aq + OH−aq → Cu2Ss+H2O (20)

The overall reaction equation can be written as:

4Cu + 2S2− + O2+2H2O↔ 2Cu2S + 4OH− (21)

The formation of hydroxide is proceeded through the following reaction:

Cu+
aq + OH−aq → Cu(OH)s (22)

In parallel with these reactions, Equation (7) could also form Cu2O. However, the
presence of Cu2S greatly hinders the protectiveness of the Cu2O film. Therefore, the
corrosion resistance of the film can be greatly reduced by increasing the concentration of
sulfide ion.

Under low HS− and high Cl− concentration conditions, soluble chloride complexes
CuCl−2 formed by reacting with surface intermediates Cu(HS−)ads can compete with the
film formation reaction [23]. This will lead to a large amount of Cu dissolution. When the
HS− is low on Cu alloy surface, Cu+ could be transferred to the Cu2S/solution interface by
dissolving CuCl−2 (Equation (23)), where the concentration of HS− is much higher, and Cu2S
would be formed by Equation (24) which will dominate at the film/electrolyte interface:

Cu(HS−)ads+2Cl− → CuCl−2 +HS− (23)

2CuCl−2 +HS− → Cu2S + 4Cl−+H+ (24)

As can be seen from XPS results of samples at the early stages of immersion, the corro-
sion products in the outer layer are mainly Cu2S, Cu2O, and CuS, while the intermediate
layer analyzed by XRD is mainly Cu2(OH)3Cl. From the analysis of the spectra of O 1s and
S 2p in XPS, it can be seen that the content of Cu2O is basically unchanged and the content
of Cu2S gradually increases as the reaction progresses, indicating that Equation (24) is the
main form of reaction at this time. A schematic diagram of the whole reaction process is
shown in Figure 15b.
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4.2. Fe Reaction Mechanism

In the early stages of corrosion product formation, the dissolution (oxidation) kinetics
of iron in seawater is much faster than that of copper [1]:

Fe→ Fe2+ +2e− (25)

Only a small part of the dissolved Cu can precipitate as Cu2O using Equation (6), and
most of them dissolve in the solution due to hydrodynamic conditions. In contrast, most of
the Fe-oxides could convert to γ-FeOOH through the following reactions [1]:

Fe2+ + 2OH− → Fe(OH )2 (26)

Fe(OH)2 → FeO + H2O (27)

FeO + H2O→ γ− FeOOH + H+ + e− (28)

The total formation reaction of γ-FeOOH in the copper-nickel alloy corrosion product
film in seawater can be described as:

Fe + 2H2O→ γ− FeOOH + 3H+ + 3e− (29)

Therefore, although Fe is a trace element in the alloy, it can gradually accumulate and
enrich in the form of γ-FeOOH in the corrosion product film. The content of γ-FeOOH
in the corrosion product film can be used as an indicator to reflect the corrosion rate of
copper-nickel alloys in seawater, because iron is oxidized and unevenly precipitated during
the corrosion (Cu dissolution) process.

However, the function of γ-FeOOH in the corrosion product film of copper-nickel
alloy is still controversial. Campbell et al. [41] reported that γ-FeOOH simultaneously
precipitated with Cu2O at the early stage of corrosion to form a complete protective film,
and γ-FeOOH also has an important effect on the cathode polarization reaction due to
its high resistivity. Zanoni et al. [47] pointed out that the surface film of C71640 copper-
nickel alloy is mainly composed of γ-FeOOH in seawater, the corrosion product does
not adhere or protect under such low Ecorr, resulting in the active corrosion state of the
alloy. Vreeland et al. [48] attributed the inhibitory effect of ferrous sulfate (FeSO4) on
copper-nickel pipes to the deposition of a brown γ-FeOOH layer.

In the presence of a large amount of Na2S, NaCl and H2O first react to form acidic
substances [49]:

2NaCl + H2O→ NaOH + 2HCl (30)

Then, Fe reacts with acid:

2HCl + Fe→ FeCl2+H2 (31)

FeCl2+H2S→ FeS+2HCl (32)

The total formation reaction of FeS in copper-nickel alloy in polluted seawater can be
described as [45,46]:

Fe + H2S→ FeS + H2 (33)

From the analysis of XPS, it can be seen that Equation (29) is the main reaction in the
initial stage of immersion, and the corrosion product is mainly composed of γ-FeOOH. The
content of H2S in the solution gradually increases with the extension of corrosion time, and
thus Equation (33) becomes the main corrosion process; significant amounts of FeS could
be observed, and the high-priced FeS2 also could be detected. The dissolution rate of Fe
increases with the progress of the reaction, leading to a gradual decrease of Fe content in
the EDS analysis. The specific schematic diagram of Fe dissolution process is illustrated in
Figure 15b.
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4.3. Ni Reaction Mechanism

The enriched Ni elements in the outer and the middle layer of the film are mainly in
metallic form, and a small amount of Ni2+ could incorporate into Cu2(OH)3Cl/Cu2O and
replace Cu2+/Cu+ [50]. The corrosion rate of Ni is approximately two orders of magnitude
lower than that of Cu [51]. The content of Ni incorporated in the Cu2O lattice accordingly
increases when the metallic Ni is enriched at the alloy and film interface. The amorphous
or microcrystalline NiO are transited by Cu2O in certain local areas, where the doped Ni
concentration reaches a certain value, and then, the NiO phase grows through appropriate
conditions. The production of Ni(OH)2 may be due to the NiO hydrolysis reaction caused
by the dissolution of the outer layer and the penetration of seawater at certain locations
with the increase of immersion time, this reaction process is explained in the formation
process of the NiO inner surface layer in Figure 15c.

The presence of sulfide ions promotes the corrosion of nickel in a way similar to that of
copper, and forms adsorbed sulfides on the alloy surface. These adsorbed species catalyze
the anode dissolution reaction according to the following conditions [45]:

Nis+HS− → Ni(HS−)ads (34)

Ni may undergo anodic dissolution:

Ni(HS−)→ Ni(HS)s+e− (35)

Followed by the dissociation and reorganization process:

Ni(HS)s → Ni+aq+HS−aq (36)

2Ni++HS−aq+OH−aq → Ni2Ss+H2O (37)

The whole reaction is:

4Ni + 2S2−+O2+2H2O↔ 2Ni2S + 4OH− (38)

The formation of hydroxide proceeds through the following reactions:

Ni+aq+OH−aq → Ni(OH)s (39)

Although Ni-sulfide is not found in the corrosion products, the Ni content in the
corrosion products significantly decreases with immersion time. This process is verified by
the results of the EDS analysis.

5. Conclusions

(1) The initial corrosion rate of C71500 copper-nickel alloy in the polluted marine
environment is much higher. As the immersion time increases, the corrosion rate greatly
decreases, and finally stabilizes in the range of 0.09 mm/a.

(2) The C71500 alloy is in activated corrosion state in the polluted marine environment.
Diffusion resistance can be observed at the early stage where a certain protective corrosion
product film is formed and tends to stabilize with immersion time, thus reducing the
corrosion rate.

(3) With the extension of immersion time, the corrosion product of C71500 alloy begins
to clump and adhere to the surface of the sample and becomes dense with sharp edges and
corners, and the corrosion products change from spherical to polygonal.

(4) The corrosion product film is mainly Cu2S in the early stage of immersion, and
Cu2O in the later stage; the content of Mn2+ is relatively stable; the oxides are mainly Cu2O
and Ni2O3; the sulfide is less present in the early immersion stage and gradually increases
in the later stage. It is mainly composed of Cu2S, CuS, and FeS2, and a stable Cu2(OH)3Cl
layer is formed.
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(5) The corrosion mechanism of C71500 alloy in sulfide-polluted seawater is similar to
that in conventional seawater in the early stages of immersion; however, Cu2S gradually
replaces the reaction process of Cu2O with immersion time, thus accelerating the corrosion.
At the same time, with the dissolution reaction of increased S2−, Ni, and Fe on the surface
of the alloy, the corrosion resistance of the alloy further reduces.
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Formation of Nanoscale Al2O3 Protective Layer by Preheating
Treatment for Improving Corrosion Resistance of Dilute
Fe-Al Alloys
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Abstract: In this work, an attempt was made to improve the corrosion resistance of dilute Fe-Al
alloys (1.0 mass% Al) by preheating treatment at 1073 K in H2 atmosphere. In comparison with pure
Fe and unpreheated Fe-Al alloys, the resistance to oxidation at 673 K in pure O2 and to electrochem-
ical corrosion in 5 wt.% NaCl solution is significantly improved for preheated Fe-Al alloys. This
improvement is attributed to the formation of a 20 nm thin, but dense Al2O3 protective layer on the
surface of preheated Fe-Al alloys.

Keywords: corrosion resistance; oxidation; heat treatment; Fe-Al alloy; ferroalloy

1. Introduction

As one of the most widely used structural materials, ferroalloys are widely utilized
in vehicle engineering, the petrochemical industry, machinery manufacturing, aerospace
and marine engineering [1]. In modern society, high-temperature oxidation in air and
electrochemical corrosion in wet air or chemical solution are the most common ways
to cause ferroalloy failure, leading to economic losses and potential security risks [2].
Consequently, the high-temperature oxidation resistance [3,4] and corrosion resistance [5–8]
of ferroalloys must be considered.

For ferroalloys, the commonly used anticorrosion methods include alloying, surface
coating and electroplating. Although all mentioned methods improve the oxidation resis-
tance and the electrochemical corrosion resistance of ferroalloys, they require additional
process steps that are costly, and all methods are known to cause pollution. Numerous
reports on tons of pollutants caused by alloying [9,10], electroplating [11–13] and protective
painting [14,15] that cause serious damage to the environment are available. Due to the lack
of a better alternative (so far), most commonly, the resistance to the oxidation and electro-
chemical corrosion of Fe is increased by adding high ratios of Cr and Ni [5,6,16–18] which
are expensive, and which also have a negative impact on the plasticity of ferroalloys [19].

In fact, Al as an alloying element has been reported to have a positive effect on the
oxidation resistance and corrosion resistance of the metallic alloys including Fe [20–27]. In
comparison with Cr and Ni, Al is cheap and widely available, which makes it an interesting
candidate for industrial use. However, the amount of Al that can be added to Fe is limited.
Contents higher than 20 wt.% seriously reduce the plasticity of ferroalloys [19]. In recent
years, to address this issue, a low alloying technique combined with a preheating treatment
in reducing the atmosphere has been developed for Cu-Al alloys with the additions of
<3 mass% Al [20,28,29]. The increase of the oxidation resistance was attributed to the
formation of a surface Al2O3 protective layer that prevents the outward diffusion of Cu
as well as the inward diffusion of O. At the same time, the matrix is covered by an Al2O3
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protective layer, and the matrix does not directly contact air or an aqueous solution, which
greatly improves the corrosion resistance of the Cu-based alloy.

In this work, the low alloying technique combined with the preheating treatment is
applied to Fe to investigate its effect on the corrosion resistance of ferroalloys. It is expected
that an Al2O3 protective layer can be formed on the surface of preheated Fe-Al alloys to
improve its corrosion resistance by preventing the outward diffusion of Fe and inward
diffusion of O. The low Fe-Al alloy is prepared by adding 1.0 mass% Al into Fe, and the
alloy is preheated in a high purity H2 atmosphere and subsequently oxidized in a pure
oxygen atmosphere. The resistance of the preheated Fe-Al alloy to oxidation at 673 K
in pure O2 and to electrochemical corrosion in 5 wt.% NaCl solution will be measured.
Correspondingly, the surface morphology, structure and the composition of the protective
layer formed on the preheated Fe-Al alloy will also be characterized.

2. Materials and Experimental Procedures

Fe-Al alloys with 1.0 mass% Al are made from pure Fe (99.999 mass%) and Al
(99.9999 mass%) by repeated melting in a vacuum electric arc furnace (DHL-300, SKY
Technology Development CO., Shenyang, China) with a nonconsumable electrode under a
protective atmosphere (99.999% Ar). The composition is chosen below the solubility limit
of Al in Fe [30]. That is, there is no intermetallic compound in the sample to ensure its pro-
cessability. The sample ingots were cut and cold rolled into thin plates with a thickness of
0.5 mm, and then subjected to mechanical and electrolytic polishing, where the electrolytic
polishing current is 0.5 A and the reaction time is 1 min. After that, the samples were
preheated in a high purity H2 atmosphere (99.9999%) at 101,325 Pa and 1073 K for 1440 min,
referred to as P-FeAl. The samples used for the oxidation experiment were stamped into a
round piece with a diameter of 4 mm, and the sample used for the electrochemical corrosion
experiment was cut into a rectangular piece with a length of 10 mm and a width of 20 mm.
During this process, the surface of the sample is covered with high-quality sulfuric acid
paper to prevent external pollution and damage to the sample.

The mass gain of the preheated sample and those control samples with pure Fe and
unpreheated Fe-Al alloys (uP-FeAl) during oxidation was measured using a thermogravi-
metric method (METTLER 1100LF, Mettler Toledo, Switzerland). When a sample is heated
to the required test temperature in the reaction gas, the increase in mass is recorded. A
scanning electron microscope (SEM, JEOL, Tokyo, Japan) and Energy Dispersive X-ray
Spectroscopy (EDS, JEOL, Tokyo, Japan) were used to analyze the surface. The detection
of surface elements was carried out by X-ray photoelectron spectroscopy (XPS, ESCALAB
250Xi, Thermo Fisher Scientific Inc., Waltham, MA USA). Transmission electron microscopy
(TEM, Jeol-NEOARM200F, Jeol, Tokyo, Japan) analysis operating at 200 kV was performed
to observe the microstructure of the Al2O3 layer on the preheated Fe-Al alloy.

The corrosion resistance was assessed with an electrochemical impedance spectroscopy
(EIS) and potentiodynamic polarization measurement operated by a CHI660E electrochem-
ical workstation (SUMAT, Beijing, China). The sample was installed in an electrochemical
cell and exposed to solutions of 5 wt.% NaCl for 30 min. EIS spectral were then recorded
at the open circuit potential (OCP), and measured with a three-electrode configuration,
consisting of the sample as the working electrode (surface area 1 cm2), a platinum gauze
counter electrode and a saturated calomel electrode (SCE) as the reference electrode in a
Faraday cage. The EIS experiments were conducted in the frequency range of 105 Hz to
10−2 Hz at OCP by applying 10 mV sinusoidal amplitude. Potentiodynamic polarizations
were performed after 30 min exposure to solutions of 5 wt.% NaCl. The samples were
polarized using a scanning rate of 10 mV/s and a scanning range of − 0.3 V (vs. OCP) ~ 0 V.
The solution was open to air and not stirred during the measurement. All experiments
were performed at room temperature.
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3. Results and Discussion

To see the effects of the preheating treatment on the oxidation resistance of low Fe-Al
alloys, the weight gain curves of pure Fe, uP-FeAl and P-FeAl recorded during oxidation
at 673 K in 0.1 MPa O2 are given in Figure 1. The weight gain of pure Fe increases the
fastest as the oxidation proceeds. In comparison, the weight gain of uP-FeAl is significantly
lowered, but still visibly increases, meaning that uP-FeAl is also oxidized but slower than
pure Fe. Interestingly, the weight gain of P-FeAl is the lowest and increases the slowest,
showing that the oxidation resistance of Fe-Al alloys is significantly improved after the
preheating treatment.
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Figure 1. Weight gain curves of pure Fe, uP-FeAl and P-FeAl oxidized at 673 K in 0.1 MPa O2 for
120 min showing the superior oxidation resistance of preheated Fe-Al alloys.

To further evaluate the oxidation resistance of low Fe-Al alloys after preheating, the
SEM images of the surface morphology of pure Fe, uP-FeAl and P-FeAl oxidized at 673 K
for 2880 min in 0.1 MPa O2 are shown in Figure 2. The micrographs of oxidized pure Fe in
Figure 2a,b and uP-FeAl in Figure 2c,d show significantly rough surfaces in comparison
with that of P-FeAl. Oxide whiskers grown during the oxidation fully cover the alloy
surface of pure Fe and uP-FeAl. The whiskers are composed of Fe2O3 [17]. The surface
of P-FeAl in Figure 2e,f is strikingly smooth without oxide grains or whiskers. The oxide
morphology images support the previous results of the superior antioxidant ability of
P-FeAl from the weight gain curve in Figure 1.

To evaluate the corrosion resistance of one metal or alloy, one efficient way is to pro-
vide its electrochemical corrosion diagram, where a high polarization impedance and low
corrosion current mean excellent corrosion resistance [31–37]. In this work, the electrochem-
ical corrosion diagram of pure Fe, uP-FeAl and P-FeAl measured in 5 wt.% NaCl solution
is given in Figure 3, with the electrochemical impedance spectroscopy (EIS) diagram in (a),
the potentiodynamic polarization curves in (b), and the bode and phase angle plots in (c).
In Figure 3a, the EIS curve of P-FeAl has the largest diameter of the semicircle, indicating
that it has the highest resistance among the three. With reference to previous studies [38], a
two time-constant equivalent circuit model inserted in Figure 3a is constructed to illustrate
the electrochemical impedance of a sample that is exposed to the solution of 5 wt.% NaCl.
In this model, Rs represents the solution resistance between the reference electrode and
working electrode, the first time-constant represents the resistance of the Al2O3 protective
layer (Rc) and its capacitance (Qc), while the second one describes the electrochemical
processes (corrosion) at the substrate in terms of the charge transfer resistance (Rct) and the
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double layer capacitance (Qdl). Using such an equivalent circuit model, the fitting result
gives that the charge transfer resistance of P-FeAl (Rct = 4948 Ω) is significantly higher than
those of pure Fe (Rct = 788 Ω) and uP-FeAl (Rct = 1906 Ω). In Figure 3b, the potentiodynamic
polarization curve can be adopted to obtain the corrosion current by the extrapolation
method. Due to this, one sees that the corrosion potential (Ecorr) of P-FeAl (Ecorr = −0.87 V)
is lower than that of uP-FeAl (Ecorr = −0.81 V) and pure Fe (Ecorr = −0.86 V), and the corro-
sion current of P-FeAl (IP-FeAl = 9.8 µA cm−2) is significantly lower than those of pure Fe
(Ipure Fe = 35.9 µA cm−2) and uP-FeAl (IuP-FeAl = 79.6 µA cm−2). Figure 3c shows the Bode
and phase angle plots of P-FeAl, pure Fe and uP-FeAl. The phase angle plots show two
time-constants; one is for the Al2O3 protective layer (high frequency range 103–105 Hz), the
other is for the electrochemical activity at the matrix (middle frequency range 10−1–102 Hz).
As for the Bode plot, it can provide the polarization resistance (Rp) from the difference in
the real impedance at a lower and higher frequency [34]. In light of this, P-FeAl has the
highest impedance modulus value after 30 min exposure to the 5 wt.% NaCl solution at a
low frequency region. Interestingly, the Rp of P-FeAl (Rp = 6656 Ω) is considerably higher
than those of pure Fe (Rp = 1157 Ω) and uP-FeAl (Rp = 2786 Ω). All these results show that
P-FeAl possesses a high corrosion resistance.
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Figure 3. Electrochemical corrosion curves of pure Fe, uP-FeAl and P-FeAl tested in 5 wt.% NaCl
solution, with (a) EIS diagram at Ecorr, (b) Potentiodynamic polarization curves and (c) Bode and
phase angle plots. Inset of (a) shows equivalent circuit model for EIS in (a) with Rs: solution resistance,
Rc: film resistance, Qc: film capacitance, Qdl: double layer capacitance, Rct: charge transfer resistance.

In Figures 1–3, the excellent corrosion resistance of P-FeAl alloys should be attributed
to the preheating treatment prior to the oxidation or corrosion experiments, and a surface
protective layer that be formed might be responsible for the improvement. This will be
further investigated in the following.

Figure 4 shows the EDS concentration depth profiles of Fe, Al and O measured on
P-FeAl. In the vicinity of the surface, the signals of Al and O are strong, but that of Fe is
negligibly weak. As the distance increases, the signals of Al and O decline deeply to a
low level, especially for Al, while that of Fe increases quickly up to the maximum level.
The depth profiles suggest the accumulation of Al and O in the vicinity of the surface,
showing that a thin protective Al2O3 layer about 20 nm thick is formed on the surface of
FeAl during the preheating treatment. The aluminum oxide layer formation is originated
from the outward segregation of Al to the surface vicinity. Note that the composition of
the aluminum oxide layer is not exactly Al2O3 but higher in Al content. In addition to this,
the profiles show further that oxygen is solved in the Fe-Al alloy, but the level is not in
accordance with any stochiometric iron oxide.

To characterize the composition of the surface protective layer, Figure 5 gives the
XPS pattern of the P-FeAl surface. The O 1s spectrum displayed three characteristic peaks
of metal–oxygen bonds (529.7 eV for O1), defect sites with a low oxygen coordination
(531.2 eV for O2), and hydroxyl groups (532.8 eV for O3), consistent with that reported in
the literature [39]. A further characteristic peak appears near 74.3 eV, which comes from Al
2p, also consistent with those reported results [39,40]. These measurements suggest that an
Al2O3 is formed on the surface of P-FeAl, which should be responsible for the improvement
in the oxidation resistance and corrosion resistance of P-FeAl.
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Figure 4. EDS concentration depth profiles of Fe, Al and O measured on P-FeAl.
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Figure 5. The XPS pattern of the P-FeAl surface confirm the formation of Al2O3 oxide layer with the
characteristic peak positions for (a) O 1s and (b) Al 2p.

To observe the microstructure of the surface protective layer, a TEM cross section of
P-FeAl with EDS mapping of Al, O and Fe are given in Figure 6. In the brightfield image of
the surface region shown in Figure 6a, a dense aluminum oxide layer formed on the surface
is visible. The mean thickness is 20 ± 5 nm. Figure 6b shows an enlarged view of (a), where
the Al2O3 protective layer can be clearly observed. The Fast Fourier Transform (FFT) inset
of the crystalline aluminum oxide layer in Figure 6b was indexed, using the singlecrystal®

4 software, as Al2O3 orthorhombic (SG 33) structure in
[
0 3 1

]
orientation. Undoubtedly,

this Al2O3 surface layer is the key to the improvement of the corrosion resistance of P-FeAl.
Figure 6d–g exhibit the EDS mapping of Fe, Al, O and Pt over the cross section of P-FeAl
as (c). The accumulation of Al and O can be found in the vicinity of the surface of P-FeAl,
corresponding to Figure 6. The elemental distributions confirm the formation of a thin
protective Al2O3 layer on the surface of P-FeAl during the preheating treatment. It should
be noted here that, in Figure 6d–g, the signals of Al and O can also be observed at the
interior place of the Fe-Al base a little further away from the surface, suggesting the internal
oxidation of Al in Fe during the preheating process. The internal oxidation is attributed to
the solution of O in Fe as shown in Figure 4. Unfortunately, this will lead to a decrease in
the actual concentration of Al in Fe, limiting further growth of the surface Al2O3 layer.
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4. Conclusions 
In summary, P-FeAl is prepared with dilute Fe-Al alloys (1.0 mass% Al) as a precur-
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orthorhombic Al2O3 (blue). (c) BF TEM image of P-FeAl cross section with corresponding EDS image
of (d) Fe, (e) Al, (f) O and (g) Pt.

4. Conclusions

In summary, P-FeAl is prepared with dilute Fe-Al alloys (1.0 mass% Al) as a precursor
through a preheating treatment in an H2 atmosphere. After the preheating treatment,
P-FeAl shows excellent oxidation resistance. Compared to pure Fe and uP-FeAl, the mass
gain of P-FeAl during the oxidation in 0.1 MPa O2 at 673 K for 2880 min is much lower,
where almost no oxides can be observed on its surface. In the electrochemical corrosion
test, P-FeAl also showed excellent electrochemical corrosion resistance with Rp = 6656 Ω
and IP-FeAl = 9.8 µA cm−2, which is significantly better than pure Fe (Rp = 1157 Ω and
Ipure Fe = 35.9 µA cm−2) and uP-FeAl (Rp = 2786 Ω and IuP-FeAl = 79.6 µA cm−2). These
improvements are attributed to an Al2O3 protective layer about 20 nm thick, which is
self-formed on the surface due to the reaction of Al outward diffusion from the inner part
of the FeAl base with an O2 remnant in the annealing atmosphere during the preheating
treatment. Such a thin protective Al2O3 layer can prevent the diffusion of atoms or ions
through it during the corrosion process.
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Abstract: The preliminary exposure of Mg alloys to corrosion solutions can cause their embrittlement.
The phenomenon is referred to as pre-exposure stress corrosion cracking (PESCC). It has been reported
that relatively long storage in air after pre-exposure to the corrosion solution is capable of eliminating
PESCC. This effect was attributed to the egress of diffusible hydrogen that accumulated in the metal
during pre-exposure. However, recent findings challenged this viewpoint and suggested that the
corrosion solution retained within the side surface layer of corrosion products could be responsible
for PESCC. The present study is aimed at the clarification of the role of hydrogen and the corrosion
solution sealed within the corrosion products in the “healing” effect caused by post-exposure storage
in air. Using the slow strain rate tensile (SSRT) testing in air and detailed fractographic analysis of the
ZK60 specimens subjected to the liquid corrosion followed by storage in air, we found that PESCC
was gradually reduced and finally suppressed with the increasing time and temperature of air storage.
The complete elimination of PESCC accompanied by recovery of elongation to failure from 20% to
38% was achieved after 24 h of air storage at 150–200 ◦C. It is established that the characteristic PESCC
zone on the fracture surface is composed of two regions, of which the first is always covered by the
crust of corrosion products, whereas the second one is free of corrosion products and is characterised
by quasi-brittle morphology. It is argued that the corrosion solution and hydrogen stored within the
corrosion product layer are responsible for the formation of these two zones, respectively.

Keywords: air storage; corrosion products; fractography; Mg alloys; pre-exposure; stress
corrosion cracking

1. Introduction

Magnesium alloys being tensile tested in air after preliminary exposure to corrosive
media suffer from a significant drop in mechanical properties, which is accompanied by
a change in the fracture mode from ductile to brittle [1–5]. This phenomenon is known
as pre-exposure stress corrosion cracking (PESCC) [6], also referred to as pre-exposure
embrittlement [7,8]. Since the specific conditions inducing PESCC are less common in
practice than those responsible for true stress corrosion cracking (SCC), significantly less
attention has been paid to the former phenomenon. Nevertheless, understanding the
mechanisms governing PESCC is of great importance because it sheds light on the nature
of SCC, which is still under debate. For example, the widespread belief that hydrogen
plays a key role in the mechanism of SCC [9–12] is primarily based on the observed
similarity between the features of PESCC and hydrogen embrittlement (HE) in other
metallic materials [13]. It was established that the degree of PESCC in many Mg alloys
increases with decreasing strain rate [6,14] and increasing time of pre-exposure in various
corrosion solutions [7,8,15–20]. Longer pre-exposure was found to cause more significant
corrosion damage [18–20] and a larger brittle-like area on the peripheral part of the fracture
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surface [7,16,20], accompanied by an increase in the hydrogen concentration in the test
specimens [14,20]. It was suggested [5,7,8,14,16–18] that hydrogen, being an inevitable by-
product of a corrosion reaction, is absorbed by the metal in the form of atoms having a high
diffusion rate that is sufficient to cause hydrogen-assisted cracking through the well-known
HE mechanisms, including hydrogen-enhanced decohesion, hydrogen-enhanced localised
plasticity, or delayed hydride cracking. The details of these mechanisms can be found
elsewhere [21,22]. What should be stressed here is that all of them require the presence of a
sufficiently high concentration of diffusible hydrogen in the metal matrix. A recent study
has challenged this belief and shown that the role of diffusible hydrogen in PESCC can be
substantially less important than that of the corrosion product layer deposited on the side
surface of the metal during pre-exposure [6,20,23]. In particular, it was reported that PESCC
of the alloys ZK60 and AZ31 preliminarily immersed in the NaCl-based corrosion solutions
was completely eliminated by the chemical removal of the corrosion product layer, provided
that irreversible corrosion damage was not too high [20,23]. Furthermore, a negligible
concentration of diffusible hydrogen was found in the base metal of these alloys after the
removal of corrosion products [20,23–25]. It was, therefore, suggested that the corrosion
product layer may serve as a sealant for embrittling agents, such as hydrogen or retained
corrosion solution, which facilitate the propagation of the brittle cracks under external
loading [6,20,23]. The presence of the corrosion solution inside this layer is indicated by
the crust of corrosion products, which was observed on the peripheral part of the fracture
surface of the alloy ZK60 embrittled due to PESCC [6,16,20,23]. Originally, this crust was
attributed to corrosion damage, which is induced during pre-exposure [16,23]. However,
it was demonstrated recently that these corrosion products were formed not during the
pre-exposure process but exactly during post-exposure mechanical testing in air [6]. Two
independent experimental observations corroborated this finding. Firstly, the size of the
area covered by corrosion products on the fracture surface decreased with an increasing
strain rate. Secondly, many secondary cracks with corrosion products inside were found
in the cross-section of the pre-exposed specimens after tensile testing, while none were
observed right after pre-exposure. Obviously, this would not be the case if the cracks were
present with the corresponding region of the fracture surface covered with the crust of
corrosion products in the specimens before tensile testing. Thus, it was concluded that
there must be an aggressive medium retaining inside the corrosion product layer on the
side surface to form the corrosion products on the fracture surface. Later on, the presence
of the corrosion solution within the corrosion product layer was additionally evidenced by
the evolution of extra hydrogen generated by the corrosion reaction inside the specimens
after pre-exposure to corrosive media [26].

The suggestion that the corrosion product layer containing the corrosion solution
inside can be responsible for PESCC of Mg alloys prompted us to review this topic with
new experimental findings relevant to PESCC, which has been exclusively associated with
the effect of hydrogen so far. In particular, it was reported that vacuum annealing [14] or
long exposure to dry air [5,7] after immersion in corrosion solution suppresses PESCC of
Mg alloys to a certain extent. Chakrapani and Pugh [14] showed that vacuum annealing
at 385 ◦C for 4 h results in a slight recovery of both the elongation to failure and ultimate
tensile strength of the Mg-7.5%Al alloy embrittled by pre-exposure to the NaCl-K2CrO4
solution. The observed recovery of mechanical properties was attributed to the reduction
in the hydrogen concentration in the specimens, as was assessed by the gas analyser after
annealing. Moreover, the positive strain rate sensitivity of mechanical properties, which is
a characteristic feature of HE in many alloys [27–29], was eliminated by annealing. This
observation was considered as an additional argument blaming hydrogen for being the
root cause of PESCC. Similar partial recovery of mechanical properties was documented
after storing the pre-exposed specimens of pure Mg [5] and AZ31B [7] alloy in a desiccator.
This was also explained by the removal of hydrogen from the specimens. Nevertheless, it
was found recently that the complete elimination of PESCC in ZK60 can be achieved by
the removal of the side surface corrosion product layer [6]. Concurrently, the strain rate
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sensitivity of ductility changed from positive to negative. Bearing in mind that, besides
hydrogen, the corrosion solution can be contained within the corrosion product layer,
one can plausibly suppose that the suppression of PESCC by air or vacuum exposure at
room or elevated temperatures could be attributed not only to the extraction of hydrogen
but also to the evaporation of water from the corrosion products. Thus, the primary
aim of the present study was to clarify the significance and the role of post-exposure
storage in air in the suppression of PESCC of the Mg alloy ZK60. To be more specific, we
endeavour to establish relationships, or at least correlations, between mechanical properties,
hydrogen concentration, and fractographic characteristics, including the area of fracture
surface covered by corrosion products. To this end, the slow-strain rate tensile (SSRT)
testing coupled with thermal desorption analysis of hydrogen and detailed quantitative
fractographic and side surface examination were utilised. The ZK60 alloy was chosen as a
typical representative of a class of wrought Mg alloys suffering from high susceptibility
to PESCC. The grain microstructure and distribution of primary and secondary phases
in the commercial hot-extruded alloy used in this work were documented in detail in the
previous reports [24,25,30,31] by the present and other investigators; interested readers are
encouraged to review the above-cited publications.

2. Materials and Methods

The hot-extruded commercial alloy ZK60 was used in the present investigation in
the as-received state. The chemical composition, microstructure, and the manufacturing
process of the alloy were the same as reported in the previous studies [6,20,23,24]. The
microstructure of the alloy is represented by α-Mg fine grains with a 3 µm average diameter
and numerous secondary phase particles [24]. The cylindrical threaded specimens for SSRT
testing, as well as the samples for the gas analysis, were machined from round bars of
25 mm diameter along the extrusion direction. The samples for the gas analysis and the
gauge parts of the specimens for tensile testing had the same geometry and dimensions of
30 mm length and 6 mm diameter. All specimens and samples were annealed in vacuum at
250 ◦C for 2 h to relieve residual stresses.

Before SSRT testing, the gauge part of the specimens was placed into the plexiglass
cell, which was then filled with the 4% NaCl (NevaReactiv, St. Petersburg, Russia) + 4%
K2Cr2O7 (ChimProm, Novocheboksarsk, Russia) corrosive solution. After 1.5 h of pre-
exposure in this solution at an open-circuit potential without external stress, the specimens
were extracted from the cell, cleaned with ethanol, and dried with compressed air. The pre-
exposure was optionally followed by removal of corrosion products, which was executed
by submerging the specimens in the standard 20% CrO3 (ChimProm, Novocheboksarsk,
Russia) + 1% AgNO3 (NevaReactiv, St. Petersburg, Russia) aqueous solution for 1 min,
followed by rinsing the specimens with ethanol (NevaReactiv, St. Petersburg, Russia) and
drying by compressed air. Several pre-exposed specimens (with and without corrosion
products) were SSRT tested within two minutes after pre-exposure, while others, including
the reference ones, which did not undergo pre-exposure, were subjected to storage in
ambient air for 24 h at temperatures ranging from 24 to 200 ◦C. The uniaxial SSRT testing
of all specimens was performed in air at 24 ◦C with the 5 × 10−6 s−1 nominal strain rate
(0.01 mm/min traverse velocity) using the AG-X Plus (Shimadzu, Kyoto, Japan) screw-
driven frame. The samples for the gas analysis underwent the same treatments as their
counterparts for the SSRT testing.

The fracture and side surfaces of the SSRT tested specimens were investigated by a
scanning electron microscope (SEM) (SIGMA, Zeiss, Jena, Germany) equipped with an
energy dispersive X-ray (EDS) detector (EDAX, Mahwah, NJ, USA). The quantitative geo-
metrical measurements of the specific areas on the fracture surfaces were conducted either
by the ImageJ (v1.52u, NIH, Bethesda, MD, USA) freeware or by the built-in SmartSEM
(v05.04.05.00, Zeiss, Jena, Germany) software.

The thermal desorption of hydrogen from the pre-exposed samples was investigated
by the G8 Galileo (Bruker, Kalkar, Germany) gas analyser via the hot extraction method
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in N2 (99.999%, LindeGas Rus, Samara, Russia) carrier gas flux. The concentration of
hydrogen in the equipment was measured by the difference in the thermal conductivity
of the pure carrier gas and the mixture of carrier gas with the extracted hydrogen. The
contaminating admixtures such as CO2 and water were removed from the gas mixture by
the system of filters. The pre-exposed samples were placed into the quartz tube of the gas
analyser within 2 min after pre-exposure or after 24 h of air storage at a specific temperature.
The procedure of the thermal desorption analysis (TDA) included (i) heating the sample
from room temperature of 24 ◦C to 450 ◦C with a constant heating rate of 38 ◦C/min,
followed by (ii) 15 min of baking at 450 ◦C and (iii) cooling for 10 min. The additional
details of the gas analysis procedure have been thoroughly described elsewhere [24].

3. Results and Discussion
3.1. Mechanical Properties

The mechanical testing showed that the specimens which were SSRT tested in air
within a few minutes after pre-exposure to the corrosion solution demonstrated a substan-
tial loss in strength and ductility compared to the reference specimens (Figures 1 and 2).
This is typical behaviour for ZK60 embrittled by PESCC. In harmony with our previous
reports [6,20,23], the removal of corrosion products resulted in complete recovery of duc-
tility and partial recovery of strength in all specimens tested. The apparent irreversible
loss of strength, which remains after the removal of corrosion products, is not related to
embrittlement but rather is due to the reduction in the specimens’ cross-section caused by
irreversible corrosion damage [20]. It was found that similarly to the removal of corrosion
products, post-exposure air storage inhibits PESCC. The efficiency of this recovery process,
however, depends on the time and temperature of the storage of specimens in air. As can
be seen in Figures 1 and 2, both ultimate tensile strength (UTS) and elongation to failure
(EF) of the pre-exposed specimens after air storage at 24 ◦C for 24 h are significantly higher
than those after 2 min of air storage at the same temperature. Nevertheless, even after 24 h
of storage at room temperature, the pre-exposed specimens show roughly 50% loss of EF
and approximately 25 MPa smaller UTS in comparison with their reference counterparts.
It was found that the recovery of mechanical properties can be substantially enhanced by
storage of the specimens in air at elevated temperatures. Figure 2a demonstrates that the
increased temperature of air storage results in the increase in EF. The improvement in the
EF value is non-monotonic and is most pronounced in the temperature range from 50 to
100 ◦C. After storage in air at 100 ◦C, the ductility loss of the pre-exposed specimens does
not exceed 20%. However, at a chosen post-exposure storage time, the complete recovery of
ductility can be achieved only at 150–200 ◦C. After such treatment, the measured EF values
were the same as those of the reference specimens and the specimens with the removed
corrosion product layer (referred to hereafter as CP-free specimens).

The effect of storage temperature on the strength of the pre-exposed specimens is
more complex than on ductility. It can be seen from Figure 2b that UTS of the specimens
monotonically grows when the storage temperature increases from 25 to 80 ◦C, while
the further temperature increase up to 200 ◦C results in the non-monotonic decrease in
UTS with a short plateau around 120–150 ◦C. To clarify whether the observed complex
behaviour of strength and ductility is associated with temperature-induced microstructural
changes or if it is attributed specifically to PESCC, the effect of annealing temperature on
mechanical properties of the reference and CP-free specimens was investigated. One can
see (Figure 2b) that the UTS of these specimens is almost unaffected by low-temperature
annealing below 100 ◦C, while at higher temperatures, the strength decreases monotonically
with temperature. Apparently, some ageing-related microstructural changes affecting the
strength occur in the alloy at temperatures above 100 ◦C. Therefore, these changes are
likely to take some part in the observed deterioration of UTS in the pre-exposed specimens
subjected to air storage above 100 ◦C. However, the opposite trend, i.e., the increase in UTS,
in the pre-exposed specimens stored in air in the temperature range below 80 ◦C, cannot be
explained by any microstructural changes in the metallic matrix. Furthermore, the decrease
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in strength in the pre-exposed specimens, which is observed at higher temperatures, cannot
be solely attributed to the microstructural transformations either, because it starts in the
range between 80 and 100 ◦C and not between 100 and 120 ◦C as for the reference and CP-
free specimens. Furthermore, the plateau between 120 and 150 ◦C featuring the dependence
of UTS on the temperature of the pre-exposed specimens is absent on such dependencies
for the specimens of other kinds. Thus, the other factors responsible for the decrease in
UTS, which is attributed specifically to the specimens embrittled by pre-exposure, do exist.
It is important to note that the microstructural changes, which likely affect the strength of
the alloy at elevated temperatures, do not influence the ductility. It follows from Figure 2a
that the EF of the reference and CP-free specimens scatters randomly around the nearly
constant average value within the whole investigated temperature range. Therefore, the
increasing EF of the pre-exposed specimens with post-exposure storage temperature should
be entirely associated with the elimination of PESCC.
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Figure 1. Stress–strain diagrams corresponding to the specimens of the ZK60 alloy which were
SSRT tested in the reference and CP-free state as well as after pre-exposure to the corrosion solution
followed by storage in air. Temperatures of air storage (in ◦C) are provided at the arrows. The
duration of storage in air was 24 h, if not marked otherwise.
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Figure 2. The effect of temperature of air storage on elongation to failure (a) and ultimate tensile
strength (b) of the reference, CP-free, and pre-exposed specimens of the ZK60 alloy. The open and
filled symbols indicate the pre-exposed specimens after air storage for 2 min and 24 h, respectively.

3.2. Fractographic and Side Surface Observations

The fracture surface of the specimens suffering from PESCC is characterised by the
peripheral brittle-like “PESCC zone” surrounding the dimpled ductile region in the central
part of the fracture surface. The similar appearance of the fracture surface was frequently
reported to be characteristic of the pre-exposure effects in Mg alloys, including ZK60, used
in the present study [7,16,23]. The quantitative fractographic analysis showed that, in
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general, the increase in the time and temperature of post-exposure storage in air results in
the significant reduction in both the total area of the fracture surface and the area of the
PESCC zone (as well as its areal fraction with respect to the total area of the fracture surface)
(c.f., Figures 3 and 4a). It also follows from Figure 3f–h that when the temperature of air
storage exceeds 80 ◦C, the PESCC zone becomes discontinuous and is represented by several
small isolated “islands” with a brittle-like morphology at the edge of the fracture surface.
After post-exposure storage at 150–200 ◦C, the PESCC zone is almost completely absent.
However, some specimens occasionally exhibited a few tiny areas with the brittle topology
(e.g., Figure 3g,h) even after storage at 150–200 ◦C. Despite the generally increasing apparent
ductility of the fracture surface with the temperature of post-exposure storage, one can
notice the anomalous increase in the fraction of the brittle relief on the fracture surface
after storage at 120 ◦C (Figure 4a). As was shown above, the decrease in strength was
supposedly associated with the microstructural changes occurring at the same temperature
in the reference specimens.

The fractographic observations corroborate well with the results of mechanical testing
showing the increasing ductility of the pre-exposed specimens due to the suppression of
PESCC by post-exposure storage in air. The confident linear correlation with Pearson’s
R2 > 0.91 is found between EF and the total area of their fracture surface as well as the
area of the PESCC zone and its areal fraction (Figure 4b), thus confirming the link between
the propagation of PESCC and the material’s embrittlement unveiled by SSRT testing in
ambient conditions.

The side surface observations in combination with the fractographic analysis show
that the PESCC zone is formed due to the propagation of multiple cracks nucleating at
the side surface along the whole gauge part of the specimens (c.f., Figures 5 and 6). These
cracks coalesce during their propagation towards the specimen’s centre as well as in the
transverse direction. The coalescence of the cracks occurs in a stepwise manner by mutual
axial shearing of the two halves of the fracture surface. The location of the cracks’ nucleation
sites on the peripheral part of the fracture surface corresponds to relatively flat regions
separated from each other by the axial shearing steps. As an example, the shearing steps
and the crack initiation sites between them are indicated by the inclined red and vertical
white arrows, respectively, in Figures 7a and 8a. As is seen in the SEM side surface images in
Figures 5 and 6, the number and size of the side surface cracks decrease considerably with
the temperature of post-exposure storage. This visual observation is testified by the results
of the quantitative fractographic analysis provided in Figure 9a. According to these results,
the number of cracks’ nucleation sites on the fracture surface increases considerably along
with the storage temperature. Furthermore, as the temperature increases, the side surface
cracks become shorter in the transverse direction and acquire a more ductile appearance,
as is indicated by their less sharp and more round geometry (c.f., Figure 6). It follows from
Figure 5a,b and Figure 9a that the increase in the time of post-exposure storage in air at
24 ◦C from 2 min to 24 h results in the remarkable growth in the number of side surface
cracks and the cracks’ nucleation sites on the fracture surface. Thus, the number of cracks
decreases with temperature and increases with the time of air storage. It is worth noting
that, similarly to the area of the PESCC zone, the number of the cracks’ nucleation sites
exhibits a sharp increase after air storage at 120 ◦C (Figure 9a), whereas just a few cracks
can be found in the specimens subjected to holding in air at 150–200 ◦C.
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Figure 3. Whole views of the fracture surfaces of the specimens SSRT tested after pre-exposure
followed by storage in air at 24 ◦C for 2 min (a) and by 24 h, at 24 ◦C (b), 50 ◦C (c), 80 ◦C (d), 100 ◦C
(e), 120 ◦C (f), 150 ◦C (g), and 200 ◦C (h).
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Figure 4. The effect of temperature of post-exposure storage on the areal fractographic character-
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Figure 5. SEM images of side surfaces of the specimens SSRT tested after pre-exposure followed by
air storage at 24 ◦C for 2 min (a), and by 24 h at 24 ◦C (b), 50 ◦C (c), 80 ◦C (d), 100 ◦C (e), 120 ◦C (f),
150 ◦C (g), and 200 ◦C (h).
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Figure 6. The appearance of the side surface cracks in the specimens SSRT tested after pre-exposure
followed by 24 h of air storage at: 24 ◦C (a,d), 80 ◦C (b,e), and 100 ◦C (c,f). The magnified SEM images
of the regions outlined by the frames A–C in (a–c) are represented in (d–f) to show the microscopic
characteristics of side surface cracks.
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the magnified SEM image with elemental EDS maps of the region outlined by the frame A in (a) 
showing the boundaries of the specific regions; (c) the magnified SEM image of the region outlined 
by the frame B in (b) showing the crack’s nucleation part of the corrosion product region (CPR) 
characterised by cleavage and intergranular facets and corrosion products; (d) the magnified SEM 
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Figure 7. The fractographic features of the specimen SSRT tested after pre-exposure followed by 24 h
of air storage at 24 ◦C: (a) the peripheral region of the fracture surface with PESCC zone delimited
from the ductile region by the dotted curve. The vertical white and inclined red arrows indicate
the nucleation points of the multiple cracks and the shearing ligaments between them, respectively;
(b) the magnified SEM image with elemental EDS maps of the region outlined by the frame A in (a)
showing the boundaries of the specific regions; (c) the magnified SEM image of the region outlined
by the frame B in (b) showing the crack’s nucleation part of the corrosion product region (CPR)
characterised by cleavage and intergranular facets and corrosion products; (d) the magnified SEM
image of the region outlined by the frame C in (b) showing the transition region between CPR and
the quasi-brittle region (QBR); (e) the magnified SEM image of the region outlined by the frame D
in (b) showing the transition region between QBR and the ductile region; (f–k) the magnified SEM
images of the regions outlined by the frames E–J in (c–e) showing the characteristic morphologies of
the specific regions.
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Figure 8. The fractographic features of the specimen SSRT tested after pre-exposure followed by 24 h
of air storage at 80 ◦C: (a) the peripheral region of the fracture surface with isolated islands of PESCC
zone delimited from the ductile region by the dotted curve. The vertical white arrows indicate the
nucleation points of the multiple cracks; (b) the magnified SEM image with elemental EDX maps
of the region outlined by the frame A in (a) showing the boundaries of the specific regions; (c) the
magnified SEM image of the region outlined by the frame B in (b) showing the crack’s nucleation
part of CPR; (d) the magnified SEM image of the region outlined by the frame C in (b) showing the
transition region between CPR and QBR; (e) the magnified SEM image of the region outlined by the
frame D in (b) showing the transition region between QBR and ductile region; (f–j) the magnified SEM
images of the regions outlined by the frames E–I in (c–e) showing the morphologies characteristic of
the specific regions.

The PESCC zone in all pre-exposed specimens is composed of two distinct regions
referred to as the corrosion product region (CPR) and the quasi-brittle region (QBR), which
are seen one after the other from the edge of the specimen to the centre (Figures 7 and 8).
The corrosion product region starts to develop immediately at the edge of the fracture
surface and is covered by the cracked crust of corrosion products (Figure 7b,c,f–h and
Figure 8b,c,f,g). It has been shown recently that the intergranular cracking assisted by the
corrosion solution sealed in the side surface layer of corrosion products can be responsible
for the formation of the corrosion product region on the fracture surface [6]. Thus, the
specific “melted” relief, which is observed within this region under the crust of corrosion
products (Figure 7g,h and Figure 8f,g), is probably composed of fine intergranular facets
attacked by corrosion. In addition, the large transgranular cleavage facets exhibiting
corrosion damage can also be occasionally distinguished within the corrosion product
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region on the fracture surface (Figure 7c,f). The thickness of the corrosion product layer
on the fracture surface decreases with the distance from the edge of the fracture surface
towards the following quasi-brittle region, as is firmly evidenced by the EDX analysis
(Figures 7b and 8b). Additionally, the EDX elemental map obtained for the PESCC zone
undeniably shows that this layer is strongly enriched with oxygen and chlorine. It should
be stressed that the concentration of these elements decreases progressively along the crack
path within the corrosion product region; however, it drops down abruptly to the negligible
level at the boundary between the corrosion products and quasi-brittle regions. Thereby,
the latter region is always completely free of traces of aggressive elements. Alternatively,
the CPR–QBR boundary can be reliably distinguished by the morphological features in
the SEM images with no aid from the EDX. The characteristic microcracks, such as those
indicated by the arrows in Figures 7f–h and 8f,g, are found to be indispensable attributes of
the crust of corrosion products. As such, they serve as independent markers of corrosion
products on the fracture surface. The size and density of these microcracks are gradually
reduced with the thickness of the corrosion product layer throughout the respective region
(see Figures 7f–h and 8f,g). However, the cracks cease to appear in the quasi-brittle region
beyond the CPR–QBR boundary (c.f., Figures 7i–k and 8h–j). Moreover, in contrast to the
region that has been covered by corrosion products, the morphology of the quasi-brittle
region is distinctively characterised by various tear ridges, small dimples, and fluted facets
(Figure 7j,i and Figure 8h,i). These features indicate the appreciable contribution of plastic
deformation to the crack growth mechanism.
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Figure 9. The effect of temperature of post-exposure storage on the linear fractographic characteristics
of the ZK60 specimens tested after pre-exposure followed by air storage (a) and the correlation
between these characteristics and the elongation to failure of the specimens (b). The open and
filled symbols correspond to the pre-exposed samples subjected to air storage for 2 min and 24 h,
respectively. CPR—the region covered by the crust of corrosion products, QBR—the quasi-brittle
region free of corrosion products.

Notably, the CPR–QBR boundary recognised by the topological features on SEM
images matches precisely with that distinguished by the EDX analysis (Figures 7b and 8b).
Thus, both methods can be used to characterise and identify two morphologically distinct
regions. Apparently, the secondary electron imaging is less laborious in comparison with
the EDX mapping. That is why the former was prioritised for further measurements. The
length of the corrosion product zone, lCPR, as well as the length of the quasi-brittle region,
lQBR, and the PESCC zone, lPESCC, were measured for each crack within the PESCC zone,
as is schematically shown in Figures 7b and 8b. The average values of these characteristics
were calculated for the specimens tested under specific experimental conditions. The
effect of air storage temperature and time on the measured fractographic properties is
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illustrated in Figure 9a: the lengths of all specific zones, including the corrosion product
region, decrease significantly with temperature and time. In particular, the corresponding
reduction in lCPR is also evidently illustrated by the EDX oxygen maps shown in Figure 10.
The obtained results corroborate the conclusions made in the previous study that the
corrosion products on the fracture surface are produced during the SSRT testing. Indeed, if
the corrosion product region was formed during pre-exposure, the size of this region would
not be affected by subsequent air storage. It is worth noting that reduction in lCPR becomes
notable at the temperatures of air storage higher than 50 ◦C, while the lQBR considerably
decreases after storage at a lower temperature. In the temperature range of 100–120 ◦C, the
plateau followed by the further decay up to near complete vanishing at higher temperatures
of air storage is seen on the lCPR, lQBR, and lPESCC curves in Figure 9a. It is established
that the lengths of all three characteristic regions, including the corrosion product region,
correlate well with the elongation to failure of the specimens embrittled by pre-exposure to
the aggressive environment (Figure 9b). This finding suggests the crucially active role of
the corrosion solution sealed/stored within the side surface layer of corrosion products in
the mechanism of PESCC.
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Figure 10. The distribution of oxygen on the peripheral part of the fracture surface for the specimens
SSRT tested after pre-exposure followed by storage in air at different temperatures and durations. The
red solid horizontal lines show the boundary between the CPR and QBR. The dashed line indicates
the boundary between the side and fracture surfaces.

As has been mentioned, the corrosion products on the fracture surface can be associ-
ated with the corrosion solution, which is likely sealed within the corrosion product layer
on the side surface. In conjunction with this suggestion, it is important to note that ac-
cording to the results of EDX analysis, the corrosion product region on the fracture surface
almost does not contain chromium (Figures 7b and 8b), which is, however, abundantly
present in the side surface layer of corrosion products (Figure 11a). This feature of the
corrosion product region also drastically differs the fracture surface of the tensile tested
pre-exposed specimens from that of the specimens which have been SSRT tested right in
the corrosive solution containing chromates. The EDX maps obtained from the fracture
surface of the specimen SSRT tested in the 4% NaCl + 4% K2Cr2O7 solution in the previous
study [19] are provided in Figure 11b. It is clear that the fracture surface of this specimen
demonstrates high concentrations of Cl, O, and Cr. This finding implies that the corrosion
solution responsible for the formation of corrosion products on the fracture surface of the
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pre-exposed specimens is Cr-depleted and thus, its chemical composition can be different
from that of the liquid initially used in the pre-exposure process.
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Figure 11. The SEM images and elemental maps obtained by EDX from the side surface of the
specimen SSRT tested after pre-exposure in the 4% NaCl + 4% K2Cr2O7 corrosion solution (a) and
from the fracture surface of the specimen SSRT tested in the same corrosion solution (b).

3.3. Hydrogen Desorption Analysis

The thermal desorption analysis showed that the concentration of hydrogen extracted
from the pre-exposed samples in the temperature range between 24 and 450 ◦C, CH24–450,
decreases notably with increasing temperature and time of air storage. The dependence
of CH24–450 on the temperature of air storage is non-linear and is characterised by the
plateau within the interval between 24 and 80 ◦C, followed by the remarkable decay at
higher temperatures (Figure 12a). Moreover, the anomalous increase in the hydrogen
concentration is observed after air storage at 120 ◦C. The correlation between CH24–450
and elongation to failure of the pre-exposed samples subjected to air storage at different
temperatures is poor (Figure 13a), indicating that the relationship between CH24–450 and
the degree of PESCC is unlikely. It is generally accepted that diffusible hydrogen, i.e.,
chemically free hydrogen possessing high mobility within a metal, is responsible for HE
in steels and other alloys [32]. It has been well established that this hydrogen completely
escapes from metals at temperatures below 300 ◦C [33]. As was shown in our previous
reports, the concentration of diffusible hydrogen in the matrix of the pre-exposed specimens
of ZK60 and AZ31 alloys was negligible [20,23]. However, chemically free hydrogen can
be, probably, accumulated within the layer of corrosion products. The extraction tem-
perature of this hydrogen is also expected to be below 300 ◦C. The hydrogen extracted
from the metals at temperatures above 300 ◦C is usually considered to be immobile, and
hence, its role in hydrogen-assisted cracking is relatively insignificant. Thus, the concentra-
tions of hydrogen extracted from the pre-exposed samples in the temperature intervals of
24–300, CH24–300, and 300–450 ◦C, CH300–450, were additionally assessed using the thermal
desorption curves shown in Figure 12b. It was found that the behaviour of CH300–450,
depending on the temperature of air storage, is similar to that of CH24–450 exhibiting the
plateau at 24–80 ◦C, followed by the overall decay with the hump at 120 ◦C. In contrast,
CH24–300 notably decreases in the whole temperature range of air storage, including the
24–80 ◦C interval, where CH24–450 and CH300–450 remain almost unchanged. Furthermore,
the concentration of hydrogen extracted below 300 ◦C during the thermal desorption
analysis is negligible in the samples subjected to air storage at 150 and 200 ◦C. A strong
correlation is found between CH24–300 and EF of the pre-exposed specimens, which were
exposed to air at different temperatures and times (Figure 13a), whereas the correlation
between CH300–450 and EF is even worse than that of CH24–450. Moreover, CH24–300 appre-
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ciably correlates with the size of specific zones on the fracture surface of the pre-exposed
specimens, including the PESCC zone, corrosion product region and quasi-brittle region
(Figure 13b).
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Figure 12. The effect of temperature and time of air storage on the concentration of hydrogen
extracted in different temperature intervals (a) and on the thermal desorption spectra of hydrogen
(b) for ZK60 subjected to pre-exposure followed by air storage at different temperatures. The open
and filled symbols in (a) correspond to the pre-exposed samples subjected to air storage for 2 min
and 24 h, respectively.
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Figure 13. The correlation between the concentration of hydrogen extracted in different temperature
intervals and the elongation to failure (a) and the lengths of specific zones on the fracture surface
(b) of the specimens SSRT tested after pre-exposure followed by air storage at different temperatures
and durations.

The thermal desorption spectra of hydrogen obtained from the specimens, which were
subjected to pre-exposure, exhibit a few distinct superimposed peaks, as can be seen in
Figure 12b. It was conclusively established in the previous studies [20,23,24] that all the
observed peaks are associated with the corrosion products on the side surface layer because
no considerable desorption of hydrogen from the matrix of the pre-exposed specimens
occurs after chemical removal of those corrosion products. In support of this observation,
the desorption spectrum for the specimen with the removed corrosion product layer is
provided in Figure 12b (the plot is denoted as “CP-free”) for reference. Thus, all peaks
observed on the thermal desorption diagram in Figure 12b should be associated either with
chemically bonded hydrogen evolving from the thermally decomposing components of
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corrosion products or with the chemically free hydrogen. The latter can be either trapped in
the corrosion product layer or produced during the corrosion of the Mg matrix interacting
with the corrosion solution sealed within that layer. All hydrogen other than that linked to
chemical components of corrosion products can be considered to be potentially capable
for facilitating crack growth and, thus, inducing embrittlement associated with PESCC.
The large peaks #3–5 appearing above 300 ◦C likely correspond to such components of
corrosion products as Mg(OH)2 and/or MgH2, which decompose in the temperature range
of 280–450 ◦C [13,34,35]. It can be seen that at least peaks #4 and #5 are still present on the
desorption spectra after air storage at 150 and 200 ◦C, though PESCC is fully eliminated at
these temperatures. Thus, hydrogen related to the high-temperature peaks #4 and #5 is not
likely responsible for PESCC. This conclusion corroborates the fact that the concentration
of hydrogen extracted in the temperature intervals 25–450 and 300–450 ◦C poorly correlates
with the propagation of PESCC (Figure 13a). The low-temperature peak indicated as #1
in Figure 12b is attributed to hydrogen, which freely evolves from the CP layer at room
temperature. This is evidenced by the absence of this peak on the thermal desorption
spectra corresponding to the pre-exposed specimens subjected to air storage at 24 ◦C for
24 h. Moreover, the bubbles of hydrogen gas emanating from the pre-exposed specimen
can be seen by the naked eye when this specimen is submerged in an inert liquid such
as CCl4 [26]. This hydrogen can be associated with the molecular or atomic hydrogen
liberated from the corrosion product layer as well as with hydrogen, which is produced
in situ by the corrosion reaction [26]. Since the pre-exposed specimens do suffer from
appreciable embrittlement after 24 h of air storage at 24 ◦C but do not exhibit peak #1 in the
thermal desorption spectra, the hydrogen associated with this peak is not sufficient to be
the sole reason for PESCC. Nevertheless, the contribution of this hydrogen to the observed
embrittlement is possible because the reduction in peak #1 due to air storage at 24 ◦C is
accompanied by the partial recovery of ductility. The nature of peaks #2 and #3 is still
unknown. Presumably, they can be associated with the desorption of atomic or molecular
hydrogen stored within the corrosion product layer or with the thermal decomposition
of some hydrogen-containing components in this layer. As follows from Figure 12b, both
peaks contribute considerably to the concentration of hydrogen extracted below 300 ◦C,
which is found to be correlated with the extension of PESCC (Figure 13a), as well as with
the size of the specific zones on the fracture surface (Figure 13b). Thus, hydrogen associated
with peaks #1–3 can likely be involved in the PESCC phenomenon. However, the detailed
analysis of origin and activation energies of hydrogen in different traps in the surface
layer with corrosion products has yet to be carried out, e.g., methodologically similarly
to that used in [36] to clarify the hydrogen distribution in the environmentally embrittled
Al-Cu-Mg alloy.

3.4. Diffusible Hydrogen in the Matrix

The results of the present study show that PESCC of the alloy ZK60 can be completely
eliminated by air storage of the specimens pre-exposed to the liquid corrosive environment.
For the explanation of such a prominent effect of air storage, the contribution of a few
factors, which can potentially affect the PESCC behaviour, is to be considered here.

Several authors suggested that the partial elimination of PESCC of Mg and its alloys
caused by air storage in a desiccator at room temperature or by vacuum annealing at ele-
vated temperatures can be attributed to the removal of diffusible hydrogen, which had been
accumulated in the bulk metal during pre-exposure [5,7,10]. However, the concentration of
diffusible hydrogen in the matrix of the pre-exposed specimens is negligible, as has been
shown in the present and previous studies [16,19,20]. Additionally, let us reiterate that the
ductility loss caused by PESCC can be completely eliminated by the removal of corrosion
products from the side surface. Consequently, the absorption of diffusible hydrogen in the
bulk of Mg being exposed to the corrosion solution is likely quite limited. In particular,
it was suggested that the deep penetration of hydrogen into the metal is hindered by the
surface layers of Mg hydroxide or hydride forming on the Mg surface during corrosion
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in aqueous solutions [20]. The diffusion rates of hydrogen in both these compounds are
extremely low [9]. Thus, the PESCC phenomenon and its suppression by the storage in air
can hardly be associated with the concentration of diffusible hydrogen in the matrix.

3.5. The Corrosion Solution in the Corrosion Product Layer

The present and other reports [6,16,20,23] have documented that the peripheral part of
the fracture surface of ZK60 specimens, which were SSRT tested in air after pre-exposure, is
abundantly covered by corrosion products. Several independent experimental observations
convincingly demonstrated that these products are created during the SSRT testing in
air, when none of the external aggressive environments interact with the surface of the
specimens. To be more specific, it is strongly supported by the following observations: (i)
no secondary cracks containing corrosion products inside are found in the pre-exposed
specimens before mechanical testing [6], and (ii) the length and area of corrosion product
region on the fracture surface are reduced with the increasing strain rate [6] and (iii) the
temperature of air storage [present study]. If the corrosion product regions were formed
during pre-exposure, they would be observed in the cross-section of the specimen right after
pre-exposure, while their size would not be affected by the strain rate or conditions of air
storage. Assuming that ambient air, in which the SSRT testing is carried out, cannot cause
the formation of extensive corrosion products, we can conclude that there must be some
corrosive medium present in the side surface layer of corrosion products or at the interface
between this layer and the surface of the specimen during SSRT testing. The interaction
of this corrosive medium with the crack tip is, therefore, decided to be responsible for the
formation of the corrosion product region on the fracture surface. Moreover, the correlation
between the length of this region and the degree of PESCC observed in the present study
suggests that the corrosion solution contained within the corrosion product layer plays a
crucial role in the mechanism of PESCC.

Although the nature of the corrosive medium being stored within the corrosion
product layer is questionable and additional comprehensive investigation addressing this
issue is required, some plausible explanations can be proposed. For example, it might be
supposed that during pre-exposure, some amount of the original corrosion solution is sealed
within the discontinuities, such as microcracks and voids, which are abundantly present
within the corrosion product layer. Alternatively, the corrosive medium can probably be
produced inside this layer after extraction of the specimen from the corrosion solution. It
has been reported that the Mg hydroxide can react with CO2 from ambient air, leading
to the formation of magnesite MgCO3 and water [37,38]. Probably, some components
of corrosion products, such as MgCl2, can be dissolved in this water, thus making the
solution even more aggressive. In favour of this scenario, one may recall the fact that
the corrosion product region is always Cr-free. The original corrosion solution contains
K2Cr2O7 producing the passive film on the Mg surface. The presence of this film is
evidenced by the high concentration of Cr in the side surface layer of corrosion products
in the pre-exposed specimens as well as on the fracture surface of the specimens tested in
the corrosion solution. In contrast to MgCl2, the chromates, which are formed on the Mg
surface, are sparingly soluble in water. Thus, the lack of Cr in the newly formed corrosion
solution is explainable. The reaction of the saline water with the crack surface would
produce MgO, Mg(OH)2, and MgCl2, providing the high concentration of oxygen and
chlorine on the elemental maps obtained by EDX from the corrosion product region on the
fracture surface.

Regardless of its origin, the corrosion solution within the corrosion product layer
should contain water to activate and maintain the electrochemical corrosion reaction
producing corrosion products on the fracture surface. It can be suggested that air storage
after pre-exposure is accompanied by the evaporation of this water from the corrosion
product layer. The amount of evaporated water should grow with increasing temperature
and time of air storage, causing consumption of the available corrosion solution. This can
explain the reduction in corrosion product region on the fracture surface with time and
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temperature of air storage. As has been discussed above, the size of this region decreases
progressively within the temperature range from 50 to 120 ◦C and almost vanishes after
storage in air at 150–200 ◦C. The complete evaporation of water in this temperature range is
well expected. The size of the corrosion product region is also reduced with the increasing
time of air storage. However, unlike the effect of temperature, the longer time of air storage
results in an increasing number of surface cracks. Probably, during longer post-exposure
storage, more local volumes of hydroxide transform into magnesite with the release of
water, thus creating a greater number of favourable sites for crack initiation. Nevertheless,
the size of the corrosion product region decreases with the time of air storage because the
total amount of the corrosion solution available at the cracks’ initiation sites decreases due
to the evaporation of water.

Despite the obvious interaction of the corrosive medium with the surface of the propa-
gating cracks during mechanical testing of the pre-exposed specimens, the exact role of this
interaction in the mechanism of the crack growth remains unclear. It was shown previously
that the corrosion product region is mainly produced by intergranular cracking [6]. For
example, the anodic dissolution along the grain boundaries, which are enriched with noble
secondary phase particles, might be responsible for this kind of fracture mode. On the
other hand, the anodic dissolution of Mg is always accompanied by the cathodic reaction
of hydrogen evolution. The adsorption of this hydrogen at the crack tip or its absorption
within a few atomic layers beneath the surface can cause intergranular cracking, as well
as transgranular cleavage through the HE mechanism, referred to as adsorption-induced
dislocation emission (AIDE) [21,39]. Furthermore, the corrosion solution being in contact
with the juvenile metal surface at the crack tip can possibly act as the surface active liquid,
inducing the embrittlement through Rehbinder’s effect [40]. Thus, it is not necessary that
the anodic dissolution accompanied by the formation of corrosion products on the fracture
surface is the rate-controlling factor for the crack propagation.

3.6. Hydrogen in the Corrosion Product Layer

It is found that the corrosion product region is always followed by the quasi-brittle
region, which exhibits no signs of any interaction with the corrosion solution. All features
indicating the signs of corrosion on the fracture surface, including the elevated concentra-
tion of oxygen and chlorine as well as the microcracks attributed to the crust of corrosion
products, cease to appear abruptly at the boundary between the corrosion product region
and the quasi-brittle region. Thus, there should be a factor other than the direct contact
of the crack tip with the corrosion solution, which drives the crack growth producing the
quasi-brittle region. This factor should also be associated with the side surface corrosion
product layer because the quasi-brittle region is absent on the fracture surfaces of the
reference and corrosion product-free specimens. Furthermore, similarly to that responsible
for the corrosion product region, this factor should be eliminated by storage in air, since the
quasi-brittle region is found to be reduced under increasing time and temperature of air
storage. Probably, the only factor which might act this way is hydrogen.

As was mentioned above, the evolution of hydrogen is an inalienable part of the
corrosion process of Mg in aqueous solutions. Hydrogen can be produced during pre-
exposure of the specimen as well as during the subsequent air storage if the corrosion
solution sealed within the corrosion product layer interacts with the bare metal of the
specimen. Indeed, it was shown recently that a large portion of hydrogen gas evolved from
the pre-exposed specimen during its 24 h storage in CCl4 [26]. The volume of this hydrogen
summed with that of hydrogen extracted from the same specimen during subsequent
gas analysis was twice as high as the volume of hydrogen extracted from the counterpart
specimen subjected to the gas analysis right after pre-exposure. This was concluded to be
evidence for the generation of hydrogen via the corrosion reaction, which occurs within
the surface layer of the pre-exposed specimen stored in the inert environment. The part of
hydrogen being produced both during pre-exposure and subsequent air storage can likely
be accumulated inside the discontinuities of the side surface corrosion product layer or at
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the interface between this layer and the bare metal. Presumably, this hydrogen can stay
within the corrosion product layer in the molecular and atomic forms. Along with time
after extraction of the specimen from the corrosion solution, the weakly bonded part of
this hydrogen desorbs from the corrosion product layer even at room temperature. This is
witnessed by the low-temperature desorption peak in Figure 12b as well as by the naked-
eye-visible hydrogen bubbles released from the specimen immersed in CCl4 right after pre-
exposure [26]. The remaining part of hydrogen sitting within the corrosion product layer is
bonded more strongly and, therefore, desorbs only at higher temperatures and longer times.
At least a part of hydrogen extracted from the specimen below 300 ◦C during the thermal
desorption analysis can be associated with this strongly bonded hydrogen. It is established
that the concentration of hydrogen extracted below 300 ◦C correlates well with both ductility
and fractographic features of the pre-exposed specimens; these features include the lengths
of the PESCC zone, corrosion product region, and quasi-brittle region. The observed
correlation favours the suggestion that hydrogen being stored inside the corrosion product
layer and extracted at relatively low temperatures can be involved in the mechanism of
PESCC. Apparently, the post-exposure air storage results in the desorption of hydrogen
from the corrosion product layer, thus suppressing PESCC. The correlation between the
concentration of hydrogen and the size of the corrosion product region indicates that there
is also a relationship between the amount of hydrogen and the corrosion solution stored
within the corrosion product layer. Probably, both substances are contained together inside
the same collectors because the corrosion solution can generate hydrogen.

As has been mentioned, it is unclear whether hydrogen is responsible for the inter-
granular crack growth producing the corrosion product region on the fracture surface
or not. However, the formation of the quasi-brittle region is likely a hydrogen-assisted
process. Various morphological signatures of ductile fracture, which are typical of the
quasi-brittle region, indicate that plastic deformation should be involved to some extent
into the mechanism of hydrogen-assisted cracking observed. Taking into account that
adsorbed hydrogen, rather than absorbed one, plays the key role in this process, one can
plausibly suggest that AIDE is the most probable mechanism of the crack growth producing
the quasi-brittle region. This mechanism implies that the dislocation emission from the
crack tip is facilitated due to the adsorption of hydrogen atoms, thus promoting the locally
ductile crack growth [21,41]. The propagation of such crack produces fine slip markings,
dimples, and tear ridges on the fracture surface, which represent the time-extended plastic
processes rather than instant brittle failures. It was also suggested that AIDE is responsible
for the fluted facets on the fracture surface of pure Mg failing due to SCC [39]. A similar
fluted morphology is also commonly observed within the quasi-brittle region on the frac-
ture surface of the ZK60 and AZ31 alloys SSRT tested in the corrosion solution [24,42] or
after pre-exposure [6,20,23].

3.7. Microstructural Transformations

As has been shown above, the long post-exposure storage in air at temperatures above
100 ◦C affects the strength of the alloy ZK60 in the reference and corrosion product-free state.
This degradation of strength is likely attributed to some ageing-related microstructural
transformations, which are not completed during the preceding short vacuum anneal-
ing at 250 ◦C. It is important to note that there is an apparent interplay between these
transformations in the microstructure and the PESCC phenomenon occurring in the alloy.
This can be clearly traced by the anomalous behaviour of mechanical properties, fracto-
graphic features, and hydrogen concentration at around 120 ◦C on the graphs shown in
Figures 2, 4a, 9a and 12a. Among all fractographic characteristics, the number of cracks is
affected by these microstructural transformations to the greatest extent. Although the exact
nature of the microstructural transformations and their role in PESCC were not investigated
in the present study, a probable explanation for the observed results can be proposed. It
is known that the mechanical properties of the alloy ZK60 can be influenced by ageing at
temperatures above 100 ◦C [43,44] due to precipitation of some secondary phase particles
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such as Mg2Zn3 [45]. It has been reported that the precipitation of such particles leads to
the increase in strength and hardness of Mg alloys in general and in ZK60 in particular,
provided that the specimens are not overaged [46]. Otherwise, the coalescence of secondary
phase particles results in the concomitant decrease in strength [43,44]. In particular, it was
shown that ageing at 150 ◦C induced the reduction in strength and hardness of ZK60 if age-
ing lasted longer than 20 h [46]. Thus, the observed decrease in strength of ZK60 after 24 h
of air storage above 100 ◦C is quite reasonable. Since most of the secondary phase particles
in Mg alloys are noble with respect to the Mg matrix, they commonly provoke local anodic
dissolution of surrounding metal submersed to an electrolyte. The corrosion pits produced
at such anodic sites act as favourable nucleation points for the stress corrosion cracks [47].
Thus, assuming that the corrosion solution is likely to present within the layer of corrosion
products and considering that it interacts with the bare metal during SSRT testing, it is
reasonable to expect the greater number of cracks in the pre-exposed specimens to have
a larger volume fraction of secondary phase particles in the microstructure. The greater
number of active corrosion sites should also produce more hydrogen gas and corrosion
products; this is supported by the anomalous increase in the concentration of hydrogen
extracted in the temperature intervals of 24–300 and 300–450 ◦C, respectively.

3.8. The Scope of Further Research

Experimental results of the present study as well as the proposed discussion on
the mechanisms of PESCC are specifically relevant to the ZK60 alloy. Since this alloy
is representative of a broad class of wrought Mg alloys, one can likely expect the sim-
ilar PESCC and SCC behaviour in other alloys of this class of materials. Nevertheless,
the additional data pertinent to these phenomena occurring in Mg alloys of other chem-
ical compositions is largely demanded to gain deeper understanding the generality of
the observed phenomena on the one hand and to relate them to the chemistry of the
alloy interacting with the aggressive environment on the other. In particular, the effect
of the side surface layer of corrosion products in the mechanism of PESCC in differ-
ent Mg alloys is to be elucidated. Furthermore, some other materials, e.g., structural
steels and Ti alloys, experience appreciable embrittlement after pre-exposure to aggressive
environments [48–51]. This embrittlement is generally accepted to be due to diffusible
hydrogen, which, however, plays a less important role in PESCC of Mg alloys, as was
shown above. Thus, the generality of the findings gained in the present study in regard to
the driven mechanisms of PESCC is to be clarified also on a more global scale accounting for
a wider range of metallic materials. The more specific experimental aspects related to the
PESCC phenomenon in Mg alloys, such as the nature of the individual peaks on hydrogen
thermal desorption spectra, the relationship between the microstructure and PESCC, as
well as the origin and the role of the corrosion solution contained within the corrosion
product layer, are of particular interest and will be considered in the forthcoming studies.

4. Conclusions

The results obtained in the present paper show that the pre-exposure stress corrosion
cracking (PESCC) of the alloy ZK60 can be fully or partially inhibited by air storage after
pre-exposure in corrosion solution. The increase in time and temperature of air storage
promotes the suppression of PESCC. The complete elimination of PESCC of the alloy ZK60
pre-exposed to the 4% NaCl + 4% K2Cr2O7 corrosive solution for 1.5 h can be achieved
by 24 h of storage in air at 150–200 ◦C. The suppression of PESCC due to air storage is
accompanied by the decrease in hydrogen concentration in the corrosion product layer
and is manifested by the recovery of mechanical properties of the alloy as well as by
the reduction in the brittle-like (PESCC) zone on the fracture surface, including both its
peripheral region covered with corrosion products and the subsequent quasi-brittle region.
It is suggested that the side surface layer of the corrosion product on the pre-exposed
specimens serves as a “container” for the embrittling agents such as hydrogen and the
corrosion solution, which interact with the bare metal during SSRT testing in air and are
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responsible for the formation of characteristic corrosion product region and quasi-brittle
region on the fracture surface, respectively. The strong correlations between the length
of the corrosion product region, the concentration of hydrogen extracted below 300 ◦C,
and the extent of PESCC of the pre-exposed specimens suggest that both hydrogen and
the corrosion solution stored within the side surface layer of corrosion products play vital
roles in the mechanism of PESCC. The suppression of PESCC by air storage is due to the
desorption of hydrogen and evaporation of the corrosion solution from the side surface
layer of corrosion products, as is witnessed by the decrease in the hydrogen concentration
as well as by the reduction in the size of characteristic regions on the fracture surface with
the increasing temperature and time of the air storage.
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Abstract: Tantalum and its alloys are regarded as equipment construction materials for processing
aggressive acidic media due to their excellent properties. In this study, the influence of severe rolling
(90%) on the dissolution rate of a cold-rolled Ta-4%W sheet in different directions was investigated
during immersion testing and the corresponding mechanism was discussed. The results show that the
dissolution rate of the cold-rolled sample is significantly lower than that of the undeformed sample.
The corrosion resistance followed the sequence of “initial” < “90%-ND” < “90%-RD” < “90%-TD”,
while the strength is in positive correlation with the corrosion resistance. Severe rolling promotes
grain subdivision accompanied by long geometrically necessary boundaries and short incidental
dislocation boundaries on two scales in the cold-rolled sample. The volume elements enclosed by
geometrically necessary boundaries form preferential crystallographic orientations. Such preferential
crystallographic orientations can greatly weaken the electrochemical process caused by adjacent
volume elements, resulting in greatly reduced corrosion rates in the severely deformed sample. The
unexpected finding provides a new idea for tailoring the structures of tantalum alloys to improve
both their strength and corrosion resistance.

Keywords: tantalum alloy; severe plastic deformation; grain subdivision; corrosion; crystallographic
orientation

1. Introduction

Tantalum (Ta) is a typical rare transition metal. Ta and its alloys have received
widespread attention in many fields such as nuclear engineering, the chemical indus-
try, biomaterials, high temperature applications and the electronics industry. This is mainly
because Ta and its alloys have excellent properties including high melting points, high
corrosion resistance, good biocompatibility, mechanical and electrical properties [1–6]. Due
to the excellent corrosion resistance, Ta alloy mill products, especially the binary Ta alloys
containing tungsten (W), are used to manufacture processing equipment meant for harsh
chemical environments, for example, bayonet heaters, tank liners, heat exchangers and
various other components for sulfuric acid production [7]. While many previous studies
have mainly focused on the corrosion behaviors of Ta and its alloys in hot, highly cor-
rosive environments [8–11], limited attention has been paid to the relationship between
thermomechanical processing and corrosion resistance.

Regardless of the final form of Ta alloy mill products, thermomechanical processing is
an essential process. During the thermomechanical processing, the alloy undergoes differ-
ent forms and/or levels of plastic deformation. Strain path and strain degree, etc., affect
the microstructure and final properties of the alloy. According to earlier research results,
the corrosion rate increases when metals and alloys undergo plastic deformation [12–14].
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The theoretical basis for such results is that dislocations and other defects are generated
during the deformation. These defects usually increase the active sites on the metal sur-
face [14]. Plastic deformation increases the rate of anode dissolution but has little effect on
the cathode process [13]. For example, Luo et al. [15] investigated a duplex stainless steel in
a saturated Ca(OH)2 solution containing 3.5 wt.% NaCl and noted that plastic deformation
accelerated the corrosion rate due to the enhancement of metastable pitting susceptibility.
Stefec et al. [16] adopted quantitative metallography to statistically analyze the corrosion
pits and found the total area and number of pits increased with increasing deformation.

In recent years, a series of breakthroughs have been realized in tailoring nanostruc-
tured grains to achieve both high strength and good ductility by severe plastic defor-
mation [17]. However, severe plastic deformation also introduces large proportions of
metastable microstructures, grain boundaries and textures, which leads to a more complex
corrosion behavior compared to conventional polycrystalline metals and alloys [18]. Wang
et al. [19,20] obtained nanocrystalline ingot iron after 93% rolling reduction from conven-
tional polycrystalline and found that the corrosion resistance of the obtained samples was
greatly improved in both 1 M HCl and 0.05 M H2SO4 + 0.25 M Na2SO4 solutions. Lv
et al. [21] found that pure iron had similar textures after a rolling reduction of 95.8% at
room temperature and in liquid nitrogen conditions, but the grain refinement between
them was different. Compared to the original annealed sample, the corrosion resistances of
rolled samples were both improved, but the corrosion resistance of the sample rolled at
room temperature was better than that of the sample rolled in liquid nitrogen.

The above results show that the presence of metastable microstructures, dislocations,
and dislocation boundaries increase the corrosion rate, while the formations of textures and
changes in the second phase may inhibit the corrosion rate during deformation. Recently,
the potential to improve corrosion resistance by severe plastic deformation has been demon-
strated in several separate studies for different metals and alloys. However, the interpretive
reasons are different for such improvements [22–25]. The question still remains therefore
how the change in corrosion resistance relates to the severe deformation structure for metals
and alloys. In our previous studies on the Ta-4%W alloy [26–30], we have reported the
microstructural evolution after cold rolling and the corrosion behavior on rolling plane in
sulfuric acid. However, the effects of macroscopic orientation and crystallographic texture
in different directions on the surface dissolution of cold-rolled sheets are still unknown and
they are the key components of the present research.

In this study, corrosion rates in different macroscopic orientations of the cold-rolled
sample were tested, and the corrosion morphology and microstructure were characterized.
The study focuses on three aspects: (1) a corrosion degree comparison in different macro-
scopic orientations after severe rolling, (2) the microstructural source of the texture and
(3) the relationships between texture and corrosion behavior. Our paper represents the first
investigation to establish grain subdivision, dislocation substructure and texture evolution,
as well as to establish a direct relationship to corrosion resistance and mechanical properties.

2. Materials and Methods

Ta-4%W ingots were obtained from electron beam melting under high-vacuum condi-
tions. Ingots are forged and annealed in preparation for starting material, which has been
described in our previous work [28,30]. The starting plates have a thickness of 10 mm, and
then they are rolled at room temperature to a reduction in thickness of 90% (corresponding
to a von Mises strain of 2.7). The rolled sheet has a thickness of 1 mm after rolling. In
order to reveal the corrosion behaviors on different sections of the rolled sheet, i.e., sections
perpendicular to the rolling direction (RD), the transverse direction (TD) and the normal
direction (ND), the samples for immersion corrosion were cut from the rolled sheet with
a size of 10 mm in length, 1 mm in width, and 0.3 mm in thickness. To obtain precision
results, 9 samples were prepared for each tested section.

All the samples were grounded with final 5000 grit sandpaper, cleaned with alcohol
and dried with a hair dryer before the corrosion tests. Then, the samples were immersed
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in a mixture solution of hydrofluoric acid, sulfuric acid and deionized water (1:50:49 by
mass) from 7 days to 30 days. To explore the effect of severe plastic deformation on the
corrosion rate of Ta-4%W, the initial undeformed sample was also immersed in the test
solution and cut to the same size as the deformed sample to avoid possible size effects. The
schematic illustration and experimental pictures of the samples’ preparation for immersion
testing is shown in Figure 1. The samples were weighed with a high precision electronic
scale both before and after immersion testing in order to record the mass loss of the alloy,
and then the total weight changes for each tested section were converted into the corrosion
rate, which is calculated according to the following equation:

X (mm/a) = 87600×/(W/DAT) (1)

where W is the weight loss in grams, D is the sample density taken to be 16.6 g·cm−3,
A is the area of the sample in cm2, and T is the time of exposure of the Ta-4%W sample
in hours. After immersion, the micro-hardness of each test surfaces was also measured
using a load of 500 g and a dwell time of 10 s. The corrosion morphologies of each sample
immersed in the test solution after 30 days were characterized by a ZEISS Auriga scanning
electron microscope (SEM) attached with an electron backscatter diffraction (EBSD) detector.
Transmission electron microscope (TEM) foils were observed in a JOEL JEM 2100 TEM
equipped with an online Kikuchi-line analysis system for crystallographic orientation
determination [31].
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Figure 1. Schematic illustration and experimental pictures of samples for immersion testing: the
“initial” sample was cut from the 10 mm-thick plates before cold rolling. The observed surfaces of the
“90%-RD”, “90%-TD” and “90%-ND” samples were perpendicular to the rolling direction, transverse
direction and normal direction, respectively, of the 90% cold-rolled plate.

3. Results and Discussion

Figure 2 shows the corrosion rates of samples in the test solution from 7 days to 30 days
and the micro-hardness of the corresponding test surfaces. As shown in Figure 2a, the
corrosion rates of all the samples decrease with increasing corrosion time. This may be
due to corrosion products gradually accumulating and covering the surfaces of the tested
samples. Ta alloys show excellent passivation tendency due to a protective passive stable
Ta2O5 oxide film. However, when Ta alloys are immersed in a mixture of hydrofluoric
and sulfuric acid, several nanometers of Ta2O5 on the sample surface will dissolve and a
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corrosion product of fluoride complex (H2TaF7) will form. Such corrosion products act
as a barrier to further corrosion [11], thus slowing down the corrosion process. Another
surprising result is that the corrosion rates of the cold-rolled sample are significantly smaller
than those of the initial sample regardless of the macroscopic orientations of the test samples.
Among the cold-rolled samples in different orientations, the corrosion rate of the 90%-ND
sample is higher than those of the 90%-RD sample and the 90%-TD sample. The micro-
hardness results show that the 90%-TD sample has a maximum value of 261 HV, while
the initial sample has a minimum value of 197 HV (Figure 2b). Generally, the corrosion
resistance is in an inverse correlation with the strength. However, present results seem
to support the conclusion that the harder the surface, the more resistant it is to corrosion.
Similar results were also seen in BN-304SS by severe rolling technology [32].
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Figure 2. The corrosion rates of Ta-4%W in a 50 wt.% H2SO4 solution containing 1 wt.% fluoride ions
(a) and the micro-hardness of the corresponding test surfaces (b).

Figure 3 shows SEM images of the morphologies for the Ta-4%W samples after the
immersion test. The corroded surface is uneven between the adjacent grains, which means the
shape of the grains is faintly visible for the initial sample (Figure 3a). After 90% cold rolling, the
corroded surfaces of the samples with three macroscopic orientations become quite uniform.
Based on the comparison of the corrosion morphology for each of the samples, the “90%-TD”
sample can be assumed as relatively less corroded, followed by the “90%-RD” sample, then
the “90%-ND” sample, while the initial sample can be assumed as more corroded.
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To further understand the difference in corrosion resistance, the corroded surfaces
after 30 days of immersion testing were also characterized using EBSD. Due to a high
density of 16.6 g/cm3 for the present alloy, a high absorption ratio will happen when the
electron beam falls into the pit areas. Thus, the surface quality of Ta alloys has a significant
impact on the detection of EBSD signals, and the corroded sites or pit areas on corroded
surfaces formed in immersion testing will not be resolved by EBSD [33]. Figure 4 shows the
EBSD orientation maps and inverse pole figure (IPF) of grains detected in the initial sample.
As shown in the orientation maps (Figure 4a), “blue” and “green” grains tend to have more
severely corroded sites or pit areas (indicated by the black color), while “red” grains have
fewer pit areas. The orientations of all the grains detected are shown in Figure 4b. It can be
concluded that the {100} grains exhibit a significantly lower corrosion degree compared
with {110} and {111} grains, which can also be supported by previous studies for Ta [30,34]
and other body-centered cubic (bcc) metals such as Nb [35] and pure Fe [21,36].

Materials 2022, 15, x FOR PEER REVIEW 5 of 10 
 

 

  

Figure 3. SEM images of the Ta-4%W corrosion samples after 30 days of immersion testing: (a) “in-

itial” sample, (b) “90%-RD” sample, (c) “90%-TD” sample, and (d) “90%-ND” sample. 

To further understand the difference in corrosion resistance, the corroded surfaces 

after 30 days of immersion testing were also characterized using EBSD. Due to a high 

density of 16.6 g/cm3 for the present alloy, a high absorption ratio will happen when the 

electron beam falls into the pit areas. Thus, the surface quality of Ta alloys has a significant 

impact on the detection of EBSD signals, and the corroded sites or pit areas on corroded 

surfaces formed in immersion testing will not be resolved by EBSD [33]. Figure 4 shows 

the EBSD orientation maps and inverse pole figure (IPF) of grains detected in the initial 

sample. As shown in the orientation maps (Figure 4a), “blue” and “green” grains tend to 

have more severely corroded sites or pit areas (indicated by the black color), while “red” 

grains have fewer pit areas. The orientations of all the grains detected are shown in Figure 

4b. It can be concluded that the {100} grains exhibit a significantly lower corrosion degree 

compared with {110} and {111} grains, which can also be supported by previous studies 

for Ta [30,34] and other body-centered cubic (bcc) metals such as Nb [35] and pure Fe 

[21,36]. 

  

Figure 4. EBSD orientation maps (a) and IPF (b) of grains detected in the initial sample after 30 days 

of immersion testing. Note that the black regions in (a) are the preferentially corroded sites which 

cannot be resolved by EBSD. The grains without corroded sites are marked as hollow circles while 

the grains with corroded sites are marked as solid black circles in (b). 

Figure 5 shows EBSD maps of the cold-rolled sample on corroded surfaces. Grain 

subdivision occurs in three directions and there are many dislocation substructures 

formed on the deformed sample. It is important that preferential corrosion still exists as 

the initial sample. The preferentially corroded sites, i.e., the black regions which cannot 

be detected by EBSD, are primarily located in the {111} grains. 

Figure 4. EBSD orientation maps (a) and IPF (b) of grains detected in the initial sample after 30 days
of immersion testing. Note that the black regions in (a) are the preferentially corroded sites which
cannot be resolved by EBSD. The grains without corroded sites are marked as hollow circles while
the grains with corroded sites are marked as solid black circles in (b).

Figure 5 shows EBSD maps of the cold-rolled sample on corroded surfaces. Grain
subdivision occurs in three directions and there are many dislocation substructures formed
on the deformed sample. It is important that preferential corrosion still exists as the initial
sample. The preferentially corroded sites, i.e., the black regions which cannot be detected
by EBSD, are primarily located in the {111} grains.

Due to the resolution limit of the EBSD technique, finer-scale characterization of
the deformation microstructure was studied using TEM (see Figure 6). Severe rolling
promotes grain subdivision containing two types of dislocation boundaries. One is the
long and extended planar boundaries with a larger scale, and the other is the highly curved
morphology dislocation boundaries with a smaller scale (Figure 6a). The long and extended
planar dislocation boundaries are known as geometrically necessary boundaries (GNBs),
while the highly curved morphology dislocation boundaries are known as incidental
dislocation boundaries (IDBs) [37]. The GNB misorientation angle can reach quite high
values (average value of 11.9◦) to accommodate lattice rotations and can lead to a strong
texture evolution (preferential crystallographic orientations) [28]. The IDB misorientation
angles (average value of 3.1◦) are much smaller than those of GNB and cannot causes
significant crystallographic orientation change across the boundary. A sketch of GNBs and
IDBs has been shown in Figure 6b.
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of the lamellar boundary structure, (b) a sketch of the GNBs (solid black lines) and the IDBs (dashed
grey lines) in (a).

Regarding the effect of plastic deformation on the corrosion behavior, a considerable
investigation was carried out in a previous study but conflicting conclusions were reached.
For example, experimental results by Stefec, Haraszit and Maric et al. [12,16,38] show that
plastic deformation reduces the corrosion resistance of austenitic stainless steels as the
strain increases (mostly from low to medium strain). Wang et al. [39] found that plastic
deformation reduces the corrosion resistance of CrCoFeMnNi high entropy alloys even
when the strain reaches 80%. However, experimental results by Lv and Wang et al. [32,40]
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show that plastic deformation improves the corrosion resistance of austenitic stainless steels
when the strain is high enough. The phenomenon of improved corrosion resistance due to
plastic deformation is also found in BCC iron [19–21]. There are few controversial views
on the explanation of plastic deformation reducing corrosion resistance, i.e., numerous
dislocations and other crystallographic defects formed after plastic deformation promoting
the electrochemical dynamics increase and dissolution rate. However, to the best of our
knowledge, no unified view has been reached on the explanation of plastic deformation en-
hancing corrosion resistance. These mutually contradictory conclusions [19–22,24,25,32,40]
mainly relate to (1) the conventional microstructure parameters such as dislocation density,
grain size, twin boundaries, high angle boundaries, second phase, (2) the passivation film
properties, and (3) even the valence electron configuration at an atomic scale.

It is worth noting that grain subdivision based on volume scales of dislocation bound-
aries classification and low energy dislocation structures has been observed in many metals
and alloys. At certain strain levels (mostly at a von Mises strain of 0.8), the typical mi-
crostructural features of S-bands will form due to the emergence of new slip systems [41,42].
The S-band can also lead to the deformation texture being formed and the texture will con-
tinue to strengthen with increasing strain. A more efficient source of high-angle boundaries
can be found if the overall texture evolution is considered, rather than just the evolution
of individual directions. Therefore, grain subdivision, accompanied by a strong texture
evolution, can lead to a significant increase in the fraction of high-angle boundaries during
deformation [41]. Volume elements are defined as the regions enclosed by high-angle
boundaries in TEM [31]. Since most high-angle boundaries belong to the GNBs, the vol-
ume elements enclosed by GNBs can be thus assumed to have the same electrochemical
properties since they have the same crystallographic orientation and operate the same glide
systems. One of the volume elements is illustrated by the color red in Figure 6b.

With the help of an online Kikuchi-line analysis system equipped on a JOEL JEM 2100
TEM [31], the crystallographic orientations of individual volume elements were measured
and mapped to inverse pole figure (Figure 7). The crystallographic orientation with RD
tends to be <110> in the unit triangle. The crystallographic orientation with TD ranges from
<110> to <111> along the edge of the unit triangle. The crystallographic orientation with
ND tends to be <111> primarily and tends to be <100> minorly. It is known that the <111>
grains have the maximum Taylor factor value, while the <110> grains follow, and the <100>
grains have the minimum Taylor factor value. Taylor factor is a parameter that reflects
the difficulty of plastic deformation, representing the numbers of activated slip systems
during deformation. Thus, the difference in micro-hardness between the macroscopic tests’
surfaces is mainly due to different grain orientation distribution [13].

Compared to the uniform distribution of orientation in the initial undeformed sample
(Figure 4b), the cold-rolled samples show significant preferential crystallographic orienta-
tions regardless of the sample direction on the rolled sheet. Previous studies have shown
that the cathodic process preferred to occur in the <100> orientation volume element,
while the anodic process mainly occurs in the <110> and <111> orientation volume ele-
ment [30,35]. Such preferential crystallographic orientations in cold-rolled samples can
greatly weaken the electrochemical process caused by the adjacent volume elements, re-
sulting in greatly reduced dissolution rates for the Ta-4%W alloy. Among the cold-rolled
samples, the “90%-ND” sample exhibited a worse corrosion resistance than that of the “90%-
RD” and “90%-TD” samples. The possible reason for this result is the fact that the “90%-ND”
sample has more <100> volume element than the “90%-RD” and “90%-TD” samples.
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4. Conclusions

The Ta-4%W alloy was cold rolled to achieve a reduction of 90% in sample thickness.
The effect of severe plastic deformation on the corrosion behavior of the Ta-4%W alloy
in a mixed solution of sulfuric acid and hydrofluoric acid was investigated. The results
show that 90% cold rolling can significantly reduce the dissolution rate of the Ta-4%W
alloy regardless of the macroscopic orientation of the cold-rolled samples. The corrosion
resistance followed the sequence of “initial” < “90%-ND” < “90%-RD” < “90%-TD”. During
plastic deformation, two types of dislocation boundaries were formed. One type was the
long and extended planar boundaries (GNBs) which subdivide the grains at a larger scale.
The other type was the highly curved morphology dislocation boundaries (IDBs) formed
between GNBs. Preferential crystallographic orientations were formed through volume
elements enclosed by GNBs. The electrochemical process is different due to the difference
in crystallographic orientations between the adjacent volume elements. However, the
preferential crystallographic orientation might weaken this difference and thus greatly
reduce the corrosion rate of the Ta-4%W alloy.
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Abstract: Recent studies highlighted the importance of the combined effects of prestress loss and
corrosion deterioration for concrete girder bridge structures when the effect of damage on the
performance level is estimated. The multi-deterioration mechanisms connected with chloride erosion
include the cross-sectional area loss of longitudinal bars and stirrups, the reduction in the ductility,
the decrease in the strength of steels and the strength loss of concrete in RC columns. For the corroded
RC columns and corroded elastomeric bridge bearings, analytical models of the material degradation
phenomena were employed for performing the probabilistic seismic performance analysis, which
could obtain the system seismic fragility of aging bridges by considering the failure functionality of
multiple correlated components (e.g., columns, bearings). The combined effects of prestress loss and
cracking were also considered when developing time-dependent system seismic fragility functions.
Here, a typical multi-span reinforced concrete girder bridge was used as a case study for studying
the time-variant seismic performance. The results revealed the importance of the joint effects of the
multi-deterioration mechanisms when modeling the time-dependent seismic fragility of aging bridge
systems, as well as the significance of considering the combined effects of prestress loss and cracking.

Keywords: corrosion; multi-deterioration mechanics; prestress and cracking; system seismic fragility;
RC concrete girder bridges

1. Introduction

Reinforced concrete (RC) highway bridges experience prolonged exposure to a chloride
environment such that these structures suffer from various forms of lifetime degradation,
which result in some changes in the material properties. Corrosion in reinforcing steels
initiated by chloride ions penetration into the concrete will cause the loss of cross-sectional
area of the steels and the cover cracking of RC columns. Some efforts were made to
investigate the potential significance of the deterioration of seismic performance across a
large number of aged bridges. Choe et al. [1,2] researched the capacity reduction of RC
columns in a corroded single-bent bridge due to corrosion and developed a time-variant
seismic fragility model of the RC columns; the results revealed the potential importance of
the crucial material properties degradation and corrosion parameters. Li et al. [3] performed
a series of experiments to evaluate the seismic fragility of corroded RC bridges. Alipur
et al. [4] discussed the changes in seismic vulnerability of a group of detailed bridge models,
and the effect of the corrosion process on the nonlinear time-dependent parameters was
considered during the life-cycle cost. Recent work by Ghosh and Padgett [5] examined the
joint effects of corrosion deterioration of the column and steel bearing on the seismic fragility
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of bridge systems. Li et al. [6] proposed a time-dependent fragility analysis method for
bridges under the action of chloride ion corrosion and scour by determining the probability
distribution types and statistical characteristics of various environmental and corrosion
parameters. To quantify the effect of steel corrosion on seismic fragility estimates, Cui
et al. [7] developed an improved time-dependent seismic fragility framework by taking into
account the increase in the corrosion rate after concrete cracking and the reduction in the
seismic capacity of RC bridge substructures during the service life. Meanwhile, the authors
proposed an analytical method based on a backpropagation artificial neural network to
provide probabilistic capacity estimates of deteriorating RC substructures. Li et al. [8]
proposed a time-dependent seismic fragility assessment framework by considering the
correlation of random parameters of aging highway bridges under non-uniform chloride-
induced corrosion attacks. Abbasi et al. [9] developed and compared the overall time-
dependent system and individual component fragility curves of older and newly designed
multi-frame reinforced concrete bridges in California. Dey and Sil [10] proposed performing
seismic fragility analysis of corrosion-affected bridges located in the coastal region of
India by considering pitting corrosion as a realistic corrosion degradation mechanism. Fu
et al. [11] developed a life-cycle fragility assessment method to establish the time-dependent
seismic fragility curves of an illustrative cable-stayed bridge at the component and system
levels. Fan et al. [12] established a fragility analysis framework for RC bridge structures
subjected to the multi-hazard effect of vessel collisions and corrosion. Meanwhile, the
modeling and analysis of the time-dependent seismic fragility due to the corrosion effects
of RC bridges has received significant attention [13–18].

However, it should be noted that the above contributions neglect additional mecha-
nisms, such as stirrup corrosion, cover defects and damaged confined concrete. Specifically,
the corrosion of stirrups leads to the strain reduction of confined concrete (or the reduc-
tion in confinement levels of core concrete) and the reduction of the shear strength in the
concrete components (i.e., the bottom and top of bridge columns [19]). Furthermore, the
corrosion of steel reinforcements and prestressing strands of the concrete bridges leads to
significant prestress losses and cracking, which induces excessive deflections during their
service life [20,21]. Meanwhile, expansive forces that originate from the formation of the
oxidation product may cause cracking of the concrete cover [22], and the strength of the
concrete material is reduced at specific intervals during the life cycle. The deterioration
mechanisms of different components of RC bridges depend on their physical conditions
and environmental exposure scenarios. For multi-span continuous (MSC) bridges and
multi-span simply supported (MSSS) girder bridges, the different forms of degradation
due to corrosion can be found in the individual components, and the multiple types of
deterioration among different components (i.e., column, bearing) of RC bridges should
be considered as dependent. Meanwhile, the corrosion degradation of RC components
of typical bridges mainly gives rise to the cross-sectional area loss of embedded steels,
including the longitudinal bars and hoops. This type of degradation can also lead to stress
reduction of unconfined concrete and the ductility decrease of confined concrete, along
with cracking of the cover. These multi-deterioration mechanisms are common for bridge
components, such as the decks and columns of RC bridges. In addition, the diameter loss
of steel bearing anchor bolts and the strength of elastomeric bearing dowel bars can cause
the deterioration of the bearing system. Some studies [5,23] revealed that the corrosion of
the reinforcement steel in RC columns and the deterioration of the bridge bearings could
be found in MSC steel girder bridges and MSSS concrete girder bridges in Central and
Southeastern United States, which are seismically vulnerable regions. According to China’s
Ministry of Transportation, the aging and deterioration phenomenon of MSC concrete
girder bridges are commonly found in seismic zones, such as northern China, because
deicing salts are extensively used on highway bridges [24]. The existing contributions [6–21]
also indicated that RC bridges subjected to the mechanisms of corrosion deterioration
might be more vulnerable to earthquake hazards. Moreover, since previous studies [25,26]
demonstrated that chloride from deicing salts can cause more degradation of bridges than
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that in a marine environment, the impacts of corrosion degradation due to chloride-laden
deicing salts should be researched in detail.

Although the above works focused on the evaluation of the corrosion effect on the
seismic vulnerability of RC bridge components/systems, the joint impacts of the multi-
deterioration mechanisms among multiple bridge components, which have a significant
impact on the seismic performance, were rarely considered in recent studies. Meanwhile,
the corrosion of critical components, including the corrosion of RC columns and the
aging of elastomeric bridge bearings, as well as the combined effects of prestress loss and
cracking, also have a negative effect on seismic performance. Therefore, bridge columns
are assumed to be subjected to salt mist formed from chloride-laden water [27], and the
elastomeric bridge bearings were considered to be affected by chloride ions and thermal
oxidation [28–30] in this study. For this purpose, the joint effects of multi-deterioration
mechanisms on system seismic fragility for RC bridges were researched by considering
the degradation correlations between multiple components. Then, dynamic behaviors
of bridge systems under multiple related deterioration mechanisms could be calculated
to support the development of time-variant seismic fragility curves. Subsequently, a
probabilistic approach was proposed to evaluate the time-dependent seismic fragility, and
the effects of multi-deterioration mechanisms on seismic vulnerability could be researched
in detail by including the joint impact of columns and bearing corrosion deterioration. The
multi-deterioration mechanisms, which are connected with chloride erosion, include the
cross-sectional area loss of longitudinal bars and stirrups, the reduction in the ductility, the
decrease in the strength of steels and the strength loss of concrete in RC columns because the
cover cracking exists and the failure of the bearings system of bridges will appear due to the
corrosion of bearing pads and dowel bars. The impact of multi-deterioration were applied to
a typical MSC concrete girder bridge in the system fragility assessment framework of aged
bridges. Meanwhile, the combined effects of the prestress loss and cracking on the seismic
fragility were found in detail. For the corroded RC columns and corroded elastomeric
bridge bearing, analytical models of material degradation phenomena were introduced into
the probabilistic seismic performance evaluation, which obtained the system fragility of
bridges by considering the failure functionality of multiple correlated critical components
(e.g., columns, bearing). A three-dimensional nonlinear dynamic model of the MSC bridges,
which considered its aging components as multi-deterioration mechanisms, was performed
to evaluate the changes in the structural capacity and was also employed to obtain the
seismic response of critical components and systems. Subsequently, time-dependent seismic
fragility curves were analyzed to generate a comparison of the seismic performance at
different time points during the service life when the parameter properties’ variation,
ground motions and deterioration parameters were considered simultaneously. The results
showed that the multi-deterioration of the multiple correlated components had a joint effect
on the seismic performance of the aged bridges subjected to seismic hazards, as well as the
combined effects of prestress loss and cracking.

2. MSC Concrete Girder Bridge Geometry

To verify the proposed methodology for developing time-dependent fragility curves
and offer insights on the effects of the multi-deterioration mechanism of multiple related
components on seismic response and vulnerability, a sample MSC concrete girder bridge
was considered as a case study in this research. Nearly 67.8% of all bridges in Central and
Southeastern United States and approximately 74% in China are of this bridge type [24].
The MSC concrete girder bridge type was used for the case study since an overwhelming
majority of 74% of bridges found in seismic zones are of this type and these bridges are
seismically vulnerable due to inadequate detailing of the components. Previous studies on
classes of bridges by Nielson [31] indicated that the vulnerability of multiple components
of this type of bridge is necessary when considering aging and deterioration. This vul-
nerability phenomenon can be attributed to inadequately seat widths, bolted elastomeric
pad bearings and insufficient transverse reinforcement, which inhibits the shear resistance
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and ductile capacity in RC columns. Consequently, higher seismic demands on the bridge
system due to the above reasons can be generated during earthquake events.

The typical MSC concrete girder bridge identified by Nielson [31] is introduced in
this study because of the similar bridge configuration in China [24]. As shown in Figure 1,
this bridge has three spans with lengths of 11.9, 22.3 and 11.9 m, which give an overall
bridge length of 46.1 m. The decks of width 15.01 m were constructed of eight AASHTO
concrete bridge girders. Among these girders, type I was for the end span and type III was
used for the middle span. A concrete parapet between the girders and deck, which can
reduce the effects of live load, was used to concatenate the MSC bridge [31]. Two pile bent
abutments and two three-column bents support a three-deck. The circular columns have
a cross-sectional area of 641.2 mm2. This type of column can be reinforced with 12-#29
longitudinal bars and #13 transverse stirrups spaced at 305 mm. The fixed and expanded
bearings for this bridge class are elastomeric pads with two steel dowels, as characterized
by Neilson [31].
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3. Multi-Degradation Mechanisms of RC Columns Due to Corrosion

All equations used in Section 2 can be found in Table 1.

Table 1. Equation list for Section 2.

Equation Number Equation Expression

Equation (1) ∂C(x,t)
∂t = ∂

∂x D ∂C(x,t)
∂x

Equation (2) C(x, t) = CS

[
1− er f

(
x

2
√

Dt

)]

Equation (3) TI =
x2

4D

[
er f−1

(
CS−CC

CS

)]−2

Equation (4) R(t) =
∫ t

TI
rcorrdt

Equation (5) Φ(t) = Φ(0)− 2R(t)

Equation (6) φ(t) = φ(0)− 2R(t)

Equation (7) Φ(t) = Φi − R(t)
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Table 1. Cont.

Equation Number Equation Expression

Equation (8) φ(t) = φi − R(t)

Equation (9) η = 2R(t)/Φ(0); η ∈ [0, 1]

Equation (10) λ = 2R(t)/φ(0); λ ∈ [0, 1]

Equation (11) A(t) =





[1− ηS(t)/2]AS(0), t ≤ TI
[1− ηS(t)]AS(0), TI ≤ t ≤ TI + Φi/rcorr
0, t ≥ TI + Φi/rcorr

Equation (12) a(t) =





[1− λk(t)/2]as(0), t ≤ TI
[1− λk(t)]as(0), TI ≤ t ≤ TI + φi/rcorr
0, t ≥ TI + φi/rcorr

Equation (13) ηS(t) = η(2− η)

Equation (14) εsu(t) =

{
εsu(0) 0 ≤ ηS ≤ 0.016
0.1521ηS

−0.4583εsu(0) , 0.016 < ηS ≤ 1

Equation (15) fsy(t) = (1− 1.077ηS(t)) fsy(0)

Equation (16) fyh(t) = (1− 1.077λk(t)) fyh(0)

Equation (17) fpc(t) =
fpc(0)

1+Kεt(t)/εc(0)

Equation (18) εt(t) = nbarsw
ri

Equation (19) w = kw(∆As − ∆As0)

Equation (20) ηS(0) = 1−
[
1− α

φ(0)

(
7.53 + 9.32 x

φ(0)

)
10−3

]2

Equation (21) εcu(t) = 0.004 + 0.9ρs(t)
fyh0
300

3.1. The Diffusion Process and Corrosion Initiation Time

Chloride-induced corrosion is considered to be one of the major causes of the aging of
reinforced concrete bridges. Corrosion of reinforcing steel in an RC column is initiated by
the ingress of chloride ions through the concrete cover to the bar’s surface. The main source
of chloride ions is considered to be the deicing salts used in winter. The diffusion process
of chloride ions that result in corrosion can be described by Fick’s second law [25]. The
formulation can be seen as Equation (1) in Table 2, where C is the chloride ion concentration,
D is the chloride diffusion coefficient of concrete, x is the depth of the concrete cover and
t is the time step in years. We assumed that the initial condition (initial chloride ion
content), boundary condition (surface chloride content) and material property (chloride
diffusion coefficient) were equal to zero, the mean-invariant Cs and the mean-invariant D,
respectively. The closed solution of the chloride ion content is shown as Equation (2) [32],
where er f (·) is the Gaussian error function. The corrosion parameters involved in the
diffusion process were assumed to be random variables whose distribution type, mean u
and coefficient of variation COV are listed in Table 2 [5,19].

Table 2. Probability distribution and the random parameters involved in the diffusion process.

Random Variable Unit Distribution Type Mean COV

Concrete cover, x mm Lognormal 40.00 0.20
Diffusion coefficient, D cm2/year Lognormal 1.29 0.10

Surface chloride concentration, Cs wt%/cem Lognormal 0.10 0.10
Critical chloride concentration, CC wt%/cem Lognormal 0.040 0.10

Corrosion rate, rcorr mm/year Lognormal 0.127 0.3

The diffusion process of chloride ions can be described in probabilistic terms by using
the Monte Carlo method. It was assumed that the depth of concrete cover x was 40 mm and
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the service life t was 50 years; the resulting probability density functions (PDFs) of chloride
ion concentrations that were obtained using a Monte Carlo simulation with a sample size
of 50,000 are shown in Figure 2. With reference to Fick’s second law of diffusion and
Equation (2), the corrosion initiation time TI was evaluated using Equation (3) [5], where TI
is the corrosion initiation time in years, CS is the chloride concentration of concrete surface
and CC is the critical chloride concentration that can dissolve the protective passive film
around the reinforcement steels. Therefore, a Monte Carlo simulation was performed with
a sample size of 50,000 for random variables to evaluate the probability distribute of the
corrosion initiation time TI , as shown in Figure 3. A lognormal distribution with a mean
µ = 1.0374 years and standard deviation σ = 0.2829 was found to be a good estimation of
the simulated distribution for the corrosion initiation time TI . This distribution had an
influence on the probabilistic modeling of the steel corrosion in the bridge RC columns.
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3.2. Reduction in the Cross-Sectional Area of Longitudinal Bars and Stirrups

The corrosion of rebars in the existing RC column was initiated by reducing the cross-
section. However, some recent studies [33,34] showed that the corrosion of stirrups, which
causes a reduction in confinement behavior, is more severe than that of the longitudinal
bars in an RC column. Furthermore, the corrosion can degrade the shear resistance of the
column by potentially shifting the failure modes from a ductile failure mode to a shear
failure mode. Therefore, the effect of both the loss of the cross-sectional area and the ductile
degradation of stirrups on the seismic behavior of bridge systems should be considered in
this study. Corrosion from deicing salts leads to a reduction in the effective area of both
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the longitudinal and transverse rebars. First, the corrosion penetration R is introduced
as Equation (4) [19], where rcorr is the corrosion rate and represents the implicit function
of the time-dependent area due to corrosion, while t − TI is the corrosion propagation
time. The time-variant loss of longitudinal reinforcement and stirrup diameter in the BLG
model can be evaluated using Equation (5) and Equation (6), respectively [19]. Combining
Equation (4), Equation (5) and Equation (6), Φ(t) and φ(t) can be expressed as Equation (7)
and Equation (8), where Φ(0) and φ(0) are the initial diameters of the longitudinal bar
and stirrup, respectively; Φi and φi are the diameters of a corroding longitudinal bar and
stirrup at time t = i, respectively; Φ(t) and φ(t) are the diameters of a longitudinal bar and
stirrup at the end of t− TI years. The corrosion penetration index of rebars η is introduced
as Equations (9) and (10) [35].

Then, the time-dependent area of a corroding longitudinal bar can be expressed as
Equation (11), where AS(0) is the initial area of longitudinal reinforcement and ηS(t) is
the loss rate of a longitudinal bar. The time-dependent area of a corroding stirrup can be
expressed in Equation (12), where as(0) is the initial area of a stirrup and λk(t) is the loss
rate of a stirrup. It is acknowledged that the corrosion rate is considered a constant on
average and it is assumed to be lognormally distributed, as listed in Table 1. Moreover, the
diameters of the longitudinal rebar and stirrup are assumed to be lognormally distributed,
whose mean u and coefficient of variation COV are listed in Table 3. On the basis of the
above assumptions, the reduction in the diameter of the rebar due to corrosion could be
evaluated for a lifetime of 50 years (Φ(0) = 28.58 mm and φ(0) = 12.70 mm). The time-
variant mean of the longitudinal bar and the stirrups, as well as the corresponding standard
deviations, are shown in Figure 4. The scattering region around the mean represents
the stochastic time-dependent loss of both the longitudinal bars’ and the stirrups’ cross-
sectional areas because of the effect of uncertainties in degradation parameters. This figure
illustrates that the effects of stirrup corrosion were more significant than that of longitudinal
reinforcement corrosion because the smaller diameter of a transverse bar led to higher
levels of corrosion of the stirrup. Thus, the area loss of steel corrosion in RC columns could
be modeled as the reduction in the cross-sectional area of both longitudinal reinforcing and
stirrups in the BLG model with the fiber section.

Table 3. Probability distribution of random parameters for bridge modeling.

Uncertainty
Parameter Units

Distribution
Type

Distribution Parameters

A 1 B 1

Concrete compressive strength Mpa Lognormal 30 5/30
Reinforcing steel yield strength Mpa Lognormal 300 30/300

Reinforcing steel diameter mm Lognormal 28.58 0.10
Stirrup yield strength Mpa Lognormal 235 30/235

Stirrup diameter mm Lognormal 12.70 0.10
Elastomeric bearing shear modulus Mpa Uniform 0.66 2.07

Steel dowel lateral strength Mpa Uniform 200.96 381.70
Dowel bar tension strength Mpa Uniform 522.09 845.00

1 Mean and standard deviation of the lognormal distribution, lower bound and upper bound of the uniform
distribution.

3.3. Reduction in Strength and Ductility of Corroded Longitudinal Bars and Stirrups

The corrosion of stirrups is more serious than that of longitudinal reinforcement in RC
columns and it leads to a reduction in confinement behavior. The corrosion can degrade
the shear-resistant capacity of RC columns by potentially changing the ductile failure to
brittle failure or even shear failure [34]. According to some studies [36–38], the reduction
in both the strength and the ductility in longitudinal reinforcement can be considered an
explicit function of the cross-sectional loss. The cross-sectional loss rate of the longitudinal
bar is considered a function of the corrosion penetration index η in Equation (13) [19].
Therefore, the time-dependent ultimate strain of the longitudinal reinforcement in Steel 01
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material can be expressed as Equation (14) [19], where εsu(0) is the initial nominal value of
the ultimate strain of the longitudinal rebar. The time-variant ultimate strain is shown in
Figure 5.
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Furthermore, the residual yield strength of the longitudinal rebar depends on the
cross-sectional loss rate ηS(t), which is expressed as Equation (15) [39], where fsy(0) is
the initial nominal yield strength of the longitudinal bar. Similarly, the time-dependent
yielding strength of the hooping in the BLG model depends on the cross-sectional loss rate
λk(t). The yielding strength is expressed as Equation (16) [39], where fyh(0) is the initial
yielding strength of the stirrups. The yielding strengths of both the longitudinal bar and
stirrup were assumed to be lognormally distributed, whose mean u and the coefficient of
variation COV are listed in Table 1. The time-dependent yielding strengths fsy(t) and fyh(t)
can be respectively evaluated using the cross-sectional loss rate ηS and λk, which depend
on the reduction in the diameter in both the corroding longitudinal rebar and hooping.

3.4. Reduction in Strength and Ductility in Corroded Concrete

For the corrosion initiation phase, the confinement behavior of the concrete can be
enhanced due to the expansion of the corrosion products. However, the propagation of
longitudinal cracks and the cracking of concrete cover inversely result in a reduction in
the confinement with the accumulation of rust products. According to the unconfined
and confined stress–strain rules (i.e., BLG model, Figure 6), the residual strength of the
unconfined concrete can be evaluated using Equation (17) [40], where K is a coefficient

188



Materials 2022, 15, 5020

related to the rebar roughness and the diameter (a value K = 0.1 is used for medium-
diameter ribbed rebars), εc(0) is the initial strain of the unconfined concrete at the peak
compressive stress fpc(0) and εt(t) is the average tensile strain in the cracked concrete
at time t. The average tensile strain can be evaluated using Equation (18) [40], where
nbars is the number of longitudinal rebars, ri is the width of the cross-sectional area in
a pristine state and w is the crack width for each longitudinal rebar. The relationship
between the crack width and cross-sectional loss of the longitudinal steel bar can be
expressed as Equation (19) [41], where kw = 0.0575 mm−1, ∆As is the cross-sectional loss
of a longitudinal steel bar for cracking propagation and ∆As0 is the cross-sectional loss
of the longitudinal reinforcement for cracking initiation. Then, one obtains the following
expressions: ∆As = ηS(t)AS(0) and ∆As0 = ηS(0)AS(0). The cross-sectional loss rate of the
longitudinal rebar for the cracking initiation ηS(0) can be evaluated using Equation (20) [40],
where φ(0) is the initial diameter of the longitudinal rebar, x is the depth of the concrete
cover and α is the pit concentration factor. For uniform corrosion, one has α = 2, and for the
localized corrosion, one obtains 4 < α < 8. The initial compressive strength of unconfined
concrete is assumed to be lognormally distributed, whose mean u and the coefficient of
variation COV are listed in Table 1. The residual strength fpc(t) can be evaluated using the
cross-sectional losses ∆As and ∆As0, which are dependent on the swedged steel bars, as
shown in Figure 7.
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Since a failure criterion for confined concrete is not provided in the BLG model, the
ultimate compressive strain proposed by Scott et al. [42] was assigned to the concrete core
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fibers. The time-dependent ultimate compressive strain of the confined concrete related to
the first stirrup facture can be estimated with the failure criterion. Furthermore, the strain
is expressed as Equation (21), where ρs(t) is the volume–stirrup ratio at time t and fyh0
is the initial yield strength of a transverse stirrup. The ultimate compressive strain of the
confined concrete εcu(t) can be calculated using the stirrup ratio ρs(t), which has a direct
dependency on the percentage loss of the total swedged reinforcement in the cross-section
of an RC column, as shown in Figure 8. The result indicated that the ultimate compressive
strain of the confined concrete is also time-dependent because the progressive reduction of
stirrup area was closer to the concrete surface, which can be more susceptible to corrosion.
Therefore, the material degradation of the RC column was properly simulated by using the
BLG model and Steel 01.
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4. Degradation of Elastomeric Bridge Bearings Due to Corrosion and Thermal Oxidation

All equations for Section 3 can be found in Table 4.
Elastomeric bridge bearings are widely used in concrete girders, where they allow

for force transmission from the superstructure to the substructure. These types of bearing
systems consist of an elastomeric nature rubber (NR) pad and steel dowels, but they often
form “walk-out” bearings during seismic events due to the effects of aging and deteriora-
tion [43]. Corrosion of these assemblies, caused by chloride-laden water from deicing salts,
may potentially result in a larger deformation of the bearing systems under seismic loading.
For the steel dowels of the elastomeric bridge bearings, corrosion deterioration can lead to
a reduction in both the cross-section and the shear strength. Moreover, the elastomeric NR
pads suffer an increase in both the shear modulus and shear stiffness due to corrosion and
thermal oxidation [28–30].

Additionally, each member of this type of bearing system makes a contribution to
the transfer of forces. For example, an elastomeric NR pad transfers a lateral load by
developing a frictional force, while steel dowels provide resistance via the action of the
beam. The assemblies of the elastomeric bridge bearings consist of the fixed and expansion
types, which depend on the dimensions of the slot in the NR pad [31], as shown in Figure 9.
The sliding behavior of the elastomeric NR pad and the yield of steel dowels in pristine
bridge bearings can be modeled by using the proper composite action.

As above-mentioned, aging and thermal oxidation may lead to an increase in the
shear modulus in the elastomeric NR pads, where these deterioration mechanisms can
be modeled with a changed value of the constitutive parameter in Steel 01 materials.
Normally, the value of the shear modulus in the elastomeric bridge bearings recommended
by AASHTO [44] is assumed to be a mean constant in the analytical modeling of bridges.
However, a battery of accelerated exposure tests proposed by Itoh et al. [28] illustrated that
the shear modulus of the NR pad is not a constant and can be changed over time due to
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thermal oxidation. The derivation process of the time-dependent shear modulus for an NR
pad can be expressed as follows.

Table 4. Equation list for Section 3.

Equation Number Equation Expression Equation Number Equation Expression

Equation (22) Bs/B0 = ks
√

tr + 1 Equation (32)
G(t)
G0

= 1 + τ∆Gs

Equation (23) ks = a1ξ3 + a2ξ2 + a3ξ + a4 Equation (33) τ =





((m− h)/h)2

0
((m− (l − h))/h)2

(0 ≤ m ≤ h)
(h ≤ m ≤ l − h)
(l − h ≤ m ≤ l)

Equation (24) Bs = Gs(λ2
1 + λ2

2 + λ2
3 − 3)

B0 = G0(λ
2
1 + λ2

2 + λ2
3 − 3)

Equation (34) G(t) = G0(1 + τ∆Gs)

Equation (25) Gs/G0 = Bs/B0 =
ks
√

tr + 1 Equation (35) tr/t = e
E
R (

1
Tr
− 1

T )

Equation (26) ∆Gs= (Gs − G0)/G0 =
Gs/G0 − 1 Equation (36) ∆Gs(t) = ks

√
t

Equation (27) h = α exp(β/T∗) Equation (37) k(t) = G(t)Ap/Sp

Equation (28) G(t)/G0 = B(t)/B0 =
1+∆Gs (m = 0 or l) Equation (38) Fy(t) = fy Ad(t)/

√
3

Equation (29) G(t)/G0=
1 (h0 ≤ m ≤ l − h ) Equation (39) Fu(t) = fu Ad(t)/

√
3

Equation (30) dG(t)/dm = 0
(m = h or l − h)

Equation (31) G(t)
G0

= v1m2 + v2m + v3
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First, an aging model of NR bearings proposed by Itoh and Gu [29,30] showed the
relation between the variation of strain energy and the aging time under accelerated
exposure test conditions (i.e., the simulated thermal oxidation). This aging model can be
provided by Equation (22), where Bs/B0 represents the relative strain energy versus its
initial state at the NR block surface, ks is the strain-dependent coefficient for the strain
energy and tr is the aging time at the test temperature in hours. Here, 60 ◦C was taken
as the reference temperature of the NR, and the empirical formula for ks was calculated
using Equation (23), where a1 = 0.54, a2 = −4.19, a3 = 8.16 and a4 = 9.59 at 60 ◦C, and ξ is
the nominal strain.

Second, a relationship between the strain energy and the shear modulus can be ex-
pressed using a one-parameter neo-Hoolean material model [45], as shown in Equation (24),
where B is the strain energy; G is the shear modulus; and λ1, λ2 and λ3 are the stretches
due to the uniaxial tension. If this material is incompressible, then λ2

1λ2
2λ2

3 = 1. Combining
Equations (22) and (23), a relative change in the shear modulus of the NR bearing due to
thermal oxidation can be calculated using Equation (25), where Gs/G0 is the relative shear
modulus versus its initial state for the NR bearing at time t = tr. Thus, the normalized shear
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modulus variation ∆Gs can be obtained using Equation (26). Finally, the shear modulus
variation in the outer region from the NR bearing’s surface to the critical depth h should
be expressed by using an equation. The relationship between the critical depth and the
temperature can be obtained using Equation (27) [29], where T∗ is the absolute temperature
and α and β are the coefficients determined by the thermal oxidation test. It is assumed that
the shear modulus variation G(t)/G0 might be a function of the position m. The boundary
conditions can be derived using Equations (28) to (30), where G(t) and G0 are the shear
modulus at time t and the initial state, respectively; ∆Gs is the normalized shear modulus
variation; and l is the width of the NR bearing. The normalized shear modulus G(t)/G0
can be also assumed to be a square relation of the position m, and the function is given
as Equation (31). Combining the boundary conditions, the normalized shear modulus
G(t)/G0 can be written as Equations (32) and (33). The time-dependent shear modulus in a
bearing NR pad can be calculated using Equation (34), where G(t) is the shear modulus
at real time t; τ is coefficient correlated with the position m, the critical depth h and the
width l of the bridge NR bearing. Since thermal oxidation is commonly assumed to be a
first-order chemical reaction for NR materials, the relationship between the deterioration
time under the service condition and the time in the accelerated exposure tests can be
expressed as Equation (35) [29], where tr is the test time, t is the aging time, Tr is the
absolute temperature in the thermal oxidation test, T is the absolute temperature under the
service condition, R is the gaseous constant (8.314 J/mol K) and E is the activation energy
of the rubber (94,900 J/mol). Consequently, the normalized shear modulus variation ∆Gs
can be written as Equation (36).

The initial shear modulus of the elastomeric bearing pad is assumed to be uniformly
distributed, whose upper bound a and lower bound b are listed in Table 1, and the time-
dependent shear modulus G(t) is plotted in Figure 10. However, the time-variant shear stiff-
ness of the NR pad is considered a critical element in the analytical modeling of elastomeric
bearing pads, and the aging model of the shear stiffness can be expressed as Equation (37),
where G(t) is the shear modulus of the NR pad at the real time t, Ap is the area of the
elastomeric bearing NR pad and Sp is the thickness of the bearing pad. For the assemblies
of the fixed and the expansion steel dowels, corrosion deterioration may lead to a loss of the
cross-sectional area of this component type. Then, this deterioration effect is modeled by
considering the variation of parameters in hysteretic material, which includes a reduction in
the yield strength and ultimate lateral strength. The time-dependent yield strength and the
ultimate lateral strength can be calculated using Equations (38) and (39) [46], where fy and
fu are the tensile strength and the ultimate shear strength of the steel dowels, respectively,
and Ad(t) is the time-dependent cross-sectional area of the steel dowels. The initial area of
the steel dowels and dowel tensile strength, as well as the lateral strength of the bearing
dowel, are assumed to be uniformly distributed and whose upper bound a and lower
bound b are listed in Table 1, respectively. Thus, the yield strength Fy(t) and the ultimate
lateral strength Fu(t) can be evaluated using the cross-sectional loss of dowel bars Ad(t),
as shown in Figure 11. The results indicated that a reduction in the dowels’ area has a
significant impact on the strength over time due to corrosion.
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5. Impact of Corrosion on the Seismic Response of Bridge Components

All equations for Section 4 can be found in Table 5.
To analyze the impact of corrosion multi-deterioration mechanisms on the seismic

fragility of the MSC concrete girder bridge, the seismic responses of the MSC bridge
components, which considers the effect of the time-dependent aging, should be presented
using dynamic simulations. For the geometry of this bridge type considered in a pristine
state, the first two fundamental modes along longitudinal and transverse directions were
0.49 s and 0.37 s, respectively. Moreover, the foundations for the MSC bridge were assumed
to be on medium hard soil represented by site class II (shear wave velocity between 500 m/s
and 250 m/s), and the target response spectrum of 0.53 s was calculated by considering the
site soil conditions. Then, twenty real earthquake records, whose response spectra had the
greatest similarity to the target response spectrum, were selected to capture the uncertainty
of ground motions. Thus, the dynamic responses of the bridge were illustrated through
nonlinear time history analysis with the above twenty seismic inputs. The impact of
corrosion multi-deterioration mechanisms on the evolving dynamic response of the bridge
is presented using probabilistic seismic demand models (PSDMs) of aging components
(Equation (42)). The influence of multi-deterioration mechanisms of a single component
and the joint effects of both column and bearing on the seismic demands are compared in
the following sections.
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Table 5. Equation list for Sections 4 and 5.

Equation Number Equation Expression Equation Number Equation Expression

Equation (40) uθ = θm
θy

Equation (49) Tp = fp Ap(η)

Equation (41) Pf (t) = P[D(t) ≥ C(t)|IM] Equation (50) ρ = 4π
(

R2
0 − R2

ρ

)
/Ap

Equation (42) ln
[
D̂i(t)

]
= ln[ai(t)]+bi(t) ln(IM) Equation (51)

wc =
4π(Rt−R0)

A∗+B∗ − H∗



A∗ = (1− νc)(R0/Rc)
√

a

B∗ = (1 + νc)(Rc/R0)
√

a

H∗ = 2πRc ft/Ec

Equation (43)
βDm,i(t) =√

∑
(

ln(dm,i(t))−ln
(

ai(t)IMbi (t)
m

))2

N−2

Equation (44)
P[Di(t) ≥ di(t)|IM]

= Φ
(

ln(IM)−λi(t)
ξi(t)

)

Equation (45) Pi(DS|IM) = Φ
(

ln(IM)−γi(t)
ζi(t)

)

Equation (46) γi(t) =
ln

∧
Ci(t)−ln a(t)

b(t)

Equation (47) ζi(t) =

√
β2

Dm,i|(t)+β2
C,i(t)

b(t)

Equation (48) Psys(DS|IM) = Φ
(

ln(IM)−ln[γsys(t)]
ζsys(t)

)

5.1. The Impact of Deterioration on the Seismic Demand of RC Columns

As elaborated on earlier, the aging of RC columns is modeled via a relationship
between stress and strain, which includes multiple deterioration mechanisms. There is a
great shift in the demands of the aging RC columns due to the loss of both the steel area (i.e.,
longitudinal bars, stirrups) and concrete cover when the bridge experiences seismic loading.
Then, the seismic demand placed on the column can be expressed using Equation (40),
where uθ is the curvature ductility demand ratio, θm is the maximum curvature demand
of a column under seismic loading and θy is the yield curvature in the column. The peak
curvature ductility demands at 0 years and 50 years are shown in Figure 12. It can be seen
that if only column multi-degradation was considered, it had a great impact on the column
demands, which were significantly increased with aging from 0 to 50 years. Additionally,
when the joint effects of both the column and bearing multi-deterioration were taken
into account, the column demands at a specific time can be higher than when the multi-
deterioration of an individual column component is considered. It is worth noting that
the only bearing multi-deterioration had a minimal impact on the column demands. The
results indicated the significance of considering the multi-deterioration mechanisms of the
multiple components.

5.2. The Impact of Deterioration on the Seismic Demand of Bridge Bearings

Similarly, Figure 13 shows the influences of the multi-deterioration of the multiple
components and a single component on the seismic response of the fixed bearing along
the longitudinal direction. When only the multi-degradation of the fixed bearing was
considered, there was a significant influence on the bearing deformation, which constantly
increased from 0 to 50 years. If only column multi-degradation was considered, there was
a small impact on the bearing deformation. Both the joint considerations of the column
and bearing degradations did not have a higher effect on the bearing demand along the
longitudinal direction than when only bearing deterioration is considered. However,
Figure 14 shows the dependency between the multi-deterioration mechanisms of the
column and expansion bearings in the transverse directions.
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Figure 13. Mean values of the demand placed on a fixed bearing in the longitudinal direction using a
PSDM.
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Figure 14. Mean values of the demand placed on an expansion bearing in the transverse direction
using a PSDM.

If only column multi-deterioration is considered, the demands on the expansion
transverse bearing at 50 years were lower than the demands on the pristine expansion
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bearing due to the domination of the corroded RC column. When the multi-deterioration of
the expansion transverse bearing was considered, the demands on the expansion bearing
at 50 years were higher than that of the pristine demands. The reason for this was that
the increase in strength reduction of steel dowels was higher than the increase in the
shear stiffness of the NR pad induced by thermal oxidation. The multi-deteriorations
of both the column and the expansion transverse bearing had a greater impact on the
bearing deformation than when only column deterioration was considered. However, the
deterioration mechanisms of multiple components had a lower influence on the bearing
deformation than when only bearing degradation was taken into account. The reason for
this was that the individual consideration of the corrosion degradation of the expansion
bearing system had a greater role on the seismic responses after 50 years of exposure to
deicing salts.

6. Impact of Corrosion on the Seismic Fragility of an Aged Bridge System

All equations for Section 5 can be found in Table 5.
The impact of multi-deterioration mechanisms on the seismic performance of aged

bridge components can be evaluated by developing time-dependent bridge fragility curves
at a system level. Moreover, the increase in the probability of a damaged state exceedance
with continuous degradation of the bridge along its service life can be quantified using
such fragility curves. A methodology for the development of time-dependent fragility
curves is presented in the following section using a typical case study of an aged MSC
concrete girder bridge. The uncertainties in bridge modeling attributes, ground motion
and deterioration parameters were considered in probabilistic terms for this case.

6.1. Time-Dependent Probabilistic Seismic Demand Models (PSDMs)

Time-dependent fragility curves represent the probability of damage exceedance of
structures under earthquake excitation at different points in time throughout the service life.
Such time-evolving fragility curves show the impact of multi-deterioration mechanisms
on the seismic performance of aging structures at the system level. The generalized time-
dependent seismic fragility function can be expressed as Equation (41), where Pf (t) is the
probability of damage state exceedance of a specific MSC bridge at an aging time t. D(t)
and C(t) are the seismic demand and the capacity of an aged bridge at time t, respectively.
IM is the intensity of the ground motion. Before developing the time-dependent seismic
fragility curves, the relationship between the time-varying seismic demand and capacity
should be established by using probabilistic seismic demand models (PSDMs). Such PSDMs
for bridge critical components are constructed using nonlinear time history analysis to
capture the impact of multi-deterioration mechanisms on the dynamic responses. Thus, to
consider the uncertainties in the ground motion and structural parameters, a total of 20
real ground motions from PEER were used in the analysis and an equal number of random
bridge samples in pristine states were generated through Latin hypercube sampling. The
peak ground acceleration (PGA) of the 20 random samples was modulated ranging from
0.095 g to 1.05 g. In addition, to generate 20 random aging bridge samples, the uncertainties
in the corrosion parameters that affect the multi-deterioration mechanisms of the column
and bearing components were also taken into account in the finite element modeling.

To develop probabilistic seismic demand models for bridge components at different
points in time (e.g., 0, 25 and 50 years), the 20 random bridge samples for each time instant
at a specific intensity level of the ground motion were performed using nonlinear time
history analysis. Then, probabilistic seismic demand models, which reflect the relationship
between the peak demands of aged bridge components and ground motion intensity, were
developed using linear regression. The demands considered in this research included RC
columns and fixed and expansion elastomeric bearings. Consequently, the time-dependent
probabilistic seismic demand models can be expressed as Equation (42) [31], where D̂i(t)
is the time-dependent median value of the seismic demand for bridge component i, ai(t)
and bi(t) are the linear regression parameters, and IM is the intensity of ground motion.
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A logarithmic seismic demand for the specific component ln Di(t) was assumed to be
normally distributed, and then ln Di(t) and βDm,i(t) were the median value and dispersion,
respectively. βDm,i(t) can be expressed as Equation (43), where dm(t) is the mth peak seismic
demand for bridge component i and IMm is the mth PGA. Then, the time-evolving PSDMs
can also be expressed by using Equation (44), where λi(t) is the natural logarithm of the
seismic demand related to the median value of PGA and λi(t) = (ln di(t)− ln ai(t))/bi(t);
ξi(t) is the lognormal standard deviation and ξi(t) = βDm,i(t)/bi(t).

6.2. Time-Dependent Seismic Fragility of an Aged Bridge System

In addition to probabilistic seismic demand models, the structural capacities of differ-
ent bridge components should also be estimated during time-dependent seismic fragility
analysis. The limit state capacities of different components considered in this study are log-
normal and presented in Table 6 [31]. When the seismic demands and the limit state capaci-
ties for different bridge components are assumed to be lognormally distributed, the time-
dependent seismic fragility at the component level can be obtained using Equation (45),
where γi(t) and ζi(t) are median values (in units of g PGA) and logarithmic standard
deviations of the ith component fragility, respectively. γi(t) and ζi(t) can be expressed

as Equations (46) and (47), where
∧

Ci(t) and βC,i(t) are the median and dispersion of the
ith component capacity, respectively, and βDm,i(t) is the dispersion of the ith component
demand.

Table 6. Capacity limit state for different bridge components for an MSC concrete girder bridge.

Bridge Slight Moderate Extensive Complete

Component Med. Disp. Med. Disp. Med. Disp. Med. Disp.

RC columns 1.29 0.59 2.10 0.51 3.52 0.64 5.24 0.65
Fixed bearing—longitudinal 28.9 0.60 104.2 0.55 136.1 0.59 186.6 0.65
Fixed bearing—transverse 28.8 0.79 90.9 0.68 142.2 0.73 195.0 0.66

Expansion bearing—longitudinal 28.9 0.60 104.2 0.55 136.1 0.59 186.6 0.65
Expansion bearing—transverse 28.8 0.79 90.9 0.68 142.2 0.73 195.0 0.66

The assessment of bridge system vulnerability is performed by assuming the bridge as
a series system, as presented by Nielson [47,48]. The demands of the bridge components un-
der seismic loading are considered dependent and then the correlation coefficient between
the peak responses can be estimated by constructing a joint probability density function
(JPDF) for component demands. The generalized formula for the aged bridge system
fragility can be derived using joint probabilistic seismic demand models (JPSDMs) [47,48].
The JPSDMs can be written as Equation (48), where γsys(t) and ζsys(t) are the median
values (in units of g PGA) and logarithmic standard deviations of the system fragility at
different points in time, respectively. Solutions to Equation (48) can be directly calculated
by using Monte Carlo analysis.

6.3. Time-Dependent Seismic Fragilities of Aged Bridge System

The joint impacts of the multi-deterioration of multiple components on system vul-
nerabilities are quantified by developing time-dependent fragility curves of the overall
bridge. Figure 15 shows the aging bridge system fragility curves at three different points
in time (e.g., 0, 25 and 50 years) for moderate and complete states. It can be clearly seen
that the seismic fragility curves at the system level increased steadily with age from 0 to
50 years. However, the seismic fragility of the individual components tended to show a
reduction in vulnerability when the bridge component continued to be corroded due to the
individual consideration of multi-deterioration for a single component. Furthermore, the
seismic fragility of the bridge expansion bearing along the transverse direction can decrease
at the initial time (e.g., 0, 15 and 25 years) due to the added stiffness of the bearing NR pads
induced by thermal oxidation. The results indicated the importance of considering the joint

197



Materials 2022, 15, 5020

effects of multi-deterioration mechanisms for multiple bridge components. Furthermore,
it was found that the multi-deterioration of the aging MSC concrete girder bridge had a
potentially negative influence on the overall seismic fragility at the system level.
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Figure 15. Time-dependent system seismic fragility curves for an MSC concrete girder bridge for
(a) a moderate damage state and (b) a complete damage state under multi-deterioration of multiple
components.

6.4. Time-Dependent Seismic Fragilities Considering Prestress Losses and Cracking

A reference model for the corrosion-induced presetress loss was developed [20,21]
by considering the effects of concrete cracking. Corrosion-induced prestress loss can be
modeled as the difference between the effective prestress in an uncorroded strand and
that in the corroded strand [49]. Here, it was suggested that the strain compatibility and
force equilibrium equations in concrete bridge-girders could also be used to evaluate the
effective prestress in the corroded strand. If the pre-stressing force in the pre-tensioned
concrete bridge-girders is released, then the strand pre-stress would transfer to the concrete
via the bonding stress at the stand-concrete interface. Then, the effective prestress in the
corroded strand can be calculated using Equation (49) [49], where Tp represents the tension
force of the corroded strand and Ap(η) denotes the residual cross-sectional area of the
corroded strand.

During the corrosion process, RC components of bridges also suffer from the prestress
and the expansive pressure. When the tensile stress induced by the expansive pressure
exceeds the concrete tensile strength, the concrete is considered to be cracking. The concrete
cover can contain a cracked inner region and an uncracked outer region. Here, the outer
wires can be considered to be first corroded when the strand suffers from corrosion. The
corrosion loss of a strand can be expressed as Equation (50) [50], where R0 and Rρ are
the radiuses of wire before and after corrosion, respectively, and Ap is the strand cross-
sectional area. Meanwhile, it is assumed that the smeared cracks in the cracked region
are distributed uniformly, and then a reduction factor can be used to reflect the residual
tangential stiffness in the cracked concrete. Consequently, by combining stress equilibrium
equations with the strain compatibilities, the crack width on the concrete surface can
be written as Equation (51) [50], where Rt is the radius of wire with corrosion products;
Rc = R0 + C, where C is the concrete cover; νc =

√
ν1ν2, where ν1 and ν2 are the Poisson

ratios of concrete in the radial and tangential directions, respectively; a is a reduction factor;
ft is the concrete tensile strength under the biaxial stress state; and Ec is the elastic modulus
of concrete.

Subsequently, the combined effects of the prestress losses and cracking on the seismic
fragilities of bridge systems can be quantified by using Equation (48), which also includes
the effects of the multi-deterioration of multiple components. Figure 16 shows the aging
bridge system fragility curves at three different points in time (e.g., 0, 25 and 50 years)
for moderate and complete states. It can be derived from Figures 15 and 16 that the
system fragility when considering the combined effects of prestress losses and cracking
was more conservative than that without considering these effects. The results indicated
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that the combined effects of the prestress losses and cracking should not be neglected when
performing the seismic fragility of aging bridge systems.
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Figure 16. Time-dependent system seismic fragility curves for an MSC concrete girder bridge for (a)
a moderate damage state and (b) a complete damage state subjected to prestress losses and cracking.

Finally, it is stressed that other time-variant approaches, such as the empirical experi-
ment and trial-and-error [51–53], for the corrosion process of aging bridge systems are very
expensive and very unrealistic when it comes to obtaining a series of multi-deterioration
mechanisms among multiple components of aging bridge systems. Moreover, the empirical
experiment and trial-and-error method are very resource-consuming when dealing with
the time-dependent system fragility of such complex aging bridges when undergoing the
earthquake excitation test. Therefore, when we would like to efficiently develop the overall
time-variant deterioration process of aging bridge systems, the finite element modeling
combined with the theoretical modeling of the corrosion process is the best choice for
performing the time-dependent overall seismic fragility curves of aging bridge systems.
The applicability of different approaches can be summarized in Table 7.

Table 7. Applicability of different approaches.

Different Approaches Applicability

Theoretical modeling of the
corrosion process combined
with finite element modeling

1. Deals with multi-deterioration mechanisms among multiple
components (e.g., RC columns, bearing systems);

2. Deals with the deterioration process of prestress loss and
cracking;

3. Develops the time-dependent overall seismic fragility of
aging bridge systems;

4. Updates the system fragility assessment of a bridge with
real-time monitoring data.

Empirical experiment and
trial-and-error

method [51–53]

1. It is very suitable for a single component’s corrosion
process;

2. It is time-consuming for time-dependent overall fragility of
aging bridge systems and the earthquake excitation test;

3. It is very expensive and very unrealistic to simultaneously
obtain a series of multi-deterioration mechanisms, prestress
loss and cracking among multiple components (e.g., RC
columns, bearing systems) of aging bridge systems.

7. Conclusions

This paper provides a probabilistic method for identifying the time-dependent fragility
of an aging bridge system under earthquake events by considering the impacts of multi-
deterioration of multiple bridge components, as well as the combined effects of the prestress
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losses and cracking. A typical MSC concrete girder bridge is used to evaluate the seismic
performance by considering the uncertainty models in structural material and corrosion
parameters. Chlorine corrosion from deicing salts, which are widely utilized across northern
China, can be considered the cause of the degradation and aging of bridge systems. Here,
the multi-deterioration mechanisms include the corrosion deterioration of an RC column
due to loss of both the steel area (i.e., longitudinal bars, stirrups) and concrete covers, and
the deterioration of elastomeric bearing assemblies due to the reduction in both the shear
stiffness of bearing NR pads and steel dowel area. The multi-deterioration mechanisms
of RC components of the bridge systems affect the lateral force resistance and seismic
responses. In addition, the models for corrosion-induced prestress loss and cracking are
introduced to develop time-dependent seismic fragilities of bridge systems. The overall
seismic demands found using PSDMs showed a steady increase as the growing service life
when joint effects of multi-deterioration of bridge multiple components (e.g., RC columns
and fixed bearings) were considered. However, there was a decrease in the demand (e.g.,
bearing deformation) on other multiple components (e.g., RC columns and expansion
transverse bearings).

Time-variant PSDMs and the components’ capacities were constructed for calculating
the seismic fragility of the MSC concrete bridges, which considered the variability in
attributes of bridges, ground motion and degraded parameters. The seismic fragility
curves at the system level demonstrated a steady increase over time due to corrosion aging.
However, individual components, such as expansion bearings in the transverse direction,
revealed a decreased vulnerability at the initial time due to the added bearing pad shear
stiffness. Subsequently, the dominant effect of the loss of steel dowel areas led to an increase
in vulnerability. Moreover, the system seismic fragility considering the combined effects
of prestress losses and cracking was more conservative. That meant the effects of both
prestress losses and cracking should not be ignored when investigating the seismic fragility
of the aging bridge systems. All these system fragility curves presented a more authentic
estimation of the seismic vulnerability of aging bridges, and they offered a more accurate
basis for life-cycle cost analysis.
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