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Abstract: This paper reviews the application of various advanced anti-icing and de-icing technologies
in transmission lines. Introduces the influence of snowing and icing disasters on transmission
lines, including a mechanical overload of steel towers, uneven icing or de-icing at different times,
Ice-covered conductors galloping and icing flashover of insulators, as well as the icing disasters of
transmission lines around the world in recent years. The formation of various icing categories on
transmission lines, as well as the effect of meteorological factors, topography, altitude, line direction,
suspension height, shape, and electric field on ice-covered transmission lines, are all discussed in
this study. The application of various advanced anti/de-icing technologies and their advantages
and disadvantages in power transmission lines are summarized. The anti/de-icing of traditional
mechanical force, AC/DC short-circuit ice melting, and corona effect is introduced. Torque pendulum
and diameter-expanded conductor (DEC) have remarkable anti-icing effects, and the early investment
resources are less, the cost is low, and the later maintenance is not needed. In view of some deficiencies
of AC and DC ice melting, the current transfer intelligent ice melting device (CTIIMD) can solve the
problem well. The gadget has a good effect and high reliability for de-icing conductors in addition
to being compact and inexpensive. The application of hydrophobic materials and heating coatings
on insulators has a certain anti-icing effect, but the service life needs further research. Optimizing
the shed’s construction and arranging several string kinds on the insulators is advisable to prevent
icing and the anti-icing flashover effect. In building an insulator, only a different shed layout uses
non-consumption energy.

Keywords: icing; anti-icing; de-icing transmission lines; ice-melting; icing disaster; diameter-expanded
conductor; current transferred

1. Introduction

Icing is a severe natural disaster of electrical power transmission lines. It will cause
severe losses to the transmission systems in many aspects and bring serious threats to
power system stability and even human energy security. In 1932, the United States recorded
the first accident caused by icing on overhead lines in human history [1]. This was followed
by ice damage to transmission lines in Britain in 1935 and 1962 and in Italy in 1964. Since
then, icing disasters have occurred on transmission lines between 1980 and 2000. The
U.S. cities of Ohio, Chicago and Idaho, Quebec, and Ontario of Canada, Russia, Norway,
Yugoslavia, Japan, the United Kingdom, Sweden, Finland, and Iceland suffered power
transmission line failures caused by snowing and icing [2–10]. Since the beginning of
the 21st century, the Czech Republic, Alberta, and Canada, all had also occurred serious
icing disasters on power transmission lines. In 2005 and 2008, China experienced two
severe snow and icing disasters on transmission lines, which caused significant economic
losses [11]. In February 2021, an icing disaster occurred on the power grid in Texas, USA,
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resulting in millions of people without power in the cold weather of snow and icing disaster.
Figure 1 shows the scene of the accident [10].

 

Figure 1. The collapse of the power grid tower was caused by the snow and icing disaster [10].

To this end, scientists have conducted a significant amount of research on icing and
frost resistance, made observations, engaged in theoretical analysis, conducted experiments,
and studied the mechanisms underlying the icing of transmission lines and their flashover
characteristics [12,13]. In addition, this study provides many effective methods to prevent
and deal with the snow and icing disasters of transmission lines [14–17]. Conductor anti/de-
icing technology includes mechanical de-icing [18–26], short-circuit ice-melting [27–31],
torque corona discharge effect [32–35], pendulum method [36–38], DEC [39–43] and CTI-
IMD [44–46], insulator anti/de-icing technology, including the application of hydrophobic
materials [47–49], heating coating [50–52], optimization of shed structure [53–57], and
string arrangement [58–61].

Snow and icing-related power interruptions have become less frequent thanks to
people’s efforts. However, in recent years, it is still happening somewhere. This paper will
summarize and analyze the existing research to do a review.

2. The Failure Classification of Icing Lines

According to previous studies, transmission line icing disasters are mainly about the
following four aspects [62]:

2.1. Mechanical Overloading

Mechanical overloading refers to the snow and ice attached to the steel towers, conduc-
tors, insulators, steel accessories, and other equipment, exceeding the maximum mechanical
load designed for the line, causing deformation, damage, fracture, collapse, etc. For exam-
ple, if the steel tower is coated in ice and the mechanical load exceeds the design, or if an
unequal force causes conductors to discharge to the ground or between phases, or if the sag
of the conductors is too low and causes conductors to discharge to the ground or between
phases. Due to heavy ice accretion, conductors and steel towers broke because of exceeding
the maximum stable mechanical load. In addition, accidents of twisting, colliding, and
even breaking of insulator strings caused by heavy icing [63,64]. Seriously, a large area
of transmission lines broke down, towers fell, and power outages were caused by the
overloading of mechanical load. In addition, it can easily cause chain reactions, such as the
icing disaster on the transmission lines in southern China in 2008.

2.2. Uneven Icing or De-Icing at Different Times

Due to the varied positions and directions of the neighboring conductors, which may
result in unequal icing or de-icing at different times, the conductors caused a tension
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differential that slips inside the clamp, causing wear and tear, broken strands, and even the
complete breakdown of the strand. Or when the ice melts, the three-phase line does not
fall off at the same time, and the conductors do not swing synchronously, there will be a
collision, burn and fuse, etc. If the torque is too large, it will distort the steel accessories or
the steel tower, even collapse. The airflow on the windward side and the leeward side of
the transmission line is different, which will lead to uneven ice accretion of all components
and unilateral ice-covered conductors and insulators. Overturning, twisting or unilateral
load is too heavy and the whole is not uniform, so the steel accessories and tower were
out of shape, resulting in broken lines, broken strings, and tower collapse. The difference
between uneven icing and de-icing at different times is that the tension difference of the
former is static load, while the latter is dynamic load [65].

2.3. Ice-Covered Conductors Galloping

Under the action of wind, the conductors will be galloping, its essence is mechanical
shock, for the stability of the tower and the electrical gap distance of the conductor is
a great threat, it will also be considered at the beginning of the design. However, after
the conductors are covered with ice, the mechanical load is further increased, self-excited
oscillation and low-frequency galloping are generated under the ice wind load, and friction
is generated between various objects and steel accessories, resulting in damage to the
steel accessories, broken strands of the conductor, the leaning of the tower and even the
collapsing of the tower [66–68]. When ice covered the conductor, the wind area increases,
especially when it is unevenly covered, it will be galloping more violently and the amplitude
is larger than that without icing, which is more likely to cause the flashover to ground or
between phases. In the bealock of wind pass, it is more severe [69,70].

2.4. Icing Flashover of Insulator

When the insulators were covered with ice or the shed is bridging, the original electric
field distribution will be changed, the insulators’ leakage distance will be shortened,
the insulation strength will be reduced, and flashover will occur. In addition, most of
the icing flashover accidents occurred in the transmission lines while the ice and snow
melted. The pollution before icing melts with the ice and snow to form high conductivity
liquid, which lasts a long time and has a high probability of flashover. Meanwhile, the
heavier the pollution before icing, the higher the probability of flashover. According to
the literature, icing flashover accidents of insulators account for the largest proportion
of snowing and icing disasters on transmission lines. From 1981 to 1997, multiple icing
flashover incidents occurred in Quebec and Ontario, Canada, and from 2004 to 2005 and
2011, multiple continuous icing flashover accidents occurred in power grids in East and
Central China [71–73].

3. Formation and Influencing Factors of Icing

3.1. Formation of Icing

When the temperature drops to −5 to 0 ◦C, the wind speed is 3 to 15 m/s, if the relative
humidity of the air is above 85%, there is fog or drizzle, the transmission line will begin
to form a glaze, and if the conditions remain the same, a short time will form a very thick
layer and strong adhesion of pure glaze. If the temperature continues to drop, there will be
rain and snow weather, freezing rain and snow rapidly grow on the glaze surface, forming
a density of 0.6 g/cm3 or more icing. If the temperature continues to drop from −15 to
−8 ◦C, the ice layer will be covered with frost. This process will lead to the formation
of glaze-rime accrete on the transmission line surface. In this process, if there are many
sunny and cold weather reciprocating alternates, and the rime just begins to melt and then
refreezes, it will strengthen the ice density, and will develop into a mixture of glaze and
rime alternating overlap, that is, mixed rime [62,74].

The icing first grows on the windward side, and if the wind direction remains un-
changed, the icing accretion thickness keeps increasing in the same direction. When the
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icing accretion thickness on the windward side of the conductor reaches a certain thickness,
it will be twisted under the action of gravity, and the leeward side without icing will turn
to the windward side and continue to grow. Finally, a circle or oval icing accretion will be
formed to wrap the conductor. However, due to the differences in structure, material, ar-
rangement, spatial position and surrounding influence, the conductors and insulators have
different capturing capacities of supercooled water drop under the same environmental
parameters [75]. Although the growth trend of ice thickness and icicle length of conductors
and insulators is roughly the same, the growth rate is different. The ice thickness and icicle
growth rate of the insulator are both higher than that of the conductor [76].

3.2. Classification of Icing

The icing of transmission lines can be generally divided into five categories: hoar frost,
rime, mixed rime, glaze and snow [62,77–80].

3.2.1. Hoar Frost

When the transmission line is below 0 ◦C and the wind speed is low, the moisture in
the air will come into contact with it and form hoar frost on the surface, which is mainly
in the form of “needle” or “leaf” crystal form. The adhesion of frost is very weak, light
vibration or sudden high wind speed can make the frost break away from the surface of
conductors and insulators, so it can only form a thin layer on the surface of the contact.
The density is about 0.05–0.3 g/cm3. Because of this characteristic, compared with other
types of icing accretion, white hoar frost only has a certain effect on the electrical strength
of insulators. It hardly poses a hazard to conductors and steel towers.

3.2.2. Rime

Under the drag force of the wind, the supercooled water droplets in the fog constantly
collide with the conductors, insulators, and the surface of the steel tower and are trapped
and condensed into rime. Its appearance is mainly “shrimp tail” or “pine needle”, which is
white. Under the microscope, it mainly presents a granular structure mainly consisting of
hard rime and soft rime, and the density is usually about 0.3–0.6 g/cm3. The adhesion of
rime on conductors and insulators is very weak, generally in windward growth. Under
certain conditions, its growth rate is speedy and often appears in the winter high-altitude
mountain transmission lines.

3.2.3. Mixed Rime

It is also called hard rime. As freezing rain and fog appear alternately in the envi-
ronment and condense on the transmission lines, it appears in the form of hard ice with
layered and plate structure, with dispersed tiny bubbles inside, alternating transparent and
opaque, strong adhesion and density of 0.6–0.8 g/cm3. Mixed rime is a composite icing
process, and the transmission line is exposed to wet fog for a long time, the rime and the
glaze together alternate icing, the growth rate is fast, and most of the time, the formation of
mixed rime, for the transmission line equipment is more dangerous.

3.2.4. Glaze

The glaze is formed by freezing rain or large particle-size supercooled water droplets
caught by transmission lines. When glaze icing, freezing rain, or supercooled water droplets
hit the transmission lines and has not been completely frozen, water droplets continuously
collide and icing continues to grow. The glaze is clear and transparent, occasionally mixed
with impurities and bubbles. Its adhesion is firm, causing the most significant harm to the
transmission line equipment, the density is close to the pure ice density of 0.917 g/cm3, and
usually, a density more significant than 0.9 g/cm3 of icing is classified to glaze. Because of
the short duration of freezing rain, the situation of transmission lines with pure glaze icing
is less.
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3.2.5. Snow

The snow on the transmission lines means that when the temperature is around 0 ◦C,
and the wind speed is weak (less than 3 m/s), the “wet snow” particles in the air interact
with the fog to attach to the equipment. Density is usually below 0.05 g/cm3. When the
“wet snow” falls on the transmission lines, the snow occurs, while the dry snow and the ice
crystals are too weak and will be taken away when there is a strong wind.

3.3. Influence Factor of Icing

As icing is a natural meteorological phenomenon with numerous natural conditions,
many complicated and changeable factors affect the icing, so people cannot fully grasp its
law and influence. The main factors affecting transmission lines icing are: meteorological
conditions, geographical terrain, altitude, transmission line direction and suspension height,
shape size and electric field. The differences in icing on transmission lines mainly reflect in
the thickness, density, shape and form [81].

3.3.1. Meteorological Conditions

Including the ambient temperature, wind speed and direction, the diameter of water
droplets in the air, etc. When transmission lines are covered with ice, the environment is
generally between −15 and 0 ◦C, and the ambient relative humidity is above 85% [82]. At
−5 to 0 ◦C, the diameter of the droplet is large, generally 10 to 40 um and the glaze forms
easily; the average temperature of the formation of the glaze is −2 ◦C, and the temperature
is relatively high; at −9 to −13 ◦C, the diameter of the droplet is usually between 5 and
35 um, easy to form mixed rime, the average temperature at −7 ◦C. When the temperature
is −15 to −10 ◦C, the diameter of water droplets is generally between 1 and 20 um, which
is easy to form rime. When the ambient wind speed is between 0 and 4 m/s, the ice layer
thickness of conductors and insulators increases with the increase in wind speed, and the
icicle growth rate of insulators before bridging is greater than that of the conductors. When
the ambient temperature is between −4 and −10 ◦C, the icing degree of conductors and
insulators increases with the decrease in temperature [83].

3.3.2. Geographical and Topography

Due to the influence of the cold current at the poles of the earth, the ice accretion of the
east–west mountains are more serious than that of the north–south mountains. Windward
slopes are more serious than that of leeward slopes, and bealock is more serious than that
of other terrains. Micro-topography and micro-climate characteristics are easily generated
in these places [84]. The water environment around the transmission lines also greatly
impacts the icing accretion. When rivers and lakes are around and water vapor is sufficient,
the icing situation is more serious.

3.3.3. Altitude

The height at which icing begins to form in each area is called condensation height.
Due to the different environmental parameters in each region, the condensation height is
also different. Above the condensation height, the higher the altitude, the ice thickness will
increase. The icing near the condensation height is mainly glazed. As the height increases,
the icing form transitions to mixed rime and then to rime. Based on the analysis of the
observed ice accretion data of conductors in the Donbass region of the former Soviet Union,
the empirical formula of the average icing accretion thickness D (cm) and altitude h (m) in
this region was obtained [84]:

D = AeBh (1)

e is the base of the natural logarithm, A and B are the coefficients of variation in ice accretion
type and region. Rime: A = 7.76, B = 0.032, glaze: A = 4.49, B = 0.0039.
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3.3.4. Transmission Lines Direction and Suspension Height

The more perpendicular the angle between the transmission line direction and the
wind direction in the winter icing period, the more serious the icing. When the direction of
the transmission line is parallel to the wind direction, the conductors have a feeble ability
to capture water droplets and are relatively difficult to be icing; however, the effect on the
insulator is not apparent. The higher the height above the ground, the higher the liquid
water content in the air, the greater the wind speed, the higher the suspension height of
the conductors, and the more serious the icing. Reference [85] gives the equation of the ice
accretion ratio of conductors of two heights:

ξ =
bz

b0
=

(
z
z0

)γv+γw+γα

(2)

ξ is the ratio of two-height icing, z and z0 represent the suspension height of the conductors,
m. bz and b0 are the ice thickness of the conductors at the height z and z0, respectively, cm.
γv, γw, and γα, respectively, represent the corresponding values of wind speed, m/s, air
humidity, and capture coefficient with height.

3.3.5. Shape and Size

The shape of transmission line equipment influences the degree of icing, including
the diameter of the conductor, the diameter of a rod of the composite insulator, the size
of the shed, the shed space and the angle of the shed, but the influence of the various
parameters is different. Based on the data analysis of the observation in Xuefeng Mountain,
the literature [42] found that the thickness of the icing accretion by the conductor decreases
with the increase in the diameter within the range of 5 to 25 mm, no matter it is rime, mixed
rime or glaze. In the rime condition, both the rod diameter of the composite insulator and
the diameter ratio of the adjacent shed greatly influence the ice weight. The ice weight
increases with the rod diameter increases. The inclination angle of the shed and the shed
space has little effect on ice weight. The ice weight of rime and mixed rime decreases with
the decrease in shed space [86,87].

3.3.6. Influence of Electric Field

When the electric field strength is small, the weight, thickness, and density of ice
accretion increase with the increase in electric field intensity. When the electric field
continues to increase, the ice accretion of conductors with energized is lighter than that
of non-energized [88,89]. The electric field effects the appearance, density, and weight
of insulator icing. For insulators with different dielectric surfaces, the electric field has
different degrees of influence on the weight of ice. Due to the polarization effect, the electric
field can inhibit the formation and growth of ice branches, thus contributing to the different
anti-icing characteristics of various dielectric surfaces in the electric field. However, the
effect of the electric field on insulator surface icing process is mainly in the initial stage.
The effect is not evident in the later stage of icing and the heavy icing area [90].

4. Anti/De-Icing Technology of Conductors

Anti/de-icing of conductors mainly refers to the conductors of overhead transmission
lines. When a transmission line cannot avoid the ice-covered area, it should ensure that the
conductors have sufficient anti-icing strength or timely de-icing after ice-covered. There
are six main anti-icing/de-icing methods.

4.1. Mechanical De-Icing

Mechanical de-icing refers to removing the ice from the conductors by applying
external force through hard objects. It generally includes artificial knock de-icing (ad hoc
de-icing), pulley scraper de-icing, blasting de-icing, electromagnetic vibration de-icing,
robot de-icing, etc. [91,92].
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4.1.1. Manual Deicing by Striking

The earliest de-icing method is artificial knock deicing, or ad hoc de-icing, was pro-
posed by Phlman and Landers in 1982 and required on-site operation by operators. When
the overhead line is out of power, operators can directly de-icings the line manually by
climbing the tower, or throw hard insulating objects from the ground to the conductors
to knock off the ice, or beating the ice-covered part with long wooden sticks. When the
conductors are energized, the icing is removed by striking the ice accretion with an insu-
lating rod. A U-shaped trap can also be made on the conductors and dragged along to
scrape off the icing [18]. This method is relatively primitive and requires on-site operators
to perform it according to the actual situation. It only applies to transmission lines with
low conductors above the ground, resulting in low de-icing efficiency and low safety.

4.1.2. Icing Rolling

Alternatively, pulley scraper de-icing, was first developed and made by Manitoba
Water and Power Department, Canada. It is mainly composed of pulley, traction rope
and steel blade, and are installed on the conductors. Operators on the ground use the
traction rope to drag the pulley to move along the conductors. On the one hand, the pulley
drives the steel blade to scrape the icing on the moving path. On the other hand, the pulley
generates stress to bend the conductors, so that the icing falls off [19]. Its advantages are
simple device, simple operation, effect obviously, and practicability. The disadvantage is
that it requires manual operation, time-consuming and laborious, limited by mountainous
terrain, steel knife damage to the conductors.

4.1.3. Blasting De-Icing

Blasting de-icing is first to select appropriate detonating cables, connect explosives in
sections according to a certain distance, and lay them on the transmission line conductors
that need de-icing in advance. After ice covers the conductors, they will detonate. The
impact force generated by the explosion will make the ice near the laying area of the deto-
nating cables fall off. Its advantages are low cost, quick effect, and high efficiency, but the
whole line needs to lay, the installation of detonating cable and explosives is arduous. The
vibration amplitude of the line after explosion is relatively large, and the blasting location
of the conductor is easy to receive irreversible damage. Xie Dongsheng et al. [20] obtained
a good de-icing effect through the shrinkage blasting de-icing test. Cao Yonghong et al. [21]
analyzed the dynamic response of the ice-covered tower system of the transmission line
after blasting de-icing using numerical simulation and proposed the de-icing scheme of
single conductor and double bundled conductors.

4.1.4. Electromagnetic Vibration De-Icing

Electromagnetic vibration de-icing mainly includes electromagnetic pulse deicing
and electromagnetic impact de-icing. The electromagnetic pulse method first applies to
de-icing aircraft wings [22]. Its principle is that the silicon-controlled rectifier controls the
discharge of the energy storage capacitor to the pulse coil, and the coil generates a strong
alternating magnetic field, which induces eddy current on the plate near the coil. The
plate connects to the de-icing target. Under the combined action of eddy current and the
coil magnetic field, a repulsive force with high amplitude and low duration is generated.
The target is slightly expanded and then contracted to crush the icing and fall off [23], the
schematic diagram is shown in Figure 2, but this method can only remove the local ice
accretion of the conductors and has no obvious effect on the long line. Electromagnetic
force impinging de-icing is a scheme proposed by the IREQ Laboratory in Canada for
de-icing double bundled conductors of UHV lines, that is, short-circuit the transmission
lines at rated voltage, and the electromagnetic force generated by the short-circuit current
makes the conductors collide with each other and the ice falls off [24].
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Figure 2. Schematic diagram of electromagnetic pulse de-icing.

4.1.5. Robot De-Icing

Robot de-icing method is a remote controllable de-icing mechanical device developed
based on pulley scraper de-icing, with the conductor as the path and the pulley as the
walking device. In 2003, Serge Montambault and Nicolas Pouliot of IREQ of Canada
first proposed HQ LineROVer vehicle as a de-icing device for transmission lines [25], as
shown in Figure 3. In 2010, China Shandong Electric Power Research Institute and Hydro-
Quebec Research Institute cooperated to strengthen and improve HQ LineROVer de-icing
vehicle, so it has infrared detection, waterproofing and long-distance communication
functions [26]. The robot de-icing methods include impact type, milling type, scrape type
and percussion type.

 

Figure 3. De-icing robot.

4.2. Short Circuit Ice Melting
4.2.1. Basic Parameters of Short Circuit Ice Melting

Transmission lines icing and melting is a complex physical process, which is diffi-
cult to describe by exact mathematical expressions because it occurs in the wild natural
environment with numerous influencing factors and substantial variability. At present,
scholars from all circles have yet to reach a unified consensus on the calculation method of
basic parameters of melting ice. The melting process of the conductors includes two heat
exchange processes: first is the conductors generate Joule heat through the current and
transfer it to the ice layer; the second is the heat exchange between the ice surface and the
air through heat radiation and convection.

1. The critical load current of icing

Under certain meteorological conditions, when the transmission line conductors are
not covered with ice, the surface temperature is equal to 0 ◦C, and the conductors are in a
critical state between being icing and not icing. At this time, the passing current is called
the critical load current of icing [27]. The equation for calculating the critical current of AC
line proposed in the literature [28] is as follows:
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I2
c =

2r
R0

{
Ws − 2αwvcwTa −

[
hprcv2

2ca
+

αwv3

2

]}
(3)

where r is the radius of the conductor, mm; R0 is the resistivity per unit length of the
conductor, Ω/m; cw and ca are the specific heat of water and air, respectively, J/(kg·K); hp is
the forced convection coefficient, W/

(
m2·K)

; rc is the local recovery coefficient; Ic is critical
load current, A; wind speed v, m/s; ambient temperature Ta, K; w is liquid water content in
the air, kg/m3; α is collision coefficient of water droplets on the conductors; and WS is the
coefficient related to convective heat transfer and evaporation and blackbody radiation.

2. Critical ice melting current

Many factors affect the melting ice of transmission lines, including wind speed, ambi-
ent temperature, current density and ice thickness. In the past process of melting ice, there
was a situation in which melting ice failed for several hours or even more than 20 h. The
reason is that the current was too small, smaller than the critical melting current [29]. The
critical melting-ice current is the minimum current that can melt the icing of conductors un-
der certain meteorological conditions. Reference [30] proposed the equation of the critical
ice-melting current of DC short-circuit ice-melting:

Ic = 3.735

√
−ti

R0ln(1 + 2d/D)
(4)

ti is ice surface temperature, K; d is the thickness of ice, mm; D is conductor diameter, mm;
R0 is the resistance per unit length of conductor, Ω/m.

Further, the relation of ti was given in reference [31]:

ti =
rihln(ri/rc)Ta

rihln(ri/rc) + λi
(5)

ri is the radius of the ice-covered conductor, mm; rc is the radius of the conductor, mm; λi
is the heat conductivity of the ice, s/m; and h is the heat exchange coefficient between the
outer surface of the ice and the air, W/

(
m2·K)

.

4.2.2. AC Short-Circuit Ice Melting

Since the 1950s, the former Soviet Union began AC short-circuit ice melting technology
research and application to the transmission line to prevent icing. According to the number
of short-circuit phases, AC short-circuit ice melting includes three phases, two phases, and
single-phase short-circuit ice melting. According to the short-circuit object, it includes the
phase–phase type and phase–earth type ice melting [93].

1. Three phases short-circuit ice melting

Three phases of short-circuit ice melting is a particular phase–phase type, which
interrupts the first and last ends of the target line from the power grid. One end of the line
is a three-phase short-circuit, and the other connects to the ice-melting power supply. The
high energy Joule heat generated by the three-phase short-circuit current is used to melt
the icing. The diagram shows in Figure 4.

2. Two phases short-circuit ice melting

Phase–phase type short-circuit ice melting is that two phase conductors are connected
in series, and the first and last ends are, respectively, connected with the ice-melting power
supply to form a loop.
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3. Single phases short-circuit ice melting

One end of the single-phase conductor connects to the ice-melting power supply, the
other end connects to the dedicated earth conductor, and the other end of the power supply
connects to the earth electrode.

AC short-circuit ice melting needs to remove the line from the power grid, which
requires high reactive power and power capacity and takes a long time to melt ice. It is not
suitable for the de-icing of long transmission lines, and the ice-melting work of long lines
with voltage above 500 kV is not feasible.

Figure 4. Three phases short-circuit ice melting diagram.

4.2.3. DC Short-Circuit Ice Melting

The research on DC short-circuit ice melting technology can be traced back to 1993
in Manitoba Water and Power Department, Canada. Since the AC impedance of the
conductors is much greater than the DC resistance, the power supply capacity required
by AC de-icing is 5 to 20 times that of DC. The DC de-icing only needs to consider the
heating of the line resistance, without considering the influence of the insufficient reactive
power, and the requirement on the power supply capacity is much smaller than that of AC.
With the progress of controllable electrical rectifier components and HVDC technology, the
technical obstacles of DC ice-melting devices have broken through, and development has
been promoted [94,95]. The diagram shown in Figure 5A–C is the phase order.

 

Figure 5. DC short-circuit ice melting diagram.

1. Melting ice for DC line

DC transmission lines generally use DC short-circuit melting ice. On the one hand
the cross-sectional area of DC transmission line conductors is large, and AC ice-melting
method cannot solve the problem effectively. On the other hand, DC ice-melting technology
has many advantages over AC, and it is convenient to obtain DC ice-melting power supply.
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When the DC line needs to melt ice, only use the existing equipment in the substation to
change the wiring mode. So that the line current increases to above the critical melting
current and wait for the completion of melting ice.

2. Melting ice for AC line

Due to the outstanding advantages of DC short-circuit ice melting method, it is also
applied to AC transmission lines. In the process of DC ice melting, only resistance consumes
active power and emits Joule heat, and only the rectifier itself consumes a small amount
of reactive power. Therefore, DC short-circuit ice melting method can target AC lines of
various voltage levels.

In this regard, the research and development of the DC ice melting device is the key.
It is necessary to consider the first is the capacity of the DC ice melting device and the
maximum DC ice melting current it can provide. Second is the harmonic impact generated
during the converter’s operation on the power grid. Third is matching the system design
and power supply of the ice melting device when the substation is connected. Moreover,
the cost of DC ice melting device is high, which needs to be further reduced. The length of
various types of ice-melting lines determined by the capacity of DC devices is shown in
Table 1 [96]:

Table 1. Length of various types of de-icing transmission lines determined by the capacity of
DC devices [96].

Line
Type

Line Parameters DC
Resistance

(Ω/km)

Minimum
Melting

Current (A)

Effective Distance (km)

Voltage
Class (kV)

Conductor Type
200
MW

100
MW

50
MW

10
MW

DC
800 LGJ-6×630/45 0.0077 7075 258.8 129.4 64.7 12.9

500 LGJ-4×720/50 0.0100 5254 363.7 181.9 90.9 18.2

AC

500 LGJ-4×500 0.0148 3979 427.4 213.7 106.8 21.4

200 LGJ-2×500 0.0296 1989 854.8 427.4 213.7 42.7
110 LGJ-240 0.1198 609 2250.7 1125.3 562.7 112.5
35 LGJ-150 0.1962 441 2620.7 1310.4 655.2 131.0

4.3. Corona Discharge Effect

Icing generation and growth can be inhibited by increasing the electric field intensity
and corona discharge on the conductor surface. The corona discharge becomes more and
more intense with the increase in electric field intensity, and the ion concentration in the
surrounding space also increases. At the same time, more and more small water droplets
are repulsed after being charged, and the electrical suction effect is cancelled out. The
motion speed of water droplets decreases or reverses, and the collision with the conductors
reduce, resulting in the reduction in the icing accretion [97].

The corona cage was used in the artificial climate room to conduct experimental
research on the conductor icing and corona characteristics under AC electric field, and the
surface electric field intensity of the conductor under the rime and glaze icing environment
to measure the weight of icing accretion and icicle distance [32,33]. The relationship
between the surface field intensity of conductor Es(kV/m) and applied voltage Ua (kV)
was obtained as follows [32]:

Es =
Ua

rcln(R/rc)
(6)

where R and rc are radius of corona cage and conductor, respectively, m.
When rime and glaze icing, the surface ice accretion trend is the same. When the elec-

tric field intensity of the conductor surface is less than 20 kV/cm, the ice accretion of the con-
ductor surface increases with the increase in the electric field intensity. When the field inten-
sity increases further, the ice accretion decreases. When covered with glaze, the percentage
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of icicle mass decreases with the increase in field intensity. The icicle spacing is independent
of field intensity. With the increased rainfall, the icicle spacing decreases with the increase in
field intensity. When the electric field is considered, the electric field intensity of the conduc-
tor is 15 kV/cm, the icing accretion of the conductor is less than that of the non-energized.
The icing accretion is 0 kV/cm > 15 kV/cm > DC + 15 kV/cm > DC − 15 kV/cm. The ic-
ing condition under different electric field types shows in Figure 6, and the relationship
between corona current, icing amount, icing density and electric field intensity shows
in Figure 7.

  

(a) (b) 

  

(c) (d) 

Figure 6. Accreted icing at different electric fields of conductors. (a) 0 kV/cm. (b) AC 15 kV/cm.
(c) DC + 15 kV/cm. (d) DC − 15 kV/cm.

   

(a) (b) (c) 

Figure 7. Relation between corona current, ice weight, ice density and electric field intensity. (a) Rela-
tion between corona current and electric field intensity. (b) Relationship between icing accretion and
the electric field intensity. (c) Relation between ice density and electric field intensity.

The reference [34] conducted an experimental study on the rime icing characteristics
of a conductor under AC electric field in an artificial climate chamber. It analyzed the
influence of different AC electric field intensity on the shape, weight and density of ice.
The conclusion is similar to that in the literature [32], which shows that the weight and
ice density of ice accretion both increase first and then decrease with the increase in AC
field intensity.

Within the permissible range of electromagnetic environment, the corona effect can be
achieved by increasing the surface electric field intensity of ice-covered conductors with a
smaller diameter, which can use to prevent icing disasters in local areas. However, at the
same time, the loss caused by corona will increase, and strong corona discharge will always
occur during the non-ice-covered period [35].
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4.4. Torque Pendulum

When the air-flow blows the overcooled water droplets in the air onto the surface of
the conductor and collides with it, then ice accretion increases along the windward side
and the center of gravity shifts to generate torque. When the torque exceeds the critical
value, the ice-covered conductors will be twisted and form a cylindrical or oval ice-covered
after a certain period of time. This process repeats over and over again, so that all sides
of the conductor continue to be icing. The ice-covered torsion process and the schematic
diagram of the torque pendulum show in Figures 8 and 9:

 
Figure 8. Icing torsion process of conductor.

Figure 9. Schematic diagram of the torque pendulum.

The installation of a torque pendulum provides a torque of reverse force for the icing
conductor to counter the twisting tendency during the icing process on the windward side,
so that the icing will continue to occur on the side of the original wind direction. However,
with the increase in the weight and thickness of the ice accretion, the phenomenon that the
ice bonding moment cannot resist the gravity moment of the ice itself will appear, which is
a macroscopic display as the icing falls off layer by layer. Especially under the action of
natural wind, the falling off will be particularly intense, so as to reduce the degree of the
ice accretion and the increase in the arc stress and the strength of the mechanical stress of
conductor. Then improve the safety and stability of transmission lines, the effect is obvious.

In reference [36], according to the torsional vibration excitation galloping mechanism
proposed by Nigol, the weight equation of the torque pendulum was constructed, and
the arrangement coefficient was calculated. Furthermore, the arrangement distance of the
torque pendulum on the conductor was determined, and a distributed arrangement method
was developed to inhibit the torsion and galloping of the conductors. One torque pendulum
was installed at an interval of 30 m. Torsional vibration is a crucial factor for the galloping
of icing conductors. Torque pendulum can inhibit self-excitation torsional and change
the torsional vibration characteristics of the system, which can effectively inhibit such
galloping [37,38]. Application of torque pendulum and result shown in Figures 10 and 11.

4.5. Expanded the Diameter Conductor to Replace Bundled Conductors

The DEC has the same circular section and larger outer diameter than the bundled
conductors. It is based on the standard conductor specifications that meet the technical
conditions, and the technology of expanding the outer diameter is adopted. Under the
premise of ensuring the outer diameter required by the corona, the weight of the structure,
the ice load of the transmission line, and the total weight is reduced, then reduced the
rate of the icing damage of the transmission line [40]. Cross sections diagram of DEC is
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shown in Figure 12. In a transmission line, when the cross sections area and the wave
impedance of the bundled conductors and DEC are the same, the DEC can reduce the
number of sub-conductors and the icing load of the transmission line [41]. However, the
cost of the DEC is higher, its diameter is larger, the installation process is complicated, and
the production process also required to be higher [42].

 

Figure 10. Application of torque pendulum.

  
Figure 11. Natural icing contrast of overhead ground line.

Figure 12. Cross sections diagram of DEC.

The DEC has mainly included three types: stranded type, high-density polyethylene
supported type, and aluminum tube supported type. The advantages and disadvantages
are summarized in Table 2.
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Table 2. Comparison of advantages and disadvantages of different types of DECs.

Types Advantages Disadvantages

Stranded type Production process is
maturity, low cost

Poor structural stability, small
diameter expansion

High-density
polyethylene

supported type
Large diameter expansion

Support core processing is complex,
poor recovery after loose strands,

high cost

Aluminum tube
supported type

Metallic aluminum tubes
made of conductive materials,

need not add
conductive material

The bending radius should be at
least 20 times the diameter, difficult

to construct, poor recovery after
bending, high cost

Based on the concept of possible collision when the actual amounts of droplets col-
liding with the trajectory of droplets do not deflect, that is, the local collision coefficient
(collision rate), the icing degree of DEC with different diameters under specific meteorolog-
ical environment can be studied [39]:

α =
dy
ds

(7)

where, ds is the surface arc length of the upper and lower two trajectories of droplets
between the collision points and the micro-element plane on the cylinder. dy is the distance
between the collision points and the micro-element plane when the trajectories of droplets
do not deflect. By analyzing the differential equation of water droplets in air movement
trajectory in the atmosphere covered with ice, the local collision coefficient of conductor
surface with different diameters is calculated, and the results are shown as follows [39].

It can be seen from Figure 13 [39] that the local collision coefficient reaches the max-
imum at the center point, and it decreases with the increase in the outer diameter of the
conductor. Therefore, under the same icing condition, the larger the outer diameter, the
smaller the collision coefficient of water droplets in the gas–liquid two-phase flow, the
slower the icing growth rate, and the smaller the ice thickness at the same period.

 
Figure 13. Local collision coefficient of different diameters conductor surface [39].

The icing accretion of the conductor M (kg) depends on the collision coefficient, capture
coefficient, freezing coefficient, wind speed, liquid water content in the air and icing time.
The expression is as follows [62]:

M = α1α2α3wdvLτ (8)

where, α1 is the collision coefficient, α2 is the capture coefficient; α3 freezing coefficient; w is
the liquid water content, kg/m3; d is conductor diameter, mm; v is wind speed, m/s; L is
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the length of the conductor, m; τ is icing time, s. The capture coefficient α2 and freezing
coefficient α3 are basically equal to 1. Then the total weight of ice accretion n bundled
conductors is Mf = nM. From the perspective of conductor diameter, the relationship
between ice thickness and diameter shows in Figure 14:

d

D  
Figure 14. Relationship between ice thickness and conductor diameter.

The icing degree is studied and compared in the scheme of the DEC replace 500 kV
quad bundled conductors [43]. It found that under the same environment, the bundled
conductors have a more significant collision coefficient and a larger calculated diameter,
and the ice accretion of the bundled conductors is higher than that of the expanded one.
The ice accretion reduction in the DEC is 30~80%. The larger the diameter, the more ice
accretion reduction, as shown in Figure 15 [43]. There are aluminum tubes to replace DECs
to experiment.

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

Figure 15. Icing picture of different diameter aluminum tubes and quad bundled conductors:
(a) 40 mm, (b) 50 mm, (c) 60 mm, (d) 70 mm, (e) 80 mm, (f) 90 mm, (g) 100 mm, (h) quad bun-
dled conductors [43].

Figure 16 is the simulation diagram of gas–liquid two-phase flow characteristics of the
icing by the DEC and double bundled conductors. There have been application examples of
replacing bundled conductors in engineering, as shown in Figure 17, and excellent results
have been achieved.
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(a) (b) 

Figure 16. Gas–liquid two-phase flow characteristics of ice-covered DEC and double-bundled
conductors. (a) DEC. (b) Double bundled conductors.

 
Figure 17. Application of DEC to replace double-bundled conductors.

4.6. CTIIMD

Due to many deficiencies of ice melting devices, some research institutes have devel-
oped load current transferred ice melting devices for bundled conductors of transmission
lines [44]. When the m bundled conductors run normally, each bundled conductor under-
takes the transmitted current. If the load current transmitted in all is I, the average current
by each one is I/m. However, the current transferred ice melting method of bundled
conductors is to concentrate the total load current on a group of conductors through a
switch, which includes n (m > n ≥ 1 and n ∈ N) conductors, to increase the transmitted
current (I/n) on each conductor of this group. Use the overload current to generate more
heat to heat and promote the ice to melt and fall off to achieve the purpose of ice melting
on the conductors. After the ice melting of a group of bundled conductors are finished,
the total load current is passed into the other groups successively. According to the actual
line current and the required minimum ice melting current in the environment, one, two
and other amount conductors can be set as a group. Finally, ice melting of the entire
transmission line was realized [45,46]. The working mode of the current transferred ice
melting device shows in Figure 18. The red conductors mean that there is current passing
through, while the blue one means that there is no current:

In order to make the current transferred ice melting device more intelligent, the ice
weight sensor is installed on the line. When the ice accretion reaches the set value, the
ice melting device automatically starts the switch to work. CTIIMD has been proven to
have a remarkable effect in the laboratory and transmission lines many times. Compared
with other ice melting devices currently in use, the device is small, the manufacturing cost
is low, and the DC ice melting device which costs tens of millions. The current flowing
through the line is used as the heat source without consuming additional electric energy.
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The operation is effortless and only requires the mobile phone APP to remotely control the
switch inside the device and select the conductors that need to melt ice in batches. There is
no need for a power outage and no impact on the stable operation of the power grid.

Figure 18. Working mode diagram of current transferred ice melting device.

The CTIIMD was opened to check the internal condition after three years of installation
tests at the test site, and no changes were found. It indicates that the tightness, durability
and reliability have been verified and can withstand various tests in complex environments.
Although the premise of ice melting is to reach the minimum ice melting current when
the total current of the line is transferred to one group, they are the transmission lines of
high-power electric energy, so the ice melting current can fully meet. If the grid is widely
operational, it will save vast sums of money. The CTIIMD has been successfully put into
operation on the transmission lines, and outstanding results have been achieved. Figure 19
shows the application of CTIIMD on the transmission lines, and it in the squared red line.

 

Figure 19. The CTIIMD operation diagram on site.

5. Anti/De-Icing Technology of Insulator

The purpose of insulator anti-icing/de-icing is not only to reduce the mechanical load
but also to prevent the loss of insulation resulting in flashover and power failure. At present,
the main method for insulators is anti-icing, mainly from the following four aspects:

5.1. Application of Hydrophobic Materials

Superhydrophobic phenomena similar to lotus leaf greatly arouse the interest of re-
searchers in various research fields. Hydrophobic materials have unique properties of
waterproofing, anti-icing and self-cleaning, so they have essential application prospects in
insulators. When the hydrophobic material is applied to the surface of the insulator, the
lower surface energy of the coating will cause a weak adhesion between the ice and the coat-
ing. Moreover, prevents the continuous water film from be icing, which is more conducive
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to shedding the ice under the action of natural wind and gravity. Hydrophobic materials
mainly include silicone oil, silicone grease, ozocerite, room temperature vulcanized sili-
cone rubber (RTV), and durable in-place forming antifouling flashover composite coating
(PRTV) [98]. Microscopic view of a material surface with droplets is shown in Figure 20.

Figure 20. Droplets attached on the surface of superhydrophobic material in microcosmic.

Micro–nano rough structure and low surface energy are the fundamental reasons
for the superhydrophobic properties of lotus leaves [99–101]. Simply put, it creates an
extremely rough structure at the microcosmic to reduce the contact area between water
droplets and the surface. The greater the contact angle θ between the overcooled water
droplets and the surface, the stronger the hydrophobicity of the surface and the longer the
freezing time on the surface [102]. θ is a sign that indicates interfacial tension and is one
of the important factors in determining the hydrophobic property of a substance. The θ is
the result of the surface tension balance between solid, gas, and liquid interface. Generally
speaking, when 0◦ < θ < 90◦, the solid surface has hydrophilic, 90◦ < θ < 180◦, the solid
surface has hydrophobicity, the fewer θ, the better hydrophilic, the greater θ, the better
hydrophobicity. The relationship between the θ and the surface energy can be described by
Young’s equation:

COSθ =
(γsv − γsl)

γlv
(9)

where, γsv is the tension of solid and gas surface, γsl is the tension of solid and liquid
surface, γlv is the tension of gas and liquid surface, θ is the contact Angle of the material.
The real object of water droplets on the surface is shown in Figure 21a,b [47], and the model
analysis is shown in Figure 21c. The red triangle in (a) represents the angular relationship
of water droplets on the surface of a material, it is also shown in (c).

Different hydrophobic materials show different contact angles. The LXP-70 insulator
string coated with silicone acrylate resin (SAR) hydrophobic material with a contact angle
of 110–150◦ was subjected to artificial icing and flashover tests [47]. After studying the
ice morphology, density, weight growth and AC flashover voltage, it was found that the
more hydrophobic the coating was, the more ice particles are formed, the ice density on the
coated insulator surface is lower than that on the uncoated insulator surface. SAR coating
with the θ greater than 130◦ can significantly reduce the ice weight of the glass insulator at
the initial icing stage and increase the flashover voltage of the insulator.
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Figure 21. Droplets on the surface. (a) Droplet on the hydrophobicity. (b) Droplet on the hydrophilic.
(c) Model analysis of water droplets on solid surfaces [47].

In reference [48], a superhydrophobic material based on SiO2 was prepared with a θ of
up to 163.6◦. As the contact area and contact time between droplets and the superhydropho-
bic surface decreased significantly, icing on the insulator surface was prevented. Under the
experimental conditions of −8◦, vapor flow rate 70 L/h and 4-h icing, the coating insulator
has about 50% less ice accretion than the uncoated one, and no icicle on the insulator string
at low temperature, as shown in Figure 22 [49].

  
(a) (b) 

Figure 22. Results of 4-h icing with and without a coating of insulators. (a) With coating. (b) Without
coating [49].

5.2. Heating Coating

Some scholars have proposed applying a heating coating to the surface of the insulator.
When the insulator is icing, it will increase the leakage current on the surface and give off
heat to prevent the formation icing, so as to convert energy from the power system into
heat for anti-icing [103]. This method also does not require an additional heat sources or
equipment, which reduces the input of resources. It does not require transmission line
shutdown or short circuit for cooperation, which can ensure that the transmission of electric
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energy is not affected. The application of the electric thermal coating to insulators is one of
the ideas for dealing with the disaster of rain and snow freezing [104,105].

Carbon black is added to RTV coating and coated on the surface of the insulator to
make it slightly conductive. By studying the black carbon content of RTV coating, the
resistivity and leakage current of insulator can be controlled, and the anti-icing performance
of the coating with different leakage currents can be compared [50]. The result of 2-h icing
shows in Figure 23 [50]. The black carbon content of the a–d insulator is 6–9%, and the
coating is 0.4 mm thick.

  
(a) (b) (c) (d) (e) (f) 

Figure 23. Comparison of insulator ice accretion with different carbon black content coatings. (a) No
coating. (b) RTV coating. (c) Coating a. (d) Coating b. (e) Coating c. (f) Coating d [50].

However, if the whole insulator is fully coated, the insulator will always be in a state
of large leakage current and heating. Therefore, the “switching effect” coating method
is generally adopted, that is, the lower surface is coated completely, the upper surface
is coated with the outer ring, and the connection between the inner ring and the steel
cap is not coated, resulting in a “blank zone”. When the icing starts, the ice conducts
electricity to fill the “blank band”. Connecting the steel cap with the electrothermal coating
will generate large leakage current heating, inhibiting the icing generation and growth.
The literature [51] quantified the influence of coating position on the anti-icing effect and
studied the position of semiconductor coating on the surface of large-diameter insulators.
It found that the size and position of the “blank zone” had a great influence on the leakage
current on the surface of insulators and are the important factors affecting the anti-icing
effect of the electrothermal coating. The “blank zone” should be set at the edge of the
shed, and the width should be moderate, 5 to 7 cm can achieve a better anti-icing effect.
“Switching effect” coating insulators are shown in Figure 24:

Figure 24. Schematic diagram of “switching effect” electrothermal coating.
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There is also photoelectric mixed coating for insulator anti-icing [52]. The important
parameter of photothermal anti-icing coating is solar radiation energy absorption rate
(SREAR). The SREAR is the ratio of the solar energy absorbed by the surface of an object
per unit area to the total solar energy reached by the sun. The higher the absorption rate of
solar energy, the stronger the ability of the object to absorb solar thermal radiation. Com-
mon photothermal materials are: intrinsic absorption materials, ceramic–metal composite
materials and spinel materials.

The heating coating is useful for preventing glaze on insulators, but it cannot reduce
the accumulation of rime [106]. Meanwhile, the durability of both heating coating and
hydrophobic coating under continuous high pressure and outdoor insulator stress needs
further research.

5.3. Optimization of the Shed Structure

Many studies have shown that [107–112] insulator shed configuration has a great
influence on the icing and the flashover voltage, but under heavy icing conditions, the
influence of shed structure is not obvious [53,76,113]. When the natural icing occurs, the
influence law of shed structure on insulator icing growth is consistent with the results of
the artificial experiment. For porcelain and glass insulators, it can be considered to change
the shed structure by positing and mixing large and regular-size insulators in proportion.
For composite insulators, large (medium) and small sheds can be made in proportion to
change the shed structure, which increases the difficulty of ice bridging and increases the
icing flashover voltage [114]. However, determining the value and proportion of shed
diameter under different external environments is the focus of researchers. The discharge
path of composite insulators is shown in Figure 25 [114]:

Figure 25. Discharge path of composite insulators of different types [114].

Adding an appropriate number of large sheds to insulators can improve their electrical
performance under icing conditions. In the study of icing on 330 kV composite insulators,
in the condition of the same icing severity, the ice accretion on composite insulators with
large shed is higher than that on insulator strings of the standard ceramic insulators. When
the ice thickness is 13 mm, the U50% flashover voltage of composite insulators with large
sheds is about 10% higher than that of those without large sheds [53]. In the literature [54],
DC ice flashover characteristics of two composite insulators were tested. The ice thickness
in the test was 5–30 mm, and the two samples were different only in the arrangement of
large shed spacing. The test results show that the average flashover voltage of insulator
samples with large shed spacing is higher than that of small spacing as the ice thickness
increasing. When the ice thickness is 5 mm, the average flashover voltage is 9.2% higher,
but the percentage decreases with the ice thickness increases. When the ice thickness is
30 mm, the average flashover voltage is only 3.0% higher.

Through simulation and experiment, the influence of several parameters of UHV
composite pillar insulator shed tilt angle, rod diameter, shed spacing, and the ratio between
the large-shed diameter and small-shed diameter on icing were studied [55]. It was found
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that in order to minimize the weight of icing, the insulator up tilt angle, down tilt angle,
rod diameter, and shed ratio of insulator should be smaller, and the shed distance is around
48 mm. The icicles between the sheds are not easy to bridge by using the extended shed
structure, and the ice flashover voltage gradient increases along the creepage distance. The
extended shed structure is adopted to replace part of the small shed, which can effectively
prevent ice bridging and improve the ice flashover voltage.

In the literature [56], 12 typical 220 kV composite insulators were tested of energized
and non-energized icing, shown in Figure 26 [56]. It was found that when the shed spacing
is larger, the length of icicles and the ice thickness become larger, while the icicle diameter
is relatively smaller. The greater ratio of shed spacing and shed spread is beneficial to delay
the icicle bridging and promote the growth of the ice layer on the shed surface. Although
this will lead to an increase in the conductivity of the water film on the shed surface, the
larger shed spacing hinders the flashover more. The differences in the ratio of icicle air gap
arc during the flashover are one of the main reasons causing differences in icing flashover
voltage for composite insulators with different shed configurations [57].

 
(a) 

 
(b) 

Figure 26. The contrast of parameters and icing situation of composite insulators of different types.
(a) Insulator types. (b) Icing situation of different types of composite insulators [57].

5.4. String Arrangement

The literature has shown that insulator string arrangement has a great influence on ice
flashover voltage, including standard arrangement, connected with alternately large and
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small diameter sheds (CALSDS) arrangement, V and Λ shaped arrangement, horizontal
arrangement and inverted T-shape (⊥ shape) arrangement [115,116].

Due to the effect of gravity, all the rainwater falls straight down from the surface of
the insulator. When the insulators are icing seriously, icicles bridge the insulator shed
through the gap to greatly shorten the creepage distance. In this case, the icicle bridging
can be effectively blocked by redesigning the arrangement of insulator strings or inserting
large-diameter insulators, which will also affect the electric field and voltage distribution.
The general relation between icing flashover voltage U50%(kV) and string length of icing
insulator string can be expressed as [117]:

U50% = ANd (10)

where: A is a constant related to the degree of icing, the structure of insulators, the degree
of pollution before icing, etc. N is the number of insulators. d is the linearity coefficient.
When d = 1, it is linear; when d < 1, it is nonlinear. A and d can be obtained by fitting
test data.

The equation of U50% and N and the surface salt density ρSDD
(
mg/cm2) of the insulator:

U50% = KNd′(ρSDD)
−b′ (11)

K is the coefficient. d′ is the characteristic index of the effect of N on U50%. b′ is the
characteristic index of the effect of ρSDD on U50%.

Connected with alternately large and small diameter sheds (CALSDS) (“2 + 1 “, “3 + 1”
and “4 + 1”, etc.) have a great influence on the icing flashover voltage of insulator string.
Under the polluted icing condition, the flashover voltage of insulator strings arranged by
“3 + 1” CALSDS is about 14.6–18.1% higher than that of standard strings, and arranged by
“4 + 1” CALSDS is about 10.1–13.1% higher than that of standard, respectively. The “2 + 1”
is lower than that of “3 + 1” and “4 + 1”, Figure 27 [58]. For the V type and Λ type, “2 + 1”
and “3 + 1” arrangement, the icing flashover voltage is influenced by the ice thickness. The
thicker the ice, the less improvement. Both type V and Λ arrangement can significantly
improve the icing flashover voltage, mainly because of the following reasons: the insulator
shed is not easy to be bridged by icing, and due to thermal buoyancy, part of the arc can
easily float upward from the insulator, so the arc can dissipate heat more easily [59].

Figure 27. The relationship of CALSDS arrangement icing flashover voltage and SDD [59].

For II arrangement, increasing the distance between the two insulators can improve
flashover voltage performance. When the distance increases from 450 to 650 mm, the
flashover voltage of the standard insulator string and with large shed increases by 3.2% and
7.1%, respectively [60]. When the string connection angle widely used in the transmission
line is 60◦, the flashover situation of the insulator string of V and Λ shape arrangement
under wet snow conditions is shown in Figure 28 [60].
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(a) (b) 

Figure 28. Flashover situation of insulator string of 60◦ Λ and V arrangement. (a) Λ shape arrange-
ment. (b) V shape arrangement [60].

For the inverted T-shape arrangement of the insulator string, the icicle growing down
has less impact on the gap between the insulator shed, the arc development along the
insulator surface in the process of flashover, there is no arc bridge shed phenomenon.
The authors of [61] studied the icing and flashover of glass insulator strings arranged in
inverted T shape, and compared the inverted T-shape arrangement of “8 + 1”, “7 + 2”,
“6 + 3” and “5 + 4” with type I. When the strings were arranged in inverted T shape, the
U50% increased by 6.66~15.37% compared with type I. The leakage current of the inverted
T string is reduced by 3.84~18.50% compared with that of type I. Meanwhile, the higher
the proportion of horizontal insulators, the higher the icing flashover voltage. The icing
situation is shown in Figure 29 [61], and the D is icing thickness. Figure 30 is the application
of inverted T-shape insulator strings in transmission lines.

 
(a) (b) (c) (d) 

Figure 29. Inverted T-shaped arrangement icing situation of insulator string with different degrees.
(a) D = 5 mm. (b) D = 10 mm. (c) D = 15 mm. (d) D = 20 mm [61].

Figure 30. Application of inverted T-shaped insulator strings in transmission lines.

25



Energies 2023, 16, 601

6. Conclusions

Based on the literature, this review comprehensively expounds on the current situation
and technical application of transmission lines icing, including the aspects of snowing
and icing disasters of the power grid, icing characteristics and anti/de-icing methods of
conductors and insulators. The conditions or influences of the formation of icing mainly
include temperature, wind speed, humidity and water droplets bonded on the transmission
line. As long as one of the links is hindered, the icing can be effectively prevented. When the
icing has formed, it can be melted and make it falls off from the surface of the transmission
line. For conductors, the most widely used method is DC ice melting, the State Grid
Corporation and Southern Power Grid Corporation of China have used it on a large scale in
recent years, effectively solving multiple icing disaster crises in the power grid. However,
the cost of the DC ice melting device is very high, and the power needs to be cut off. AC
ice melting is not applicable to long-distance transmission lines with high voltage levels.
The current transfer intelligent ice melting device can effectively solve various problems
of AC/DC ice melting and has a wide application prospect. It has been running in the
transmission lines of China Southern Power Grid Corporation and achieved good effect.
Traditional mechanical de-icing has developed to the present, which mainly relies on a
robot with a blade on its conductors to remove the ice. The de-icing process causes great
damage to the conductors. The corona discharge effect has a certain effect on reducing
ice accretion, but corona loss is too large and limited by electromagnetic environment,
so the application is limited. DEC and torque pendulum has obvious anti-icing effects,
simple structure and great potential. As far as insulators are concerned, there are very few
devices targeted to de-icing. Insulators coated with hydrophobic coatings will weaken
the adhesion of water droplets in the air on the surface, thus hindering the development
of icing, but the hydrophobic long-term performance and service life need to be further
tested. When the ice is covered on the blank zone of the heating coating insulator, the
leakage current increases and the heat is generated, which hinders the occurrence of icing,
but it greatly reduces the pollution flashover voltage of the transmission line. The shed
structure is applicable to composite insulators, and the CALSDS arrangement applies to
porcelain and glass insulators. Changing the size shed ratio and disk diameter can hinder
the ice bridging and improve the flashover voltage during light icing, but the effect is not
obvious when the icing is heavy. Icing flashover voltage can be improved by changing
the string arrangement, in which the inverted T, Λ and V arrangements have obvious
effects. However, the string arrangement may be restricted by the environment in actual
transmission lines. Each of these methods can play a good role in anti-icing insulators,
widely used, but there are also disadvantages. In the future, the development of anti/de-
icing technology of transmission lines, first is to explore fast, efficient and intelligent device,
but also need it to have the function of non-manual intervention and non-power failure;
the second is that the anti/de-icing research on such new energy power systems, such as
wind turbine blade icing.
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Abstract: The present study aimed to develop the electrical performance of outdoor insulators using
a nano-TiO2 coating for railway electrification systems. The prototype design of porcelain insulators
with normal coatings and using a nano-TiO2 coating is based on IEC 60815-1. The first test was
performed to measure the low-frequency flashover AC voltage under both dry and wet conditions. In
addition, the other test was conducted to measure the lightning impulse critical-flashover voltage at
positive and negative polarity under dry-normal and wet-contaminated conditions. X-ray diffraction
(X-RD) and Scanning electron microscopy (SEM) were used to examine the micro surface and show
that the nano-TiO2 coating was adhered to the surface of the outdoor porcelain insulator and exists
in an amorphous state. Additionally, it was observed and discovered that scattered nano-TiO2

strengthens the glassy matrix and creates a sturdy barrier that causes flashover voltage to be reduced
under conditions of high dielectric strength. Nanostructured ceramic formulations outperform
ordinary porcelain in terms of breakdown voltage strength, particularly for the insulators’ low-
frequency flashover performances under dry and wet test conditions. However, a significant change
in the lightning impulse critical-flashover voltage characteristics is observed and is not much better
when adding the nano-TiO2 coating to the porcelain insulators.

Keywords: railway electrification system; outdoor porcelain insulators; low-frequency flashover AC
voltage; lightning impulse critical-flashover voltage

1. Introduction

An important component of any electrical system is insulation. This includes gas
insulation, such as SF6, and liquid insulation, such as transformer oil or mineral oil,
and solid insulation in transformers or cables, such as kraft paper or pressboard. In
addition, there are important insulators that are used on the outside, such as the high-
voltage porcelain insulators on the outside of transformer bushings, cutouts, arresters,
line posts, etc. [1]. To last for years, they must meet strict electrical, mechanical, and
chemical requirements, such as not breaking down when exposed to UV light or when in
a dirty environment [2–4]. Although polymeric insulators have just lately been available,
porcelain and glass have been used as outside insulators in electric power systems for over
160 years [5–8]. In the past, triaxial porcelain compositions of alumina, silica, clay, and
feldspar were used to create ceramic insulators [1,9]. Insulators are one of the essential
elements of railway electrification systems; however, the popular viewpoint does not
give this essential component much attention. Economic considerations must be made in
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addition to the strict criteria for availability and dependability, which is why this topic is
given a lot of attention [10]. The dependability of the performance of insulators, which
are widely used in transmission power systems, is primarily influenced by environmental
pollution. Composite insulators have been used for transmission lines for a long time
because they work well even in dirty environments [11]. As compared to other ceramic
materials, outdoor porcelain insulators are the subject of little research today that deals
with nanotechnology applications. Nevertheless, it has been said that they have produced
some very intriguing and encouraging outcomes. Porcelain is a policrystalline ceramic
created by combining and burning clays, feldspathic minerals, and silica or alumina, and
may be characterised as a conventional ceramic formed by heating raw materials based on
clay [6,12]. In 2010, Zhuang et al. [13] investigated a novel use of nanoscale titanium dioxide
(TiO2) for improving the performance of the porcelain insulator in contaminated settings.
The researchers found that applying n-TiO2 films to the porcelain insulator’s surface
maintains and even enhances the electrical characteristics of the AC wet flashover voltage
(6%). To enhance the anti-icing performance of ceramic insulators utilised in China’s
colder regions, Gou et al. created three novel experimental formulations of polymeric
nanocoatings [14]. In order to enhance the mechanical and electrical performance of
siliceous porcelain insulators, Contreras investigated a novel nanotechnology concept in
2014 [1].

At present, the rail system is of interest in the transportation system of Thailand.
Therefore, it is important to research and develop the design of the components used in the
rail system. In particular, the insulation in the railway electrification systems is one of the
details of the overhead line electrification system for the railway, as can be seen in Figure 1.
In addition, Thailand’s rail transport system uses an overhead power supply system to
operate. Therefore, it is necessary to instal insulating materials, including outdoor porcelain
insulators.There is very little research about the design and build of the porcelain insulator
used in the electrification system for the railway in Thailand. Furthermore, most of these
studies were about testing the durability of insulators, which included electrical tests.

 
(a) (b) 

Figure 1. Railway electrification system: (a) Overview of railway electrification system; (b) Design of
overhead line insulation equipment as porcelain insulator.

This work was performed to improve the quality of the outdoor porcelain insulators
used in the railway system and make it possible for electric trains to run on Thailand’s
railway system. The porcelain insulator used in this railway system is extremely important
because there is no manufacturer in Thailand, as they are primarily interested in producing
insulators for the alternating current distribution system. As a result, the goal of this
research is to develop the performance of outdoor insulators used in the railway’s overhead
line electrification system. The performance-developed outdoor insulators of overhead
line insulation equipment for railway electrification systems that use a nano-TiO2 coating
would be the quality insulator that passes the standard electrical properties test.
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2. Materials and Methods

2.1. The Design for Outdoor Insulators on Railway Electrification Systems

The prototype design of porcelain insulators based on international standards and
the outdoor insulators on railway electrification systems used in Japanese and Spanish
railway systems was studied, which included the equations used in the design of the
leakage distance of insulators used in rail systems. Furthermore, the reference to the design
of porcelain insulators, the insulator profile parameters as defined in IEC 60815-1 [15], the
design considers the level of pollution that is used. Moreover, this research will design
insulators that can be used at pollution levels of 1 and 2 based on IEC 60815-1. To determine
the leakage distance of insulators, it is necessary to calculate the profile factor (PF) and
the creepage factor (CF), which are important in the design of the fin length (measured
from the core) and the distance between the fins, which includes the creepage distance
and arcing distance of the insulators. Meanwhile, the values calculated from Equations (1)
and (2) are evaluated to determine the suitability of insulating insulators for the design or
application area. Previously, the sizes were as shown in Figure 2.

Figure 2. Schematic diagram of the main nanotechnology design concepts for outdoor insulators.

Profile Factor (P.F.)

P.F. =
2P + S

ld
(1)

when

P.F. > 0.8 for the pollution levels of 1 and 2 (light to medium pollution areas)
P.F. > 0.7 for the pollution levels of 3 and 4 (heavy to very heavy pollution areas)

Creepage Factor (C.F.)

C.F. =
lt
St

(2)

when

C.F. ≤ 3.5 for the level of pollution 1 and 2 (light to medium pollution areas)
C.F. ≤ 4.0 for the level of pollution 3 and 4 (heavy to very heavy pollution areas)

The outdoor insulator profile parameters in this work, as defined in IEC60815-1, are
as follows:

P: shed projection—the maximum shed overhang (35 mm).
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S: shed spacing—the vertical distance between two points that are similar on successive
sheds. (34.22 mm).
ld: Measured between the two places that constitute d is the creepage distance (70.34 mm).
lt: the insulator’s overall creepage distance (1050.30 mm).
St: the arcing distance of the insulator (442.44 mm).

The design variables were substituted into Equation (1) for P.F. and Equation (2) for
C.F. So, the profile factor (P.F.) is equal to 1.482, which is more than 0.8 for the level of
pollution in 1 and 2 (light to medium pollution areas). Moreover, the creepage factor (C.F.)
is equal to 2.374, which is less than 3.5 for the level of pollution in 1 and 2 (light to medium
pollution areas).

Therefore, the prototype outdoor insulators designed in this research were at pollution
levels 1 and 2. It is standard practice on IEC60815.

2.2. Nanotechnology Concepts for Outdoor Insulators

This work presents new nanostructured porcelain composition coats for improving
the electrical performance of outdoor porcelain insulators by using a novel application
of nano-TiO2 coatings, including evaluating the effect of nano-TiO2 on the properties of
conventional siliceous electrical porcelain for use in railway electrification systems. All the
unprocessed nanomaterials employed in this investigation had an average particle size of
~40 nm. Additionally, they had a spherical form, and their analytical reagent quality was
measured by TESCAN, Model: MIRA3, as seen in Figure 3.

  
(a) (b) 

Figure 3. SEM nano-TiO2 are as follows: (a) The morphology of nano-TiO2; (b) The electron dispersive
X-ray spectroscopy (EDS) result of nano-TiO2 used in this work.

The shape of nano-TiO2 is also shown in Figure 3a, where a quasi-spherical form is
often seen. There could be some nano-TiO2 agglomerates present since no dispersant was
utilised. Electron dispersive X-ray spectroscopy (EDS) was used to confirm the chemical
composition of nano-TiO2, which is shown in Figure 3b. The properties of the nanopar-
ticles employed in this work are listed in Table 1 [16]. Detailed properties of nano-TiO2
are specified by the manufacturer [16]. Titanium dioxide (titania) nanopowder, anatase.
Specification: 99.9%; anatase; primary particle size ~40 nm (from SEM and BET surface
area); BET multi-point specific surface area (SSA) >40 m2/g; spray-dry agglomerated to
~50 microns for easy handling.
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Table 1. The main properties of TiO2 nanomaterial used to coat porcelain insulators are listed.

Characteristics Specification

Parameters Titanium dioxide (TiO2)
Average particle size ~40 nm

Purity 99.9%
Specific surface area 40 m2/g

Structure anatase
Colour white powder
Density 3.89 g/cm3

The key ideas in this study for the outdoor porcelain insulators used in the railway
system represent a novel approach to improving the final characteristics of outdoor high-
voltage insulators. In addition, the porcelain raw materials utilised in this study were
of industrial quality and were quartz, kaolinite clay, and sodium feldspar, which are all
employed in the production of outdoor insulators according to the expertise of Asian
Insulators Public Company Limited. Figure 4 shows that the main use of nanotechnology
in this outdoor insulator by nano-TiO2 coating is to improve efficiency, mostly by making
the electrical performance better.

Figure 4. Schematic of the design concepts for nano-TiO2 coatings of outdoor insulators in this study.

Figure 4 illustrates the design idea for the aforementioned procedure. The link between
a material’s resistivity, length, and the area is shown by the well-known Equation (3) [17].

R = ρ
L
A

(3)

where R stands for resistance, ρ for resistivity, L for the distance that charges travel before
leaving the material, and A for the cross-sectional area of the material that faces the direction
of the current. The R will decrease if we shorten L, raise A, or decrease ρ, as shown by
Equation (3).

For the purposes of this study, we will refer to ρ as the resistivity of the nano-TiO2
coating, L as the thickness of the nano-TiO2 film, and A as the surface area of the graphite
felt used for the nano-TiO2 film deposition. Thus, lowering the size and L of the nano-TiO2
film is one of the development paths that might be explored in this study. In this work, a
nano-TiO2 coating was formed on the outside insulators to shorten L in order to decrease
the resistance (R) of the coating. On the other hand, a two-step procedure was employed to
create a nano-TiO2 coating, which included first generating an amorphous film at a low
temperature, and then increasing the temperature to crystallise the film. It is noted that a
two-step technique may be used to create a nano-TiO2 coating [18–20]. Since a large number
of grain boundary defects in the nano-TiO2 coating, the resistivity (ρ) of the nano-TiO2
coating can be effectively reduced. Besides, the nano-TiO2 coating structure can achieve
low resistance.
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2.3. Surface Modification of Outdoor Insulators

A thin nano-TiO2 layer was applied to the surface of outdoor insulators via the devel-
opment of an insulator nano-TiO2 coating method for surface modification. The process
includes six steps. The nanoparticles are mixed with deionized water. The nanoparticles
must be weighed on a digital balance, and the particle content required is 0.1% wt of
deionized water. TiO2 nanoparticles (nano-TiO2) combined with deionized water and
a surfactant. The surfactants are organic compounds, which consist of two parts: the
hydrophilic group and the hydrophobic group. Two different phases can come together.
When a small amount of surfactant is added, two phases can be combined to form a single
phase. In this research, a surfactant type, TERGITOL™ NP-6 Surfactant (Nonylphenol
Ethoxylate) [21], which has properties as a non-ionic surfactant, was selected to be used
as an ingredient in the preparation of nano-TiO2 coatings for outdoor porcelain insulators.
Then, it is placed in the stirrer for 30 min at 60 ◦C, or until it diffuses, and put in the
high-frequency ultrasonicator at 60 ◦C for 1 h to ensure the homogeneity of the liquids,
as shown in Figure 5. The step, as shown in Figure 5, begins with weighing the normal
coatings and nano-TiO2 coatings at the prescribed amount (a weight ratio of 2:1 between the
normal coatings and nano-TiO2 coatings). The next process involves mixing two substances,
including measuring, and controlling the coating viscosity at 30–45 Cps. and waiting for
the next process. After that, the nano-TiO2 coatings are put into a chamber containing the
coatings. The formed prototype insulator is then put on an automatic coating machine to
process the coating. Lastly, the prototype insulator is put into a temperature-controlled kiln
under control at 1300 ◦C for 60 h.

Step p 1 Step p 2

Weighing
nanopowders

Aggregation

Adding nanopowders
TiO2 and surfactant

Stirring for
30 min., 60 C

Poorly dispered
aggregations

Ultrasonication
for 1 hr., 60 C

Step p 3

๐ 

๐

Well-dispersed
Nano- TiO2

coating

Weighing
normal coatings 
and nano-TiO2 

coatings

Mixed both 
normal and TiO2

coating 
substances (2:1)

Measuring
the viscosity
(30 - 45 Cps.)

Step p 4Step p 5

Nano-TiO2
coating

into a chamber

Prototype
outdoor insulators

Dip coatings
on Insulators

Step p 6

The prototypes of 
porcelain insulators use 

a nano-TiO2 coating.

Prototype insulators into
the burning process in

temperature controlled
1,300 °C, 60 hr.

 

Figure 5. Preparation of nano-TiO2 coating of outdoor insulators in this study.

3. Experimental Descriptions

3.1. Performances of Standard Porcelain Insulators in Low-Frequency Flashover in Dry and Wet
Test Conditions

When referring to low frequency, as defined in these standards, anything between 15
and 100 cycles per second is considered to be low frequency. The low-frequency testing
described in these standards may be performed at any commercial frequency that is cur-
rently in use within this range. In Figure 6, a clean, dry test specimen voltage application’s
root-mean-square (rms) voltage that results in a prolonged disruptive discharge through the
air between electrodes is known as a low-frequency dry-flashover voltage. Approximately

38



Energies 2023, 16, 561

75% of the anticipated average dry-flashover value may be rapidly reached by rapidly
increasing the first applied voltage. The rate of voltage rise must remain constant after
achieving 75% of the flashover value in order for there to be no time delay of more than 30 s
or less than 5 s before the flashover occurs. An arithmetic mean, given in rms volts, of at
least five different flashovers collected in a row constitutes the dry-flashover voltage value
for a specimen. There must be between 15 s and 5 min of time between each flashover.

 

 
(a) (b) 

Figure 6. The experimental circuit of low-frequency flashover AC voltage under dry test. (a) The
circuit diagram on low-frequency dry-flashover test; (b) The test circuit set-up on low-frequency
dry-flashover test.

The low-frequency wet-flashover voltage is the root-mean-square (rms) voltage that
causes a long, disruptive discharge between the electrodes of a clean, wet test specimen.
The area where the insulator is being tested must have enough spray nozzles of the kind
illustrated in Figure 7 or an equivalent supply of artificial precipitation that is fairly uniform.
Within the limits of what is practically possible, the spray must be directed such that it
strikes the insulator downward at a 45-degree angle from the vertical and parallel to the
vertical plane across its axis. Large specimens, such as the outdoor porcelain insulators,
must have spray that is 45 degrees off vertical in the middle and as near to this angle at
the ends as feasible to provide adequate precipitation uniformity over the length of the
specimen. At the specimen, the standard average rate of precipitation must be 0.2 inches
(5.08 millimetres) per minute when measured. The low-frequency flashover AC voltage
testing apparatus is shown in Figures 6 and 7 for both dry and wet experiments, respectively.
Phenix Technologies’ variants for the frequency output device are rated at 300 kV, 60 kVA,
respectively, based on ANSI/NEMA C29.7-2015 [22], TIS 2623-2560 (2017) [23], and IEEE-4
(2013) [24].
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(a) (b) 

Figure 7. The experimental circuit of low-frequency flashover AC voltage under wet test. (a) The
circuit diagram on low-frequency wet-flashover test; (b) The test circuit set-up on low-frequency
wet-flashover test.

3.2. The Lightning Impulse Critical-Flashover Voltage Performances of Standard Porcelain
Insulators under Normal and Contaminated Test Conditions

A test specimen’s impulse critical-flashover voltage is equal to the wave’s peak value
in 50% of applications. A lightning impulse critical-flashover voltage test in polluted
circumstances was used in this study to assess the performance of prototype outdoor
porcelain insulators. Normally, impulse-flashover experiments are only carried out in
dry environments. There must be 1.2/50 μs of time between each impulse voltage wave.
Applying impulses to the specimen of varied intensities and monitoring the peak voltage
of the impulse that, in about 50% of applications, will result in flashover allows for the
determination of the critical impulse flashover voltage value. Impulses must be applied
in stages of rising or decreasing voltage such that at the step with the greatest voltage,
flashover occurs on every impulse, and at the step with the lowest voltage, there is no
flashover. At least three impulses must be applied at each voltage step, and the difference
in voltage between steps must not be more than 5% of the anticipated critical impulse
flashover value. When the voltage range between the highest and lowest step is quite large,
it is possible to calculate the crucial impulse flashover voltage by plotting an average curve
of crest voltage vs flashover frequency.

The experimental setup for testing the critical-flashover voltage for a lightning impulse
in both dry and polluted conditions is shown in Figures 8 and 9. The impulse voltage
generator, whose rated voltage is 400 kV and 40 kJ under both normal and contaminated
circumstances based on TIS 1077-2535 (1992) [25], TIS 2623-2560 (2017), and IEC 60507
(2013) [26], is used to acquire test power. The primary capacitor is charged to the desired
voltage. The circuit is then automatically initiated by the spark gap to provide a positive
polarity lightning discharge voltage of 1.2/50 μs. The experiment uses the up-and-down
test methodology. A test was conducted in order to determine how effectively conventional
porcelain insulators can tolerate impulses at both positive and negative polarities and
in unclean circumstances. Furthermore, the surface of the specimens is polluted using
test techniques on pollution flashover the suspension of sodium chloride and kieselguhr,
which, respectively, imitate electric and inert materials. Based on the results of [27–29],
the relationship between the critical flashover voltage representations of the electrical
withstand value and the equivalent salt deposit density (ESDD) values is recommended as
a contamination severity criterion for each case, as shown in Equation (4):

Es = λ(ESDD)−μ (4)
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(a) (b) 

Figure 8. The experimental circuit of the lightning impulse critical-flashover voltage under normal
condition test.(a) The circuit diagram on the lightning impulse critical-flashover voltage test; (b) The
test circuit set-up on the lightning impulse critical-flashover voltage test.

 
 

(a) (b) 

Figure 9. The experimental circuit of the lightning impulse critical-flashover voltage under contami-
nated condition test. (a) The circuit diagram on the lightning impulse critical-flashover voltage test;
(b) The test circuit set-up on the lightning impulse critical-flashover voltage test.

When the electrical voltage is withstood (Es), which is measured using experimental
data from research and curve fitting, it is written as kV/cm and is related to the material
and shape of the insulators. This research provides samples of contaminated liquid for
testing under pollution conditions. By using the data for the contaminated liquid samples,
values of ESDD can be calculated based on the procedure described in IEC 60507. The
ESDD value obtained in this work is 0.4 mg/cm2.

For all experiments, the salt deposit density (SDD)/equivalent salt deposit density
ratio is 1:6. At the top of the artificial climate chamber, the test specimen is mounted on a
solid base made of non-conductive wood. Spray nozzles are used to spray the test specimen.
A spray pipe that is located not far below the surface of the body of the housing carries the
spray, and the spray mist input rate is (0.05 ± 0.01) kg/(h.m3) based on IEEE 4 (2013), and
the fog chamber’s humidity is almost saturated to a wet condition [30]. Through exhausting
and misting water, the mist chamber is cooled to match the ambient temperature. Once the
insulator’s surface is suitably moist, the sample is left to stand for 15 to 20 min before the
test is begun [26].
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4. Results and Discussion

4.1. The Dielectric Strength
4.1.1. Low-Frequency Flashover Performance in Dry and Wet Testing Conditions

The influence of nano-TiO2 on the low-frequency flashover AC voltage under dry and
wet tests of the prototype outdoor porcelain insulator sample is shown in Table 2. It was
discovered that adding nano-TiO2 encouraged an improvement in the dielectric capacity of
regular porcelain.

Table 2. Test results of low-frequency flashover performances under dry and wet test condition (kV).

Test Conditions Insulator Types 1st 2nd 3rd 4th 5th Average SD

Dry
Standard valve of condition test, kV (125 kV, based on ANSI/NEMA C29.7-2015)

Normal coating 174.33 172.44 171.49 172.44 173.38 172.81 1.07
Nano-TiO2 coating 176.21 174.30 175.26 176.21 174.30 174.28 0.95

Wet

Standard valve of condition test, kV (95 kV, based on ANSI/NEMA C29.7-2015)

Normal coating 156.79 158.81 157.80 159.06 157.80 158.05 0.90
Nano-TiO2 coating 159.90 160.41 158.59 159.40 160.42 159.74 0.77

SD = Standard deviation of the data on low-frequency flashover performances tests.

Figure 10a depicts dry test results with the nano-TiO2 concentration used in this study
(0.1 wt.%), with the breakdown voltage reaching an average of 174.28 kV at 0.1 wt.% nano-
TiO2 addition and 172.81 kV at 0 wt.% nano-TiO2 addition (uncoated nano-TiO2). Using a
new way to use nano-TiO2 coatings on samples made the electrical performance of outdoor
porcelain insulators 0.85% better than with regular porcelain.The effect of the nano-TiO2 on
the low-frequency flashover AC voltage under wet tests of the porcelain insulator sample
is depicted in Figure 10b. It was found that the addition of nano-TiO2 impacts the electrical
performance of the porcelain insulator. When nanostructured porcelain with a nano-TiO2
coating was compared to regular porcelain (without a nano-TiO2-coating), it was better
by 1.06%. Due to the inclusion of nanoparticles, the sintered microstructure has changed,
which may be the cause of this behavior. According to [31,32], a larger concentration
of the vitreous phase has a negative impact on the dielectric breakdown because the
crystalline/glassy phase ratio affects the electric characteristics of porcelain systems. Due
to a lower proportion of glassy phase than normal porcelain, nanostructured porcelain
exhibits greater breakdown voltage values. This behaviour may be made possible by the
optimization of the electrical design of insulators. Without a doubt, adding nano-TiO2 to
the prototype outdoor porcelain insulator makes its electrical properties better.
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(a) (b) 

Figure 10. Test results of low-frequency flashover performances. (a) The low-frequency flashover
performances under dry test condition; (b) The low-frequency flashover performances under wet
test condition.

4.1.2. The Lightning Impulse Critical-Flashover Voltage Performance under Normal and
Contaminated Test Conditions

A comparison of the critical impulse flashover voltage is illustrated in Table 3. In
Figure 11, under normal test conditions, both positive and negative lightning impulses,
the nano-TiO2 coated insulators had a slight increase in dielectric strength compared to
traditional coated insulators. In the same way, Figure 12 shows the critical impulse flashover
voltage value under contaminated test conditions. When the nano-TiO2 coating was added
to the porcelain insulators, there was only a slight improvement in the changes under
positive polarity testing, and in the negative polarity testing, there was no significant change
in the characteristics of the lightning impulse critical-flashover voltage. The electrical
performance test results are less than 2%, according to the results. It may be because the
nano-TiO2 content is so low (only 0.1 wt.%) that it does not show a clear effect on the
electrical properties of the coated insulators with improved coating as much as it should.
In the future, we may add more nano-TiO2 to show higher electrical values. Additionally,
it is well known that under both positive and negative lightning impulses, the distribution
of the electric field on the insulator’s surface is not uniform. The accumulation and growth
of space charges would greatly distort the electric field across the air gap and reduce
the flashover voltage [13,33]. Undoubtedly, one of the most effective ways to reduce the
likelihood that charges will accumulate on the surface of an insulator is to decrease the
surface resistivity [34]. Insulators are coated with nano-TiO2 to make the insulator surface
diffuse the electric field and thus increase the lightning impulse voltage. Contrarily, the
surface conductance of the TiO2-coated insulator is higher than that of the uncoated one,
which might lead to an increase in leakage current and a decrease in flashover voltage.
During testing, the U50% stays pretty much the same because these two opposing effects
often cancel each other out [13].

43



Energies 2023, 16, 561

Table 3. Test results of critical impulse flashover voltage value under normal and contaminated test
conditions.

Test Conditions Insulator Types 1st 2nd 3rd 4th 5th Average SD

Normal
(dry)

LI Positive

Test condition of critical impulse flashover voltage value, kV
(210 kV, based on TIS. 1077-1992)

Normal coating 210.6 211.2 211.3 211.2 211.3 211.12 0.27
Nano-TiO2 coating 210.9 211.5 211.3 211.3 211.8 211.36 0.22

LI Negative

Test condition of critical impulse flashover voltage value, kV
(260 kV, based on TIS. 1077-1992)

Normal coating 260.6 260.7 261.3 260.7 260.6 260.78 0.29
Nano-TiO2 coating 262.5 262.4 262.5 261.9 262.6 262.30 0.27

Contaminated
(wet)

LI Positive
Comparison of critical-flashover voltage performance, kV

Normal coating 147.1 148.2 147.4 149.2 148.4 148.06 0.83
Nano-TiO2 coating 149.4 148.3 148.4 149.4 148.5 148.80 0.55

LI Negative
Comparison of critical-flashover voltage performance, kV

Normal coating 185.5 184.9 185.6 185.2 183.7 184.98 0.76
Nano-TiO2 coating 185.4 184.0 183.7 183.9 183.6 184.12 0.73

SD = Standard deviation of the data on lightning impulse (LI) tests.

  
(a) (b) 

Figure 11. Test results of critical impulse flashover voltage value under normal test conditions
are as follows. (a) The lightning impulse critical-flashover voltage performance under positive
polarity testing; (b) The lightning impulse critical-flashover voltage performance under negative
polarity testing.

4.2. Phase Analysis

The prototype scale study’s comparative XRD analysis of traditional porcelain systems
and nanostructured porcelain systems in the sintered condition. Figure 13 shows the XRD
patterns of prototype porcelain insulators with conventional coatings and nano-TiO2 coat-
ings measured by the Bruker D2 phaser at 30 kV, 10 mA. The results of this study revealed
that the primary crystalline phases in the porcelain insulator prototype composition were
quartz (SiO2) and mullite (3Al2O3•2SiO2). The primary crystalline phases of the nanostruc-
tured porcelain’s diffraction pattern remained the same, and corundum, an unaltered form
of alumina, was also present. Figure 13a shows alumina peaks in formulations with a high
proportion of traditional porcelain insulators. Furthermore, as illustrated in Figure 13b,
adding a TiO2 layer to the surface of outdoor insulators improves mullite peak intensity.
Additionally, the fraction of crystalline phases rise with the inclusion of nanoparticles. It
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is important to note that the phase concentrations of all the samples match the published
values for porcelain insulators [6,35,36]. The data for the prototype porcelain insulators
with regular coatings and with a nano-TiO2 coating were refined using the Rietveld method
to produce crystallographic data, which was then used to further characterise the XRD
findings. The lattice parameters, atomic coordinates, and atomic occupancies of manufac-
tured materials may all be examined using the Rietveld refinement method, are displayed
in Figure 14.

  
(a) (b) 

Figure 12. Test results of critical impulse flashover voltage value under contaminated test conditions
are as follows. (a) The lightning impulse critical-flashover voltage performance under positive
polarity testing; (b) The lightning impulse critical-flashover voltage performance under negative
polarity testing.

The Rietveld refinement was carried out on porcelain insulators with normal coatings,
and a nano-TiO2 coating was used to analyse the crystal structure of the porcelain materials.
Figure 14 shows the Rietveld refinement plot of the triaxial ceramic fired at 1300 ◦C. In
this work, the observed XRD patterns and the structural model showed convergence with
good weight profile R values (Rwp). The R values, Rietveld refinement, Residual values, or
Rietveld discrepancy indices are all names for the numerical approach of evaluating the
quality or goodness of fit, which is often expressed in terms of agreement indices [37]. The
weighted profile R values are the easiest to understand because they come straight from the
square root of the minimum amount, which is scaled using weighted intensities. Typical
values of Rwp range from a few per cent for very accurate refinements to 20–30% for
X-ray refinements, depending in part on the counting times used, the degree of preferred
orientation, and the number of variable parameters [38,39]. The refinements were adequate.
Indeed, the Rwp values were, in all cases, between 10 and 30%. Furthermore, in all
samples, the estimated standard deviation of weight per cent derived from the estimated
standard deviations of individual scale factors for the respective phases was below 1.5%. In
particular, when considering the comparisons from Figures 14a and 14b, the graphs show
the percentage of the substance content on all the samples of insulating coating. Moreover,
it can be seen that when nano-TiO2 coatings are applied to insulators, they result in higher
percentages of mullite, and sillimanite compared to insulators using traditional coatings.
The results obtained from Rietveld refinement are consistent with the XRD results shown
in Figure 13.
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(a) 

(b) 

Figure 13. X-ray diffraction (X-RD) phase analysis. (a) X-RD pattern of a normal porcelain insulator
prototype; (b) X-RD pattern of a nano-TiO2 coated porcelain insulator prototype.
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(a) 

 
(b) 

Figure 14. Rietveld refinement plots. (a) Rietveld refinement pattern of a normal porcelain insulator
prototype; (b) Rietveld refinement pattern of a nano-TiO2 coated porcelain insulator prototype.

4.3. Microstructural Analysis

Figures 15 and 16 depict the sintered microstructure that corresponds to the prototype
porcelain insulator design based on international standards and the outdoor insulator
composition used in industrial-scale railway electrification systems. Using the SEM and
EDS methods in the back-scattered electron mode, and spectrum and quantity analysis
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were measured by TESCAN, Model: MIRA3. We compared the porcelain insulators with
traditional coatings in Figure 15 and nano-TiO2 coatings in Figure 16.

  
(a) (b) 

 
(c) 

Figure 15. SEM and EDS of porcelain insulators with normal coatings. (a) SEM image of surface;
(b) The EDS-spectrum and quantity analysis; (c) The element images.

In a glassy matrix with a consistent distribution of quasi-spherical pores, coarse
quartz grains with variable shapes make up a typical siliceous porcelain microstructure.
There are noticeable fissures all around the quartz grains. This occurrence is linked to
the sample cooling stage after the prototype insulator has been burnt at 1300 ◦C for 60 h
in a temperature-controlled kiln when the quartz grain volume falls by 2% because of
the β-α quartz-phase transformation [7,31]. This shift may cause enough strain to cause
both the glassy matrix and the quartz grains to crack because of the large difference in
thermal expansion between the quartz grains, which have a coefficient of thermal expansion
of 23 × 10−6 C−1, and the glassy phase that surrounds them, which has a coefficient of
thermal expansion of 3 × 10−6 C−1 (at temperatures between 20 and 700 ◦C). The size of
the quartz particles and the rate at which they cool cause a reduction in the porcelain’s
mechanical and dielectric strength [31].
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(a) (b) 

 
(c) 

Figure 16. SEM and EDS of porcelain insulators with nano-TiO2 coatings. (a) SEM image of surface;
(b) The EDS-spectrum and quantity analysis; (c) The element images.

5. Conclusions

The test results concluded that when adding nano-TiO2 at 0.1 wt.% of the amount of
deionized water applications to outdoor insulators on railway electrification systems before
processing coating and electrical testing, the performance of low-frequency flashover in dry
and wet test conditions of the insulator coated with TiO2 was higher than that coated with
the normal coating. Furthermore, the test results of the lightning impulse critical-flashover
voltage performance under normal test conditions showed that the insulator coated with
nano-TiO2 can cause a small change in the impulse breakdown voltage with both positive
and negative polarity. Similarly, the positive polarity testing under contaminated test
conditions, especially in the negative polarity of the impulse breakdown voltage, shows
no improvement. However, it may be because the TiO2 content is so low (only 0.1 wt.%)
that it does not show a clear effect on the electrical properties of the coated insulators with
improved coating as much as it should. In the future, we may add more TiO2 to show
higher electrical values. Finally, the results of this research showed that adding nano-TiO2
to improve the electrical properties of the insulator will likely improve its performance in
the future.

Author Contributions: Conceptualization, P.M.; methodology, P.M.; investigation, P.M.; writing—
original draft preparation, P.M.; data curation, I.K.; resources, P.M. and I.K.; formal analysis, W.V. and
I.K.; writing—review and editing, W.V. All authors have read and agreed to the published version of
the manuscript.

49



Energies 2023, 16, 561

Funding: This research project is supported by Rajamangala University of Technology Isan. Contract
No. ENG 22/63.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to acknowledge Asian Insulators Public Company Lim-
ited for technical support to develop the performance of insulators on the application of nanomaterials
used to coat a thin TiO2 film on the surface of porcelain insulators. Moreover, the authors are grateful
to the Faculty of Engineering, Rajamangala University of Technology Isan, Khon Kaen Campus
(RMUTI KKC), for providing the research support facility. A special thanks also to the high-voltage
research team at the High Voltage Research Laboratory, RMUTI KKC.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Contreras, J.E.; Rodriguez, E.A.; Taha-Tijerina, J. Nanotechnology applications for electrical transformers—A review. Electr. Power
Syst. Res. 2017, 143, 573–584. [CrossRef]

2. Eisawy, E.A. The Effect of Radiation Environment on Electrical Insulation Materials. J. Nucl. Radiat. Phys. 2019, 14, 11–20.
3. Montoya, G.; Hernández, R.; Montoya, J. Failures in outdoor insulation caused by bird excrement. Electr. Power Syst. Res. 2010,

80, 716–722. [CrossRef]
4. McAfee, R.; Heaton, R.; King, J.; Falster, A. A study of biological contaminants on high voltage porcelain insulators. Electr. Power

Syst. Res. 1997, 42, 35–39. [CrossRef]
5. Gubanski, S.M. Outdoor high voltage insulation. IEEE Trans. Dielectr. Electr. Insul. 2010, 17, 325. [CrossRef]
6. Contreras, J.E.; Gallaga, M.; Rodriguez, E.A. Effect of Nanoparticles on Mechanical and Electrical Performance of Porcelain

Insulator. In Proceedings of the 2016 IEEE Conference on Electrical Insulation and Dielectric Phenomena (CEIDP), Toronto, ON,
Canada, 16–19 October 2016; pp. 583–586.

7. Meng, Y.; Gong, G.; Wu, Z.; Yin, Z.; Xie, Y.; Liu, S. Fabrication and microstructure investigation of ultra-high-strength porcelain
insulator. J. Eur. Ceram. Soc. 2012, 32, 3043–3049. [CrossRef]

8. Hackam, R. Outdoor HV composite polymeric insulators. IEEE Trans. Dielectr. Electr. Insul. 1999, 6, 557–585. [CrossRef]
9. Carty, W.M.; Senapati, U. Porcelain-raw materials, processing phase evolution, and mechanical behavior. J. Am. Ceram. Soc. 1998,

81, 3–20. [CrossRef]
10. Morocutti, T.; Berg, T.; Muhr, M.; Gödel, G. Developments of High Voltage Porcelain Post Insulators. In Proceedings of the 2012

IEEE International Symposium on Electrical Insulation, San Juan, PR, USA, 10–13 June 2012; pp. 395–398.
11. Monire, T.; Mostafa, S.; Nasim, N.; Alireza, S.F. Reliability assessment of RTV and nano-RTV-coated insulators concerning

contamination severity. Electr. Power Syst. Res. 2021, 191, 106892.
12. Hossain, S.S.; Roy, P.K. Sustainable ceramics derived from solid wastes: A review. J. Asian Ceram. Soc. 2020, 8, 984–1009.

[CrossRef]
13. Zhuang, J.; Liu, P.; Dai, W.; Fu, X.; Li, H.; Zeng, W.; Liao, F. A novel application of nano nticontamination technology for outdoor

high-voltage ceramic insulators. Int. J. Appl. Ceram. Technol. 2010, 7, E46–E53. [CrossRef]
14. Guo, C.; Liao, R.; Yuan, Y.; Zuo, Z.; Zhuang, A. Glaze icing on superhydrophobic coating prepared by nanoparticles filling

combined with etching method for insulators. J. Nanomater. 2015, 2015, 404071. [CrossRef]
15. IEC/TS 60815-1. Selection and Dimensioning of High-Voltage Insulators Intended for Use in Polluted Conditions; International

Electrotechnical Commission: Geneva, Switzerland, 2008.
16. Inframat Advanced Materials LLC. Available online: http://www.advancedmaterials.us (accessed on 18 May 2022).
17. Wen-Jen, L.; Yu-Ting, W.; Yi-Wei, L.; Yen-Ting, L. Graphite Felt Modified by Atomic Layer Deposition with TiO2 Nanocoating

Exhibits Super-Hydrophilicity, Low Charge-Transform Resistance, and High Electrochemical Activity. Nanomaterials 2020,
10, 1710.

18. Lee, W.J.; Hon, M.H.; Chung, Y.W.; Lee, J.H. A three-dimensional nanostructure consisting of hollow TiO2 spheres fabricated by
atomic layer deposition. Jpn. J. Appl. Phys. 2011, 50, 06GH06. [CrossRef]

19. Moya, A.; Kemnade, N.; Osorio, M.R.; Cherevan, A.; Granados, D.; Eder, D.; Vilatela, J.J. Large area photoelectrodes based on
hybrids of CNT fibres and ALD-grown TiO2. J. Mater. Chem. A. 2017, 5, 24695–24706. [CrossRef]

20. Li, M.; Zu, M.; Yu, J.; Cheng, H.; Li, Q.; Li, B. Controllable synthesis of core-sheath structured aligned carbon nanotube/titanium
dioxide hybrid fibers by atomic layer deposition. Carbon 2017, 123, 151–157. [CrossRef]

21. Surfactants, Emulsifiers and Polyglycols High Performance Products. Available online: https://www.dow.com/en-us/product-
technology/pt-surfactants-emulsifiers-polyglycols.html (accessed on 24 September 2022).

22. ANSI/NEMA C29.7-2015; American National Standard for Wet-Process Porcelain Insulators-High-Voltage Line Post-Type.
National Electrical Manufacturers Association (NEMA): Rosslyn, Virginia USA, 2015.

23. TIS 2623-2560; Electrical power insulators Part 1 Test methods. Thai Industrial Standards: Bangkok, Thailand, 2017.
24. IEEE Std 4; IEEE Standard for High-Voltage Testing Techniques. IEEE Power and Energy Society: New York, NY, USA, 2013.
25. TIS 1077-2535; Line-Post Type Porcelain Insulators. Thai Industrial Standards: Bangkok, Thailand, 1992.

50



Energies 2023, 16, 561

26. IEC/TS 60507; Artificial Pollution Tests on High Voltage Insulators to be Used on A. C. Systems. International Electrotechnical
Commission: Geneva, Switzerland, 2013.

27. Baker, A.C.; Farzaneh, M.; Gorur, R.S.; Gubanski, S.M.; Hill, R.J.; Karady, G.G.; Schneider, H.M. Insulator selection for AC
overhead lines with respect to contamination. IEEE Trans. Power Deliv. 2009, 24, 1633–1641. [CrossRef]

28. Ashwini, A.; Ravi, K.; Vasudev, N. Experimental Study on Aging of Polymeric Insulators by Dip Method. In Proceedings of the
2019 International Conference on High Voltage Engineering and Technology (ICHVET), Hyderabad, India, 7–8 February 2019;
pp. 1–3.

29. Mohammad, R.A.V.; Mohammad, M.; Reza, S. Reliability assessment of aged SiR insulators under humidity and pollution
conditions. Int. J. Electr. Power Energy Syst. 2020, 117, 105679.

30. Bowen, W.; Jiazheng, L.; Zhen, F.; Zhenglong, J.; Jianping, H. Development of Antithunder Composite Insulator for Distribution
Line. IEEJ Trans. Electr. Electron. Eng. 2019, 15, 100–107.

31. Contreras, J.E.; Taha-Tijerina, J.; Lopez-Perales, J.F.; Banda-Munoz, F.; Díaz-Tato, L.; Rodríguez, E.A. Enhancing the quartz-clay-
feldspar system by nano-Al2O3 addition for electrical insulators: From laboratory to prototype scale. Mater. Chem. Phys. 2021,
263, 124289. [CrossRef]

32. Chaudhuri, S.P.; Sarkar, P.; Chakraborty, A.K. Electrical resistivity of porcelain in relation to constitution. Ceram. Int. 1999, 25,
91–99. [CrossRef]

33. Srivastava, K.D.; Zhou, J.P. Surface Charging and Flashover of Spacers in SF6 Under Impulse Voltages. IEEE Trans. Electr. Insul.
1991, 26, 428–442. [CrossRef]

34. Miller, H.C.; Furno, E.J. The Effect of Mn/Ti Surface Treatment on Voltage-Holdoff Performance of Alumina Insulators in Vacuum.
J. Appl. Phys. 1978, 49, 5416–5420. [CrossRef]

35. Iqbal, Y.; Lee, W. Fired porcelain microstructures revisited. J. Am. Ceram. Soc. 1999, 82, 3584–3590. [CrossRef]
36. Xu, R. The compositions and properties of electric porcelain materials in China. In Proceedings of the Second International

Conference on Properties and Applications of Dielectric Materials, Beijing, China, 12–16 September 1988; pp. 256–259.
37. Mohsen, M. Advanced Ceramic Materials; IntechOpen: London, UK, 2021; pp. 267–268. ISBN 9781838812041.
38. Conconi, M.S.; Gauna, M.R.; Serra, M.F.; Suarez, G.; Aglietti, E.F.; Rendtorff, N.M. Quantitative firing transformations of a triaxial

ceramic by X-ray diffraction methods. Cerâmica 2014, 60, 524–531. [CrossRef]
39. Bish, D.L.; Post, J.E. Quantitative mineralogical analysis using the Rietveld full-pattern fitting method. Am. Mineral. 1993, 78,

932–940.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

51





Citation: Mantach, S.; Lutfi, A.;

Moradi Tavasani, H.; Ashraf, A.;

El-Hag, A.; Kordi, B. Deep Learning

in High Voltage Engineering: A

Literature Review. Energies 2022, 15,

5005. https://doi.org/10.3390/

en15145005

Academic Editors: Zhijin Zhang and

Hualong Zheng

Received: 14 June 2022

Accepted: 5 July 2022

Published: 8 July 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

energies

Review

Deep Learning in High Voltage Engineering: A
Literature Review

Sara Mantach 1, Abdulla Lutfi 2, Hamed Moradi Tavasani 1, Ahmed Ashraf 1, Ayman El-Hag 2 and Behzad Kordi 1,*

1 Department of Electrical & Computer Engineering, University of Manitoba, Winnipeg, MB R3T 5V6, Canada;
mantachs@myumanitoba.ca (S.M.); moradith@myumanitoba.ca (H.M.T.); ahmed.ashraf@umanitoba.ca (A.A.)

2 Department of Electrical & Computer Engineering, University of Waterloo, Waterloo, ON N2L 3G1, Canada;
a2lutfi@uwaterloo.ca (A.L.); ahalhaj@uwaterloo.ca (A.E.-H.)

* Correspondence: behzad.kordi@umanitoba.ca

Abstract: Condition monitoring of high voltage apparatus is of much importance for the maintenance
of electric power systems. Whether it is detecting faults or partial discharges that take place in
high voltage equipment, or detecting contamination and degradation of outdoor insulators, deep
learning which is a branch of machine learning has been extensively investigated. Instead of using
hand-crafted manual features as an input for the traditional machine learning algorithms, deep
learning algorithms use raw data as the input where the feature extraction stage is integrated in the
learning stage, resulting in a more automated process. This is the main advantage of using deep
learning instead of traditional machine learning techniques. This paper presents a review of the
recent literature on the application of deep learning techniques in monitoring high voltage apparatus
such as GIS, transformers, cables, rotating machines, and outdoor insulators.

Keywords: high voltage apparatus; deep learning; classification; localization; partial discharge; faults;
outdoor insulators

1. Introduction

Diagnosis of electrical insulation degradation is essential for monitoring the integrity
of an electric power system. A well-known diagnostic method, which has been employed
for a number of decades, is the measurement of localized discharges known as partial
discharge (PD) [1]. Detecting fault or PD in electric apparatus, such as transformers,
rotating machines, cables, gas insulated switchgear (GIS) and outdoor insulators, has
always required the knowledge of expertise who are able to characterise and differentiate
the different sources of fault, PD, defect, or degradation. Throughout the years, different
parameters had to be extracted manually from recorded patterns or signals. The aim has
been to use the manually-extracted parameters in order to implement a classifier that
would be able to perform the task of differentiation and characterization of fault, PD, defect,
or degradation. Though the process is partially automated, the fact that experts have to
select the features presented a problem since different features might result in different
outcomes. This influences the performance of the classifier due to its dependence on the
manually-selected features.

Deep learning allows the feature selection stage to be integrated with the learning
process, thus making the process all automated. In high voltage (HV) applications, the aim
has mostly been to classify or localize faults, defects, or PD that occur in HV apparatus
or determine the degradation of insulating material. The abundance of computational
capabilities and the existence of big data has allowed researchers in different fields to
take advantage of deep learning algorithms. Other than the main purpose of classifying
and localizing the PD or fault in HV apparatus, a deep learning algorithm, namely the
Generative Adversarial Network (GAN), allows researchers to generate more input data
from a limited amount of experimental/simulation results (e.g., see [2]).
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Classification refers to the process of differentiating between different sources of fault,
defect, or PD or levels of degradation. Given that in real life scenarios, fault or PD can
happen due to various sources, it is necessary to identify the source. When the source is
identified, one can investigate techniques to eliminate that source from the high voltage
system. Different sources or causes of fault, defect, PD, or degradation exhibit different
characteristics that are unique to each source, making their classification (differentiation)
possibly feasible. On the other hand, localization refers to the process of identifying the
position of the fault or PD taking place in high voltage apparatus [3].

Extensive research has been done on the use of traditional machine learning techniques
in high voltage applications, e.g., [4–7]. This paper only considers the literature that
employs deep learning techniques. Furthermore, the focus of this review paper is solely on
the application of deep learning in high voltage engineering and not on the deep learning
algorithms themselves. Figure 1 gives an overview of the flow of this review paper.

Gas Insulated Switchgear

Transformers

Cables & Solid Insulation

Rotating Machines

Transmission Line Networks

Deep Learning in
HV Applications

Outdoor Insulators

   PD Classification

PD Classification 
Mechanical Defect Diagnosis 
Localization of Faults 
Improved Dissolved Gas Analysis

Physical Defect Detection 
Contamination Diagnosis 

PD Classification
Fault Classification

Figure 1. An overview of the topics covered in this review paper.

The majority of published literature focus on employing deep learning in PD classifi-
cation and identification. Figure 2 gives an overview of the flow of the research done on
the application of deep learning algorithms for classification of PDs in HV apparatuses.

Classification of PD in HV Apparatuses

PRPD Pattern  
as Input

Time-Series
Waveform as Input

CNNs
LSTMs

Autoencoders
Combinations of Different DL Algorithms

GANs to Generate
More Input Data

Figure 2. Application of DL in classification of PDs.

A summary of the papers on classification of PD using deep learning is shown in
Table 1. Further to PD classification, deep learning has also been used for other applications
in transformers and outdoor insulators that are also reviewed in this paper.
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The organization of the paper is as follows: In Section 2, four deep learning techniques
(namely convolutional neural networks, recurrent neural networks, autoencoders, and
generative adversarial networks) are briefly reviewed. These are the commonly-used
techniques in the HV application. In Sections 3–8, a review of papers on the application
of deep learning in HV apparatus including GIS, transmission line networks, rotating
machines, cables and solid insulators, transformers, and outdoor insulators is presented.
Finally, the concluding remarks are presented in the last section of the paper, Section 9.

Table 1. Summary of deep learning algorithms used for classification of PD in various HV applica-
tions: specification of characteristics of collected data used and whether multiple-labeled sources of
PDs are mentioned.

HV Application Data Collected
Field/ Lab/

Simulations
Multiple
Sources

DL Technique References

GIS PRPD Lab No

Stacked Sparse AE, LSTM, Siamese CNN
network, multi-head self attention LSTM
and self attention based neural network

model

[8–11]

GIS PRPD Both No CNN(LeNet-5), Variational AE [12,13]

Solid Insulation PRPD Lab No DBN , CNN [14,15]

Transformer PRPD Lab No
CNN-LSTM, CNN, lightweight attention
mechanism Squeeze-and-Excitation (SE)

module on top of CNN, CNN
[16–19]

Transformer PRPD Lab Yes Novel architecture based on CNN, LSTM [20,21]

Transformer PRPD Lab Yes * ResNet [22]

Cables PRPD Lab No Transfer Learning on CNN [23]

Rotating
Machines PRPD Field Yes ANNs incorporated in a hierarchical

fashion [24]

Cables T-S waveforms Simulation No CNN [25]

Cables T-S waveforms Lab No CNN, DBN [26,27]

Power Cables T-S waveforms Field No
ensemble of deep learning algorithms
(CNN, convolutional RNN, LSTM and

bidirectional LSTM)
[28]

Hydro-
generators T-S waveforms Field No Variational Autoencoder [29]

GIS T-S waveforms Lab/
simulation No

Conditional Variation Autoencoder and
CNN, Convolutional Autoencoder,
CNN(AlexNet), depth-wise CNN,

1D-CNN model where a multiple scale
convolution kernel, CNN-LSTM

[30–35]

GIS T-S waveforms
Lab/

simulation/
Field

No domain adaptive deep transfer learning
(DADTL) CNN [36]

GIS T-S waveforms Simulation No CNN-LSTM [37]

Power Lines T-S waveforms Field No 1D-CNN with Global Average Pooling
layer, Dual Cycle-consistency network [38,39]

Conductors T-S waveforms Field No time-series decomposition and LSTM,
CNN-LSTM with attention layer [40,41]

Insulators T-S waveforms Lab No CNN with Bayesian optimization for
hyper-parameters tuning [42]

* Treating multiple PDs as a new class.
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2. Deep Learning

Deep learning is a branch of machine learning that enables data-driven learning of
feature representations for input data originating in diverse application domains [43–46].
Unlike traditional machine learning algorithms, where features need to be extracted explic-
itly through pre-defined hand-crafted rules, deep learning has the advantage of using raw
data, and learn to extract features depending on the task [47]. This is appreciated especially
in complex systems where such features are not necessarily known for a given dataset. As a
result, deep neural networks subsume the feature extraction step within the learning phase,
thereby computing intrinsic representations of the raw input data in an automatic manner.

Similar to traditional machine learning, deep learning also has the following three key
paradigms: supervised, unsupervised, and reinforcement learning.

For the supervised setting, a labeled dataset is required. The type of output can
either be continuous (used in a regression problem) or discrete/categorical (used for
classification). For unsupervised systems, data with no labels are given, and the objective is
either to cluster the data according to their intrinsic characteristics or learn representations
which can be later used for downstream supervised or unsupervised settings [48–50]. In
scenarios involving agent based learning, exhaustive collection of supervised data is often
prohibitively difficult. In such situations, reinforcement learning is a powerful paradigm
which allows data collection through interaction with the environment [51]. The agent’s
goal is to learn policies based on the environment in order to maximize long-term expected
rewards [51]. In recent years, research in deep reinforcement learning has gained significant
traction wherein the agent policies are learnt through deep neural networks [52–54] (see
Figure 3). Depending on the inputs and the desired outputs for most of the high voltage
application, a handful of mainly supervised deep learning algorithms have been of interest
in this area of research. In the next section of this review paper, a brief introduction on
major supervised deep learning algorithms is presented.

Deep Learning 

Unsupervised Reinforcement

Data is clustered
according to their intrinsic
characteristics and
unsupervised feature
representation.

Decision based on
experience and
interaction with
the environment. 

ClassificationRegression

Labeled data is needed.

Supervised

Figure 3. Different deep learning branches: supervised, unsupervised, and reinforcement learning.

2.1. Convolutional Neural Networks

Convolutional neural networks (CNNs) represent a class of deep learning architectures
which were originally designed for processing data represented in a grid-like topology,
e.g., images [47]. A CNN has four main components: convolutional layer, activation
function layer, pooling layer, and fully connected layers. Typically, the output of the
convolutional layer is passed to an activation function layer where the output of the latter
is passed to the pooling layer. In a deep network, this set of the three components are
often cascaded multiple times thereby constituting multiple layers and making the network
progressively deeper [43,55,56]. While the initial layers usually end up learning low-level
features, the deeper layers tend to learn more complex features. The cascade of these layers
constitutes the automatic feature extraction stage, and the fully connected layers constitute
the classification stage [57]. More details on each of these components are presented below:

Convolutional layer: This layer consists of a bank of learnable linear 1D, 2D, or 3D filters,
which are also called kernels [58]. In the high voltage applications, usually 1D and 2D
CNNs are used. The 1D-CNN, for example, is used with time-series waveforms, whereas
in problems involving phase resolved partial discharge (PRPD) patterns or spectrograms,
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a 2D-CNN is used. Some of the researchers have employed a 2D-CNN for time series
waveforms as well, where they considered an image of the signal as an input rather than
the 1D data. These filters are convolved with the input data or the output from a previous
layer. The output is a set of feature maps, where the number of feature maps is equal to the
number of the filters.

Activation function layer: The purpose of adding activation layers is to introduce nonlin-
earity in the input-to-output mapping being learned by the neural network. This is desired
because complex data include nonlinear features that need to be detected. Most frequently
employed activation functions include sigmoid, ReLU [59] and tanh [60].

Pooling layer: The aim of pooling layer is to subsample the output feature maps so that
wider receptive fields can be spanned during convolution without increasing the size of
the filter kernel. Another advantage of this layer is to provide positional invariance or
shift-invariance to the network [61]. Commonly-used pooling operations are maximum
pooling and average pooling.

Fully connected layers: In a fully connected (FC) layer, every neuron in one layer is
connected to every neuron in the next layer. FC layers are also referred to as dense layers
in the literature [47]. In a CNN, the input to the first fully connected layer is the output
of the last set of the first three components mentioned above, where the corresponding
features maps are flattened into 1D vectors. For classification problems, the architecture is
appended by FC layers and ends with a classification layer where the number of neurons is
equal to the number of classes.

A typical CNN architecture is shown in Figure 4. The main advantage of CNNs
compared to traditional neural networks is the weight sharing when training the learnable
kernels, which reduces the learnable parameters in the network [62].

Figure 4. A simple CNN architecture: a convolutional layer, pooling layer, fully connected layers
followed by the classification layer.

2.2. Recurrent Neural Networks

Recurrent Neural Network (RNN) is another family of deep learning architectures
which are intended for the processing of sequential data [63,64]. A simple illustration of an
RNN model is shown in Figure 5.

RNN process data from each time point in a sequential manner. However, the output
is not just influenced by data at the current time, but also by the entire history of inputs that
have been fed into the RNN previously. This is reflected by the cycles in the architecture,
which are maintained in the hidden unit as a state vector including the history of the previ-
ous time points. RNN cells have one common set of weights, and when backpropagation
runs, data from different time points contribute in updating the same set of weights.
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.... ....
Unfold

Figure 5. RNN architecture with no output: the network has feedback connections which can be
unfolded in time and trained using back-propagation. The input X is processed by incorporating it
into the state S that is passed forward through time.

The mathematical representation of the RNN is shown as

ht = fw(ht−1, xt) (1)

where ht represents the updated state vector, ht−1 is the hidden state vector from the
previous time step, xt represents the input vector at time t, and fw represents a given
function corresponding to learnable weight vector w. The input can either be a vector or a
sequence, and the output can either be a vector, sequence, or a value. For example, given a
high voltage problem where classification of different PD pulses is required, the input is a
vector of PD pulses and the output is a label corresponding to a PD source.

The drawback of a typical RNN is the long-term dependency where the current state
depends on all the previous states, which causes the vanishing gradient problem [47]. The
vanishing gradient emerges from the fact that, as RNN processes more time steps, repeated
multiplication of small weights causes the gradients to approach zeros. To overcome this
problem, long short-term memory (LSTM) architecture is used [65]. The main difference in
an LSTM architecture is that, instead of computing the hidden state directly from the previ-
ous one, LSTM computes additional states, and this structure allows alternative paths to
gradients to flow during the backpropagation avoiding repeated matrix multiplications [66].
An LSTM cell has two hidden states ct corresponding to the cell state and ht corresponding
to the hidden state which are calculated as

ct = f � ct−1 + i � g

ht = o � tanh(ct)
(2)

where i is the input gate, f is the forget gate, o is the output gate, and g is the gate. The
operator � is element-wise multiplication operation. The input gate decides what new
information will be stored in the cell state, the forget gate decides what information will be
removed from the cell state, and the output gate decides what information from the cell
state will be used in the output [67].

2.3. Autoencoder

Autoencoders (AE) were introduced in 1980s [68] in order to learn useful represen-
tations in an unsupervised fashion by the use of the input data on its own [69]. They
were then reintroduced in 2006 with the booming of the deep learning architectures [70].
The idea behind an autoencoder is to train a neural network such that the model learns a
latent intrinsic representation of the original input. An autoencoder consists of an encoder–
decoder architecture, wherein the role of the encoder is to transform the input to a latent
representation, while the decoder is responsible for transforming the latent representation
back to the original data. The two parts (encoder and decoder) are learned jointly so as to
minimize the reconstruction error between the decoder’s output and the network input. A
simple illustration of an autoencoder model is shown in Figure 6.
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Bottleneck

Input Reconstructed Input

 

 

Encoder Decoder

Figure 6. Autoencoder architecture: the output x̃ is the reconstructed input where a bottleneck
enables computing a latent representation of the original input x. x is a vector consisting of n elements
from x1 to xn.

Assuming that the input is x and the reconstructed output is x̃, the model is trained to
minimize the reconstruction error L(x, x̃). The encoder and decoder can be fully connected
layer networks or any deep learning architecture. The encoder is expressed as a function G
such that

bi = G(xi) (3)

where bi represents the latent feature representation (bottleneck) of a single observation
sample xi . The decoder F accepts bi as input and produces x̃i is. This is shown in

x̃i = F(bi) = F(G(xi)). (4)

The goal is then to find F and G that would minimize

arg min
F,G

∑
i
[L(xi, F(G(xi))] (5)

where the summation is over all the observations during training.

2.4. Generative Adversarial Networks

Generative models allow sampling data from the probability distribution of a given
data. There is a long tradition of learning data distributions including methods for density
estimation [71,72]. For high-dimensional continuous data, classical density estimation
techniques become intractable. Generative Adversarial Networks (GANs) enable generative
models for data stemming from unknown probability distributions [73]. The key idea is to
learn a neural network to map a datapoint sampled from a simple distribution (such as
normal) to data from the training data distribution. To assess if the generated data have
modeled training distribution, another network, known as the discriminator, is trained to
distinguish between the generated examples and examples from the original dataset. The
goal of the GAN is to train the generator network such that the best discriminator performs
as worse as possible. In other words, when the generator parameters have been updated in
a way that it becomes difficult to train a classifier for distinguishing between generated
and real samples, it implies that the generator is producing outputs that resemble examples
from training data distribution. A simple illustration of a GAN model is shown in Figure 7.
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Input Vector: Random Noise

Generator Network

Discriminator Network

RealGenerated 

Real / Fake

Figure 7. GAN architecture: discriminator network learns a classifier to distinguish between gener-
ated and real samples. Generator network updates its parameter so that the discriminator’s task is as
difficult as possible.

3. Gas Insulated Switchgear

Classification of PDs has been a standard procedure in the maintenance of high
voltage assets. Various distinctive parameters extracted from PD measurements have been
introduced for the PD classification application. Starting with current or voltage signals,
time series waveforms have been proven to acquire unique behavior for each source of
fault or PD [74]. Phase resolved partial discharge (PRPD) patterns have also been used to
differentiate between different PD sources [75].

Gas insulated switchgear (GIS) is widely used in the industry [76]. A GIS platform is
shown in Figure 8.

Figure 8. Gas insulated switchgear.

GIS has its components close to each other which makes the fault occurrence in one
component transfer to other components easily. The components of the GIS are power
conducting components and the control system. The power conducting components are re-
sponsible for ensuring the flow of the electric current in the system, and the control systems
work on monitoring the behavior of the conducting components. Thermal, mechanical,
and electrical faults comprise the main faults that take place in a GIS platform. This section
reviews the application of deep learning to solve the problem of classification of only PDs
(electrical faults) in GIS. For the condition monitoring of GIS, different detectors have
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been used in literature including antennas, coupling capacitors, high frequency current
transformer (HFCT), UV sensor, thermal sensor and Rogowski coils.

There are different sources of PD that take place in a GIS platform. Whether using
PRPD patterns or time-series waveforms, we can divide the literature into the following
two main groups.

3.1. PD Classification Using the PRPD Pattern

In 2017, the authors of [8] simulated four sources of PDs that take place in a GIS
platform. The four sources of PDs are: protrusion, contamination, gap, and particle defects.
For each of the sources of PDs, four severity states of the PD were collected: normal state,
attention state, serious state, and dangerous state. The authors proposed a stacked sparse
autoencoder (AE) model, where the output of the middle layer (bottleneck) of the preceding
AE is the input to the next AE. The output of middle layer of the final AE is the input to
a softmax layer which decided on the assigned severity level label for each sample. The
effect of changing different hyperparameters, such as the number of stacked AE or number
of nodes in the middle layer, were examined. The proposed model was compared with
support vector machine (SVM), where nine statistical characteristics were extracted from
the PRPD patterns.The study reports enhanced average classification accuracy of the PD
severity compared to SVM.

The authors of [12] published in 2018 collected PRPD data from experimental setup
and more than 30 live GIS substations. The five defects studied in this work are floating
electrode discharge, surface discharge, corona discharge, insulation void discharge, and
free metal particle discharge. A known CNN architecture, LeNet-5, was employed and
compared with back propagation neural network (BPNN) and SVM, where statistical
features were extracted for the latter two and raw data were fed to the CNN. The statistical
features extracted from the PRPD patterns include skewness, steepness, asymmetry and
cross correlation coefficient of the PD amplitude and rate in both positive and negative half
cycles of the applied voltage. In order to optimize the weights of the CNN, the authors
trained an autoencoder and used the weights as an initialization for the CNN training. The
authors reported an improved average accuracy of the CNN compared to that of SVM
and BPNN.

A long short-term memory (LSTM) recurrent neural network (RNN) has been used
to classify PRPDs in a GIS in [9]. In this work, four different types of defects have been
simulated in a controlled lab environment, where the PRPD patterns have been collected.
The PD sources simulated are: protruding electrodes, floating electrodes, free particles, and
void defects. In addition to that, the authors simulated noise by using an air purifier and
the noise signals were obtained using the external UHF sensor. The authors compared the
classification accuracy with SVM and a fully dense artificial neural network. The study
reported that, although the proposed model takes more training time, the classification
accuracy is superior to the other two machine learning models.

In 2019, the authors of [13] simulated PDs using a laboratory setup and collected PD
data from a live substation. The four PD sources considered in this work that take place
in a GIS platform are: floating electrode defects, metallic protrusion defects, insulation
void discharge defects, and free metal particle discharge defects. A variational autoencoder
(VAE) was trained to extract the eigenvalues corresponding to the PRPD data. The training
set included a mix of both the laboratory and substation data. For the test dataset, a
matching algorithm based on cosine distance was used in order to decide to what class the
test PRPD belongs to. The proposed method was compared with statistical features, deep
belief networks (DBN) [77] and CNNs. The authors reported that the eigenvalues extracted
from the VAE feature vector have improved results over the other methods used.

Four sources of PD that usually occur in GIS (protruding electrodes, floating electrodes,
void defects, and free particles) were simulated in [10]. The authors used a Siamese network
where the raw input data are pairs of PRPDs. The motivation behind using Siamese network
is that PDs usually result in small datasets. Two identical independent CNN models are
trained, and the distance between the embedded features resulting from the two CNN
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models is calculated. As a result, a decision is made whether the pair belong to the same
or a different class. The authors compared their proposed architecture with SVM and a
CNN model. They reported that the proposed method performed better compared to the
latter two.

Ref. [11] presents the simulation of artificial defects that take place in a GIS platform,
where the PRPD patterns corresponding to each source of PD were recorded. The four
PD sources in this work are: corona, floating electrode, particle, and void. The authors
proposed a multi-head self attention LSTM based model for PD (LSANPD) and a self
attention based neural network model for PD (SANPD). They compared the classification
of the two models with their previous published work which used an LSTM-RNN based
model. They reported that SANPD and LSANPD are better in terms of classification
accuracy and that SANPD is better than the LSANPD and LSTM-RNN model in terms
of complexity.

3.2. PD Classification Using Time-Series Waveform

Some researchers have used sensors, such as HFCT or UHF sensors, to record voltage
or current waveforms induced by PD. The waveforms are in the time domain and referred
to as time-series waveforms. This section reviews the papers that have used time-series
waveforms instead of PRPD patterns to train and optimize a deep learning algorithm.

In 2018, five sources of PD were generated in a GIS tank model in a laboratory setup
that includes a floating electrode, a metal protrusion on the conductor and the tank, surface
contamination, and free metal particles [35]. Four planar spiral antennas were installed
at different locations on the tank. For each signal collected, the authors calculated three
different short time Fourier transform (STFT) by changing the window lengths. The
different window lengths correspond to high time resolution, high frequency resolution
and medium resolution. The proposed model was a CNN-LSTM based model. The three
different STFTs calculated from each signal were used to train three different CNN models,
where the three outputs of the CNN models are combined by a fully connected layer. The
output of the fully connected layer is the input to the LSTM. Since there are four sensors,
the model is comprised of four fully-connected layers which are the input to four separate
LSTMs. The outputs of the LSTMs collectively decide on the label of each input sample.
The authors compared the model performance with other baseline models and with the
case where a single window length was used for the STFT. The model showed improved
results compared to the other models.

In 2019, the authors of [30] investigated GIS PD data which were collected from
laboratory experiments and finite difference time domain simulations. A conditional
variational autoencoder (CVAE) was used to generate more training data. A seven-layer
CNN model was used for the classification of four different sources of PD, free metal
particle, metal tip defects, floating electrode defects, and insulation void. The authors
also reported a visualization of the feature maps from the first two convolutional layers.
They compared their results with support vector machine (SVM), decision trees (DT), back
propagation neural network (BPNN), and a few CNN architecture (LeNet5, AlexNet and
VGG16). The proposed CNN model outperformed the above mentioned models.

Using a laboratory setup, four defects that take place in medium voltage switchgear
were replicated [31]. The four sources of PDs included: cable termination floating earth,
earth cable in contact with cable termination insulation, voltage presence indicating systems
(VPIS) bushing screen disconnected, and earth grounding spring missing on bus bar
connector. The spectrogram of the PD signals collected using a coupling capacitor is
generated by applying the continuous wavelet transform (CWT). In addition, spectrograms
from noises and other HF signals are generated. The authors proposed a convolutional
autoencoder (CAE) that is able to reconstruct the spectrograms of the different sources of
PDs and noise. After the CAE is trained, the decoder part of the autoencoder is removed
and substituted by a fully connected layer followed by the classification layer. This model
is trained using a labeled dataset, where the model is able to output the percentage of
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belonging of a tested spectrogram to each of the four PD sources and the noise/HF signals
classes. The study reported high performance ability of the proposed model.

In another work [32], four sources of PDs in a gas-insulated switchgear were simulated
in a lab setup. An existing CNN architecture, AlexNet, was the method used in this work
where the inputs are the time series waveforms treated as images. The results of the
proposed method are compared with the fractal method and mean discharge method. The
time series waveforms were transformed into a PRPD plot for the sake of applying the
fractal method and mean discharge method. Both the fractal and mean discharge methods
provide features which are considered as input to two fully connected neural networks.
The study included reporting the average classification accuracy of the three models with
different percentage of noise added to the signals. The proposed method showed improved
results compared with the other two methods especially with a high noise percentage. In
addition, the author reported that the time consumed for PD classification was the least
using the proposed CNN-based method.

In 2021, four types of PDs that take place in a GIS platform (free metal particle defects,
metal tip defects, floating electrode defects and insulation void defects) were experimentally
simulated and time-series waveforms corresponding to each type of PD were recorded
using UHF sensors (butterfly antennas) [33]. The variability in the dataset was introduced
by randomly changing the position of the defect. The deep learning model proposed by the
authors was based on a depth-wise CNN model where the convolution is divided into two
parts: the first part is composed of convolving one channel at a time with the convolution
kernel (i.e., depth-wise convolution) and the second part is to mix the feature map using a
1 × 1 convolution kernel (i.e., point-wise convolution). A generative adversarial network
(GAN) was also used in order to generate more data. The proposed model was compared
with other CNN-based models such as MobileNetV1, MobileNetV2, Xception, ResNet, and
LeNet models. The proposed model reported enhanced classification accuracy compared
to the other models. Visualization of the feature maps of some layers is presented as well,
which highlight what each layer was capable of learning.

In the same year, a research group simulated four different sources of PDs in a GIS
controlled lab environment [34]. Varying the defect location for each of the artificial defects
ensured the variability in the collected dataset. The authors proposed a 1D-CNN model
where a multiple scale convolution kernel is used instead of a single scale convolution
kernel. Channel shuffling was used on the outputs of the two feature maps produced by
the multiple scale convolutional kernel in order to have a unified feature map. Since having
labelled data is time consuming and needs expertise knowledge, the authors proposed
domain adversarial transfer strategy (DATS), which is inspired by the GAN. Four different
unbalanced datasets were acquired from an actual GIS in order to test the performance of
the proposed model. The 1D-CNN that was trained on the experimental data are used to
classify the on-site GIS PD data where some data had no labels. For the proposed 1D-CNN
model, the authors compared the results of the proposed model with traditional 1D- and 2d-
CNN models. With regard to the performance of DATS, the authors compared the results
with other transfer learning (TL) techniques such as fine-tuning TL and domain adaptation
TL. The study reports enhanced results using the proposed framework. The authors
suggested that future work will focus on the automatic optimization of hyperparameters
and on trying the platform in an online monitoring system.

In [36], the aim of the research work was to investigate transfer learning, especially
domain adaptive deep transfer learning (DADTL) CNN, for GIS PD diagnosis. The authors
used four different datasets for the training of their model. The datasets consisted of
measured and simulated data. Dataset A included field data from three types of fault
(rolling element, inner ring, and outer ring). Dataset B corresponded to the GIS PD
simulation data using the finite difference time domain (FDTD) technique, where four
sources of PDs (metal particle, tip, floating electrode, and insulator air gap defect) were
simulated. Dataset C corresponded to a 252 kV GIS experimental platform, where signals
were captured corresponding to the four defects mentioned in Dataset B. Finally, dataset D
corresponded to the PD samples collected from a provincial power company’s GIS failure.
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By the use of maximum mean discrepancy to minimize the sliced Wasserstein distance
(SWD), the authors aimed to ensure that transferable features have minimal discrepancy.
The proposed model starts with data pre-processing, where samples from the larger datasets
are classified as source domain samples, and samples from smaller dataset are classified
as target domain samples. The aim is to minimize the differences between the features
learned from both source and target datasets. The authors used residuals units in the CNN
based architecture. The authors compared the results with traditional CNNs (LeNet and
AlexNet) with the same number of layers. The proposed model reported improved results
compared to the other deep learning models especially when the dataset is small.

Another work which used simulated data are presented in [37], where a CNN-LSTM
network is proposed for the classification of PD sources in a GIS system. The model consists
of two blocks of convolutional layers followed by pooling layers. The output of the second
block is fed to an LSTM layer which is followed by a fully connected layer and ending
with the classification layer. In order to generate the dataset, simulation software XFDTD
is used. The four sources of PDs are metal tip defect, insulator air gap defect, floating
electrode defect, and free metal particle defect. The authors reported the precision, recall,
and F1-score of the four sources of PDs. They compared the performance of the proposed
model with other models like SVM, LSTM and CNN. The proposed model reported high
average classification accuracy compared to the other models.

Research has been focused on using different DL techniques for the purpose of identify-
ing PD sources in a GIS platform varying from autoencoders, CNN, LSTM, or a combination
of the above techniques. Authors have compared their proposed models with other DL
models or traditional machine learning models. Despite the advantages of using different
DL techniques, future work should focus on the quality of the input data with regard to
the interference, noise, and the fact that multiple PDs can take place at the same time. The
integration of the developed models in real-life systems would present its own challenges
especially when it comes to developing industrial standards or regulations, and implement-
ing condition-based maintenance asset management policies depending on the severity of
the situation.

4. Transmission Line Networks

Transmission line networks are used to enable the long distance transmission of power.
A few research groups have developed deep learning models to identify PD from non-
PD signals collected from a publicly-available dataset. ENET Centre in Czech Republic
developed a meter to measure the voltage signal induced by the stray electric field along
covered conductors that contained PD or fault signals. The dataset contains noisy real
world measurements from high-frequency voltage sensors, where the objective is to identify
damaged three-phase, medium-voltage overhead power lines [78].

In 2020, the authors of [39] performed pre-processing of the raw data in order to
remove noise and low-frequency components of the signals. The output of this process
was the time and frequency representation of the signal by applying short-term Fourier
transform. The time and frequency domain positive and negative half cycle signals are
the input to the proposed deep learning algorithm. The proposed model is a Dual Cycle-
Consistency network. Both time and frequency domain branches consist of three blocks.
Each block contains a 2D convolutional layer, a Rectified Linear Unit (ReLU), and a batch
normalization layer. The output from block-3 of the time-domain and frequency-domain
branches is passed through a global average pooling layer, a shared fully connected layer,
and a sigmoid layer. In order to calculate the cycle-consistency loss, the outputs are fed
to the dual-domain attention module block (DDAM) for joint learning. The prediction is
then based on the weighted average of the output from the fully connected layers and
the output from the DDAM block. The results are compared with other models such as
Random Forest, Resnet18 + VggNet11, and LSTM. The performance metric used is the
Matthews Correlation Coefficient (MCC), in addition to precision, recall, and F1-score. The
authors reported better results compared to the other approaches.
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The authors of [40] developed a model based on time-series decomposition and LSTM
for to classify PD from non-PD signals from the same public dataset. Seasonal-Trend
decomposition using Loess (STL) was used to decompose each raw signal into three parts:
trend, seasonal, and residual. PD is mostly reflected in the residual part. Four different
STL modules with different seasonal window lengths were used to generate four different
residual components. Feature engineering was then applied on the residual parts where
a sequential feature vector is extracted. As a result, many-to-one sequential data are
generated and are considered as the input to the long short-term memory network (LSTM)
classifier. The proposed model was compared with other classifiers such as fully connected
layers, SVM, XGBoost, and Multivariate Logistic Regression (MLR). The proposed model
showed enhanced classification accuracy compared to the other models.

In 2021, the authors of [38] aimed to classify PD versus no-PD signals using the same
publicly-available dataset of damaged power lines as the previous paragraph. The proposed
model was a traditional 1D CNN model where a Global Average Pooling (GAP) layer is
employed before the fully connected layer. Each sample in the dataset is compromised
of voltage of the three phases over one period. For each phase, a highpass filter is used
to remove the power frequency, after which a maximum filter is used to extract a set of
pulses. Each set of pulses from each phase is the input to the trained 1D CNN. Finally,
the decision on the label of the power line is based on the three outputs of each phase. In
order to visualize what the model is looking at, in order to decide on the label, a pulse
activation map (PAM) was used. The evaluation metrics used are Matthews Correlation
Coefficient, precision, recall, and accuracy. The authors compared their results with other
publicly reported results where models such as LSTM were used. The proposed model
showed enhanced results, and the authors suggested that a larger dataset will be more
compatible for hyperparameter tuning.

In [41], the authors aimed to classify PD versus no PD using the same dataset as the
previous papers, which included the three-phase voltage signals. FFT noise reduction
algorithms were used on the raw data. The proposed model was a CNN-LSTM model with
an attention layer before the classification layer. Starting with two blocks of convolutional
and max-pooling layers, the output is fed to a fully connected layer which is considered
as the input to the LSTM layer. The output of the LSTM is the input to an attention layer,
where multiplication of the feature vector obtained from the LSTM is done with learnable
weight coefficients. The output of the attention layer is fed to to a sigmoid which decides
on PD versus no PD label. The performance metrics used are precision, recall, and F1-
score. The proposed model is compared with other traditional models such as SVM, CNN,
and bidirectional LSTM. The study reported higher average accuracy compared to the
other models.

The papers discussed in this section used the same publicly-available dataset, where
different DL approaches were adopted to detect PD pulses from non-PD. This serves as
proof that different DL algorithms can give good results; however, the deployment of such
algorithms in real-life systems would definitely give a better perspective of what models
to use. This section was also a good example to show how various DL techniques can be
evaluated using a common dataset.

5. Rotating Machines

In rotating machines, voltages are generated due to time-varying magnetic fields,
which is the result of the the change in the flux [79]. The change in the flux results from
the mechanical motion of the rotating machine. Rotating machines consist of stator and
rotor structures which are made of thin laminations of electrical steel, insulated from each
other in order to reduce losses and prevent discharges and faults to take place. Various
types of stress, such as thermal, electrical, ambient, or mechanical stress, can affect the
insulation system of rotating machines. Statistical data show PD activities have preceded
a large number of stator failures [80] and, as such, PD detection in rotating machines has
been attracting attention. Extensive research has been done on using traditional machine
learning techniques, such as Naïve Bayes-, SVM-, and kNN-based techniques [81], for
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rotating machine electrical insulation diagnosis. This section mentions the work done using
deep learning for the rotating machine PD diagnosis.

The PPRDs of a number of sources of PD found in rotating machines through online PD
measurements in hydro-generators operating in real-world conditions have been collected
in [24]. The PD sources are: internal void, internal delamination, delamination between
conductors and insulation, slot, corona, surface tracking, and gap discharges. The authors
proposed a methodology to de-noise the PRPDs first and use an image pre-processing
technique to separate different clouds in the PRPD patterns. The output of this stage was
denoised sub-PRPDs which represent different sources of PD. Three features which are
extracted for each sub-PRPD are the input to four different artificial neural networks (ANN).
These different ANNs were incorporated in a hierarchical fashion in order to perform the
final classification. The authors reported a good overall classification accuracy for all the
PD sources.

A framework was proposed using visual data analysis for PD source classification
in hydrogenerators with a minimum of labeled data [29]. A convolutional encoder was
used to project the PD signals acquired from the generator stators to a 2D-visualization
latent space. This serves as a visual aid for the expert to analyze the distribution of the
training dataset. After being labeled by the experts, the labeled data are trained by a neural
network classifier. Other unlabeled data are tested using the already trained classifier, and
if any conflict area appeared on the 2D latent space, the human experts will have to label
by conflict area sample data. The new labeled data are then added to the dataset, and this
procedure is done in an iterative manner until the area of conflicted data is minimized. This
study reported a base that integrates both expert knowledge and the advantages of deep
learning in order to have a correctly-labeled dataset of PD sources.

Although performing preprocessing of the input data is crucial to help the models
learn the intrinsic characteristics of patterns (i.e., denoising in HV applications), future work
should focus on applying different denoising techniques. Investigating the effect of different
denoising techniques on the effectiveness of the DL models yields better understanding of
the learning process. Moreover, it is observed that more research is being directed towards
exploring the problem of unlabeled data, which is a crucial step for the deployment of any
algorithm in a real-life diagnosis system.

6. Cables and Solid Insulation

Electric power can be transmitted by underground cables or by overhead transmission
lines. The main advantage of underground cables compared to overhead lines is the low
maintenance cost. This is linked to the fact that overhead lines are exposed to environ-
mental factors such as storms or lightning. An underground cable consists of one or more
conductors which are covered with suitable insulation and the external component is the
protecting cover [82]. The major disadvantage of using underground cables though is the
problem of degradation and failure of the insulation under high voltage stress. Hence,
detecting PDs/faults is crucial for assessing the health of the system. This section reviews
the application of deep learning to solve the problem of classification of faults/PDs in cable
insulation and solid dielectric using PRPD patterns or time-series waveforms as the input
to train the classification model.

6.1. PD/Fault Classification Using the PRPD Pattern

Different sources of PD have been classified in a solid insulation in addition to the
prediction of the aging stage of the insulation in [14]. The authors of this paper classified
three different sources of PD (corona, surface, and internal discharges) which are simulated
in a lab environment. They compared the deep belief network (DBN) output with three
other machine learning approaches. The input to the DBN was the raw PRPDs, whereas the
inputs to the other approaches were features extracted using statistical and vector-norm-
based operators. Classification accuracy is the performance metric used in this study. The
authors show that the DBN learns distinguishable features without any pre-processing of
the PRPDs.
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The performance of a CNN model was evaluated on the prediction of the ageing stage
of high voltage insulation material using PRPD data [15]. Three classes of start, middle,
and end as well as noise/disturbance were defined for the electrical insulation degradation
process representing the ageing that occurs in an insulation specimen under electrical stress.
Precision, recall, and F1 score were the metrics used for the evaluation of the CNN model.
The author reported that the performance is consistent even with changes in the CNN
hyper-parameters’ values.

The effect of noise in PRPD patterns on the classification accuracy of different artificial
defects in a 11 kV cross linked polyethylene (XLPE) cable joints has been investigated
in [23]. There are a total number of five PD sources considered in this study. After training a
CNN architecture using noise-free PRPD patterns, transfer learning was performed where
the authors used this model to start training another CNN architecture but this time with
noisy PRPDs. The results were compared with those obtained using traditional machine
learning classifiers where hand crafted features were extracted. The authors reported
that the CNN-based model was able to outperform the models that use manual feature
extraction with an increase of 16.9% in the classification accuracy.

In [83], the authors simulated five different defects that take place in a 36 kV cross-
linked polyethylene (XLPE) cable terminations such as protrusion, void, and corona dis-
charge. The authors used a commercial PD detector in order to capture the PRPD patterns.
A CNN architecture was proposed where the authors investigated the effect of different
hyperparameters such as pooling and kernel size on the classification accuracy percent-
age. The authors compared their results with off-the-shelf CNN architectures such as
AlexNet, VGG, ResNet and GoogleNet. They reported higher classification accuracy of
their proposed model compared to the other models.

6.2. PD/Fault Classification Using Time-Series Waveform

In 2019, a traditional CNN model was used to differentiate between synthetic PD
pulses in power cables [25]. The variability in the synthetic dataset was introduced by
the signal-to-noise ratio (SNR) and the position at which the PD initiated. The model
was compared with a support vector machine (SVM), where the study reported enhanced
results using the proposed algorithm.

In the same year, five types of artificial defects in ethylene-propylene-rubber cables
in a high voltage laboratory were collected to generate signals containing PD data [26].
Seventeen features were extracted from the time-series waveforms corresponding to charac-
teristics such as pulse width, rise time, fall time, peak voltage, pulse polarity, mean voltage,
and root mean square (RMS) voltage. In addition, 16 wavelet features were extracted from
the transient signals using Wavelet Transform. In total, 33 features constituted the input
corresponding to each signal to the proposed CNN model. Analysis was performed on the
effect of the change in the hyperparameters of the CNN architecture such as the number of
layers and the convolution kernel sizes. The results were compared with those obtained
using SVM and back propagation neural network (BPNN) models. The study reported
better classification accuracy when compared with the other two models.

In 2020, four common DC insulation faults were simulated during the operation of
XLPE cables that include conductor burrs, external semi-conductive layer residue, internal
air gap, and scratch on the insulation surface [27]. A modified Canny edge detection
operator was used in order to extract the part of the time series signal which includes the
PD. A deep belief network is proposed by the authors where the ADAM optimizer is used.
The authors compared their model performance with naive Bayes, K-nearest neighbor
(kNN), support vector machine (SVM), and back propagation neural networks (BPNN).
The authors reported the confusion matrices of the models and compared the classification
accuracy. The proposed model outperformed the other methods, and it was reported that,
as the training dataset increases, the classification accuracy increases as well.

An ensemble of deep learning algorithms was used to differentiate between PD signals
and noise signals in medium voltage power cables [28]. The samples were collected from
offline in-service cables. The idea behind using ensemble learning is to allow more than one
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neural network to make the classification decision. CNN, convolutional RNN, LSTM, and
bidirectional LSTM (BILSTM) were used in the ensemble frame, but two of these models
were used at a time. In this paper, two scenarios were considered: In one scenario where
there is difference in the prediction of a sample between two deep learning (DL) models, a
human expert will have to decide on the label of that sample, and in the other, the output
from the activation function of two different models were added together. Five different
cables were tested on the trained models. Adaption training was done for each of the five
cables where the classifier layer is re-trained with the measured calibration pulse specific
to each cable. The authors reported the results of the five cables for the two ensemble
scenarios and with different binary selection of the above-mentioned DL algorithms. They
also reported the results when each DL model is used alone. It was reported that the CNN
paired with the BILSTM gave the best results.

In Ref. [84], the authors aimed to target the problem of losing the voltage signal
information that is used for plotting PRPD patterns. Different datasets consisting of three
types of cable joint defects were generated in a lab environment, where the signals were
recorded using an oscilloscope. Pulse sequence analysis (PSA) was performed by using the
change in the magnitude of the PD pulses resulting in a magnitude difference heat map
image that was as the input to the proposed CNN model. Investigation was carried out to
optimize the CNN hyperparameters, in addition to investigating the effect of the different
image features including the size, type, color, and marker size of the images. The authors
compared the accuracy of the model with having PRPDs as input versus the PSA as input.
The authors claimed that using PSA instead of PRPD yields a higher classification accuracy.

The authors in [85] classified and localized ten faults in an 11-kV, three-phase under-
ground cable consisting of various combinations of phase to phase or to ground faults.
The dataset was generated by simulation using PSCAD/EMTDC software with varying
different system parameters such as fault inception angle and fault location. Additive
Gaussian white noise was added to the signals. The authors proposed a CNN-LSTM
architecture along with the application of a sliding window technique. The input to the
architecture is the current and voltage signals, and the outputs are the fault location, fault
inception time, and fault type. The authors compared their results with other deep learning
architectures such as CNN and LSTM. The authors reported better performance for their
model compared with other models.

A simulation model using Matlab was developed in [86] to generate fault signals of
an underground cable distribution system consisting of sixteen cables. The fault types
are ground fault, short-circuit fault, or open-circuit fault for each of the three phases of
the sixteen cables. The authors proposed a deep belief network for this purpose and they
compared the classification accuracy with a shallow neural network. The authors reported
better results for the proposed deep learning model.

The authors of [87] located aged cable segments in underground power distribution
systems labeled as even ageing, uneven ageing, and terminal ageing patterns. The signals
were captured using an HFCT. The authors proposed a combined stacked autoencoder and
CNN architecture for detecting aged segments. When an aged segment is detected, another
CNN model was developed to indicate the location and severity of the aged segment. The
authors compared the results with other machine learning models such as support vector
regression and deep belief network. The proposed model performed better compared with
other models for both detection and localization of the aged segments.

Ref. [88] proposed a technique to detect the inception faults that take place in ca-
bles. The authors used PSCAD/EMTDC in order to simulate the inception fault signals,
over-current disturbance signals, and normal current signals. The authors proposed an
architecture that includes a sparse autoencoder followed by a deep belief network. They
compared the classification accuracy with support vector machine and K-nearest neighbor,
where they reported better results performed by the proposed model.

The authors of [89] aimed to detect inception faults as well. They used PSCAD/EMTDC
as well, where variability in the generated signals was introduced by changing some pa-
rameters in the simulation model such as fault impedance and fault location. The authors
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proposed restricted Boltzmann machine to compress the signals. This was the input to
the stacked autoencoder. The authors investigated the trained model performance with
simulated and measured data. In addition, they compared the classification accuracy with
other models such as CNN, deep belief network, and random forest. The proposed model
outperformed the other models.

In [90], the authors detected phase-to-ground faults in a typical 10 kV resonant ground-
ing distribution system, which was simulated using PSCAD/EMTDC. The signals were
generated under different fault conditions including different fault locations, different
grounding resistances, and different fault initial phase angles. Continuous wavelet trans-
form (CWT) was applied to the signals to generate 2D images. The images were transformed
to grey-scale, and this was the input to the CNN. The authors investigated the robustness
of the model to different parameters such as interference. The authors compared the results
with SVM and adaBoost, and they reported that the proposed model gave better results.

Although the investigation of different DL techniques is essential for the sake of com-
pleteness of any work, it is observed that having common, publicly-available datasets can
help in focusing on the generalization of any developed algorithm. In addition, as men-
tioned in previous sections, the investigation of the effect of any preprocessing technique is
necessary in order to have a deeper understanding of the intrinsic characteristics that the
DL model is learning.

7. Transformers

Power transformers play a significant role in power systems, so any failure in this
apparatus may interrupt the power supply and cause outages and loss of profit. A photo of
a power transformer is shown in Figure 9. One of the beneficial methods for preventing the
failure in the power transformers and raising the reliability of these systems is detecting
faults in power transformers accurately and promptly.

Figure 9. (a) A photo of a power transformer, (b) acoustic sensors installed on the tank of a transformer.

Whether the target is to classify/localize the sources of PDs/faults taking place in
a transformer, or to identify overheat or vibration, deep learning has been used for this
purpose. The following section summarizes the literature on the use of deep learning for
the transformer application.

7.1. PD Classification Using the PRPD Pattern

Four typical transformer insulation defects were simulated in [16] that include metal
protrusion, oil paper void, surface discharge, and floating potential defects. The authors
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developed a CNN-LSTM based model where the input is the PRPD data. They compared
the results with a CNN-only model and an LSTM-only model. The evaluation metric used
was the classification accuracy where the authors reported that CNN-LSTM has better
overall recognition accuracy than CNN and LSTM alone.

In 2020, the authors of [17] simulated six types of PDs that take place in power
transformers using artificial cells in a laboratory setup. They collected the PRPDs of
the six PDs which include protruding electrode, moving particle, floating object, surface
discharges, bad contact between windings, and void. In order to reduce the input size
of the PRPD, the authors used the phase-amplitude (PA) response that is extracted from
PRPDs. The authors proposed a CNN model for classification of PD sources. Comparing
the classification accuracy of the proposed architecture versus other machine learning
classifiers, such as linear and nonlinear SVM, the authors reported a better performance.
They also reported that using the PA response as an input increases the accuracy by 1.46%
compared to using the raw PRPDs as the input to the CNN model.

The PRPD data of different PD sources in a transformer were collected in a laboratory-
controlled setup and reported in [18]. The PD sources included tip discharge, surface
discharge, air gap discharge and suspended discharge. The squeeze-and-excitation (SE)
module that is a lightweight attention mechanism and the nonlinear function hard-swish
(h-swish) were used in addition to a CNN model in order to decrease the accuracy loss
of the model further. The authors performed image pre-processing such as segmentation,
binarization and enhancement of the data before feeding it to the training model. They
compared the results of their model versus other models such as AlexNet, ResNet-18, and
VGG16. They reported enhanced average accuracy versus the other models, in addition to
less weight storage and reduction of parameters.

In the same year, an investigation of a transformer bushing insulation quality, which
was affected by poor drying and impregnation, was reported in [19]. The authors used a
simple CNN (i.e., 3300 parameters) for the identification of four types of dry impregnation
defects using PRPDs as the input to the proposed CNN. The performance metrics used for
the evaluation of the model are the precision rate, recall rate, and F1 score. The authors
reported 97.1% average accuracy rate and indicated that their model can be used for online
monitoring as it is a small model.

A novel convolutional architecture for single and multiple source PD classification,
where the model is trained on single-source PDs, was proposed in [20]. The dataset included
PRPDs of single and multiple sources of PD taking place in air, oil, and SF6 which mimic
common sources of PD. The six single PD sources of floating electrode in SF6, moving
particle in SF6, fixed protrusion in SF6, free particle in transformer oil, needle electrode
in transformer oil, and corona in air were simulated in a laboratory setup. The proposed
architecture has a convolutional backbone feeding into multiple fully connected neural
networks (FCNs). The performance metrics used are the arithmetic mean of recall and
precision in addition to the classification accuracy and false negative rate. The authors
compared their results with one-versus-all CNN and reported that their model has better
results than the traditional single-branch CNN architecture.

Adam et al. [21] simulated six artificial PD sources in a controlled lab environment
that mimics PDs in a power transformer. The PD sources include two discharge sources
in air and four discharge sources in mineral oil. The time at which the discharge takes
place, the apparent discharge in pC, and the phase angle are recorded for each PD event.
In addition, 100 PD events constituted a sample. Superimposed patterns were created by
using the single sources patterns, where 30 different combinations of samples with two
class labels are formed. The authors proposed an LSTM model which is able to classify
multiple and single sources of PDs, where the training was done just on single sources of
PDs. The study reported the multi-label accuracy in addition to the single-label accuracy.
The multi-label accuracy is defined as the proportion of the correctly predicted labels to
the total number of labels for each sample. The model showed a 99% average accuracy for
single PD sources and 43% for the average multi-label classification problem.
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Ref. [22] outlined the same objective as the previous two papers. Single and mul-
tiple sources of corona discharge in a controlled lab environment were simulated. The
four single sources were: sphere–plane, sphere–sphere, needle–plane, and needle–needle.
The three multiple sources were: needle–needle and sphere–sphere, needle–plane and
sphere–sphere, and sphere–plane and needle–needle. The PRPD patterns were collected,
and pre-processing was performed by filtering discharges that have small magnitude. The
input to the deep learning models were greyscale images of 75 by 75 pixels. The classes
were labeled from 0 for the first single class to 6 for the double-sourced configuration that
is considering the multi-source classes as a new class. The authors proposed an optimized
ResNet model which they compared with other DL models such as AlexNet, Inception-V3,
residual network (ResNet), and DenseNet. The study reported enhanced classification
accuracy and least computational cost.

7.2. Dissolved Gas Analysis Using Deep Learning

The dissolved gas analysis (DGA) is an established method for detecting internal faults
in transformers. In recent years, the application of deep learning in DGA has received more
attention. This section reviews the literature where the researchers have used deep learning
to improve the accuracy of the DGA.

The DGA of insulating oil was conducted for transformer fault diagnosis by Dai et al. in
2017 [91]. To improve the efficiency of diagnosis, the authors proposed a novel transformer
fault diagnosis approach based on deep belief networks (DBN), which outperforms power
transformer fault diagnosis using support vector machine (SVM), back-propagation neural
network (BPNN), and ratio methods. A variety of sources were used to collect the input
DGA data, including data provided by the State Grid Corporation of China and previous
publications. The proposed model was trained using different combinations of DGA ratios
associated with fault patterns (the so-called non-code ratios). The training and testing
accuracy of 96.4% and 95.9% were observed for the DBN with non-code ratios in this study,
respectively.

In 2020, a semi-supervised autoencoder with an auxiliary task (SAAT) was introduced
by Kim et al. to extract a health feature space for power transformer fault diagnosis consid-
ering DGA [92]. The DGA dataset was provided by Korea Electric Power Corporation. The
proposed SAAT achieved an accuracy of over 90% in both fault detection and fault identifi-
cation. The same group has also developed a framework that bridges Duval’s method with
a deep neural network (DNN) technique for power transformer fault diagnosis employing
DGA [93]. The dataset employed contains 4000 unlabeled and 117 labeled DGA data. The
obtained results emphasize the superiority of the proposed method compared with the
existing AI-based methods in terms of accuracy.

Wu et al. introduced a CNN-LSTM deep parallel diagnostic method for transformer
DGA employing its ability to extract nonlinear features [94]. The authors showed that
this method has a better anti-interference ability compared to the other techniques studied
in the paper. In this parallel CNN-LSTM based diagnostic method, the input was in the
form of an image derived from the DGA numerical data. The issue of insufficient data
was overcome by using the transfer learning technology. The results obtained in this study
indicate that the diagnostic accuracy rate is 96.9% without complicated feature extraction.

In 2021, Taha et al. presented a CNN model to precisely diagnose a variety of trans-
former faults using DGA data and considering different noise levels [95]. The results
obtained from applying the proposed method on 589 dataset samples, collected from util-
ities and literature with various noise levels up to ±20%, indicate that the CNN model
with combined input ratios improves the prediction accuracy. The obtained accuracy was
compared to traditional machine learning methods as well.

To improve fault diagnosis in transformers, Hu et al. [96] proposed a method based
on refined deep residual shrinkage network (DRSN). The input dataset was based on the
amount of gas in the transformer oil, the temperature data, and the number of collected
data points based on the timing sequence. The recognition results indicate that the average
accuracy of refined DRSN is around 99.67% for the training set and 97.82% for the test set.
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On average, the proposed method could improve the recognition accuracy by 2% compared
to the existing fault diagnosis methods.

A probabilistic neural network (PNN)-based fault diagnosis model was presented by
Zhou et al. for power transformers [97]. This model optimizes the smoothing factor of
the pattern layer of PNN using an optimization technique, improved gray wolf optimizer
(IGWO), to enhance the classification accuracy of the PNN. Different fault types data from
a real transformer were collected using smart sensors. The obtained results indicate a high
diagnostic accuracy of 99.71% achieved by the IGWO-PNN model.

7.3. Detect Mechanical Defects in Winding

In 2021, Rucconi et al. [98] analyzed the vibration data measured by transformer
sensors, such as accelerometers, installed on the transformer tank. These sensors record
time series waveforms to build a dataset. An ensemble of fully-connected, feedforward
deep neural networks was employed to classify the transformer winding condition (tight or
loose). The robustness of the models was investigated by testing them with data collected
by sensors at locations other than those used for training. The authors reported a high
accuracy in the results.

Li et al. used the frequency response analysis (FRA) for detecting the mechanical
defects of power transformers in 2021 [99]. The authors employed a lumped-parameter
transformer model since creating actual faults experimentally on a real transformer was not
practical. The proposed deep learning approach was based on a decision tree classification
model and a fully connected neural network that used the FRA data for training. Fifty-five
FRA samples were generated as the input to the proposed model by simulating a variety of
transformer fault types and levels. The mean absolute error (MAE) and mean square error
(MSE) of the validation set were both at a low level, which were employed to reflect the
accuracy of the model.

A fault diagnosis technique was proposed in [100] by Hong et al. using the vibration
analysis. The vibration samples were collected in more than 100 operating transformers and
were divided into the categories of normal, degraded, and anomalous. Next, the vibration
monitoring data were converted into an image. A deep learning method based on a CNN
was employed to classify the images of various input sizes, which indicated an overall
accuracy of 98.3%.

A fault diagnosis method based on a deep learning model was presented by Wang
et al. applied on a 110 kV three-phase oil-immersed transformer in 2018 [101]. The model
used self-powered radio-frequency identification (RFID) sensors and employed the stacked
denoising autoencoder (SDA) to learn features. Based on experimental results, the highest
accuracy was achieved by the proposed methods and in the shortest time in comparison
with other existing methods.

In 2021, a method was proposed by Moradzadeh et al. for analyzing a transformer
FRA using image processing and a deep learning method, graph convolutional neural
network (CNN) [102]. The obtained results using simulation data indicate that the normal
mode of CNN (without considering visual images) and with considering the visual images
have an accuracy of 97.28% and 98.33%, respectively. Using experimental data, an accuracy
of 98.01% and 100% was reported, respectively.

7.4. Detect Electrical Faults in Winding

The authors of [103] proposed a CNN model for the identification and localization of
faults in transformer winding. The dataset was collected by generating single/multiple disc-
to-disc faults of winding insulation in a transformer model at different winding positions,
where the current waveforms were recorded. The faults were generated in an analog model
of a 33 kV winding of a 3 MVA transformer. The training dataset was generated using an
EMTP (Electromagnetic Transient Programming) based digital model, and the test dataset
included the data collected from the analog model of the transformer. The results of the
CNN model were compared with other methods such as self-organizing maps, fractal
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features aided SVM, and wavelet-aided SVM. The CNN showed improved classification
results compared to the other methods.

In 2019, Duan et al. [104] presented an inter-turn fault diagnosis technique to diagnose
15 types of an inter-turn short circuit fault. A multi-channel signal matrix that contains
voltage and current waveforms of a simulated transformer was generated as the input of a
deep learning-based model. An autoencoder was employed for feature extraction followed
by a classifier consisting of convolutional and pooling layers. The proposed model could
achieve a recognition accuracy of 99.5%.

An online continuously-operating fault monitoring system for cast-resin transformers
was presented by Fanchiang et al. in [105]. They presented an overheating fault diagnosis
approach with a maximum accuracy of 99.95%. The model used infrared thermography
(IRT) images as input provided by a thermal camera monitoring system. The images were
used to train a Wasserstein autoencoder reconstruction (WAR) model and a differential
image classification (DIC) model to classify a number of faults such as inter-turn short
circuit or poor contact of primary and secondary sides.

Wu et al. introduced an approach to obtain an optimal identification of the operation
state of a converter transformer based on vibration detection technology and a deep belief
network optimization algorithm [106]. The fused feature extraction technique considered
in this study accurately extracted the eigenvectors of the vibration signals. This deep belief
network optimization algorithm has offered a high classification accuracy.

Similar to the application of DL in any area, the prerequisite of developing any
DL algorithm to assess the health of a transformer is the availability of reliable training
data. Some data acquisition techniques for transformers are easy to implement even
with the transformer in operation (such as DGA or acoustic signals) while some (such as
FRA) require an outage. Equipping transformers with sensors that can collect internal
data will enhance the application of DL techniques. Most of the papers in the literature
either employ simulated lab data or even numerically-generated data. Training a DL
algorithm with such data will make the performance of the algorithm in the field require
proper validation. Furthermore, research on the application of DL techniques that employ
polarization methods data, such as recovery voltage method (RVM), polarization and
depolarization currents (PDC), and frequency-domain dielectric spectroscopy (FDS) will
enhance the ageing diagnosis of the transformer dielectric materials.

8. Outdoor Insulators

Outdoor insulators play an important role in distribution and transmission overhead
lines. They mechanically support the high voltage conductors and electrically insulate
the high voltage lines from the grounded tower structure. Although they account for
approximately 5–8% of the total capital cost of transmission lines, they are responsible for
more than 70% of power line outages [107]. Therefore, it is crucial to continuously inspect
them to avoid any risks of premature failure. A photo of a 220-kV overhead transmission
line is shown in Figure 10.

Outdoor insulators are classified into ceramic and non-ceramic insulators. Despite
the differences in their characteristics, both are prone to aging due to the combined effect
of electrical, mechanical, and environmental stresses. The main problems associated with
outdoor insulators can be categorized into physical defects and pollution related issues.
Physical defects like cracks in any parts of the insulator, air voids in the housing material or
in the interface between various insulator materials and metallic sharp edges of insulator
fittings can cause localized partial discharge (PD) activities to occur. These discharge
activities can contribute to the insulation degradation. On the other hand, the accumulation
of pollutants on the surface of insulators in the presence of moisture can reduce the leakage
resistance and allow leakage currents (LCs) to flow on the surface. Therefore, heat is
dissipated, evaporating part of the moisture, and forming dry bands. Since dry bands
possess a relatively higher resistance compared to the wet surfaces, voltage stress will
concentrate across these bands resulting in the formation of dry band arcing which may
lead to complete flashover. As a result, estimating and forecasting pollution levels is critical
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for utilities to plan their washing schedule to avoid power interruption. Both the Equivalent
Salt Deposit Density (ESDD) and the Non-Soluble Deposit Density (NSDD) are commonly
used to assess pollution severity.

Figure 10. Photos of (a) a 220-kV overhead transmission line where outdoor insulators are employed
to electrically isolate the conductors from the grounded towers, and (b) is a 12.47-kV wooden post
using polymer insulators for isolating the conductors from the pole.

Nowadays, it is estimated that approximately 150 million ceramic insulators are
deployed in North American overhead transmission and distribution networks [108]. A
significantly high portion of them had either approached or exceeded their lifetime. As
a result, utilities are increasingly favoring defective insulator detection systems that are
fast, reliable, and cost-effective. To achieve this objective, it is crucial to select the proper
sensors and measurement techniques, as well as to use effective machine/deep learning
tools [109,110].

Condition monitoring techniques of outdoor insulators can be classified into intrusive
and non-intrusive techniques. Since intrusive techniques are not safe, costly and may
require the removal of the insulators from the field for further examination, they are
time consuming and are not field inspection friendly. Non-intrusive techniques, on the
contrary, are faster methods for assessing the health conditions of outdoor insulators and
are therefore more favored in field inspections.

One of the most common non-intrusive inspection techniques deployed in the field
involves the use of manned helicopters equipped with several sensors (like Cameras, IR
Cameras, UV Cameras, etc.) for the purpose of recording inspection data. However, this
possesses some risk since helicopters require hovering very closely to the electric power
transmission line to obtain a better quality of the inspection data. To address this, several
alternative solutions were proposed, and they fall mostly under two main categories:
Unmanned Aerial Vehicles (UAVs) [111] and Rolling on Wire robots (ROW) [112]. Most of
the work in the literature is moving towards UAVs because they have a slight advantage
over ROW in the sense that their design does not need to adapt to different physical
structures. However, UAVs also exhibit some restrictions in terms of the flying duration,
which introduces some challenges when it is required to inspect a large number of insulators
in the same trip. The massive volumes of data acquired throughout the inspection process
are examined by an experienced crew of human inspectors, hence, the procedure may be
time consuming, and the decisions made can be very subjective. Therefore, it is crucial to
fuse artificial intelligence modules with UAVs for faster and better inspection performance.

In the recent years, machine leaning methodologies have evolved towards the use
of deep learning techniques, which have proved to deliver excellent results for pattern
recognition problems in a variety of applications. As a result, several authors have used
deep learning models to assess the insulator condition. One of the drawbacks of deep
learning models is its requirement of a large amount of training data. Despite this limitation,
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proper use of augmentation techniques can resolve this issue by altering the existing data
to create more data for the model training process.

The aim of this section is to review deep learning applications along with non-intrusive
condition monitoring techniques to assess both ceramic and non-ceramic insulators. In
general, the work in the literature can be classified into two main categories, i.e., using
deep learning models to detect different physical defects and/or predict the pollution
severity level. Both categories relied primarily on either image processing or radiation-
based approaches for classification. In the next sections, each category will be discussed
along with the most recent research findings.

8.1. Physical Defect Detection

In ceramic insulators, researchers focused on detecting cracks, broken and missing
discs in using UAVs. Most of the proposed methods based on deep learning algorithms
share the same concept, i.e., the insulator in each image is located using object detection
techniques; then, the defect is identified by a pre-trained deep neural network. The existing
deep learning algorithms for object detection can be classified into two main categories:
one stage and two stage networks [113]. Two stages networks consist of one stage for
object detection and another stage for classification, while one-stage networks are end-
to-end methods which can predict the position information and classification probability
simultaneously in a rapid manner. Generally, two-stage networks possess a higher detection
accuracy compared to one-stage networks; however, they have a relatively lower detection
speed and thus may not be the best option for real-time operations. Some examples of two
stage networks include: regions with convolutional neural networks (RCNN), Fast R-CNN,
Region based fully convolutional neural network (R-FCN) and Mask R-CNN and examples
of one-stage networks include algorithms like YOLO and single multi-box detector (SSD).

An example of two-stage networks is proposed in [114]. It is based on a novel deep
CNN cascading architecture. The cascaded architecture is composed of two networks: the
first network is responsible for detecting all the insulators in the images by confining them
inside detection boxes and cropping them while the rest of the image is discarded. On the
other hand, the second network detects the missing caps from the cropped images. The
scarcity of the defective images for training was addressed by different data augmentation
methods. The precision and recall of the proposed method were found to be 91% and 96%,
respectively.

To address the issues of slow detection speeds, the authors of [115] proposed a one-
stage network using a YOLOv3 deep learning model to recognize and classify images.
Moreover, their proposed system combines deep learning with Internet of Things (IoT)
through a Raspberry Pi. The work also considered the motion blur in aerial images
by implementing a super resolution CNN to reconstruct the blurry images to a high-
resolution image before classification. The results show that the proposed system obtains
rapid and high accuracy of 95.6% in the identification and classification of insulators’
defects. One of the early signs of surface damage of non-ceramic insulators is the loss of
their hydrophobicity. Hence, measuring the hydrophobicity is crucial for assessing the
insulator surface condition. According to IEC 62073, there are three methods to estimate
the hydrophobicity level of insulators, i.e., the contact angle, surface tension and the spray
methods [116]. Among these three methods, the spray method is the one that can be applied
in the field. The method involves spraying distilled water on the non-ceramic insulator
surface; then, the surface can be classified from HC1 (highly hydrophobic) to HC7 (Highly
hydrophilic) as shown in Figure 11. The classes are determined based on the size of the
wetted area and the contact angle of the droplets. Unfortunately, the main drawback of
this method is the subjectivity of human judgment. To overcome this issue, numerous
researchers have proposed digital image processing methods to analyze and quantify the
hydrophobicity class.
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Figure 11. Hydrophobic classes from HC1 (highly hydrophobic) to HC6 (highly hydrophilic) [117].

In [118], the spray method was used to generate a huge amount of data images which
were fed to a deep convolutional neural network model (AlexNet) for the purpose of
wettability classification. Compared to other machine learning algorithms, deep learning
overcomes the manual dependency on feature extraction and involves less training time
due to the transferred learning approach that was used in the article. The algorithm’s per-
formance was very promising when compared to other networks like ResNet50, VGGNet16,
VGGNet19 and GoogleNet with an overall accuracy of approximately 96%. However, this
method may require the removal of the insulator from the field which can be impractical.

To resolve this problem, the authors of [119] proposed a method to detect the hy-
drophobicity of composite insulators using a UAV technology. The drone is equipped
with a camera and water spray device in addition to an embedded artificial intelligence
(AI) module for non-intrusive classification. Initially, the You Only Look Once version3
(YOLOv3) is used to locate the wet umbrella skirt area of the composite insulator in the
complex aerial image, then VGGNet16 was used to classify the Hydrophobicity of the
images. An overall classification accuracy of 92.57% was achieved.

Other approaches included using image data and deep learning algorithms to assess
the material surface degradation in composite insulators. Tracking and Erosion is one
of the irreversible physical defects that occurs in non-ceramic insulators which can lead
to insulator failure. In [120,121], the authors used transfer learning to train CNN to
estimate the severity of erosion in silicone rubber insulators. The algorithm showed
robust performance against different lighting conditions which shows the potential of their
proposed model in practical applications.

To the best of our knowledge, there seems to be a gap in the literature that in-
volves training deep learning models to detect internal and external physical defects
using radiation-based measurements like RF antenna and ultrasonic sensors. All the work
that has been done on radiation-based techniques involves the use of feature extraction and
machine learning techniques [122–126].

8.2. Contamination Diagnosis

Several methods have utilized image processing techniques to classify the pollution
severity. In [127], for example, a total of 4500 images of ceramic and silicone rubber post
insulators were captured under different surface conditions, i.e., clean dry surface, clean
with water droplets, contaminated surfaces with cement, contaminated surfaces with soil,
wet surface contaminated with soil and wet surface contaminated with cement. Deep
CNNs were employed for classification, and a brute-force model selection was introduced
to identify and optimize the structure of the CNN classifiers. It was demonstrated that this
model selection has achieved a highly accurate architecture. Furthermore, a complexity
reduction technique was then applied to achieve lighter architectures. This considers the
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potential of implementing the CNN classifier in resource limited embedded devices. The
results show that this proposed model reduction technique corresponds to a three times
lighter architecture at the expense of a slight reduction in the classification accuracy (6.5%
only). This is intended to reduce memory usage and flop counts when implemented using
embedded devices.

In [128], the pollution severity was estimated using UV images. First, Insulator
samples were uniformly contaminated with an ESDD level of 0.1 mg/cm2, 0.2 mg/cm2 and
0.4 mg/cm2. After applying the voltage, a UV camera was used to capture the discharge
activities on the surface of contaminated porcelain insulators. The images were then
preprocessed by first graying the image, then changing the pixels to 0 or 255. When
doing so, the light spot becomes white, while the rest of the image becomes black, thus
highlighting the regional characteristics of the discharge spot in the image. Finally, CNN
was used to evaluate the pollution severity of the insulators. It has been found that there is
a positive correlation between the pollution level and the severity of the discharge activities
under the same voltage level.

Other approaches used deep learning models to estimate the LC and an indirect
method to estimate the contamination level. For example, the authors of [129] proposed
an online monitoring system that uses real-time weather data to predict and classify
the LC using bidirectional long short-term memory (Bi-LSTM) model. The sequential
weather data consist of parameters like humidity, temperature, rainfall, dew point, solar
illumination, wind speed, air pressure and wind direction. They are measured hourly and
transferred to data servers. Besides the meteorological data, the LCs are also measured
for the purpose of training and validation of the networks using the current transformer.
The LC is classified into one of eight groups (levels): i.e., 100 μA–500 μA, 500 μA–1 mA,
1 mA–5 mA, 5 mA–10 mA, 10 mA–100 mA, 100 mA–1 A, 1 A–10 A, and greater than 10 A.
Grid search is used to tune the hyperparameters involved in the Bi-LSTM model. The
results show that the model achieved an improvement by 12.8% in accuracy compared to
other models like LSTM, GRU and RNN.

Seven PD sources pertinent to artificially damaged insulator sheds in a controlled
lab experiment were simulated in [42]. The first three sources corresponded to damage
in one shed of an HV insulator. The other four correspond to damage in two or all sheds
in the HV insulator. For this matter, the CNN was used, however, in order to tune the
hyperparameters in the CNN architecture, the authors used Bayesian optimization. To
generate the training data, the scalogram pattern of the PD signal was generated and trans-
formed using wavelets. Three different mother wavelets (Morse, Amor, and Bump) were
used. In addition, different training optimizers’ (including stochastic gradient descent with
momentums (SGDM), RMSprop, Adam, and Nadam) were used. The authors compared
the Bayesian-CNN (B-CNN) with the traditional CNN with no Bayesian optimization in
addition to other off-the-shelf deep learning architectures such as VGG19, Resnet 50, and
Googlenet. The average classification accuracy was used as the performance metric. The
study reported enhanced results for the B-CNN compared to the other architectures with
the Bump mother wavelet. The authors also tested the model on another 15-kV porcelain
insulator dataset, and the average classification accuracy showed optimistic results which
reflect the generalization capabilities of the B-CNN.

In general, the literature shows an inadequate amount of work that has been devoted
to train deep network architectures to classify and predict pollution levels non-intrusively.
All the work done is either focused on applying deep learning models to intrusive mea-
surement techniques [130,131] or applying classical machine learning using non-intrusive
techniques [132–135]. More research is needed to combine deep learning models with
non-intrusive approaches for monitoring, particularly those based on radiation type sen-
sors. Furthermore, the majority of the publications were focused on employing one type
of sensor for their diagnostics, although this may yield satisfactory results, but could be
further improved using multiple sensors. For example, ultrasonic sensors can detect both
low and high frequency surface discharges, but it might be difficult to detect internal
discharges. On the other hand, RF antennas can be utilized to detect internal and external
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high frequency discharges but cannot be used to detect low frequency discharges. Thus,
combining ultrasonic sensors and RF antenna can be used to detect and classify a wider
range of defects.

9. Conclusions

Monitoring of electrical insulation of high voltage apparatus is crucial for the reliable
operation of power systems. Such a high voltage apparatus includes but is not limited
to gas-insulated switchgear (GIS), transformers, cables, rotating machines, and outdoor
insulators. Extensive research has been done on the classification of sources of partial
discharge (PD), detection and localization of faults that take place in such apparatus,
and the quality and remaining lifetime of insulating material. Modern techniques have
been based on machine learning methods, where the input to such methods is composed
of manually-extracted features, i.e., feature extraction has required the intervention of
human experts. Deep learning, which is a branch of machine learning, has been used to
enhance the performance of PD classification, fault and defect detection, contamination
diagnosis of outdoor insulators, etc. This enhancement is attributed to the capability of
deep learning techniques to use raw data as the input to the classification model. In other
words, instead of using manually-extracted features, raw data such as PRPD patterns,
time-series waveforms, or images are used as the input to the deep learning systems. This
allows the classification model to be fully automated where the feature extracting stage is
integrated into the learning stage.

In this article, the potential of applying deep learning in assessing the health conditions
of different power system assets is highlighted. The following shortcomings/future needs
are identified:

1. Most published research employs training data generated in a laboratory environment
or by computer simulation that leads to achieving high classification accuracy. A
limitation is always presented when data are collected in a controlled lab environment
due to the fact that acquiring real data is expensive, intrusive, and time-consuming.
Hence, integrating research work in real online or offline systems is always appreciable
in order to incorporate all the uncertainties of such systems in the learning process of
deep-learning models. Moreover, future research should focus more on the utilization
of the use of a generative adversarial network in order to generate more data that
mimic real data instead of using lab data that present its own limitations. In addition,
future directions should focus more on the utilization of DL techniques such as one
shot learning [136] towards the issue of small datasets, which is a typical restriction in
the HV application.

2. Prior knowledge of the defect types and/or knowing the exact location of the defect is
far from the reality of the field conditions. Moreover, unknown sources and types of
external noise may hinder the deep learning algorithms capabilities to identify and/or
localize the defect type. Hence, future research needs to focus more on unsupervised
learning when it comes to high voltage applications.

3. More work should focus on the occurrence of multiple, simultaneous PDs or faults.
The reason is that, in real-life systems, multiple sources of faults or PDs can take place
at the same time. Therefore, more focus should be directed towards this problem.

4. One of the limitations of the reported research is the utilization of single sensors like
ultrasonic sensors, RF antenna, or IR camera. It is expected that the use of multiple
sensors can improve the overall classification accuracy when sensor fusion is applied
and different 1D and/or 2D signals are fed to the deep learning classifiers.

5. Integrating the state-of-the-art deep learning algorithms along with promising tech-
nologies like drones can improve the inspection efficiency of outdoor insulation
systems. With the current improved computational power of micro-controllers, real-
time condition monitoring and diagnostics of different defects are feasible using
drones and deep learning algorithms.
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6. Future research directions should focus on developing electrical insulation ageing
models using DL techniques that employ polarization methods data, such as RVM,
PDC, and FDS.

7. Using deep learning techniques in the high voltage application is still in the starting
stage. More work should be done on deciding on the best standard to specify the
optimal architecture per application. One aspect of this is utilizing the use of already
established hyperparameter optimization techniques such as the Bayesian optimiza-
tion technique. In addition, the industrial deployment of the DL algorithms should be
addressed, since this requires a different action for each scenario. If the deployment is
taking place on a local server, the aim would be to maximize the performance of the
algorithm while taking advantage of high-speed and high-end hardware resources.
This is different in case the deployment is to take place on a portable monitoring
device, where the restriction of space and speed will be presented.

8. With the emerging of the digital twin technologies, deep learning should be utilized
for different digital twins of assets, such as transformers or rotating machines. Digital
twins are virtual representations of the interactions and behavior that assets can
undergo in the physical world. More information on the application of digital twins
in power system assets can be found in [137–139].
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Abstract: Pollution flashover occurs when soluble and nonsoluble materials cover the surface of
an insulator, and this may ultimately cause a reduction in its performance. In this paper, the
common type of sodium chloride (NaCl) was used as a soluble pollutant (ESDD) and kaolin as a
nonsoluble pollutant (NSDD). Samples of silicone rubber (SiR) insulators were selected for this study
and fabricated at the Advanced High Voltage Engineering Research Centre (AHIVEC) at Cardiff
University. The samples were preconditioned and polluted according to standard specifications.
Additionally, the AC voltage ramp technique was used to achieve flashover (FOV) voltage with
different pollution levels. The aim of this work was to investigate the effect of nonsoluble materials on
flashover characteristics to understand their interaction with dry-band arcs by using FOV electrical
equations and experimental data. The test results show that the FOV voltage of the silicone rubber
insulator substantially decreased with the increase in both ESDD and NSDD values. It was also
identified from these results that the dry-band arcs were considerably influenced by both ESDD and
NSDD levels. This impact can be quantified by determining the variation of discharge parameters (N,
n). Based on the FOV equations and experimental data, a mathematical model was suggested, taking
into account the effect of both ESDD and NSDD.

Keywords: pollution insulators; nonsoluble deposit density; flashover characteristics; arc parameters

1. Introduction

One of the major problems facing HV electrical grid engineers is the disturbance
generated by insulator arcing due to pollution flashover (FOV), especially in harsh envi-
ronments [1,2]. Pollution FOV of insulators is a complex phenomenon and has become
a significant aspect in the design of HV overhead lines and substations [2,3]. This phe-
nomenon can be affected by many parameters such as insulator material, insulator profile,
pollution level, and atmospheric conditions (air pressure, temperature, humidity, fog, rain,
snow, ice, etc.) [1,3–6].

The chemical constitution of the pollution layer is one of the key factors affecting
the FOV characteristics and performance of insulators [7,8]. Sodium chloride (NaCl) is
commonly utilized as the key reference indicator for conductive pollution materials [9,10].
The pollution degree is defined by the equivalent salt deposit density (ESDD) and represents
the concentration of NaCl that, when dissolved in demineralized water, gives the same
volumetric conductivity as that of the natural deposit removed from a given surface of the
insulator divided by the area of the surface, generally expressed in mg/cm2. However,
in the real field, the pollution constitution depends on the local environment where NaCl
is not the predominant salt, as established by many researchers [7,8,11–15]. On the other
hand, the pollution layer contains insoluble materials consisting mainly of ferrite, silica,
and alumina [4,9,13,15–18]. The pollution index for insoluble or nonsoluble materials is
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defined as nonsoluble deposit density (NSDD) and represents the amount of nonsoluble
residue removed from a given surface of the insulator, divided by the area of the surface,
expressed in mg/cm2 [9]. Several studies have been performed to understand the effect
of NSDD on the FOV performance of ceramic, glass, and polymeric insulators in artificial
pollution tests, and the general conclusion is that FOV voltage decreases when NSDD
increases for the same ESDD [14,16,17]. In the case of polymeric insulators, it has been
reported that NSDD decreases hydrophobic performance and FOV voltage [19–22].

From a modeling point of view, it has been established that the variation of pollution
FOV voltage with ESDD can be described as [4]

VFOV = α · ESDDβ (1)

where coefficients α and β depend on the test conditions, and β < 0.
On the other hand, the flashover equation is based on the Obenaus model [23,24].

The model consists of a cylindrical discharge (partial arc) of axial length X in series with a
linear resistance rp representing the pollution layer, supplied by a voltage V (Figure 1) and
expressed as follows

V = XNI−n + rp(L − X)I (2)

where I is the leakage current flowing across the pollution layer, rp represents the linear
resistance of the unabridged part of the pollution, and L is the total leakage length of the
insulator. N and n are discharge characteristic parameters. Usually, the values of N and n
are considered depending upon the experimental conditions in which the discharge burns.
For example, Hampton [25] considers that the discharge burns in an environment rich in
water vapor, while Wilkins [26] proposes that the discharge burns in a dry-air medium.
Slama et al. [27] demonstrated that the parameters N and n are not constant and depend on
the electrical equivalent circuit consisting of the polluted insulator, the discharge, and the
thermal parameters of the discharge.

Figure 1. Equivalent electrical circuit based on Obenaus model. V: applied voltage, Vd(X): discharge
voltage, Vp(X): pollution voltage, I: leakage current, X: discharge length, L-X: nonshunted insulator
creepage length.

The critical flashover voltage is

VFOV = LN
1

1+n r
n

1+n
p (3)

In this study, the relationship between the variation of FOV voltage, the coefficients
α and β, the parameters N and n, and the amount of NSDD was investigated. For this
purpose, AC clean fog tests were carried out on artificially polluted silicone rubber (SiR)
insulators. The soluble pollutant was simulated by NaCl, and different amounts of NSDD
(kaolin) levels were applied. The influence of NSDD values on FOV characteristics was
investigated to establish a mathematical model of the influence of both ESDD/NSDD on
FOV voltage. This study aims to improve the understanding of polluted FOV insulators to
enable better selection of outdoor insulation used in high-voltage systems.
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2. Experimental Arrangements

2.1. Insulator Preparation

Four-shed insulators were used in this investigation, which were fabricated at the
AHIVEC by using the following facilities: room-temperature vulcanized (RTV-2), two-
component SiR (herein referred to as x-A/B), a fiberglass core with metallic end fittings
at both ends, a 3D-printed mold, and an oven. The details of the used facilities are well
described in [28–30]. The electrical and mechanical properties of the liquid SiR used in this
study are given in Table 1, and the fabrication process is the same as that used in [28–30].
Table 2 gives the geometrical parameters of the insulators. Figure 2 illustrates an example
of the SiR insulator fabricated and used for the purpose of this study.

Table 1. Characteristics of x-A/B bicomponent SiR materials.

Property Inspection Method x-A/B

Permittivity IEC 60250 2.9
Dielectric strength (kV/mm) IEC 60243 23
Tracking resistance IEC 60587 1 A 3.5
Dissipation factor IEC 60250 3 × 10−4

Tensile strength (N/mm2) ISO 37 6.50
Hardness shore ISO 868 30
Tear strength (N/mm) ASTM D 624 B 20
Elongation at break ISO 37 500
Volume resistivity IEC 60093 1015

Table 2. Dimensions of tested insulators.

Parameters Dimensions (mm)

Creepage distance 375
Fitting separation 175
Shed diameter 90
Shed separation 46
Trunk diameter 28
Inner core diameter 18
Form factor 2.7

Figure 2. Variation of average flashover voltage vs. ESDD for different NSDD levels.
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2.2. Experimental Setup

The experimental setup consists of a fog chamber where the polluted insulators are
suspended and wetted with fog generated. High voltage is supplied with the Hipotronics
AC Dielectric test (150 kVA, 75 kV, 50 Hz, 2 A). The applied voltage is controlled manu-
ally or by using a program to follow a predetermined voltage pattern with the panel by
adjusting the primary voltage (0–840 V). A digital display control panel allows reading
the RMS applied voltage, and an RC divider (10,000:1) records the voltage waveform. The
measurement is realized through a shunt that is connected to a data acquisition system
(DAQ). The DAQ is connected to a personal computer with an IEEE interface to monitor
and record the voltage and leakage current signals using a developed LabVIEW program.
Postprocessing software is used for data analysis. More details about the experimental
setup are given in [28–32].

2.3. Artificial Pollution of Insulators

The pollutant was prepared according to the IEC 60507 solid-layer method [9], con-
sisting of a Triton X-100 wetting agent (1 g), tap water (1 L), kaolin (40 g), and an ade-
quate concentration of sodium chloride (NaCl) to achieve the volume conductivity value
needed. The volume conductivity was selected to represent different salt deposit density
(ESDD) levels. In this investigation, the ESDD values are 0.12 mg/cm2, 0.38 mg/cm2 and
1.0 mg/cm2, and the nonsoluble (NSDD) values of kaolin are 0.11 mg/cm2, 0.23 mg/cm2,
and 0.52 mg/cm2.

Before the test, all insulators were carefully cleaned and allowed to dry naturally
indoors to avoid any pollution or dust. Then, before application of the pollutant, the
insulator was preconditioned with brushed dry kaolin according to the recommendations of
Cigré WG C4.303 [33] and left for at least 1 h. This step is used to reduce the hydrophobicity
of the silicone rubber. The insulator was then polluted by spraying the pollutant on the
insulator surface, ensuring application to all parts of the insulator surface, and then the
insulator was left to dry for 24 h. Next, the insulator was mounted in the fog chamber. The
polluted insulator was wetted with a fog flow rate of 3 L/h, which is sufficient to achieve
maximum conductance of the pollution layer within 10–40 min from the instant the fog is
applied depending on the used ESDD [31].

2.4. Flashover Ramp Test Method

The used test technique, a high-voltage ramp, is the same as that proposed in previous
work [28,29] with a predetermined voltage ramp of 6.5 kV/min. This rate allows exciting
the FOV event within a 5 to 10 min time gap. Fog generation is applied at the same time
as the applied voltage and kept running until the end of the test. When FOV occurs, the
protection interrupts the voltage supply. The tested insulator is then left to cool naturally
for 5 min, and then a new ramp test is started until the required number of FOVs is realized
(5 tests). During the test, video and infrared cameras are used to monitor the flashover
event and discharge activity on the insulator surface.

3. Experimental Results, Analysis, and Discussion

3.1. Flashover Test Results

Figure 2 illustrates the variation of VFOV vs. ESDD for a different NSDD. According to
this figure, for the same ESDD, VFOV decreases with the increase in NSDD. The relationship
between VFOV and ESDD was fitted to determine the values of the coefficients α and β for
each NSDD. Table 3 illustrates the values of α and β and shows that these coefficients vary
with the amount of NSDD: α decreases while β increases.

In Figure 3, VFOV is plotted as a function of NSDD for a different ESDD. According
to this figure, NSDD drastically impacts VFOV where the VFOV ratio corresponding to the
minimum and maximum NSDD (0.11 mg/cm2 and 0.52 mg/cm2) for each ESDD level is,
respectively, 1.83 and 1.7.
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Table 3. Values of parameters α and β.

NSDD α β

0.11 35.308 −0.211
0.23 30.598 −0.239
0.52 20.992 −0.262

Figure 3. Effect of NSDD level on the averaged flashover voltage of the conventional insulator with
different ESDD values.

Figures 4 and 5 illustrate examples of the instantaneous leakage current and voltage dur-
ing the FOV test for two pollution levels (ESDD1 = 0.12 mg/cm2 and ESDD2 = 0.23 mg/cm2)
and two NSDD levels (NSDD1 = 0.11 mg/cm2 and NSDD2 = 0.52 mg/cm2). The current and
VFOV related to NSDD1 are lower than those corresponding to NSDD2, whatever the ESDD.
This can be explained by the fact that the greater the amount of insoluble materials, the greater
the moisture absorption, and the greater the pollution conductive layer.

Figures 6 and 7 illustrate the infrared and thermal recording during the FOV tests
related to Figure 4. The first observation is that the dry bands (DBs) appear at the region
between the shed and the trunk. Next, dry-band discharges (DbDs) and dry-band arcs
(DBAs) developed and elongated along the trunk and the sheds. The inception of DBs is
not the same, and the ESDD is kept constant. In Figure 6, the DBs are incepted at the trunk
region and are followed, after a certain time, by DbDs and DBAs. In Figure 7, DbDs and
DBAs appear quickly just after the inception of DBs at the trunk. This is clearly observed
in Figures 8 and 9, which show the visual DbD and DBA activity at the polluted insulator
with ESDD1, NSDD1, and NSDD2.
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Figure 4. Leakage current and voltage during the FOV test with ESDD1, NSDD1, and NSDD2.

Figure 5. Leakage current and voltage during the FOV test with ESDD2, NSDD1, and NSDD2.
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Figure 6. Infrared recording and thermal activity during the FOV test with ESDD1 = 0.12 mg/cm2

and NSDD1 = 0.11 mg/cm2.

Based on these observations, one can deduce that NSDD considerably affects the
resistance of the pollution layer and can be considered a key parameter for the calculation
of FOV voltage.
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Figure 7. Infrared recording and thermal activity during the FOV test with ESDD1 = 0.12 mg/cm2

and NSDD2 = 0.23 mg/cm2.

Figure 8. Visual observation of DbDs and DBAs activity with ESDD1 = 0.12 mg/cm2 and
NSDD2 = 0.11 mg/cm2.
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Figure 9. Visual observation of DbDs and DBAs activity with ESDD1 = 0.12 mg/cm2 and
NSDD2 = 0.23 mg/cm2.

3.2. Effect of NSDD on the Leakage Resistance and Surface Resistivity

Based on the conclusion of the previous section, special attention is paid to the low-
voltage leakage resistance of the different polluted insulators before DB creation related to
the FOV tests. Figures 10 and 11 illustrate the corresponding instantaneous low-voltage
leakage resistance before the FOV tests of the examples in Figures 4 and 5. The leakage resis-
tances are different and depend on the NSDD level, even though the ESDD level is the same.
For ESDD1 = 0.12 mg/cm2, the minimum resistances are: R_Min-NSDD1 = 10.75 MΩ and
R_Min-NSDD2 = 4.77 MΩ. For ESDD2 = 0.38 mg/cm2, R_Min-NSDD1 = 10.63 MΩ, R_Min-NSDD2
= 2.325 MΩ. These examples show that the minimum leakage resistance is greatly influ-
enced by NSDD, and this influence increases with both ESDD and NSDD. Indeed, the ratio
of the leakage resistance corresponding to NSDD1 and NSDD2 is 1.01 for ESDD1, while it
is 2.05 for ESDD2.

Figure 10. Leakage resistance during the low-voltage (840 V) test with ESDD1.
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Figure 11. Leakage resistance during the low-voltage (840 V) test with ESDD2.

Table 4 gives the average minimum resistance corresponding to each NSDD for the
used ESDD. According to this table, the surface resistance depends on the amount of
insoluble matter density in the pollution layer, even though the ESDD is the same. This
can be related to the influence of the porosity of the layer that changes with the kaolin
density. The greater the density, the greater the humidity absorption. The direct effect
is that the resistance decreases with the increase in the moisture contained (trapped) in
the pollution layer. On the other hand, the results of Table 4 show that the variation of
the minimum resistance is clearly observable at the extremes: ESDD1 = 0.12 mg/cm2 and
ESDD3 = 1.0 mg/cm2.

Table 4. Average minimum resistance corresponding to each NSDD for the used ESDD.

ESDD (mg/cm2)
R_minNSDD1

(MΩ)
R_minNSDD2

(MΩ)
R_minNSDD3

(MΩ)

0.12 1.62 1.03 0.73
0.38 1.57 0.88 0.57
1.00 1.20 0.60 0.20

By considering that the pollution layer is uniform and continuous at the insulator
surface, the resistance can be expressed as [9]

Rp(x) = ρs

L∫
0

dx
2πD(x)

= ρs · K f (4)

where rs is the surface resistivity, D(x) is the partial diameter until the path dx, and Kf is the
form factor. Then, the surface resistivity can be deduced from Equation (4).

Table 5 gives the average minimum surface resistivity deduced from Equation (4)
corresponding to each ESDD with a different NSDD.
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Table 5. Average minimum surface resistivity corresponding to each ESDD for various NSDD.

ESDD (mg/cm2)
Average Minimum Surface Resistivity (MΩ)

NSDD1 (mg/cm2) NSDD2 (mg/cm2) NSDD3 (mg/cm2)

0.12 4.07 2.59 2.10
0.38 3.60 2.22 1.30
1.00 3.04 1.52 0.40

Based on the values in Table 5, the variation of the surface resistivity with ESDD can
be approximated with a power function

ρs = A · ESDDB (5)

The values suggest that parameters A and B depend on the amount of NSDD and can
be approximated with the following equations

A = 1.5897 · NSDD−0.429

B = −1.3516 · NSDD − 1.0072
(6)

3.3. Modeling

The pollution resistance covering the insulator is an important parameter for the
calculation of flashover parameters. In the case of long-rod insulators, an approximation
of the form factor can be made by considering the insulator’s equivalent diameter. Then,
Equation (1) can be rewritten as

Rp = ρs
L

2πDeq
(7)

The form factor will be
K f =

L
2πDeq

(8)

Equations (7) and (8) indicate that the insulator can be reduced to an equivalent
cylinder with a length L and an equivalent diameter Deq.

One can deduce that the per-unit resistance is

rp =
ρs

Deq
(9)

By combining (3) and (9)

VFOV = L
[

N
(

ρs

Deq

)n] 1
1+n

(10)

Equation (10) gives the flashover voltage as a function of the pollution surface resistiv-
ity and form factor.

By combining (5) and (10), it yields

VFOV = L ·
{

N

[
A(ESDD)B

Deq

]n} 1
1+n

(11)

Equation (11) shows that the flashover voltage depends on the pollution level, form
factor, NSDD amount, and arc characteristics.

By comparing (1) and (11), one deduces

α = L ·
[(

N·A
Deq

)n] 1
1+n

β = B n
n+1

(12)
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According to Equation (12), α depends on the geometrical characteristics of the insu-
lator, the discharge parameters N and n, and the amount of NSDD, while β depends on
parameter n and the amount of NSDD.

For the estimation of the variation of the discharge parameters N and n with NSDD,
Equation (12) should be rewritten as a function of A, B, α, and β

n = β
B−β

N =

[(
α
L
)B ·

(
Deq
A

)β
] 1

B−β (13)

Equation (13) shows that the discharge parameters are closely related to the NSDD amount.

3.4. Estimation of Discharge Parameters

Based on Equations (12) and (13), the discharge parameters N and n are deduced and
summarized in Table 6 for each used NSDD.

Table 6. Values of parameters n and N for fog rate 3 l/h.

NSDD N n

0.11 149.45 0.214
0.23 133.60 0.211
0.52 83.61 0.173

Based on Table 6, discharge parameters N and n vary with the insoluble amount:
both N and n decrease with NSDD. The results are in accordance with the results ob-
served in [8,34] and confirmed by [11,17]. This can be related to the effect of the pollution
constituent on the discharge temperature, as proposed in [8,27].

Figure 12 illustrates the comparison between the measured average flashover voltages
and the calculated flashover voltages based on Equation (11). The calculated values are
close to the experimental values.

Figure 12. Comparison between calculated and measured flashover voltages vs. ESDD for
various NSDD.

96



Energies 2022, 15, 3782

4. Conclusions

This paper was aimed at the experimental study of the effect of NSDD on the FOV
performance of SiR insulators to establish a mathematical model of FOV voltage, taking
into account the effect of both ESDD and NSDD. The experimental results showed that for
the same ESDD, VFOV decreases with the increase in NSDD. By plotting VFOV and ESDD,
it was found that coefficients α and β vary with the amount of NSDD.

The infrared and thermal recording during FOV tests showed that DBs appear at the
region between the shed and the trunk. Next, the DbDs and the DBAs developed and
elongated along the trunk and the sheds. The inception of DBs and the development of
DbDs and DBAs are closely related to the NSDD amount.

The surface resistance depends on the amount of insoluble matter density in the
pollution layer, even though the ESDD is the same. Then, the variation of the surface
resistivity with ESDD and NSDD was proposed.

The link between FOV voltage equations based on the Obenaus model and the em-
pirical equations based on ESDD was established. The equivalence between the discharge
parameters N and n and the coefficients α and β was proposed. Based on the model and
the experimental results, it was deduced that N and n are not constant and depend on the
NSDD amount.
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Abstract: For the benefit of knowing the method of insulator deicing using hot water, this paper
investigated the physical aspects of propagation and the spatial temperature distribution of a hot
water jet in the air. The numerical calculation model for the water jet flow field was established and
validated, and the temperature spatial variation rule and influencing factors of the water jet were
analyzed. The results indicate that the water column breaks as the distance increases. The numerical
calculation results and the experimental results of the water jet flow field were approximated. As the
distance increases, the mass entrainment rate of the water jet gradually increases, and the normalized
axis velocity decreases approximately linearly. The jet temperature rises with the rise in the initial
temperature of the hot water, and the rising rate decreases with the increase in distance. The
temperature of the water jet falls as the jet distance increases. With the rise in the outlet pressure, the
temperature of the water jet drops slightly. The influence of environmental wind speed on the water
jet temperature is more significant than ambient temperature—the water jet temperature increases
as the nozzle diameter increases. The thorough deicing efficiency is most outstanding when the hot
water output temperature is around 86 ◦C and the jet pressure is ~3.5 MPa.

Keywords: insulator; deicing; hot water jet; numerical calculation; temperature spatial distribution

1. Introduction

Since the 20th century, the icing problem has posed a danger to the security of trans-
mission line operations. Icing significantly downgrades transmission lines’ mechanical and
electrical performance, and threatens the power grid’s stable operation [1,2]. The icing of
wires and insulators has the most significant impact on the power grid. After the insulator
is coated with ice, its electrical performance declines sharply. Ice flashover may lead to
tripping in severe cases and interrupt the power supply [3–7].

At present, the deicing technology for transmission lines and equipment is mainly
aimed at wires and substation equipment. According to the working principle [8–10], the
deicing methods mainly include thermal deicing (relying on a deicing medium and ice layer
heat exchange) [11], mechanical deicing (relying on external mechanical force to destroy the
ice layers’ bonding state) [12], and natural passive deicing (depending on ice layer gravity
and other factors) [13]. Among them, the DC ice-melting technology [14] has the advantage
that the ice-melting line does not consume reactive power. Still, the cost of the ice-melting
device is high, the equipment utilization rate is low during the non-melting period, and
it does not apply to ice-covered insulators. Wei et al. [15] controlled a deicing robot to
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move on a steel tube simulating wire at a certain speed, and deicing was achieved through
the cutting of the deicing knife and vibration of the robot arm; however, this method is
inefficient, and cannot remove the icing from insulators.

To protect the insulator from ice flashover and tripping, manual deicing was used in
the past, with an excellent safety profile and low efficiency. At present, the existing deicing
methods for insulators include laser or infrared deicing, hot air deicing, etc. [16–20]. In [16],
Zhu used a CO2 laser with a power of 35 W, and put forward an experimental scheme of
deicing by combining laser thermal melting with ice gravity. The experiment indicated that
removing 1 kg of ice consumes 90 kJ of energy and takes 26 min. However, a high-power
laser and long-term irradiation may cause thermal damage and thermal stress damage
on the surface of the porcelain insulator, so the laser operation needs to be meticulous
and professional [17]. The authors of [18] carried out infrared deicing experiments; it was
found that under the experimental conditions (the temperature of the infrared emission
device and the ice distance) of 1073 K, 100 cm, and 2073 K, 40 cm, the melting of 6.5 kg
ice took 1746 s and 1002 s, respectively. The research results of [19,20] show that hot air’s
temperature and outlet velocity are key factors affecting the deicing efficiency; its deicing
efficiency is lower than that of infrared rays. Therefore, the critical power and irradiation
time to avoid insulator damage are difficult to control when laser deicing is used. In
comparison, the downside of infrared ray or hot air deicing is that the amount of deicing
per unit of time is negligible.

The deicing methods above essentially take advantage of heat conduction and convec-
tion to complete the heat transfer between the ice and the deicing medium. Water has a
larger specific heat capacity and thermal conductivity than air. The convective heat transfer
coefficient between the water jet and ice is more significant than between hot air and ice at
the same flow velocity [21]. Moreover, using a hot water jet can prevent insulator damage
more easily. Regarding water jet deicing, the relationship between deicing efficiency using
a water jet at room temperature and jet pressure and ice layer temperature was studied
preliminarily in [22,23], which revealed that increasing the ice layer temperature helps
deicing. At present, hot water deicing has been used in road deicing and other fields [24,25],
and related numerical simulation and laboratory research has been carried out on hot water
deicing for EMUs (electric multiple units) [26]. Therefore, a hot water jet can be used as a
deicing medium for the insulator to study its deicing efficiency and influencing factors.

This research focuses on the physical properties and temperature distribution of
hot water jet propagation in the air. Experiment and numerical calculations were used
to investigate the effects of the initial temperature of hot water, jet distance, and outlet
pressure on the spatial distribution of jet temperature. The numerical and experimental
results of the water jet flow field are similar. According to the research findings, the melting
process of the insulator surface under the action of hot water was also researched, as
well as the deicing efficiency and safety distance of hot water deicing technology. The
findings confirm theoretical study of hot water deicing, and indicate the mechanisms and
parameters influencing insulator deicing.

2. Physical Process of Hot Water Deicing

The main principle of hot water deicing for the insulator is to transfer the heat and
energy of hot water to the ice using a water jet device with high pressure. The ice gradually
melts and falls off under hot water jet melting and impact force, as shown in Figure 1. The
hot water jet arrives from the left, and the ice falls to the right, as marked by the red circle
and lines. The physical process consists of two stages:
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(a) 

 
(b) 

Figure 1. Hot water deicing process of an LXY-120 glass insulator. (a) Process from 0 s to 120 s at 30 s
intervals; (b) Ice falling off.

(1) High-speed hot water jets from the nozzle outlet to the ice layer (Figure 1a). The
reference temperature, wind speed, nozzle diameter, ambient temperature, injection
distance, and outlet pressure on the spatial distribution of water jet temperature will
determine the technical parameters of the hot water deicing device. This paper will
focus on this process;

(2) The hot water causes the ice to melt and shed through convective heat transfer and
impact force (Figure 1b). The insulation performance of the water jet needs to be
considered in the actual deicing operation. It is necessary to investigate the influence
of jet distance, water conductivity, and outlet pressure on the water jet’s leakage
current in order to validate the shortest deicing length under various combinations of
water conductivity and outlet pressure.

3. Numerical Model of Water Jet Flow Field

The study of the temperature distribution of water jets in space was carried out via
ANSYS FLUENT numerical calculation and the experimental verification of the Xuefeng
Mountain Natural Icing Test Base of Chongqing University.

3.1. The Physical Structure of the Nozzle

According to the shape of the inner hole, the nozzles can be cylindrical, conical-straight,
streamlined, etc. The conical-straight nozzle is the most commonly used water jet nozzle
due to its significant flow coefficient [27–29]. The conical-straight nozzle was taken as the
prototype, and its physical model was simplified and obtained, as shown in Figure 2. The
parameters of the nozzle structure is shown in Table 1.

d

L l

D

l
Figure 2. Schematic diagram of the nozzle structure.
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Table 1. Parameters of the nozzle structure.

Parameters D (mm) l′ (mm) L (mm) α (◦) d (mm)

7 10 5 45 1–2

The nozzle structure parameters mainly include inlet diameter D, outlet diameter d,
contraction angle α, length of converging section L, the ratio of smoothing section length to
outlet diameter—that is, l/d—and access section length l′.

3.2. Geometric Model and Meshing of the Water Jet Flow Field

The size of the three-dimensional flow field was set to 5 m × 4 m × 4 m to investigate
the effects of side wind on the properties of the jet flow field. When meshing, the mixed grid
was applied in the computational domain (Figure 3), divided into two parts: the near-axis
area through which the water jet flows, and the far-axis area away from the water jet. The
scope of the paraxial area was 1 m. The above two areas had meshed independently. The
near-axis area was meshed using a hexahedral grid with better calculation performance.
The grid size increased gradually from the inside to the outside with a growth rate of 1.2,
and the initial minimum edge length was 0.1 mm. The far-axis area was meshed using a
tetrahedral–hexahedral mixed grid with a larger size, as shown in Figure 3.

Figure 3. Different meshing and boundary condition settings of the water jet flow field.

At least four different grid calculations must be performed in order to analyze the
grid convergence test, as show in Figure 3. As the mesh density increased, the velocity
distribution on the axial section at the nozzle exit remained the same, and there was no
significant difference. Furthermore, the change rate of the inlet and outlet pressure drop
between adjacent grids was less than 0.9%. Therefore, the physical model and discrete
format used in the calculation have spatial convergence and numerical stability, and the
selection of a coarser grid number is sufficient to meet the accuracy requirements of
the calculation.

3.3. Calculation Model and Governing Equation

After flowing through the contraction section of the nozzle, the high-speed water
is turbulent, and turbulent diffusion and momentum exchange with the ambient air oc-
curs violently [30]. Therefore, the nozzle jet belongs to the gas–liquid two-phase flow
problem, and in the calculation of the jet flow field of the nozzle, the high-pressure wa-
ter jet belongs to the state of high turbulence. Therefore, selecting a suitable turbulence
model and multiphase flow model is necessary. The turbulence model selects standard k–ε
governing equations.

The standard k–ε model is suitable for a flow field with low swirl intensity and regular
wall shape, and it is a semi-empirical model based on model transport equations for the
turbulent viscosity (μt), turbulent kinetic energy (κ), and its dissipation rate (ε), which are
given by:

μt = ρCμ
k2

ε
(1)
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∂(ρκ)

∂t
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ε2

κ
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where Gk represents the generation of turbulent kinetic energy due to the mean velocity
gradients in these equations, Gb is the turbulent kinetic energy produced by buoyancy, and
YM fluctuates due to excessive diffusion of incompressible turbulence. C1ε, C2ε, C3ε, and Cμ

are constants, σk and σε are the turbulence Prandtl numbers for k and ε, respectively, and
Sk and Sε are user-defined. The model constants C1ε, C2ε, C3ε, σk, and σε were assumed to
have the following values: C1ε = 1.44, C2ε = 1.92, Cμ = 0.09, σk = 1.0, and σε = 1.3.

Since the VOF (volume of fluid) model is applicable to solve the spatiotemporal
distribution of gas–liquid interface in stratified flow, sloshing, dam breaking, jet attenuation,
etc. [31], the VOF model was selected for the multiphase flow model.

In the VOF model, the content of each phase fluid in each calculation unit is characterized
by the volume fraction α. For example, in the case of q kinds of fluids, the volume fraction of each
phase is α1, α2, . . . , αq, and each volume fraction satisfies α1 + α2 + . . . + αq = 1. The governing
equations of the VOF model mainly include the volume fraction equation, momentum
equation, and energy equation (Appendix A).

Assuming that the density changes of water and air can be ignored, the viscous flow in
the computational domain is incompressible. The solver adopts the transient and pressure-
based implicit solution, and the energy equation is opened to solve the jet temperature
field simultaneously. The wall function in the standard k–ε turbulence model is set as the
standard near-wall function. In the VOF two-phase model, the primary phase is air, and
the secondary phase is water. The relationship between the physical parameters—such as
thermal conductivity, viscosity, and specific heat capacity—and air and water temperatures
is input into the material property column.

3.4. Boundary Conditions

The setting of boundary conditions of the computational domain is shown in Figure 3.
The pressure reflects the nozzle outlet speed, and the relationship between them can be
obtained from the literature [32]. Therefore, the nozzle inlet was set as the pressure inlet,
and the pressure direction was perpendicular to the nozzle inlet surface. The turbulence
intensity I and hydraulic diameter DH of the inlet can be calculated by Equation (4):{

I = 0.16 × (ReD)
−1/8

DH = D
(4)

where ReD is the Reynolds number of the flow in the nozzle, and DH is equal to the ratio of
four times the flow area to the wetting circumference. DH is the nozzle inlet diameter D for
flows in a circular tube.

The volume fraction of water at the nozzle inlet was kept at 1, and the inlet temperature
was set as the initial temperature of the hot water. The inner wall of the nozzle was set to
have no sliding wall surface, and the wall material was set as steel. The nozzle outlet–air
interface was set as the internal boundary. The front and back boundaries were selected as
the velocity inlet in the external flow field area, used to simulate the transverse wind speed.
The velocity direction was perpendicular to the jet axis. The upper and lower boundaries
and the left and right boundaries were the pressure outlets. A pressure value was 0.1 MPa,
one barometric pressure, and the temperature value was the ambient temperature. Before
starting the calculation, the computational domain was initialized by filling the domain
with air and setting the initial temperature as the ambient temperature.
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For non-steady-state numerical simulation, it is necessary to determine the number of
grids used, the time-step size, and the non-correlation with the calculation results—that
is, the grids should be verified for non-correlation and time-independence. The four grid
numbers were tested for independence according to the time step of 0.001 s.

After selecting the fixed number of grids, we set the Courant number to four levels
from small, and chose the time step according to the convergence and error of the iterative
residuals. In general, the Courant number is essential in explicit differential method
schemes, and it should be small in order to ensure stability. The maximum control residual
is 0.0001 in the iterative calculation. The numerical values used for the thermal parameters
of water and air are shown in Table 2.

Table 2. The numerical values used for the thermal parameters.

Properties
Density
(kg/m3)

Cp
(J/(kg K))

Thermal Conductivity
(W/(m K))

Viscosity
(kg/(m s))

Reference Temperature
(◦C)

Air 1.225 1006.43 0.0242 1.7894e-05 25
Water 998.2 4182 0.65 0.001003 24.85

4. Numerical Calculation Results and Validation of the Water Jet Flow Field

4.1. Numerical Calculation Results of Water Jet Flow Field

Taking the outlet pressure of 3 MPa as an example, when the wind speeds are 0 m/s
and 3 m/s, the temperature and velocity contours of the water jet cross-section are shown
in Figures 4 and 5, respectively.

 
(a)  

 
(b)  

Figure 4. The numerical calculation results of the water jet when the ambient wind speed is 0 m/s:
(a) The temperature contour of the water jet. (b) The velocity contour of the water jet.
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(a)  

 

(b)  

Figure 5. The numerical calculation results of the water jet when the ambient wind speed is 3 m/s:
(a) The temperature contour of the water jet. (b) The velocity contour of the water jet.

It can be seen from Figures 4 and 5 that regardless of the presence of ambient wind,
after the water jet sprays from the nozzle, the jet temperature and velocity gradually
decrease along the axial direction, and the radial diffusion width gradually increases.
Compared with 0 m/s, the core part of the temperature and velocity of the water jet is
shifted along the direction of the wind speed due to the transverse wind blowing.

The temperature and velocity attenuation of the water jet are negatively correlated
with the air entrainment along the way or the jet distance [33]. Figure 6 shows the velocity
vector diagram at the nozzle outlet; the color difference represents the difference in speed.
It can be seen from the figure that the high-speed water jet and the ambient air converge at
the nozzle outlet, and the velocity value and direction of the two fluids are different. Under
the entrainment of the longitudinal vortex [33], air approaches the main body of the water
jet and turbulently moves forward with it, forming a gas–liquid two-phase mixed layer
at the jet boundary. The violent momentum exchange and heat transfer occur between
the entrained air and the water column, so the entrainment degree of the water jet is an
essential factor affecting the jet’s temperature and velocity.

105



Energies 2022, 15, 2298

 

Figure 6. Enlarged view of the velocity vector at the nozzle outlet.

The velocity of the jet along the axis decays, and most of the energy is transferred to the
surrounding fluid. The velocity of the jet body decreases, but more and more surrounding
fluid moves forward together with the jet body under the entrainment of the longitudinal
vortex, so that the flow rate of the jet fluid increases gradually along the path.

The mass entrainment rate J is defined to represent the entrainment degree of the jet
to the air [34,35]; that is:

J =
Qx − Q0

Q0
(5)

where Qx is the mass flow rate (kg/s) in the range where the minimal axial jet velocity is
0.5Um on the radial cross-section at the distance of x away from the nozzle outlet, Um is the
maximum axial velocity on the radial cross-section (m/s), and Q0 is the mass flow rate at
the nozzle outlet (kg/s).

Figure 7 shows the mass entrainment rate and the axial distance when the outlet
pressures are 4, 3, and 2 MPa. It can be seen from the figure that the mass entrainment rates
under the three pressures increase with the increase in the axial distance and, especially
when the distance x > 2.5 m, the mass entrainment rates increase rapidly. The above
phenomenon indicates that, as the distance increases, more and more air is gradually
entrained at the jet edge and approaches the center of the water jet. The edge of the water
jet is “torn” by the air and gradually separates from the main body of the water column,
forming a boundary layer with a lower velocity. Therefore, the jet’s temperature and
velocity decrease progressively along the axis, and its diffusion width gradually increases.

x

Figure 7. Mass entrainment rates under different outlet pressures.

4.2. Experimental Validation

The diffusion state of the water jet in the experiment is shown in Figure 8. The water
column was photographed in sections with a high-speed camera to observe the internal
flow of the water jet. The photographed results are shown in Figure 9 (test condition:
the frame rate of the high-speed camera is 100 frames/second; in Figure 9a–c the nozzle
diameter is 1.2 mm, and the outlet pressure is 1.5 MPa; Figure 9d shows the comparison of
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experimental results under different distance away from the nozzle, outlet pressures and
nozzle diameters).

 

Figure 8. The diffusion state of the water jet.

(a) (b) 

  
(c)  (d) 

Figure 9. The state of the water jet (high-speed photography): (a) 1 m; (b) 2 m; (c) 3 m; (d) Com-
parison of experimental results under different distance away from the nozzle, outlet pressures and
nozzle diameters.

Time represents the acquisition time of a high-speed camera, which is in a steady state.
Steady state refers to the obvious law of the water jet at this distance under the condition of
a specific nozzle outlet, as can be obtained from the following results:

(1) The distance affects the shape of the water jet. The water jet within 1 m is compact
in Figure 9a, and the water column is straight, transparent, and dense. The cross-
section width of the water column is clear, and the air is less mixed. According to
the experiment results in Figure 9d, the compact segment’s length is related to the
nozzle diameter and outlet pressure. To be specific, by comparing the water column
states in the first two pictures, we can see that the compactness of the water column
of 1.5 MPa is better, and the cross-section width of the water column is clearer than
that at 0.5 MPa. Therefore, the length of the compact segment grows larger when the
outlet pressure rises. Similarly, by comparing the water column states in the last two
pictures, it can be seen that the water column of 2 mm nozzle diameter at 2 m is more
compact than that of 1.2 mm nozzle diameter—that is, the compact segment extends
as the nozzle diameter increases;

(2) After the dense water column enters the air, it has strong friction with the air, the
section widens, and the speed slows down. The water column is gradually doped
with air, and the jet edge begins to diverge into water mist. The boundary layer of the
water column gradually blurs, as shown in Figure 9b;
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(3) With the increase in distance, the jet entrains more air, causing the randomness
of movement to become greater, and the water column diverges accordingly. For
example, “break” occurs after the jet distance reaches 3 m in the condition of 1.2 mm
nozzle diameter and 1.5 MPa outlet pressure, as shown in Figure 9c. With the increase
in water jet injection distance, air entrainment intensifies, and the water column
gradually absorbs air. Due to the doping of air, the motion of the water jet is slow and
random, and the velocity is reduced to a slower speed. With the increase in jet length,
the jet absorbs more and more air and is isolated into multiple water blocks by the air,
resulting in a “break”;

(4) Figure 9d shows that we have carried out experiments under different nozzle outlet
conditions, and the test results show that the length of the water jet compact section
is related to the nozzle diameter and the outlet pressure. Because the jet direction is
from the right side to the left side of the picture, the water jet’s gravity effect is more
obvious after the speed is reduced, resulting in the water jet state showing a low left
and high right state.

The jet temperature was measured at different distances. Table 3 shows the experimen-
tal conditions of each group. Each group was measured three times, and the average value
was taken. The inlet and boundary conditions of the simulation model were set according
to the experimental conditions, and the corresponding numerical calculation results were
obtained. Since the temperature measured in the test was the average temperature of the
water jet, it was necessary to integrate the radial temperature of the numerical results in
order to obtain the average numerical calculation temperature Tave.

Tave =

n
∑
1

Ti · Δh

H
(6)

where Ti is the temperature of the grid nodes, n is the number of grid nodes, Δh is the grid
height, and H is the diffusion width of the water jet.

Table 3. The validation experiment parameters of water jet temperature.

Test Serial Number
Ambient

Temperature (◦C)
Average Wind Speed

(m/s)
The Initial Temperature of

Hot Water (◦C)
Outlet Pressure

(MPa)

1 2 3.4 80 2.2
2 0.2 3.9 65 3.0
3 1.5 4.7 55 4.0

Figure 10 depicts a comparison between numerical results with experimental water
jet temperature readings. It can be seen that the two are in excellent accordance, showing
that the numerical water jet calculation model is reasonable and that the attenuation law
of the water jet temperature may be derived from it. The difference is concentrated in
0–2 m and 4–5 m, because the entrainment rate of the jet increases with the increase in the
axial distance—especially when the distance x > 2.5 m—and the mass entrainment rate
increases rapidly.
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x

Figure 10. Comparison between experimental and simulation values of water jet temperature.

At the same time, in order to verify the rationality of the numerical calculation of water
jet velocity, the simulation calculation of the axial velocity of a 1.5 mm nozzle at outlet
pressures of 4, 3, and 2 MPa was carried out. The comparison between the calculated value
of the normalized axial velocity Um/U0 at different distances and the experimental value
is shown in Figure 11, where Um is the maximum axial velocity on the radial cross-section
(m/s), and U0 is the velocity at the nozzle outlet (m/s).

U
U

x d

Figure 11. Comparison between numerical calculation results and experimental value (References [36,37])
of axis velocity.

The following can be seen from Figure 11:

(1) Under the three outlet pressures, although the velocity at the nozzle outlet is differ-
ent, the attenuation law of the normalized axial velocity along the axial direction is
virtually the same;

(2) The fluid velocity at the nozzle inlet is low. The velocity increases sharply after the
conical contraction section, and reaches its maximum at the nozzle outlet. The jet velocity
gradually decreases after leaving the nozzle, and the velocity decays rapidly within a
short distance from the nozzle outlet, and then approximately declines linearly;

(3) Taking the numerical result of 4 MPa as an example, when x = 1000d—that is, 1.5 m
away from the nozzle outlet—the axial velocity Um = 57.11 m/s, which decreases
to 64.73% of the outlet velocity (U0 = 88.23 m/s). When x = 2500d—that is, 3.75 m
away from the nozzle outlet—the axial velocity Um = 22.25 m/s, which decreases to
25.22% of the outlet velocity U0. The numerical simulation results agree well with
the experimental results in the literature [36,37]; that is, the axial velocity of the water
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jet shows linear attenuation, and the axial velocity is ~0.7U0 at 1000d and ~0.25U0
at 2500d.

In summary, the relative error between the numerically calculated results of water
jet temperature and axial velocity and the experimental result is small. Therefore, the
simulation calculation of the water jet in this paper can reflect the characteristics of the
water jet flow field well, and the reliability of the numerical calculation model is validated.

According to the optimization method given in the literature [27], the optimal deicing
effect parameters in a specific environment can be obtained. For the 1.2 mm diameter
nozzle, the ambient temperature is −3 ◦C, the wind speed is 3 m/s, the icing weight is
2 kg/piece, and the distance is 2 m. The optimal initial hot water temperature and jet outlet
pressure values are 86.07 ◦C (35–100 ◦C) and 3.49 MPa (1–7 MPa), respectively. The total
deicing efficiency is optimal when the hot water outlet temperature is around 86 ◦C and
the jet pressure is around 3.5 MPa.

5. Analysis of Factors Affecting the Spatial Distribution of Water Jet Temperature

5.1. The Effect of the Initial Temperature of the Hot Water

In order to ascertain the relationship between the water jet temperature at different
distances and the initial temperature, the test conditions were set as 1.2 mm, −1 ◦C, 3 m/s,
and 3 MPa (from left to right are the nozzle diameter, ambient temperature, wind speed,
outlet pressure, and the same below), and the results are shown in Figure 12.

Figure 12. Relationship between water jet temperature and the initial temperature of the hot water.

The following can be concluded from the above Figure:

(1) The temperature of the water jet is positively correlated with the hot water’s initial
temperature. Compared with 35 ◦C, the water temperatures of 50–95 ◦C increased the
jet temperature by 33.67%, 86.73%, 119.48%, and 172.82%, showing an approximately
linear increase;

(2) The rate of water jet temperature increase with the initial temperature of the hot water
is negatively correlated with distance—that is, the longer the distance, the lower the
growth rate. As shown in Figure 12, when the distance increases from 1 m to 5 m, the
increase rate of the jet temperature decreases from 0.72 to 0.06. With the increase in
the jet distance, the difference between the initial temperature of the hot water and
the temperature when it reaches the ice layer becomes larger—that is, the effect of the
former weakens.

5.2. The Effect of Jet Distance

In order to study the change rule of water jet temperature in the axial direction, the
test conditions were set as 1.2 mm, −1 ◦C, 3 m/s, and 4 MPa in order to ascertain the
temperature of the water jet at different distances.
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As shown in Figure 13, the temperature of the water jet is negatively correlated with
the distance when the environmental parameters remain constant.

Figure 13. Relationship between water jet temperature and distance.

5.3. The Effect of Outlet Pressure

The outlet pressure was set as 2 MPa, 3 MPa, and 4 MPa, the ambient temperature
was –1 ◦C, and the wind speed was 3 m/s. The relationship between the temperature at
2 m and the outlet pressure at different initial temperatures of hot water was determined,
as shown in Figure 14.

 
Figure 14. Relationship between the temperature of the water jet and the pressure at the outlet.

As can be seen from Figure 14, the water jet temperature decreases slightly with outlet
pressure. Compared with 2 MPa, the temperatures at 3 MPa and 4 MPa were reduced by
3.66% and 7.49%, respectively.

The temperature change of the water jet in the air is a convective heat transfer problem.
According to the literature [21,38], this kind of problem can be qualitatively analyzed based
on the following equations:

q′′ = h(Ts − T∞) h = kNu/L Re =
Lu∞

ν
(7)

where q” is the convective heat flux, representing the convective heat transfer in units of
time; h is the convective heat transfer coefficient; Ts is the water jet temperature; T∞ is the
air temperature; k is the thermal conductivity of air; L is the heat transfer characteristic
length, here referring to jet distance; the Nusselt number Nu is positively correlated with
the Reynolds number Re; u∞ is the relative velocity between the water jet and the air, which
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is mainly determined by outlet pressure and wind speed; and v is the kinematic viscosity
of air.

When other factors such as ambient temperature and wind speed remain constant,
u∞ increases as the outlet pressure increases. This causes the Reynolds number Re, the
convective heat transfer coefficient h, and convective heat flux q” to increase accordingly at
the same distance from the nozzle outlet. The increase in q” means more heat is transferred
from the water jet to the ambient air within the same time. Therefore, the water jet
temperature decreases with the rise in the outlet pressure.

5.4. The Effect of Ambient Temperature

Taking the conditions of −1 ◦C, 0 m/s, and 3 MPa as the control group, the simulation
conditions of the other four groups were −7, −6, −4, and −2 ◦C, respectively. The water
jet temperature at different ambient temperatures is shown in Figure 15.

 
Figure 15. Relationship between water jet temperature and ambient temperature.

When the initial temperature of hot water and the ambient wind speed are constant,
the temperature of the water jet decreases with the decrease in the ambient temperature,
which is generally linear. Each time the ambient temperature decreases by 1 ◦C under this
condition, the water temperature decreases by approximately 0.375 ◦C.

It can be speculated from Equation (4) that as the ambient temperature T∞ drops, the
temperature difference Ts–T∞ between the water jet and the air increases. At the same time,
the effect of the ambient temperature change (from −7 ◦C to −1 ◦C) on the convective heat
transfer coefficient h can be ignored. Therefore, the convective heat flux q” increases and,
thus, the water jet temperature decreases with the decrease in the ambient temperature.

At the same time, by comparing the slopes of the curves at different distances, it
can be seen that the further the distance, the faster the water temperature will rise with
the increase in ambient temperature. The ambient temperature change at close range has
almost no effect on the water jet temperature. The air content in water jets may cause this
variation trend to rise with the increasing distance.

5.5. The Effect of Environmental Wind Speed

To study the degree of influence of wind speed on the attenuation of the water jet
temperature, the conditions of −1 ◦C, 0 m/s, and 3 MPa were taken as the control group,
and the other two groups were −1 ◦C, 1.5 m/s, 3 MPa and −1 ◦C, 3 m/s, 3 MPa. The
relationship between water jet temperature and wind speed was calculated, as shown in
Figure 16.
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Figure 16. Relationship between water jet temperature and wind speed.

As shown in Figure 16, when the initial temperature of the hot water and the ambient
temperature are constant, the temperature of the water jet decreases as the wind speed
increases. Compared with the windless condition, the water jet temperatures of 1.5 m/s
and 3 m/s reduced by 7.59% and 13.46%, respectively.

The effect of wind speed on the water jet temperature is greater than that of the
ambient temperature. For example, when the initial temperature of the hot water is 95 ◦C,
compared with the calculated result of the control group (−1 ◦C, 0 m/s), as the ambient
temperature decreases by 3 ◦C, the temperature of water jet at 3 m drops from 49.15 ◦C to
47.9 ◦C, which is a decrease of 1.25 ◦C. However, when the ambient wind speed increases
by 3 m/s, the temperature of the water jet at 3 m decreases by 16.23 ◦C.

When the wind speed increases, the relative velocity u∞ between the water jet and
the air increases, which eventually causes the heat loss of the water jet to increase within
the same time. Moreover, according to our field tests on water jets in windy conditions, it
appears that the compactness of the water column becomes worse with increasing wind
speed. The mixing of air into a water jet would enhance the convective heat transfer
and, thus, accelerate the attenuation of the water jet temperature. Therefore, the temper-
ature of the water jet decreases as the wind speed increases, and the increase in wind
speed has a more significant impact on the water jet temperature than the decrease in
ambient temperature.

5.6. The Effect of Nozzle Diameter

Taking three nozzle diameters of 1.2 mm, 1.5 mm, and 2 mm as examples, the relation-
ship between water jet temperature and nozzle diameter at 2 m was calculated under the
boundary conditions of 1.5 MPa outlet pressure, with environmental parameters of −1 ◦C
and 0 m/s, as shown in Figure 17.

Figure 17. Relationship between water jet temperature and nozzle diameter.
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Increasing nozzle diameter can improve water jet temperature when the other param-
eters are the same. Since air damages the water column structure from the outer layer to
the inner core, the thicker water column has a greater ability to withstand damage to its
core, and a better ability to retain heat. Therefore, when the initial temperature of the hot
water is constant, the larger the nozzle diameter, the smaller the temperature drop would
be at the same distance.

For example, when the nozzle diameter increases from 1.2 mm to 2 mm, the water
jet temperatures at 2 m distance of 80 ◦C, 65 ◦C, and 45 ◦C initial temperature increase
from 54.32 ◦C, 46.41 ◦C, and 30.87 ◦C to 63.15 ◦C, 54.02 ◦C, and 40.58 ◦C respectively, with
increases of 16.27%, 16.40%, and 31.45%. The lower the initial temperature of the hot water,
the more the nozzle diameter will increase the temperature of the water jet.

6. Conclusions

This paper studied the characteristics of a hot water jet in the air. The numerical
calculation model of the water jet flow field was established and verified. The effects of the
initial temperature of the hot water, jet distance, outlet pressure, nozzle diameter, ambient
temperature, and wind speed on water jet temperature were studied. The main conclusions
are as follows:

(1) The water column in the initial segment of the water jet is compact. The increase in
distance will cause the water jet to diverge gradually, and the boundary layer will
become blurred. After reaching a certain distance, the water jet “breaks”;

(2) The numerical results of the hot water jet calculations are consistent with the results of
the field studies. The mass entrainment of the water jet increases with the increasing
distance. Under the three outlet pressures, the attenuation law of normalized axial
velocity of the water jet along the axial direction is the same, and decreases approxi-
mately linearly. When the distance x = 1000d, Um = 0.63U0, and when the distance
x = 2500d, Um = 0.25U0;

(3) The water jet temperature is negatively correlated with distance and outlet pressure,
and the distance has a greater impact. The water jet temperature is positively corre-
lated with the initial temperature of the hot water, and the increase in distance will
weaken the influence of the initial temperature of the hot water. When the ambient
temperature and wind speed change the same value, the wind speed is greater than
the ambient temperature. Increasing the nozzle diameter can increase the flow rate,
effectively increasing the water jet temperature. According to the effective laws of
the above factors on the spatial distribution of water jet temperature, the optimal
parameter for ice melting can be obtained theoretically, which will be discussed in
future work.

The convective heat transfer coefficient between the water jet and ice is more signifi-
cant than that between hot air and ice at the same flow velocity; therefore, hot water deicing
has great advantages over laser deicing. In addition, based on the results of the water jet
research in this paper, the efficiency of hot water deicing can be further optimized. Further-
more, the water jet properties may also have other applications, such as the generation of a
photoacoustic effect [39–41], water jet cutting [42], trenching the seafloor using specifically
designed water jetting tools [43], deburring technology, or cavitation [44,45].
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Abbreviations

EMUs Electric multiple units
VOF Volume of fluid

Appendix A

(1) The governing equations of the VOF model

The governing equations of the VOF model mainly include the volume fraction
equation, momentum equation, and energy equation.

(a) Volume fraction equation

For the q-phase fluid, the continuity equation containing its volume fraction is as follows:

1
ρq

[
∂

∂t
(
αqρq

)
+∇ ·

(
αqρq

→
vq

)
= Sαq +

n

∑
p=1

( •
mpq − •

mqp

)]
(A1)

where αq is the volume fraction of the q-phase fluid,
→
v q is the fluid velocity (m/s),

.
mqp

represents the mass transfer from the p-phase fluid to q-phase fluid,
.

mqp is the mass transfer
from the q-phase fluid to p-phase fluid, and the default source term Sαq is zero. The volume
fraction of each phase can be calculated from the following formula:

n

∑
q=1

αq = 1 (A2)

The fluid properties in each unit (such as density, viscosity, and other parameters)
are jointly determined by each phase fluid, and the weight is the volume fraction of each
phase. For example, for systems containing p and q two-phase fluids, the density of each
calculation unit is calculated as follows:

ρ = αpρp +
(
1 − αp

)
ρq (A3)

(b) Momentum equation

Since the fluid properties of each computational unit take the weighted average of
each phase, the momentum equation in the computational domain applies to each phase.
The velocity field shared by all phases is obtained by solving the same momentum equation,
as shown in Equation (6). The volume fraction of each phase jointly determines the density
and viscosity in the momentum equation.

∂

∂t

(
ρ
→
v
)
+∇ ·

(
ρ
→
v
→
v
)
= −∇p +∇ ·

[
μ

(
∇→

v +∇→
v

T
)]

+ ρ
→
g +

→
F (A4)

where μ is the viscosity (kg/m·s),
→
v is the fluid velocity (m/s), and

→
F is the force (N).

(c) Energy equation

The energy equation between each phase is as follows:

∂

∂t
(ρE) +∇ ·

(→
v (ρE + p)

)
= ∇ ·

(
ke f f∇T

)
+ Sh (A5)
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The VOF model takes energy (E) and temperature (T) as the mass average:

E =
∑n

q=1 αqρqEq

∑n
q=1 αqρq

(A6)

where E is energy (J/kg), kcff is the effective thermal conductivity (W/m·K), and Sh is the
source term, including the volume heat source from radiation;

(2) Experimental equipment

In this test, the rated power of the high-pressure source is 2.2 kW, the working pressure
of the pump head is adjustable, and the maximum flow rate is 14 L/min. The main working
element of the high-pressure source is a high-pressure plunger pump. The plunger’s
external pulling and internal pushing make the pump pressure different from the inlet and
outlet pressure, thereby sucking or discharging liquid.

The high-pressure water pipe has a rated pressure of 28 MPa. To prevent excessive
heat loss when hot water circulates within it, the high-pressure water pipe is wrapped with
an NBR (nitrile rubber) pipe with an inner diameter of 16 mm and a thickness of 5 mm.
After measurement, the temperature difference between the inlet and outlet of the hot
water after the rubber tube is within 5 ◦C, and the heat preservation effect is good.

The nozzle is a key element that converts the pressure energy of the water flow in
the high-pressure water pipe into kinetic energy. In the experiment, two stainless steel
cone-shaped nozzles of 1.2 mm and 2 mm in diameter are used, as shown in Figure 1. There
is pressure loss during the transmission of water flow in the pipeline system, so the outlet
pressure of the nozzle affects the spray state and spatial temperature distribution of the
water jet; thus, a stainless steel pressure gauge is installed between the end of the nozzle
and the high-pressure water pipe in order to measure the outlet pressure; its measurement
range is 0–10 MPa, and its resistant medium temperature is −40 ◦C~260 ◦C.
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Abstract: One of the most important causes of insulation system failure is the breakdown of the
interface between two solid dielectrics; understanding the mechanisms governing this breakdown
phenomenon is therefore critical. To that end, investigating and reviewing the practical limitations of
the electrical breakdown strength of solid–solid interfaces present in insulating components is the
primary objective of this work. The published literature from experimental and theoretical studies
carried out in order to scrutinize the effects of the presence of solid–solid interfaces is investigated and
discussed, considering macro, micro, and nano-scale characteristics. The reviewed literature suggests
that solid–solid interfaces in accessories have non-uniform distributions of electrical fields within
them in comparison to cables, where the distribution is mostly radial and symmetrical. Many agree
that the elastic modulus (elasticity), radial/tangential pressure, surface smoothness/roughness, and
dielectric strength of the ambient environment are the main parameters determining the tangential
AC breakdown strength of solid–solid interfaces.

Keywords: cable insulation; contact surface; dielectric breakdown; electrical breakdown; polymeric
insulation; solid–solid interface; surface roughness

1. Introduction

Various insulating and conductive materials are used in electrical insulation systems.
The alternating current (AC) breakdown strength (BDS) of an insulation system can be
as high as the dielectric strength of the weakest link in the system. One of the most
critical failure mechanisms within the insulation system is the electrical breakdown of the
interface between two solid dielectrics. Therefore, it is essential to discover the breakdown
mechanisms occurring at solid–solid interfaces. An electrical breakdown at the interface
between two solid dielectrics has been reported to be the leading cause of insulation system
failure [1]. Hence, studying the mechanisms governing this breakdown phenomenon is
essential for improving insulation systems.

Surface irregularities cause discrete contact points that form when two rough, nomi-
nally flat surfaces are brought into contact. Numerous cavities arise between the contact
spots. The factors influencing the interfacial dielectric strength are then related to the
insulation properties of cavities (dimension, shape, and dielectric medium inside) and the
contact area (treeing/tracking resistance, etc.). Therefore, this review concentrates on the
dielectric properties of both cavities and contact spots in the macro, micro, and nano-scale
to offer a holistic overview of the problem.

In this paper, a brief introduction to state-of-the-art connectors and cable apparatuses
containing interfaces is provided. Particular attention is paid to the solid–solid interfaces,
considering the causes of interfacial failure and important factors that influence the dielec-
tric strength of an interface. Second, publications relevant to the scope of this review paper
are summarized into two main categories: empirical studies on solid–solid interfaces and
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theoretical studies modeling the rough contact surfaces at solid–solid interfaces. The scope
of the literature survey is illustrated in Figure 1.

Figure 1. Categories covered in the literature review.

2. Interfaces in State-of-the-Art Cable Connectors

In this section, an overview of modern connectors and the limiting factors involved
in the design phase and in practice are given. In addition, a more general overview of
solid–solid interfaces in polymer-insulated power cables is provided.

2.1. Interfaces in Subsea Cable Connections

Subsea cable connectors are a pertinent example of modern, sophisticated connector
solutions available for cable connectors. They are categorized as “wet-mate” connectors,
“dry-mate” connectors, and penetrators. A modern wet-mate connector is composed of
a plug and a receptacle, as presented in Figure 2 [2]. In subsea applications, the retrieval
of pumps or transformers for repairs on the surface is of paramount importance, and
wet-mate connectors significantly facilitate performing this task [3–5]. Wet-mate connectors
can be connected/disconnected underwater, allowing the equipment to be disconnected
before retrieval to the surface and to be connected after being installed in the subsea
grid [3–7]. On the other hand, dry-mate connectors require equipment to be assembled
on a vessel along with the cable before being lowered to the seabed. Penetrators are
essentially cable terminations, allowing high-voltage cables to be run through equipment
enclosures [3]. High differential pressures are often tolerated by penetrators, and hence
they allow equipment requiring a 1-atm environment to be connected [3].

Figure 2. Plug and receptacle of a subsea connector [2].
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Wet-mate subsea connectors have been in operation in the oil and gas industry for a
long time because the plugging can take place in water/underwater effortlessly [3–5,7,8].
As the transition to “green energy” is gaining pace recently thanks to the increased aware-
ness of climate change, wet-mate connectors are becoming increasingly popular in renew-
able energy applications such as offshore wind farms (both floating and fixed-bottom), tidal
energy systems, and floating-type photovoltaic power stations (solar farms). However,
recent and future subsea extensions require that the wet-mate connector technology be
improved in a cost-effective manner so that it can provide higher power ratings with
reduced losses and operate at higher voltages and higher temperatures, in deeper waters,
and with longer tiebacks [3–5].

Currently, wet-mate cable connectors up to 45 kV (dry-mate connectors/penetrators
up to 145 kV) are commercially available and applicable for deepwater and dynamic
applications, including power umbilicals. Wet-mate connectors are crucial to future subsea
substations or mid-point compensation for long high-voltage AC cables. The inter-array
voltage level of 33 kV has been upgraded to 66 kV in modern offshore wind parks. The
average capacity of an individual wind turbine is likely to increase to above 14 MW, which
means the average total capacity of modern wind parks will also rise along with it. Within
a few years, inter-array connections in offshore systems will likely require even higher
voltage levels above 100 kV. This calls for higher voltage ratings, especially for wet-mate
connectors used as vital components in future subsea inter-array grids (e.g., in junction
boxes or subsea substations). Thus, further steps must be taken to achieve higher voltage
levels (>220 kV for dry-mate, >100 kV for wet-mate) needed for AC longer step-out offshore
electrification as a cost-efficient alternative to high-voltage DC.

A connector includes two different insulation systems within a controlled environment:
one oil chamber is placed in the other, separated by a diaphragm, as illustrated in Figure 3.
The main potentially weak parts in subsea connectors are the interfaces between the solid–
solid and solid–liquid dielectric materials. Leading causes of failure are the presence of
imperfections, defects, impurities at the interfaces, and water intrusion [1]. They are likely
to result in locally high field stresses that, in turn, initiate surface discharges through the
guide pin, possibly leading to a premature electrical breakdown.

Figure 3. Illustration of the insulation system of a subsea connector with two nested, oil-filled
diaphragms [2].

Figure 4a illustrates an engaged subsea connector in operation. The main causes of fail-
ure are illustrated in Figure 4b–e at the plug component. Water ingress adversely influences
the dielectric performance of insulating oil [6]. Several options exist, allowing water to
penetrate the connector’s insulation; diffusion through the primary diaphragm is the most
common mechanism. In fact, diffusion through the diaphragms inevitably occurs to some
extent. Although diffusion is a gradual process, it leads to moderately elevated relative
humidity (RH) inside the connector. Increased RH can easily be measured using pertinent
readily available humidity sensors [6]. Additionally, dirt or water residue on the guide pin
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or diaphragms as well as mechanical damage may lead to water ingress (Figure 4b,c) [6].
Last but not least, while wet-mating, water may enter the oil. A thin conductive layer may
also form on the guide pin as a result of inadequate contact pressure between the seal and
the guide pin (Figure 4d) as well as the deformation/damage/aging/fatigue of the sealing
material. The presence of conductive material will lead to locally high field stresses. Surface
discharges through the guide pin may ensue, possibly leading to a complete flashover [6].

(a) Close-up of the insulation system of a subsea connector.

(b) Dirt formation around the pin. (c) Water film on the pin.

(d) Water intrusion through the pin. (e) Discharges at dry-bands on the pin.
Figure 4. Illustration of a subsea connector and possible failure mechanisms. Reproduced from [6], NTNU: 2014.
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Analyzing a simplified geometry of a subsea connector using finite element methods
(FEM) can help reveal problematic areas, as presented in Figure 5a. FEM analysis indicates
that the edges where the guide pin engages with the first diaphragm have the greatest
local electric field strength. The locally high electric stress holds a high potential for
failure based on the voltage rating and material properties of the connector. Electric field
grading techniques seem necessary to distribute the electric field more uniformly inside
the connector. The tangential component of the electric field (along the pin), depicted in
Figure 5b, suggests that the primary diaphragm and contact areas are likely to experience
surface discharges. The reason for this is that, in the case that several of the mechanisms
become present simultaneously, surface tracking or arcing along the dry bands between
impurities, e.g., water droplets, may ensue, as illustrated in Figure 4e. The causes of failure
presented here are not inherent only to subsea connectors. In the next section, we focus on
solid–solid interfaces.

(a) (b)
Figure 5. Illustration of the tangential electric field distribution in a subsea connector: (a) Contour plot. (b) Surface plot.
Reproduced from [6], NTNU: 2014.

2.2. Interfaces in Polymer-Insulated Cable Connections

The simple structure of the insulation in cross-linked polyethylene (XLPE) cables led to
the early development of easy-fit prefabricated joints and terminations, whose field control
elements are prefabricated and tested in the factory [8]. In the past, such accessories were
initially developed for medium-voltage (MV) applications, which were then upgraded for
the high-voltage (HV) and extra-high-voltage fields (EHV). However, a large number of
alternative solutions are currently competing with these prefabricated elements.

Recent developments have progressed to prefabricated and routine-tested slip-on
units, even for straight joints and polymer-insulated cables [8]. Field control components
are already incorporated in these joints [9]. Accessories with slip-on stress cones for
HV and EHV cables usually utilize field control deflectors, as shown in Figure 6a [8,10].
Properly contoured deflectors made from an elastic conductive material are positioned
into a similar elastic insulator permanently, then pressed in one piece onto the suitably
prepared polymer-insulated cable precisely, such as EPR (ethylene propylene rubber), PE
(polyethylene), LDPE (low-density polyethylene), or XLPE.

Figure 6a shows the cross-section of a slip-on joint, consisting of two opposing control
deflectors and a field smoothing sheet for the conductor connection [8]. A conductive
coating for the surface of the joint is needed to provide the outer screening. Lastly, a metal
housing (durable against corrosion) is used to avoid ingress of moisture and mechanical
damage [8].
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Figure 6. Illustration of a cable joint highlighting the parts where the solid–solid interfaces exist
and why the tangential electric field is of concern: (a) prefabricated EHV silicone joint for 400 kV
XLPE-insulated cables. Reproduced from [11], NTNU: 2016. (b) Calculated potential distribution in
a prefabricated slip-on joint. Reproduced from [1], CIGRE: 2000. (c) Calculated field patterns in a
prefabricated slip-on joint. Reproduced from [1], CIGRE: 2000.

2.3. Factors Affecting the Interfacial Breakdown Strength

Solid–solid interfaces in cable joints usually arise between a soft material (elastomer/
polymer) and a hard (polymer) material such as XLPE–EPDM (EPDM: ethylene propylene
diene monomer), XLPE–SiR (SiR: silicone rubber), XLPE–EPR, and XLPE–PEEK (PEEK:
polyether ether ketone), or between the same materials. With soft materials, improved
contact and sealing is possible even at low and moderate contact pressures.

Despite the presence of deflectors with identical structures, different field conditions
arise in joints to those in sealing ends. In particular, the tangential component of the
electrical field that is locally enhanced at the interface between the cable dielectric and joint
insulation becomes more significant relative to the maximum field strength within the body
of the joint [8]. Accurate field calculations, as illustrated in Figure 6, are essential to avoid
intolerably high stresses and to optimize the shape of the joint. Figure 6b,c depicts the
results of field calculations in the form of the potential distribution and the field distribution
of the normal and tangential components in a 400 kV slip-on joint, respectively [8].

The electrical performance of solid–solid interfaces are dependent on the following:

• Surface roughness;
• Contact force;
• Mechanical and electrical characteristics of the insulation materials, such as elasticity

and tracking resistance;
• Surrounding/insulating dielectric medium; and
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• Care exercised and conditions during assembly.

In the next section, the individual effect of each above-listed parameter is present.

2.4. Contact Surfaces at Solid–Solid Interfaces

Prefabricated and pretested/qualified cable accessories do not necessarily guarantee
ideal assembly conditions because the site conditions in which they are usually assembled
may be suboptimal and hard-to-control [8]. As long as the fitting is not performed in a
laboratory or cleanroom environment, the interfaces will be vulnerable during installation.
Consequently, cavities, protrusions, and impurities are likely to develop at solid–solid
interfaces [1]. Figure 6c illustrates the locally enhanced electric field stresses originating
from imperfections at an interface (complementary to Figure 5). To be more specific, rough
surfaces lead to various cavities at the interfaces, whereas contact force affects the size and
deformation of the cavities and contact areas, as shown in Figure 7. Mechanical and elec-
trical characteristics of the insulation materials, such as elasticity and interfacial tracking
resistance, strongly affect the interfacial BDS. The type and quantity of lubricant/grease
used during assembly, water penetration to the interface, or assembly at dry and optimal
conditions change the insulating dielectric medium filling the cavities. Lastly, poor work-
manship, wear and tear of materials, contaminants, and impurities cause a substantial
reduction in the BDS [8].

Figure 7. Illustration of surface asperities leading to cavities and contact spots at solid–solid interfaces
at (a) no-load, (b) increased contact area and reduced cavity size under load. Reproduced from [12],
Macedonian Journal of Chemistry and Chemical Engineering: 2018.

As previously stated, the presence of the solid–solid interfaces (i.e., imperfect contact)
increases the risk of locally high electric field stresses, leading to partial discharges (PD)
and eventually a premature flashover [1,8,13–19].

A major failure process for power cable connectors is the breakdown of the interfa-
cial layer between two solid insulating materials, as reported in [1,8,13,15,17,18]. When
dimensioning the thickness of the insulation walls of the cable and joint body, Peschke
and Olshausen [8] recommend restricting the operational stress on the outer conductive
layer to around 6–7 kV/mm even if the installation is performed with due care, and the
mechanical and electrical design of the apparatus is optimal [8].

Cavities on a dielectric surface differ in size and distribution based on the surface
roughness, contact force, and mechanical properties of the material, as well as the care
taken during manufacturing and installation [1,8]. Surface irregularities cause discrete
contact points that form when two rough, nominally flat surfaces are brought into contact.
Figure 8a,b illustrates the formation of numerous cavities between contact spots. Figure 8b
elucidates the significantly low ratio of “actual contact area” to “nominal contact area”. An
interfacial cavity along the tangential axis (x- or y-axis) is generally considerably larger, as
illustrated in Figure 8c [20].
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CavityC

(c)

Figure 8. (a) Demonstration of two rough surfaces in contact. (b) Contact area and cavities at the interface in 3D. (c) A
two-dimensional illustration of cavities at the interface. Reproduced from [21], ASME Journal of Tribology: 1996.

In light of the overview of the important parameters discussed in this section, the
primary parameters influencing the distribution and size of microcavities and hence the
electrical breakdown strength of solid–solid interfaces are summarized in Figure 9a with
their individual effects on the interfacial dielectric strength illustrated in Figure 9b.

(a) (b)
Figure 9. Parameters influencing the breakdown voltage (dielectric strength) of solid–solid interfaces. (a) Balloon chart sum-
marizing the parameters. (b) Electrical interface strength vs. pressure and roughness. Reproduced from [22], CIGRE: 2002.

3. Empirical Studies on Dielectric Strength of Polymers and Solid–Solid Interfaces

Experimental work regarding the electrical properties of solid–solid interfaces in
insulating materials, HV apparatuses, and cable accessories has been extensively studied in
the literature. The papers referred to in this section have predominately focused on the BDS
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and PD inception field strength (PDIV) of solid–solid interfaces by focusing on interfacial
discharge and breakdown mechanisms induced by enclosed cavities (either spherical or
elongated in the field direction) and interfacial tracking resistance (PD resistance) of the
polymers. Besides this, a few papers have correlated the intensity of discharge images with
the interfacial BDS values. In the experiments, cable joints as a whole, interfaces assembled
between pieces of polymers cut from commercial cables, or polymers cast in laboratories
have reportedly been used. Casting custom-made polymers in laboratories using molds
in desired shapes and sizes has been popular among researchers because it allows metal
electrodes or air-filled cavities to be embedded in diverse shapes and sizes in the specimens.
Below, a summary of findings from the selected publications is provided.

3.1. Studies on the Insulation Properties of Polymers

Albayrak et al. [23], Roy et al. [24], and Ding and Varlow [25] observed improved
electrical insulation properties when the elastic modulus was increased by putting in micro
and nano-scaled zinc oxide, nano-scaled zirconia particles, and silica nanoparticles. In these
studies, the dielectric strengths of different dielectric materials were tested by changing the
chemical and material properties of the bulk insulation material.

In addition, Du et al. [26,27] studied the interface charge behavior of multi-layer
insulations extensively. These studies were performed under direct current (DC) voltage, in
which the influence of fillers in bulk materials of LDPE and EPDM on the overall breakdown
strength of interfaces was investigated. It was concluded that suppressed/reduced charge
accumulation by 50% at the interface increases the BDS and PDIE. Besides, in [28], the
correlation between space charge behavior and the mechanical stress was studied using
polypropylene (PP) blended with polyolefin elastomer (POE), i.e., PP/POE blend, under
DC excitation. After mechanical stretching, the microstructure of the PP/POE blend altered,
causing a greater accumulation of space charges in stretched specimens. All in all, these
results provide a useful insight into the electrical performance of polymer interfaces.

Tracking failure in HV cable insulations has been the subject of various studies since a
solid insulation under high electrical stress is likely to undergo breakdown due to track-
ing [29]. Several experimental configurations of needle-plane electrodes have extensively
been used in the literature to test insulation materials for tracking resistance by inducing
a high non-homogeneous field to stimulate the initiation of surface or interface track-
ing [29–32]. Using empirical data, Fothergill [31] developed an analytical expression to
estimate the interfacial tracking resistance of polymers. There, the interfacial tracking
resistance is linearly correlated to the fourth root of the elastic modulus. Chen et al. [30]
used Fothergill’s model to investigate the interfacial tracking behavior in XLPE cable in-
sulation samples. Both Fothergill [31] and Chen et al. [30] used needle-plane electrode
configurations to generate a strong electric field owing to the non-homogeneous field
generated. Mason [33] investigated the PD resistance of XLPE samples using nine different
combinations of needle, plane, and rod electrodes.

Eichhorn [32] published a review paper on interfacial tracking in solid dielectrics in
1977. In his conclusion, the most commonly investigated interfacial tracking phenomena
were those that result from the degradation of organic materials and most dielectrics by
internal electrical discharges. Even though the presence of voids and contaminants in
electrode–insulation interfaces that contain defects is undesirable, the damage which is
caused by moderate AC voltages is of greater commercial importance [32]. There may be
very high, localized stress gradients in this case, which would facilitate tree initiation and
growth and eventually would lead to tree breakdown. To estimate these localized stress
gradients, Eichhorn [32] provided a thorough review of the mathematical formulas for
enhanced field stress at the tip of sharp metallic electrodes.

Finally, Gubanski et al. [29,34–43] contributed to the literature with numerous exten-
sive and thorough studies on the interfacial tracking resistances of polymeric materials,
such as SiR, PE, XLPE, and LDPE under AC excitation. The essence of the findings
from [29,34–43] is that charges injected from the needle substantially reduce the electric
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stress at the needle tip. The results indicate that the maximum electric field emerges in the
bulk material very close to the needle tip, and an electrical tree might form as a result of
induced changes in the material.

3.2. Studies on the Dielectric Strength of Solid–Solid Interfaces
3.2.1. Studies with a Focus on Electrical Breakdown

In the 1990s, Fournier et al. [14–16,44–46] studied solid–solid interfaces thoroughly
using needle-plate electrodes under AC or DC excitation across the interfaces formed
between XLPE–XLPE, EPDM–EPDM, and EPDM–XLPE samples. In [14,15,45], dry in-
terfaces and greased/lubricated interfaces were examined. In both cases, the interfacial
breakdown strength was reported to increase by a factor of 2.7 and 1.5, respectively, when
the applied pressure was increased from 0 kPa to 80 kPa. It was also shown that lubricated
interfaces had a six times higher breakdown strength than that of an interface without
grease. Moreover, Fournier [16] studied the influence of surface roughness at dry and
greased (similar to oil-mate) EPDM–XLPE and EPDM–EPDM interfaces. After sanding
and greasing the XLPE surface, EPDM–XLPE interfaces had dielectric strengths that were
three to four times greater than those of unsanded and ungreased interfaces. The dielectric
strength of unsanded EPDM–XLPE interfaces improved slightly after greasing the inter-
face. Moreover, EPDM–EPDM interfaces demonstrated higher breakdown strengths in
comparison to EPDM–XLPE interfaces, whose strengths depended on the chosen grease
type. As EPDM is softer than XLPE, the interfaces between softer materials achieve higher
BDS than those between hard materials. Lastly, Dang and Fournier [14,44] found that the
interfacial breakdown voltage increased at elevated interface pressures; however, aged
cable accessories could cause a reduction in the interface pressure, leading to a reduced in-
terface dielectric strength. These findings fully agree with the trends Kantar et al. observed
in [47,48]. They tested the breakdown strength of dry-mate and oil-mate XLPE–XLPE and
SiR–SiR interfaces. The breakdown strength of oil-mate interfaces were significantly higher
than those for dry-mate samples: 2.8-fold and 1.6-fold improvements were detected in
XLPE–XLPE and SiR–SiR interfaces, respectively.

Kunze et al. [1,49] studied the design of interfaces in HV cable accessories by varying
the surface roughness and contact pressure. XLPE–SiR interfaces under AC and impulse
voltages were tested, and the experimental results indicated that surface roughness and
radial pressure significantly influence the longitudinal electrical strength of interfaces. To
be more specific, the increase in the surface roughness (mean height of surface asperities
varied from 5 μm to 50 μm) of the XLPE samples reduced the interfacial BDS by 50%.

Takahashi et al. [13] studied the interfacial breakdown strength and PD patterns of
interfaces between the SiR and epoxy utilizing two different samples with orthogonal
orientations that allow for the electric field to be applied tangentially or perpendicularly to
the interface. The effect of delaminations between interfaces filled with air on the interfacial
breakdown voltage was also investigated. They concluded that the tangential component
of the electrical field governs the interfacial breakdown, where AC surface breakdown
voltage values rose by a factor of 1.5 as the thickness of the air delamination was decreased
from 1 mm to 0.01 mm.

Du et al. [17,50] studied the impact of contact pressure using XLPE and SiR samples
under AC voltage using needle-plane electrodes. A 1.7-fold rise in the initial discharge
voltage was observed as the contact pressure was raised from 20 kPa to 300 kPa. They
concluded that in order to increase the lifetime of power cables, it is necessary to avoid
the loss of interfacial pressure between solid materials; in this case, XLPE–SiR. In [18], the
effect of surface roughness on the tracking mechanisms at XLPE–SiR interfaces under AC
voltage was studied. The results concluded that as the surface roughness was decreased
(surfaces sanded with #100 to #1000 in a sequence), rising trends in the PDIV, breakdown
voltage, and time to breakdown were observed by factors of 1.8, 1.4, and 2.3, respectively,
whereas the intensity of the emitted discharge light decreased. In a similar research
paper, Chen et al. [51] investigated the tracking failure of XLPE–SiR interfaces under AC
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and impulse voltages and concluded that at AC excitation, there is a longer period of
overvoltage in each cycle, resulting in an immediate interface tracking failure.

Hasheminezhad [11,52–56] studied the interfacial breakdown strength of solid–solid
interfaces between 2007 and 2011 within the scope of his Ph.D. work. During this time, he
investigated the BDS and PD inception field strength of XLPE–XLPE interfaces under a
homogeneous AC field by varying the contact pressure (pa) and surface roughness. The
core results from his thesis are summarized in Figure 10, and they agree with the reported
results in the literature above and with the results to be shown in the following work
performed by Kantar and his peers.

Figure 10. Overview of the resulting breakdown strength values of dry and wet-mate interfaces
using XLPE-insulated cable samples in Hasheminezhad’s Ph.D. thesis [11]. Reproduced from [11],
NTNU:2016.

Kantar et al. [47,48,57–63] continued Hasheminezhad’s work. They studied the effect
of mechanical pressure, elasticity, and surface roughness on the longitudinal electrical AC
breakdown strength using different insulation materials (i.e., solid–solid interfaces between
rectangular-shaped lab-made samples) and various surface roughnesses under dry-mate
and wet-mate conditions. The surface of the materials was prepared using sandpapers
with different grit sizes attached to a rotating sanding machine at a predetermined pressure
to examine the relation between the surface roughness and the longitudinal AC BDS at
solid–solid interfaces. Interfaces were named after the sandpaper grit that they were
sanded with: #180 (roughest), #500, #1000, and #2400 (smoothest). Different mechanical
loads to apply various contact pressures were used to test the interfaces between the same
materials: XLPE, epoxy, PEEK, and SiR (XLPE–XLPE, SiR–SiR, etc.). Details of the test
setup and experimental design can be found in [48,60,61].

Dry-assembled vs. wet-assembled interfaces under various contact pressure [47,48]

The results of the dry-mate and wet-mate interfaces formed using the XLPE #500 and
SiR #500 samples are summarized in Figure 11. The 63.2% BDS values (Weibull distribution
used) in the case of dry-mate XLPE–XLPE #500 were higher than those in the case of
wet-mate XLPE–XLPE #500 by a factor ranging from 2.6 to 2.9 as the contact pressure
was increased from 0.5 to 1.16 MPa. Increasing the contact pressure from 0.5 to 1.16 MPa
resulted in an increase by a factor of 1.2 in the 63.2% BDS for the dry-mate XLPE–XLPE #500.
On the other hand, in the case of wet-mate XLPE–XLPE #500, from 0.5 to 1.16 MPa, the
63.2% BDS increased by a factor of 1.7. These findings indicate that the increase in contact
pressure is likely to squeeze some water droplets out of the interface. Thus, air-filled and
water-filled cavities are likely to coexist at higher contact pressures, which in turn increases
the interfacial BDS significantly.

In Figure 11, the BDS of air is also shown for reference. It was measured using the
same test setup in the air with a 4 mm distance between the electrodes. In accordance
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with the field simulations shown in [47], Figure 11 indicates that having water at the
interface adversely impacts the BDS in the AC breakdown experiments. Particularly at low
interfacial pressures, the dielectric strength of an interface is comparable with that of air.

Figure 11. Longitudinal AC BDS values of dry-mate and wet-mate XLPE–XLPE #500 and SiR–SiR
#500 interfaces vs. the contact pressure (the BDS of air (∼2.8 kV/mm (RMS)) is measured using the
same experimental setup in ambient air at the laboratory with an electrode distance of 4 mm, as
performed in the interface breakdown experiments).

Similarly, the 63.2% BDS values in the case of dry-mate SiR–SiR #500 were higher than
those for the wet-mate SiR–SiR #500 interfaces by a factor ranging from 3.3 to 3.9, following
the contact pressure change from 0.16 to 0.27 MPa. In the case of dry-mate SiR–SiR #500,
the 63.2% BDS increased by a factor of 1.4 as the pressure increased from 0.16 to 0.27 MPa.
Similar to wet-mate XLPE–XLPE, the BDS of the wet-mate SiR–SiR is comparable to that of
air at 0.16 MPa. Hence, it can be deduced that water intrusion is a serious concern in the
design of any HV equipment incorporating solid–solid interfaces.

The increased pressure from 0.16 to 0.27 MPa led to higher BDS for the wet-mate
SiR–SiR #500 by a factor of 1.2. It can be argued that the SiR samples are more hydrophilic
than the XLPE samples [64], which might have resulted in the removal of fewer water
droplets from the interface.

Effect of surface roughness under various contact pressures [60,62]

In order to study the correlation between surface roughness and electrical interface
breakdown, XLPE samples of four different surface roughnesses were used in the experi-
ments to form the dry-mate polymer interfaces in [60,62]. At 0.5, 0.86, and 1.16 MPa contact
pressures, the effect of surface roughness on the interfacial BDS was explored, and the
main results are shown in Table 1. The surface roughness of each interface was determined
using a 3D optical profilometer that returned the mean asperity height Ra as the first-hand
quantitative parameter to compare the surface roughnesses resulting from the roughest to
the smoothest sandpaper.
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Table 1. Overview of the experimental results on the effect of surface roughness. ’#’ stands for the
sandpaper grit no. used for each interface while Ra is the mean arithmetic height of the asperities at
each interface.

XLPE–XLPE
Interface

63.2% BDS [kV/mm] at pa

0.5 MPa 0.86 MPa 1.16 MPa

#180 (Ra = 8.9μm) 5.92 7.13 8.67
#500 (Ra = 7.8μm) 6.99 9.61 10.26
#1000 (Ra = 1.7μm) 7.56 10.13 11.62
#2400 (Ra = 0.3μm) 10.98 14.69 18.70

The results suggest that increased surface roughness gives rise to a lower BDS, whereas
a higher contact pressure yields augmented BDS. In fact, the 63.2% BDS was nearly twice
as high in the case of #2400 as it was for #180 at each contact pressure. A 30-fold reduction
in the mean asperity height Ra from #180 to #2400 yielded a 1.85-fold rise in the BDS at
pa = 0.5 MPa and a 2.15-fold increase at pa = 1.16 MPa. At all pressure levels, the BDS
increased as the interfaces became smoother—i.e., from #1000 to #2400—where the highest
increase (1.6-fold) was detected at 1.16 MPa. To sum up, the surface roughness of the
interfaces has a significant impact on the overall BDS in dry-mate conditions.

From 0.5 to 1.16 MPa, the 63.2% BDS increased by factors of 1.4 and 1.7 in the cases of
#180 (Ra = 8.9μm) and #2400 (Ra = 0.30μm), respectively. Thus, the smoothest interface
shows the strongest dependency on the contact pressure.

Effect of elasticity under various contact pressures [61,63]

In [61], the tangential AC breakdown strength at solid–solid interfaces as a function
of the elastic modulus was studied. Interfaces between identical materials of SiR, XLPE,
EPOXY, and PEEK were analyzed at several interfacial contact pressures, and all sample
surfaces were prepared using the same sandpaper with grit #500. Preliminary tests were
conducted to determine the applied pressure levels, in which samples and interfaces were
examined for deformation. The SiR–SiR interface, for example, could not be tested at
contact pressures above 0.27 MPa due to the deformation of the samples.

Table 2 presents the 63.2% values for each interface. The results suggest that a higher
elastic modulus gives rise to a reduction in the BDS. It is also evident that contact pressure
has a significant effect such that an increase of around three times the contact pressure
resulted in a 1.4-fold increase in interfacial BDS at SiR–SiR (softest interface–lowest elastic
modulus). On the other hand, the BDS for the highest modulus (PEEK–PEEK) was higher
by a factor of 2.4. These results signify a strong influence of elasticity on the BDS of solid–
solid interfaces. BDS values for SiR and XLPE, both with relatively low moduli, were thus
found to be higher even at relatively low contact pressures.

Table 2. Overview of the experimental results on the effect of elasticity.

Contact
Pressure

SiR–SiR XLPE–XLPE EPOXY–EPOXY PEEK–PEEK

pa 63.2% BDS pa 63.2% BDS pa 63.2% BDS pa 63.2% BDS
[MPa] [kV/mm] [MPa] [kV/mm] [MPa] [kV/mm] [MPa] [kV/mm]

pa1 0.16 10.0 0.5 7.0 1.16 8.9 1.16 6.3
pa2 0.19 12.1 0.86 9.6 1.67 10.0 1.67 8.1
pa3 0.24 14.3 1.16 10.3 2.25 12.6 2.25 11.1
pa4 0.27 14.5 1.67 12.8 3.34 15.6 3.34 15.1
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3.2.2. Studies with a Focus on Partial Discharges

Illias et al. [65–67] performed thorough studies on the measurement and modeling of
partial discharges in solid dielectric materials and at polymer interfaces. They extensively
used phase-resolved partial discharge analysis (PRPDA) and pulse sequential analysis
(PSA) methods to display both experimental and simulation results. They proposed a
2D finite element analysis (FEA) model to simulate PDs in spherical cavities for different
voltage frequencies and amplitudes, material temperatures, and cavity sizes. They con-
cluded in [65,66] that the charge/temperature decay time constant, surface conductivity of
the cavity, initial electron generation rate, and discharge inception/extinction field in the
cavity are the most critical parameters governing the PD activity in cavities. In addition,
their findings suggest that as the cavity diameter gets larger, the number of PDs per period
diminishes, whereas the total apparent charge per period and the maximum discharge
magnitude rise.

Stewart et al. [68–73] examined factors affecting the PD activity in internal cavities
and surface properties of the cavities and reported on the characteristics of PD in artificially
created cavities. The studied cavity types were enclosed cavities, vented channels, and
unvented channels in [68,69], and they reported that changes in gas content and by-
products from the PD activity in cavities affect the build-up of space charges on the cavity
walls, the generation rate of initiating electrons, and the energy of collisions, thus altering
the PD characteristics. These studies are found to be very relevant in determining the
effect of gas pressure inside the cavities and the surface roughness on the overall BDS
of insulation materials. They also reported in [68] that vented channels were likely to be
subjected to decreased degradation due to by-products dispersing and gas refresh through
the vent. These findings strongly correlate with the results of the experimental and the
theoretical work performed in [74] that suggest that, despite the significant difference
in elasticity, at high contact pressures, the presence of enclosed cavities was suspected
due to the high BDS achieved in the cases of XLPE–XLPE #500, EPOXY–EPOXY #500,
and PEEK–PEEK #500 in the AC breakdown experiments. In that case, cavities possibly
experience an increase in gas pressure based on the compression extent in the cavity, and
hence the dielectric strength of the cavity is augmented based on the ideal gas law [74].

3.2.3. Studies with a Focus on Interfacial Discharge Monitoring

Gu and He [75] examined the effect of microcavities on the interfacial breakdown
between XLPE and SiR using a lab-made cable joint using image processing methods by
examining the channel widths of discharge light and carbonization extent. They found that
microcavities significantly reduce the interfacial dielectric strength and lead to discharge
and tracking failure, while an elongated cavity parallel to the tangential component of the
electric field leads to interfacial discharge more easily.

Du et al. [17,50] examined the effects of the interface pressure and the interfacial track-
ing failure between XLPE and SiR by processing the discharge images. They determined
the interfacial tracking failure mechanisms at different contact pressures using the distri-
bution characteristics of discharge light and carbonization patterns. Their results suggest
that a higher contact pressure notably inhibits the propagation of discharges, delaying the
build-up of carbonized species and the interfacial breakdown. They also claimed that a
higher contact pressure resulted in decreased discharge activity and less carbonization
formation. In [18], the effect of surface roughness on the discharge processes at XLPE–SiR
interfaces at AC voltage was studied. The results indicated that as the surface roughness
was decreased (surfaces sanded with #100 to #1000 in a sequence), rising trends in the PDIV,
breakdown voltage, and time to breakdown were observed by factors of 1.8, 1.4, and 2.3,
respectively, whereas the intensity of the emitted discharge light decreased.

Kantar and Ildstad [76] proposed a novel test method to visualize PD activity in
microcavities at solid–solid interfaces. Their primary objective was to examine the initiation,
development, and propagation of discharge streamers at a solid–solid interface using a
CCD camera. They observed that the discharge streamers were wide and long (continuous,
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connecting vented air gaps) in rougher interfacial surfaces. The rougher the interface
was, the thicker the widths of the discharge channel were, as presented in Figure 12a,b.
On the other hand, the discharge streamers were notably thin and short for smoother
interfaces. In some cases where a smooth interface and high contact pressure are present,
they managed to monitor the discharge activity happening solely in the microcavities, as
shown in Figure 12c. This signifies that the cavities were isolated under the given specific
test circumstances and the electrical tracking resistance of the insulating material (contact
spots) had an important function in inhibiting the streamers from spreading further.

(a) (b) (c)

Figure 12. Discharge activity observed at the PEEK#500–glass interface (main discharge source is a 1-mm artificial cavity).
Reproduced from [76], IEEE: 2021. (a) Continuous discharge channels with high cross-section. (b) Continuous discharge
channels with low cross-section. (c) Isolated, discharged micro-cavities.

These results fully support the findings from several pertinent studies in the literature.
Firstly, Kato et al. [77] stated that increased contact pressure at interfaces between high-
density polyethylene (HDPE) materials resulted in a higher AC breakdown voltage because
the contact area impeded streamer propagation at the regions where the contact pressure
was relatively high. In their study, interfacial pressure distribution was measured using
pressure-sensitive papers and was inspected using image-processing software to map the
real contact area. They ascribed this phenomenon to Young’s modulus of HDPE being
low because the contact area of the high-pressure region became larger with increasing
contact pressure. To test the opposite effect, they also examined the interfaces between
stiffer materials (HDPE–epoxy and epoxy–epoxy), where Young’s modulus of epoxy was
larger by a factor of 3.1, and recorded the lowest AC breakdown voltage in the case of an
epoxy–epoxy interface. These findings not only support the likely presence of enclosed
gaps that were postulated in Kantar’s previous studies [76,78] but also strongly agree with
the results reported in [48,57,60,61], where increased contact pressure and elasticity were
shown to lead to greater AC breakdown voltages.

The studies reviewed in this section present strongly concordant results. Discharge ac-
tivities were reportedly affected by the surface condition, pressure, and material properties.
Possible physical and chemical phenomena that can be responsible for the local destruction
of contact area/spots are further elucidated in the following by referring to studies that
focused on the physicochemical state of the material before breakdown takes place.

Physical and Chemical States before and after Electrical Breakdown

Du et al. [79] investigated the PD-initiated light emission phenomenon to understand
the mechanisms governing the local breakdown of the contact area. They used the sim-
plified interface contact model, which was formerly proposed in [52,53,58,60]. Using the
model, they studied the interface breakdown mechanisms at the interfaces formed between
polypropylene and SiR under AC excitation. They examined the breakdown of contact
spots in two separate stages, namely the initiation stage and propagation stage, and ad-
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dressed possible processes responsible for the local deterioration of the contact area at the
initiation stage. They suggested that upon breaking down the contact surface between two
discharged cavities, the cavities connect and form a larger discharge channel. It was stated
that the local contact area must experience degradation and then breakdown to enable
the discharge channel to propagate at the interface. The details of their hypothesis are as
follows: The duration between the PD inception in the cavities and the complete flashover
at the interface is divided into two substages: the initiation stage and the propagation stage.
The initiation stage is assumed to be considerably longer than the propagation stage since
the propagation of the interfacial tracking is assumed to take place momentarily; i.e., in
�10−7 s, as empirically modeled in [31].

The initiation stage is illustrated in Figure 13a. When microcavities are discharged,
“energetic particle bombardment” and light emission from “recombination of particles
with opposite polarities” will ensue [79]. The thermal effect of the discharge is not taken
into consideration at this stage since the discharge is likely to have low energy; the heat
generated at this stage could thus be disregarded [79]. As a result of the energetic particle
bombardment, the polymeric covalent bonds may be disrupted. Besides, the light emission
contributes to the acceleration of chain dissociation [79]. As illustrated in Figure 13a, during
the particle bombardment, part of the energy might be lost, and at the interface, trapped
carriers (electrons and holes) may emerge from the contact areas [79]. Such carriers are
subjected to a de-trapping process and become recombined with one another, resulting
in more light emission and local field distortion [79]. Accordingly, at the interface, low-
density regions are formed that relatively simply permit electrical breakdown under AC
voltage [80]. Upon the breakdown of the contact surface between two adjacent short-
circuited cavities, the cavities connect and form a larger discharge channel. Hence, the local
contact area must experience degradation and then breakdown to enable the discharge
channel to propagate at the interface. At the propagation stage, as illustrated Figure 13b,
the discharge activity is considerably stronger than the discharge in the initiation stage [79].
In this case, the thermal effect of the discharge channel cannot be neglected since gas
expansion is likely to take place within the discharged cavities due to the heat generated
from the strong discharge channel [79]. Moreover, the gaseous by-products are generated
from the degradation of the polymer sample by the discharge activity, leading to a gas
expansion in the deformation of the cavity, as depicted in Figure 13b. Due to the strong
discharge activity, the degradation and resulting breakdown triggered by the particle
bombardment and the light emission originating from the streamers seem to strongly
govern the propagation of the discharge channel. On the other hand, the charge injection,
trapping, and de-trapping mechanisms have a subordinate role in the degradation of the
contact area [79].

In summary, different microtracking resistances of the polymers tend to affect the pri-
mary discharge propagation mechanisms of particle bombardment and the light emission
from the discharge channel. In contrast, the charge injection, trapping, and de-trapping
mechanisms have indirect effects as they result in more intense light emission and local
field distortion in the initiation stage.

The initiation and propagation stages discussed above seem to agree with the ob-
served discharge propagation mechanisms in [76]. For instance, the discharged cavities
displayed in Figure 12 can stand for the initiation and propagation stages of the contact spot
breakdown, respectively, such that only microcavities are discharged in the initiation stage,
whereas the contact areas isolating the discharged cavities are bridged in the propagation
stage, as illustrated in Figure 13b.
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(a)

(b)
Figure 13. Processes for the degradation and breakdown of ideal contact areas at different phases of the interfacial discharge.
Reproduced from [79], IEEE: 2018. (a) Initiation phase. (b) Propagation phase.

4. Theoretical Studies on Contact Surface Modeling Using Tribology

In the history of tribology, various methods have been used to describe rough surfaces,
such as the statistical analysis of contacts, fractal analysis of contacts [20], and approaches
based upon the surface power spectrum [81]. Recently, the use of numerical/deterministic
roughness models has become widespread as fast processors become available [20,82].
Furthermore, to obtain a more accurate measurement of surface contact area, fractal ap-
proaches have been introduced to provide a scale-invariant characterization of surface
roughness [81,83,84]. By analyzing the surface roughness at all length scales, fractal charac-
terization can provide information about fractal behavior [84].

4.1. Constituents of Contact Spots in Fractal Dimensions

In this section, firstly, constituents of contact spots are elaborated by considering
imperfections that cause deviations from an “ideal contact surface”. The multiscale na-
ture of surface roughness is likely to have a role in the interface breakdown such that
a surface’s roughness can be viewed in greater detail—i.e., down to nano-scale—as it
is magnified repeatedly. This phenomenon occurs due to the unique property of rough
surfaces [20,85–87]. Consequently, the surface texture at all magnifications seems some-
what similar in structure, causing the interfacial surface texture to repeat itself in smaller
scales, as illustrated in Figure 14. This phenomenon has been studied under fractal analysis
in the literature [85–87]. Without delving too much into the details of the fractal analy-
sis, the parameter of “interfacial tracking resistance” is elaborated in the following by
discussing what it actually represents.
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Figure 14. Characterization of rough surfaces in a multiscale-form by fractal approaches.

Considering the fractal geometry of a rough surface, contact spots at the microscale
incorporate contact spots and cavities at the nano-scale, as illustrated in Figure 14. Thus,
the breakdown of contact spots is assumed to be equivalent to the discharge of nano-scale
cavities and the breakdown of nano-scale contact spots. In that case, the air-filled, enclosed
nanocavities will have as high a dielectric strength as nano-scale contact spots of the
bulk material according to the left side of the Paschen minimum for air (see Figure 15).
As a consequence, significantly less enhanced local fields are required to break down a
nano-scale contact spot than to break down a microscale contact spot.
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Figure 15. The left side of the Paschen minimum for air at atmospheric air pressure (1 bar).

Results from experimental and theoretical studies in the literature suggest that differ-
ent mechanisms are involved during interfacial breakdown. When an interfacial failure
occurs, both cavities and contact spots are broken down along the discharge path. Only
in a hypothetical case, in which vented channels (air gaps) dominate the interface, will
the discharge streamers likely propagate by chasing after only interconnected cavities
without being obstructed by any contact spots. In practice—i.e., in the case of an interface
consisting of not only vented air gaps—air-filled cavities are discharged first while contact
spots are subjected to breakdown last. However, discharged cavities will not immediately
lead to an interface breakdown because the insulation properties of the solid insulation
are likely to affect the endurance of the contact areas against interface breakdown (caused
by the enhanced fields generated by the discharged cavities). The endurance of contact
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spots against discharges at an interface is roughly modeled and is estimated employing the
tracking resistances of the solid materials forming the interface.

For clarity, a hypothetical case is exemplified as follows. Assume that cavities at
two different homogeneous interfaces (interfaces formed between identical pairs of solid
dielectrics) are identical (identical size, number, and shape) and are discharged at the same
voltage; the interface formed between the materials with a higher “interfacial tracking
resistance” is likely to yield a higher breakdown strength, as observed in the AC breakdown
experiments [60,61].

In the following sections, further details on the statistical and deterministic roughness
models are provided.

4.2. Statistical Interface Contact Models

Zhuravlev’s (1940) statistical model of contact between rough elastic solids is an early,
novel precedent [88]. A contact model of nominally flat surfaces was later proposed by
Greenwood and Williamson (G&W) [89], in which the real area of contact was shown to
be proportional to the load applied, as demonstrated by the Gaussian and exponential
distributions of the asperity peaks.

Contacts that are either elastic or plastic were analyzed between a rough surface
and a smooth surface by G&W [89]. Bhushan [20] retrofitted his approach on top of the
G&W model [89] to make it more comprehensive. These two models (actually Bhushan’s
upgraded model) were utilized to propose a customized contact model in [62].

Kantar et al. [62] proposed a stochastic model for the contact surfaces between solid
dielectrics using the above-mentioned tribological principles introduced in [20,21,89–94].
Their proposed model was based on multiple-asperity dry contacts formed at a solid–solid
interface, which was employed to calculate the average cavity size at a given interface in a
two-dimensional space. The proposed contact model suggest that higher contact pressure,
stiffer interfaces, and/or surface smoothness generate smaller average-sized cavities and
higher ratios of “real contact area to the nominal contact area”, Are/Aa. The model then
predicted the AC PD inception field strength of an average-sized cavity using Paschen’s
law. The model was verified via an experimental study that used XLPE–XLPE interfaces
with different surface roughness degrees under various contact pressures. Based on the
AC breakdown test results of the XLPE–XLPE interfaces in [62], the cavity discharge in-
ception and the interfacial breakdown phenomenon were found to be closely intertwined,
leading to the deduction that the cavity discharge influences the interfacial breakdown
phenomenon significantly. This study was extended in [74,95] by using different insu-
lation materials and additional experiments where its performance was compared to a
deterministic approach. Details of the extended model are provided in the next section.

Lastly, Zhu et al. [96] utilized the simplified interface contact model proposed
in [52,53,58,60]. They studied the correlation between the DC breakdown voltage of XLPE–
SiR interfaces and the interfacial morphology using the interface contact model. They
combined the analytical model with an image processing algorithm that yielded simi-
lar surface simulations as those we obtained by using the deterministic contact model
in [74,95], as introduced in the next section. They concluded that although the density
of real contact irregularities is high, the real contact area is significantly lower than the
nominal contact area. Consequently, there are many interconnected cavities at the interface
that are the primary discharge path for an interfacial breakdown, while the contact spots
serve as hurdles for the propagating discharge channel. These deductions are found to
strongly agree with the main findings reported in [62,74].

4.3. Deterministic Interface Contact Models

With the advent of supercomputers that can perform heavy computations of big data
in a matter of hours—if not minutes—deterministic models have increasingly been favored.
The outcome is becoming increasingly realistic as computational speed increases. However,
simplified models of material topographies are needed, making it necessary to minimize
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the computing time. In this respect, Almqvist’s Ph.D. thesis [82] is found to be of immense
benefit, which was built on the numerical model proposed by Tian and Bhushan [21].

Almqvist [82] proposed a contact model based on the theory of minimum potential
complementary energy. The model was fed with the surface profile data of the interface of
contact between two surfaces. By minimizing an integral energy equation, he determined
the displacement of peaks and valleys in the profile as a function of the material properties
and the applied contact pressure.

The model simulates the deformation occurring in the surface profile at the interface
between the measured surface profile and an ideal plane [82]. The sizes of all cavities at the
interface and total area of contact are definite. Hasheminezhad [11] employed Almqvist’s
deterministic model [82] to estimate the length of the largest cavity (in the direction of
the electric field) at the XLPE–XLPE interfaces. His study covered scanned 2D surface
profiles of XLPE specimens. Kantar’s sequel to Hasheminezhad’s work [61,62] unveiled the
necessity of a thorough 3D contact model. To that end, in [74], the proposed model in [11]
was further extended using the analytical expressions derived in [82] to incorporate 3D
surface profiles in addition to the 2D surface profiles. The deterministic interface contact
model provides an insight into how the real area of contact at solid–solid interfaces varies
as a function of the contact pressure, surface roughness, elasticity, and hardness of the solid
material in 3D. The major upgrade to the 2D contact models is that the 3D contact surface
simulations can reveal the interconnection between the cavities and visualize how long
an air gap can be in all directions, not only in one horizontal direction as in the case of
2D models.

Kantar et al. [74,95] utilized contour and surface plots to present the results of the
deterministic model. Contour lines depict the amplitudes of the asperities and the enclosed
area of air gaps, as illustrated in Figure 16. Hence, the area between the air gaps represents
the contact area at an interface. Color bars were used to represent peaks and the ground
level (contact area) with amplitudes in μm. The 3D simulations suggest that the increased
contact pressure diminishes the number and length of long air gaps and thus creates more
enclosed cavities. The exemplary cases of no-load (Figure 16a) and nominal contact pressure
(Figure 16b) for the XLPE–XLPE #180 interface clearly depict this behavior. A selected
portion of the original surface profile (yellow) and displacement of surface asperities (red)
along with the deformed surface profile (blue) are presented in Figure 17. The surface
profiles portray the equivalent rough surfaces while the horizontal axis delineates an ideal
smooth plane (no cavities hypothetically). Therefore, the non-flat portions between the
neighboring flat areas (contact spots) are the cavities. Differences between the no-load
and deformed surface profiles reveal that the increased loading presses the floating edges
toward the ideal plane, resulting in new contact points and thus smaller air gaps. Moreover,
the discrete distribution of contact pressure along the interface is illustrated in Figure 17
(right-hand side y-axis). As seen, the contact spots enclosing the cavities undergo much
higher pressure, in some cases leading to the plastic deformation (equal to the material
hardness in the model) of those spots. Otherwise, elastic contact points occur at the contact
areas that vary between zero and the material hardness. In [74,95], it was also shown that
smoother interfaces lead to more enclosed, smaller cavities. Furthermore, the elasticity of
the material proved to affect cavity sizes significantly—-interfaces between relatively hard
materials are likely to contain longer and larger cavities (channels).
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(a) (b)
Figure 16. Illustration of a measured 3D surface profile of an XLPE sample (polished by sandpaper grit #180) with a
filled-contour plot for the projection of the 3D surface on a 2D surface at (a) 0.5 MPa, (b) 4.46 MPa.

Figure 17. Measured (no-load) 2D surface profile of the XLPE–XLPE #180 interface, displacement of peaks after loading
(4.46 MPa), deformed profile, and distribution of contact pressure at contact spots. Nominal longitudinal distance (xre f ) is
1.2532 mm.

5. Concluding Remarks

In this paper, a thorough review of the modern and up-to-date literature addressing
the electrical performance of cables, connectors, terminations, and other accessories that
contain interfaces have been performed. Particular focus has been on the polymeric
dielectric solid–solid interfaces, considering the causes of electrical interfacial failure and
important factors that influence the dielectric strength of an interface. The following
remarks can be made in the light of the thorough literature review:

• The findings from experimental and theoretical studies indicate that different pro-
cesses control the discharge of air-filled cavities and the breakdown of contact spots.
The main conclusion is that the properties of the cavities and contact spots govern
the interface breakdown. On the one hand, the size, shape, and insulating medium
inside the cavities determine the discharge inception field of the cavities. On the other
hand, the tracking resistance of the contact spots between the discharged cavities
heavily affects the interfacial breakdown strength. Different tracking resistances of
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the polymers tend to affect the primary discharge propagation mechanisms of particle
bombardment and the light emission from the discharge channel. In contrast, the
charge injection, trapping, and de-trapping mechanisms have indirect effects as they
result in more intense light emission and local field distortion in the initiation stage.

• The breakdown strengths of the dry-mate interfaces are found to be the highest in
the cases where the contact pressure is relatively high, and the interface is as smooth
as possible. Consequently, solid–solid interfaces can be made to perform better by
introducing a smoother surface and sustaining the interface pressure to be high
enough throughout the service life.

• Air-filled (dry-mate) cavities and water-filled (wet-mate) cavities yield breakdown
strength values that are significantly lower than those in the case of oil-mate inter-
faces. Strong local field stresses arising at the edges of the contact area (due to short-
circuited/discharged cavities) dramatically reduce the overall breakdown strength
when water is present at an interface. Hence, water intrusion is a serious concern in
the design of any HV equipment incorporating solid–solid interfaces.

• The surface roughness has a significant influence on the interfacial breakdown strength.
A high correlation between the interfacial breakdown strength and the surface rough-
ness is found. The breakdown strength may potentially become twice as high from
the roughest to the smoothest surface.

• The elastic modulus stands out as an important material property for solid materi-
als/interfaces because it strongly impacts the interfacial dielectric strength. Specifi-
cally, softer materials with low elastic moduli, such as SiR and XLPE, have a much
higher breakdown strength when compared with stiffer materials with high elas-
tic moduli.

• Increased contact pressure yields higher BDS values irrespective of the surface rough-
ness and elasticity, where elasticity can be a limiting factor in elastic contacts. In
plastic contacts, the real area of contact does not increase even if the contact pressure
is further increased.

• Considering practical power cables and connectors, avoiding the loss of interfacial
pressure between solid materials and water ingress appears to be of considerable
value in practical applications to ensure a high breakdown strength and long service
life.
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Abstract: As a result of lightning strikes, pollution, and ice, overhead distribution wires might be
short-circuited and trip. As a result, researchers have developed a new lightning protection composite
insulator. There is still a need to test its pollution and icing performance. Based on the finite element
and field test method, this paper studies the electric field distribution and AC (Alternating Current)
breakdown characteristics of polluted novel lightning protection insulators under icing conditions.
Firstly, the finite element calculated results show that this novel insulator’s electric field distribution
is different from that of a conventional insulator. The locations with sizeable electric fields are located
in the insulation section, and the electric field in the arrester section is tiny. In addition, when the
insulator surface is covered with ice, there is an increase in the electric field along the surface and
pin electrodes. Compared with the dry conditions, when there is an ice layer and icicle, electric field
peaks increase by 48.85% and 46.08%, respectively. Secondly, the test results show that there are three
types of arc paths in different pollution levels. The arc paths are related to ESDD (equivalent salt
deposit density) under icing conditions. Uf shows a downward trend with increased pollution levels,
and the maximum flashover voltage is 2.70 times more than the minimum. Finally, four fitting
methods are proposed in this paper. After comparing the goodness of fit of different functions,
the quadratic function and negative power function with the constant term are recommended as
empirical formulas for calculating flashover voltage of novel insulators under icing conditions in
different pollution levels. The research results of this paper have a specific guiding role for the selection
of the external insulation of transmission lines and structural optimization of novel insulators.

Keywords: AC breakdown characteristics; arresters; lightning protection insulator; electric field
calculation; icing conditions

1. Introduction

As a result of lightning strikes, pollution, and ice, overhead distribution wires might
be short-circuited and trip [1]. As a result, researchers have developed a new lightning
protection composite insulator [2,3]. Lightning accidents can be avoided by using the new
insulator. In practical use, it can replace ordinary insulators and lightning arresters at the
same time. In terms of length and installation, it is the same as a conventional insulator,
but with the added benefits of low cost and ease of installation. However, worries have
been raised about its pollution and icing performance. Large-scale power outages caused
by pollution-induced flashover accidents might harm social–economic growth [4–6]. In
addition, as a unique form of pollution, the harm of insulator surface icing to the power
systems is prominent [7–9].
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Many research investigations have been carried out on power line insulators to
determine their icing [10–13] and pollution [14–17] performance. First and foremost,
the pollution level has a significant impact on the flashover performance of composite
insulators. A negative power function connection between pollution failure voltage and
salt deposit density (SDD) is also discovered [15]. Namely, the flashover voltage decreases
with the increase of pollution degree. Because of the narrower distance between composite
sheds, icicles may cross it more efficiently, resulting in poor insulation and even power
outages [18–20]. In addition, some literature has studied the relationship between electric
field and icing [21,22]. The ice accretion performance of 220 kV composite insulators with
two shed configurations on occasions of different electric field distributions is analyzed in
the study [21]. The test results indicate that the intensity and homogeneous distribution of
electric fields positively affect the ice’s appearance, density, and weight. In the study [22],
based on a kind of 10 kV composite insulator computation model, the electric field distri-
bution magnitude of composite insulator coated by different icicle lengths were calculated,
respectively, under icing and de-icing conditions. It could be found that the electric field
strength around the icicle increases along with the increasing of the length of the icicle.

The above research has important guiding significance for selecting external insulation
of ordinary insulators under pollution and icing conditions. However, there are few studies
on the flashover characteristics of this novel lightning protection composite insulator under
icing and pollution. Only the literature has made a preliminary study [1,23–25]. In one
study [24], the new composite insulator’s AC flashover performance was examined in
detail. Tests were done at the Natural Ice Test Base to determine the effect of icing thickness
on AC flashover performance. Next, to calculate AC flashover voltage, an empirical
equation was developed. Literature [25] studied the failure arc paths of the novel insulator.
The findings indicate that low, medium, and heavy pollutions caused different arcing under
AC voltage. In addition, the arc path was affected by both the pollution level and impulse
voltage amplitude. Based on the test results recorded by a high-speed camera, 14 types of
arc paths were defined and analyzed. However, the above literature does not consider AC
breakdown characteristics of polluted novel lightning protection insulators under icing
conditions. In addition, the electric field distribution characteristics on the surface of this
novel insulator under icing conditions have not been studied.

Based on the above, this paper studies the electric field distribution and AC breakdown
characteristics of polluted novel lightning protection insulators under icing conditions,
based on the finite element and field test method. The research results of this paper have
a specific guiding role for the selection of the external insulation of transmission lines and
the structural optimization of novel insulators.

2. Samples and Methods

2.1. Samples

A novel lightning-protection composite insulator was used as an experimental sample
(Figure 1). Its physical drawing is shown in Figure 1a, and its sectional illustration is shown
in Figure 1b. An arrester and insulator are combined in this 10 kV lightning protection
composite insulator. As shown in Figure 1b, 1© (disk-shaped metal electrode) and 2© (a pin
electrode with a spherical end) constitute the air gap. 3© and 4© are silicone rubber sheds.
5© and 6© are a zinc oxide resistor and an acid, and high-temperature resistant mandrel.

Their geometrical characteristics are shown in Table 1. d1 is the arrester section’s big-shed
diameter, d2 is the insulation section’s big-shed diameter, l is the leakage distance, and d3 is
the gap distance between 1© and 2©. H is the height.
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Figure 1. The novel lightning protection composite insulator: (a) Physical drawing; (b) Sectional illustration.

Table 1. Geometric parameters of the sample.

Sample
Parameters (mm)

H d1 d2 l d3

Lightning protection composite insulator 293 166 120 686 55

2.2. Electric Field Calculated Methods

This was conducted by building 1:1 two-dimensional models of the clean lightning
protection insulator and one with an ice coating on its surface, to determine how the electric
field distribution changed under the icing. The state of the ice layer can be divided into
two cases, one with icicles and the other without icicles. As for the case with the icicle,
seven icicles are set in the model, of which two are 33 mm long, two are 15 mm long,
and three are 25 mm long. The icicle is a cone with a circular arc at the tip. FEM is also
used to determine the electric potential and field distribution. The auto-generation method
divides the computational domain into refined triangular meshes in this model [1]. For the
air, a silicone rubber shed, icing layer, zinc oxide resistor, and relative dielectric constants
of 1, 3.5, 81, and 600 were utilized in the electric field simulations.

∇ · D = ρ, E = −∇U, D = ε0ε1E (1)

where ρ is charge density, U is the potential, D is the electric flux density, E is the electric
field strength, and ε0 is the absolute dielectric constant of the vacuum, ε1 is the relative
dielectric constant.

2.3. Flashover Test Devices and Methods

According to Figure 2, the testing was conducted at the Natural Icing Test Base.
Figure 3 depicts the test circuit. The previous paper [22] describes the experimental site
and test device parameters in detail. According to the IEC (International Electrotechnical
Commission), the power supply satisfies all requirements.

As illustrated in Figure 4, the natural icing test technique is outlined. An initial step
was to remove dirt and oil from the composite lightning protection insulators by cleaning
them with Na2PO3. A solid layer pollution approach was used to pre-treat all lightning
protection composite insulators to replicate the surface state of the insulators on running
power lines. Insulator surfaces were contaminated with NaCl and diatomite to create
a corrosive environment. The quality of each was measured, as in (2),

{
MNaCl =

ESDD
S

Mdiatomite =
NSDD

S
(2)

where Mdiatomite is the mass of diatomite, MNaCl is the mass of NaCl, and S is the surface
area of composite insulators. ESDD and NSDD have equivalent salt deposit density and
non-soluble deposit density, respectively.
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Figure 2. Natural Icing Test Base.

Figure 3. Schematic diagram of natural icing test.

Figure 4. Test process.
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Lightning protection composite insulators are installed on the post insulation after it
has been contaminated. Then, the test was performed to determine the AC flashover volt-
age. Lightning protection composite insulators were subjected to at least 10 AC flashover
tests under the same conditions. Therefore, it was possible to calculate Uf and Re (relative
standard deviation error), as in,

Uf =
∑(Uini)

N
(3)

Re =

√(
N
Σ

i=1

(
Ui − Uf

)2
)

/(N − 1)/Uf × 100% (4)

where Ui is the applied voltage, ni is the number of tests, and N is “valid” tests.

3. Results

3.1. Electric Field Distribution of the Insulator

The calculation results of the electric field are shown in Figure 5, from which the
following conclusions can be obtained.

Figure 5. Electric field distribution of the novel lightning protection insulator under icing conditions: (a) Electric field
distribution of a clean insulator; (b) Electric field distribution of an insulator with the ice layer without icicles; (c) Electric
field distribution of an insulator with the ice layer with icicles.
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(1) The electric field distribution of this novel insulator is different from that of
a conventional insulator. The locations with sizeable electric fields are located in the
insulation section, and the electric field in the arrester section is tiny.

(2) Both the ice layer and icicle affect the electric field distribution on the insulator
surface. Specifically, the presence of ice and icicles on the insulator surface increases the
electric field intensity on the insulator surface.

(3) When the ice layer is attached to the insulator surface, the icicle will further increase
the electric field on the surface. In particular, the electric field of the air gap of the insulator
is increased.

To more accurately describe the surface electric field of the insulator, the surface
electric field curve along the left side of the insulator is counted in this paper, as shown in
Figure 6. In addition, the electric field on the surface of the pin electrode is also counted,
as shown in Figure 7.

As can be observed in Figure 6, the electric field peaks of the three conditions on the
left side of the insulator surface are located at the creepage distance of 50 mm, and the
electric field peaks are 2.17 kV/cm, 3.23 kV/cm, and 3.17 kV/cm, respectively. Compared
with the dry conditions, when there is an ice layer and icicle, it increases by 48.85% and
46.08%, respectively. In addition, when there is an icicle on the surface ice layer, an electric
field peak (2.78 kV/cm) appears at the tip of the icicle, as shown in Figure 6, at the creepage
distance of 125 mm.

As observed in Figure 7, electric field peaks on the surface of the pin electrode vary.
The electric field peaks of the conditions with icicles are the largest, reaching 1.92 kV/cm,
followed by the dry and icing conditions (1.45 kV/cm and 1.52 kV/cm). Compared
with the dry conditions, when there is an ice layer and icicle, it increases by 4.83% and
32.41%, respectively.

Figure 6. Electric field distribution of the left side.
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Figure 7. Electric field distribution of the pin electrode.

In sum, when the insulator surface is covered with ice, there is an increase in the
electric field along the surface and pin electrode. With icicles in particular, there is
a prominent electric field peak at the tip of the icicle. In addition, it can be seen from
the calculation results that icing affects the electrical performance of the insulators; there-
fore, the icing flashover test of insulators is carried out in this paper.

3.2. AC Breakdown Characteristics under Icing Conditions

In the AC flashover test, as is shown in Figure 8, there are three types of arc paths.
Figure 8a shows the flashover arc path when ESDD is 0.01–0.02 mg/cm2 (low pollution).
The flashover arc path is between the disk and pin metal gap of the insulation section.
Figure 8b shows the flashover arc path when ESDD is 0.03–0.05 mg/cm2 (medium pollu-
tion). The flashover arc path is along the surface of the silicone rubber umbrella skirt of the
insulation section. Figure 8c shows the flashover arc path when ESDD is 0.07–0.15 mg/cm2

(heavy pollution). The flashover arc path is through the whole lightning protection com-
posite insulator, which means that the arrester section composed of zinc oxide resistor did
not work in the flashover process.

Figure 8. Different flashover arc paths: (a) The flashover arc path when ESDD is 0.01–0.02 mg/cm2;
(b) The flashover arc path when ESDD is 0.03–0.05 mg/cm2; (c) The flashover arc path when ESDD is
0.07–0.15 mg/cm2.
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When the insulator surface is covered with ice, the flashover voltage under different
pollution degrees is shown in Figure 9. As observed in Figure 9, the following conclusions
can be obtained.

Figure 9. AC flashover test results.

(1) The Uf varies greatly in different pollution levels under icing conditions. The
value for Uf (ESDD = 0.01 mg/cm2) ranks the highest, standing at 41.3 kV. On the contrary,
Uf (ESDD = 0.15 mg/cm2) is the lowest with nearly 15.3 kV. The maximum flashover
voltage is 2.70 times more than the minimum. What is more, Uf shows a downward trend
with the increase of pollution levels.

(2) With the increase of pollution level, the flashover voltage does not decrease linearly.
There is a negative power function relationship between insulator ESDD and flashover
voltage under icing conditions for traditional insulators. However, due to the diversification
of arc paths during the flashover, the relationship between insulator ESDD and flashover
voltage should be discussed again for this novel lightning protection insulator.

In addition, the pollution flashover test of the novel insulator (without the ice layer)
was carried out. The tested pollution flashover voltage is 36.9 kV, which is 3.7 kV higher
than the insulator with the ice layer (ESDD = 0.03 mg/cm2). The simulation results show
that the electric field at the creepage distance of the insulator with the ice layer is more
extensive. Therefore, the electric field of the insulator with the ice layer is easier to reach
the air breakdown electric field, resulting in the decrease of the flashover voltage. This
tested result is consistent with the findings of the electric field simulation.

4. Discussion

Under the conditions of pollution and icing, the accurate empirical formula of flashover
voltage is essential for the design of external insulation. Four fitting methods are proposed
in this paper about the calculation formula of flashover voltage of conventional insulators.
They are negative power function, quadratic function, negative power function with the
constant term, and piecewise function. The functional form is shown in Equations (5)–(8).

Uf = a1 × ESDDb1 (5)

Uf = a2 × ESDD2 + b2 × ESDD + c2 (6)

Uf = a3 × ESDDb3 + c3 (7)

Uf =

{
a4 × ESDDb4 0.03 ≤ ESDD ≤ 0.05
a5 × ESDDb5 0.07 ≤ ESDD ≤ 0.15

(8)
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The fitting results between Uf and ESDD, according to Equations (5)–(8), are shown in
Figure 10. Figure 10a–d are the fitting results using negative power function, quadratic func-
tion, negative power function with the constant term, and piecewise function, respectively.
It can be seen from the fitting results in Figure 10 that the fitting method (negative power
function) of the conventional insulator has the lowest goodness of fit (R2 = 0.9037). The
fitting methods of a quadratic function and negative power function with the constant term
are better, and the goodness of fit is 0.9798 and 0.9885, respectively. As for the piecewise
function, the goodness of fit is also acceptable, which are 0.9537 and 0.9583, respectively.

Figure 10. Fitting results of flashover voltage under different pollution degrees: (a) The fitting results
using negative power function; (b) The fitting results using quadratic function; (c) The fitting results
using negative power function with the constant term; (d) The fitting results using piecewise function.

According to the above fitting results, the traditional negative power function is not
recommended to calculate the flashover voltage of novel insulators under icing conditions
in different pollution levels in this paper. In addition, although the fitting result of the
piecewise function is good, it has high requirements for data points, which increases the
number of tests required for fitting data. When there are few data points, for example,
ESDD is between 0.01 and 0.02, and fitting cannot be performed.

In this paper, the quadratic function and negative power function with the constant
term are recommended as empirical formulas for calculating the flashover voltage of novel
insulators under icing conditions in different pollution levels. When the icing thickness
is between 2.6–2.9 mm, the empirical formula for flashover voltage recommended in this
paper is as follows:

Uf = 888.7 × ESDD2 − 319.3 × ESDD + 43.8 (9)

Uf = −84.18 × ESDD0.39 + 55.63 (10)
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5. Conclusions

Electric field distribution and AC breakdown characteristics of polluted novel light-
ning protection insulators under icing conditions are investigated. Compared with tradi-
tional insulators, we have made some new discoveries. From the findings, the following
conclusion can be drawn.

(1) The electric field distribution of this novel insulator is different from that of
a conventional insulator. When the insulator surface is covered with ice, there is an
increase in the electric field along the surface and pin electrode. Especially with ici-
cles, there is a prominent electric field peak at the tip of the icicle. Compared with dry
conditions, when there is an ice layer and icicle, electric field peaks increase by 48.85%
and 46.08%, respectively.

(2) Three arc paths in different pollution levels were discovered in the AC flashover
test. The arc paths are related to ESDD under icing conditions.

(3) The Uf varies significantly in different pollution levels under icing conditions.
Specifically, Uf shows a downward trend with the increase of pollution levels. The maxi-
mum flashover voltage is 2.70 times more than the minimum.

(4) This paper puts forward two more accurate empirical formulas. Specifically,
after comparing the goodness of fit of different functions, the quadratic function and
negative power function with the constant term are recommended as empirical formulas
for calculating the flashover voltage of novel insulators under icing conditions.
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Abstract: A partial discharge (PD) classification methodology based counting PD pulses in the
spectral domain is proposed and presented in this paper. The spectral counting data are processed
using the proposed PD Spectral Pulse Counting Mapping technique (PD-SPCM), which leads to
a Frequency-Resolved Partial Discharges (FRPD) map. The proposed map is then used for PD
detection and classification. In this work, corona and slot FRPDs are presented in frequency bands up
to 500 MHz, obtained from laboratory measurements performed using two hydro-generator stator
bars. The electromagnetic signals from the PDs were captured using a patch antenna designed for
this purpose and a spectral analyzer. The corona and slot PDs were chosen because one can be
mistakenly classified as the other because they may present similar Phase Resolved PD (PRPD) maps
and may occupy shared spectral bands. Furthermore, corona and slot PDs can occur concurrently.
The obtained results show that the corona and slot PDs can be properly identified using the developed
methodology, even when they occur simultaneously. This is possible because, as it is experimentally
demonstrated, corona and slot PDs have appreciable levels of spectral pulse counting in particular
bands of the frequency spectrum.

Keywords: hydro-generators; partial discharges; PD Spectral Pulse Counting Map (PD-SPCM);
microstrip antenna; UHF method; Frequency Resolved Partial Discharges (FRPD)

1. Introduction

Rises in amplitude and occurrence rates of partial discharges (PDs) in insulation
dielectrics of hydro-generators stator bars indicate electrical problems that can compromise
the operational safety of this kind of high-voltage equipment [1–3]. If the evolution of PD
is not investigated, generation outages may take place, along with the consequent huge
losses for society, which depends on electric power.

High sinusoidal voltage is produced by a generator, which induces a high electric
field in the rotating machine and surroundings, including the air, the electrical insulation
materials and surfaces of the generator structure. Therefore, PDs can be associated with
several problems, including dielectric rupture of gases confined in stator bar insulation
internal voids, the degradation of the semiconductive layer due, for instance, to mechanical
or electrical stresses, and the presence of undesired objects in the stator winding [2].
Discharge activities evolve gradually over the years, which can be identified and quantified
by measuring acoustic emissions [4,5], electrical PD signals [6,7], and electromagnetic
radiation [8]. If the electrical problems PDs indicate are not monitored and treated, they
can evolve to reach a state of complete unavailability of the hydro-generator [2,9–11].

In general, several features have been used to extract information from PD signals,
such as Weibull probability function [12], cross-wavelet transforms [13], rough sets [14],
time-of-pulse travel between sensors, and time-frequency maps [15]. A feature frequently
used to identify PD sources from hydro-generators is the PRPD (Phase-Resolved Partial
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Discharge) [16,17], which contains PD peaks distributed over the generator 50 Hz or
60 Hz power signal phase, such that the peaks are accumulated over time (at least during
30 s). The patterns seen in PRPD maps are standardized in [6] for each type of hydro-
generator PD.

In certain circumstances, however, PRPDs may provide limited classification possi-
bilities [7]. For instance, if slot and corona PDs occur simultaneously, their PRPD clouds
will be intertwined or superimposed because the phases they produce are coincident [6,18].
Thus, their PRPDs would overlap, making it difficult to properly identify them only by
inspecting the PRPD cloud; i.e., it would be tricky or virtually impossible to determine
the presence of both faults or one of them. Furthermore, although specific PD sources are
manifested in specific frequency ranges [19], when two faults are simultaneously occurring,
their frequency bands may intersect such that one is contained within the spectrum of the
other. This is the case of simultaneous slot and corona PDs, in which it is also not possible
to distinguish the PD sources just by inspecting the resulting spectrum (or PRPD).

In this paper, a new methodology is proposed in which spectral PD count is introduced,
producing a novel tool for statistical analysis of PDs—the Partial Discharge Spectral Pulse
Counting Mapping technique (PD-SPCM)—which leads to a Frequency Resolved Partial
Discharges (FRPD) map. The proposed method is based on spectral counting of PD pulses,
with which one is able to identify the types of simultaneous faults producing the PDs, even
if their spectra are in the same frequency bands and their PRPD clouds completely overlap
each other. FRPD has been validated experimentally in this work.

2. Slot and Corona Discharges

Slot discharges occur when the semiconductive coating of the bar has high resistance
or when friction on the coating, due to machine vibrations and wedge looseness, leaves the
high-voltage bare insulation, causing a metallic grounded core [19]. Because of the bare
metallic surface of the lamination, the initial availability of free electrons is sufficient to start
an electron avalanche in the air gap, regardless of the voltage polarity. After some time,
intense slot discharges, along with ozone and nitric acid produced as byproducts, starts to
attack both the insulation and the core, causing oxidation. This can affect the availability
of free electrons. Thus, the typical asymmetry on the slot PRPD map [6] becomes more
pronounced a few hours after the initial slot PDs [2,19].

Corona discharges occur due air ionization produced by high electric fields, originat-
ing from the bar surface, usually at the junction between the semi-conductive material (used
in the slot) and the stress-grading material (used in the winding output terminals) [19].
This type of activity causes degradation directly at the junction, leaving a deposit of white
powder. This activity can evolve slowly over the years. In [19], it is shown experimentally
that corona PRPD can change due to degradation of the junction or voltage increases.

In terms of spectral bands, it was determined experimentally in [19] that spectra of
corona and slot PDs reaches up to 500 MHz. This means that, although slot PDs tend
to produce higher amplitude levels [6], it may be difficult to distinguish slot discharges
when they are occurring simultaneously with corona PDs simply by using the measured
spectrum (as well as PRPDs [6]). PD energy was registered for frequencies over 1.5 GHz
in [20].

Physics of Corona and Slot PDs

Considering a stator bar of a hydro-generator subjected to the 60 Hz voltage pro-
duced, the higher the produced voltage, the greater the strength of the electric field in
the semiconductive coating and at the junction among the slots and the winding output
terminals, causing ionization of the surrounding air. This ionization occurs because, due
the mentioned defects on the surfaces, the electric field rises to levels sufficiently high to
extract electrons from the valence shells of gas atoms. Each removed electron is accelerated
due to the action of the high electric field, causing collisions with the electrons of the other
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electrically neutral atoms of the gas, generating detachments of more electrons, and so on,
leading to the so-called avalanche effect [21].

The phenomena just described produce a plasma, in which the ratio between the
electron drift velocity vd and the electric field strength E is represented as the electron
mobility μe [22], which is thus given by

μe = vd/E. (1)

In addition, the plasma electrical conductivity σ can be obtained by

σ = e · ne · μe, (2)

in which ne is the carrier concentration [22] and e is the electron charge. Notice that, as is
given by (1), a rise in E leads to reduction of electronic mobility μe because the number of
free electrons also increases.

In short, during the first stages of the ionization process, the conductivity given by (2)
increases because the increase in carrier concentration ne is dominant over the reduction
in μe. Thus, while the electric field keeps rising, the number of free electrons capable of
ionizing new atoms increases. During this initial ionization period, the current i, in the
ionized region, will increase exponentially over time [22,23]. The voltage between the
electrodes decreases because of the rapid increase in electrical conductivity of ionized air
between the anode and the cathode. This behavior is consistent with what is predicted
by Maxwell’s equations; i.e., the electric field decreases as conductivity increases [24]. As
a consequence, the ohmic resistance Rc of the circuit shown in Figure 1 is subjected to
increasing voltage due to the progressive increase in the current with σ [22].

Figure 1. Representation of the discharge circuit proposed in [25]. The radiated electromagnetic field measurement setup
(at right) is defined in this work.

Thus, the ionization process begins with intense electric field around the positive
electrode, producing a distribution of positive ions around the anode and leading to a
phenomenon called corona discharge (see Figure 2a). At this stage, the electric field intensity
is high at the anode and decays to zero as one approaches the cathode (Figure 2b) [26].
As ionization continues due to the intense electric field, neutral atoms lose electrons that
move towards the anode, causing the field to weaken in the vicinity of that electrode. This
mechanism causes the field to increase around the regions farthest from the anode, around
the tip of the just-ionized path, favoring the propagation of the ionization region towards
the cathode (Figure 2c). As a result, the number of free electrons progressively increases
due to the avalanche effect, leading to the consequent increase in current in the channel due
to the increase in its conductivity [26]. The region around the ionized channel tip, called
the streamer head, propagates towards the cathode as long as ions and electrons emerge
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more quickly than the weak electrical field of the conducting trail above the streamer head
would be capable of. The conducting trail, which is referred to as streamer channel [26],
electrically connects the streamer head to the anode.

Figure 2. Steps of primary and secondary streamers progressive developments [26]. The black circles represent electrons,
while the white circles symbolize positively charged ions.

It should be noted that if the voltage supply level is not sufficient to maintain a high
enough electric field in the gap between the electrodes, the streamer head is extinguished
before reaching the cathode (as in corona dischargess). Otherwise, the streamer head
moves quickly across the channel, closing the circuit between the electrodes (similarly
to slot discharges [6]). As the streamer head reaches a distance of approximately one
millimeter from the cathode (Figure 2d), a large number of electrons are emitted from the
cathode due to intense ultraviolet radiation from the streamer head. This process leads to
increases of thousands of volts of channel voltage during about one nanosecond, at least
doubling the channel’s average field during the process. The number of free electrons
increases rapidly, leading to the emergence of a region with great ionization capability
that propagates with high speed along the streamer channel towards the anode. This
phenomenon favors equipotentialization along the residual streamer channel and produces
the so-called return stroke, causing the current to reach its maximum value in this stage [26].

The electrical connection between the electrodes (Figure 2d), due to the ionized air
filament, gives rise to a process leading to the so-called spark breakdown discharge [26].
This attachment instability precedes the formation of a secondary streamer, which consists
of a progressive enlargement of the channel cross-section area due to a rise in temperature
associated to the fast current increase produced by the high voltage from the source fully
applied between the two ends of the channel. This process evolves into an equipotential-
ization state along the residual streamer channel (see Figure 2e–g). The secondary streamer
is visually observed as a partial re-illumination of the streamer channel, usually starting at
the anode at almost the same time that the streamer head makes contact with the cathode.
The secondary streamer starts and moves in the channel created by the previous ionization
processes, and although the increase in the channel cross-section area favors reducing ne
and the electrical conductivity σ as a consequence, the concurrent exponential decay of
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the current in the channel is also significantly dependent on the attachment of electrons to
oxygen molecules [26].

When the excitation voltage is sufficient and fully applied across the ionized channel,
the gas density n is sufficiently reduced due to the expansion of the gas provided by the
heating of the channel, leading to increase in E/n, thus allowing the propagation of the
secondary streamer (Figure 2f). The continuous gas expansion and the progressive E/n
increase allows the secondary streamer to cross the gap between the electrodes, forming a
quasi-uniformly ionized domain (Figure 2g). Since E/n reaches a certain magnitude, an
abrupt new increase in the channel current towards a spark breakdown can be observed
(see Figure 2h) [26].

3. Discharges Due Sinusoidal Voltage Excitation

In a hydroelectric generator, stator bars are often subjected to 50 Hz or 60 Hz sinusoidal
electric fields. As illustrated in Figure 3, since voltage V(t) is changing over time, stator
discharges may or may not emerge [1], depending on present phase of the sinusoidal cycle.
Discharge amplitude and duration may vary over the cycle with direct dependence on
V(t). Formation of corona and slot discharges are governed by the physical mechanisms
previously described.

(a)

(b)

Figure 3. Ilustrations of partial discharges in a sinusoidal voltage signal: (a) corona and (b) slot.

As voltage magnitude increases, electric field also rises in the plasma channel and, as
a consequence, the discharge current rise time is reduced before the spark stage takes place.
Additionally, the streamer propagation speed increases [22,25–28]. Deionization takes place,
as previously described. Then, with the increase in the generated voltage, the electric field
rises again, and, since E exceeds Ec, a new PD will occur at t2, as shown in Figure 3a. Thus,
during the evolution of the positive semicycle of the generated sinusoidal voltage, multiple
PDs may occur with different amplitudes and time spams, i.e., the increase in the sinusoidal
excitation voltage makes the partial discharge peaks occur in progressively shorter time
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intervals. As shown in Figure 3a, Δt1 > Δt2 [22,25,27]. In short, partial discharge pulses
present increasing spectral bands and amplitudes as V(t) increases in magnitude.

Notice that when corona discharges are developed, there is no electrical contact
between electrodes due to the discharge channel because this type of discharge occurs
between an energized electrode and air [6,29]. However, ionized arcs electrically connect
electrodes during slot discharges [6]. For this reason, slot discharges are associated with
higher discharge currents and broader frequency spectra because, once the streamer head
reaches the cathode, as previously discussed, current rises more rapidly [25], i.e., steep
slopes are seen in slot PD signals (occurring as the discharge channel electrically connects
anode and cathode). This phenomenon increases frequencies composing the associated
fields as a consequence. This is why slot PD functions have been depicted in Figure 3b
differently (with the steep slopes) from corona PDs seen in Figure 3a. These phenomena
were experimentally observed in [25] using the discharge circuit illustrated in Figure 1
(excluding the antenna receiving setup).

Figure 4a shows the discharge currents obtained in [25] using 8.2, 7.2, and 6.2 kV
voltage excitation levels. Figure 4b–d shows wavelet transforms, calculated in this work, of
PD current pulses in Figure 4a. Note that the higher the excitation voltage, the higher are the
discharge current pulses and the shorter the time intervals necessary for current to reach its
peak. Consequently, their spectral bands become larger, especially during the time periods
of steep current slopes, as can be easily seen by comparing the wavelet transforms to each
other and by observing their respective current signals evolving over time in Figure 4.
Wavelet transforms W(x(t), a, t′) in Figure 4 were calculated by numerically evaluating
W(x(t), a, t′) = 1√

a

∫ ∞
−∞ ψ( t−t′

a )x(t)dt, in which t is time, a = 1/ f , f is frequency, t′ is the

time shift factor, and ψ(t) = exp(− 1
2 t2) cos(2πt) (the real-valued Morlet wavelet) [30].

(a)

(b)

Figure 4. Cont.
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(c)

(d)

Figure 4. Discharge current pulses: (a) evolution of waveforms over time (8.2 kV, 7.2 kV and 6.2 kV
pulses) [25], (b) wavelet transform of the 8.2 kV pulse, (c) wavelet transform of the 7.2 kV pulse, and
(d) wavelet transform of the 6.2 kV pulse.

4. Frequency Resolved Partial Discharges (FRPD)

In this section, basic concepts necessary for defining the proposed Partial Discharge
Spectral Pulse Counting mapping technique, which leads to FRPD maps, are discussed and
experimentally demonstrated. Furthermore, computer implementation of the proposed
method is also examined.

4.1. FRPD: Basic Concepts

Since generated voltage sinusoidally oscillates in hydroelectric generators, amplitude
and especially PD duration are not constant over the generator’s 50 Hz or 60 Hz cycle.
Because pulse duration directly affects spectral responses, PD count can be analyzed as
a function of time and frequency, as shown by the experimental results obtained in this
work, as shown in Figure 5. The spectrograms in Figure 5 show corona and slot PD pulses
over the time-frequency domain, each registered within 8 s over a band defined between
20 MHz and 160 MHz. The graphs show that the spectral PD pulses occur with different
repetition levels when different frequencies are analyzed over time. This way, we have
performed PD pulse count over time and frequency domains using data extracted from
an spectrum analyzer employed to perform experimental measurements. The spectrum
analyzer is connected to a patch antenna designed in this work for receiving high frequency
PD radiated signals. The antenna design is detailed in Appendix A.
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Figure 5. Spectrograms of (a) corona and (b) slot partial discharges. The spectrograms were registered
in this work within eight seconds between 20 MHz and 160 MHz.

Based on this experimental confirmation of the theoretical prediction, we developed
in this work the Frequency Resolved Partial Dischage (FRPD) map (which is based on
the developed Partial Discharge Spectral Pulse Counting technique), of which an illus-
trative example is shown in Figure 6. FRPD and its classification capabilities are the
main contributions of this paper. In a short explanation, we may say that the map in
Figure 6 is constructed by detecting pulses with amplitudes that are higher than a pre-
established power threshold in the time-frequency domain (Figure 5) by counting the
repeating pulses over time for each defined small registering frequency window and by
averaging the amplitudes of the registered pulses in each registering frequency window.
Normalized (percentage) spectral PD counting levels are represented by the colors of the
dots in Figure 6.

Figure 6. An illustrative example of the proposed FRPD map.

For the sake of clarification of the ideas just introduced, we show Figures 7 and 8.
Figure 7a shows that the pre-established noise threshold is set at −60 dBm, which is
considerably higher than the laboratory ambient power noise (noise can also be seen in
Figure 7a). The graph in Figure 7b shows the first occurrence of a pulse at 387 MHz.
During this occurrence, PD frequency and amplitude are registered, and the number of
PD occurrences at 387 MHz is increased (from zero to one in this case) and recorded. In a
third time window in which the spectrum is measured, depicted by the graph in Figure 7c,
the power noise threshold is once more exceeded at 387 MHz, and it is also crossed at
417 MHz (for the first time). Then, PD frequency and amplitude recordings are made,
and the occurrence count at 387 MHz is once more incremented (from one to two). For
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417 MHz, recordings of PD frequency and amplitude are also made, and the number of PD
occurrences is set to one for that frequency (since, up to this time, a single PD occurence has
been registered for 417 MHz). The PD frequency and amplitude recordings and spectral
PD counting processes are repeated every time the signal amplitude is higher than the
threshold for a given frequency (or frequencies). To obtain statistically consistent results,
measurements need to be performed during a large number of sinusoidal cycles, i.e., over
several seconds.

(a)

(b)

(c)

Figure 7. Spectral registering of PD pulses obtained at different times: (a) measurement with no
occurrence records, at t = t0; (b) detection of the first occurrence at 387 MHz, at t = t1; and
(c) detection of the second occurrence at 387 MHz and of the first occurrence at 417 MHz, at t = t2.
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(a)

(b)

Figure 8. Spectral histograms of corona and slot PDs: (a) peak amplitude histograms and (b) normal-
ized (percentage) pulse count histograms.
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In order to build FRPD maps, such as the illustrative example of Figure 6, since
frequencies at which of PD pulses occur can slightly fluctuate for a given sinusoidal phase,
we employed measuring frequency band windows, similarly to the 5 MHz wide windows
seen in the histograms of Figure 8. Thus, powers of pulses crossing the power noise
threshold in a given measuring frequency window are averaged over time. Furthermore,
the number of PD occurrences are individually computed for each frequency window.
Therefore, every time a pulse crosses the threshold within a given frequency window, the
number of PD occurrences is incremented for that window.

Peak amplitude histograms of Figure 8a show that spectral amplitudes of corona PDs
tend to be almost constant over the frequency range shown, while slot PDs amplitudes os-
cillate over the frequency spectrum, with power peaks considerably higher than the power
levels reached by corona PDs. This feature is associated with the electrically closing arcs
between the circuit poles during slot PD occurrence. Notice that simultaneous occurrences
of corona and slot PDs would be difficult to detect using peak spectral amplitudes. On
the other hand, the pulse count histograms in Figure 8b show 100% for the normalized
percentage count for slot PD at 70 MHz, which corresponds to 451,875 spectral peaks
recorded in this frequency window, the counting of which is used as the reference level to
set the percentage for the discussed measurements in other frequency bands. The pulse
count histogram for corona PD shows 100% for the normalized percentage count in the
40 MHz window, which corresponds to 394,956 recorded spectral peaks. Thus, corona
PDs have higher PD count rates at 40 MHz (with 100%), 45 MHz (with 46.6%), 70 MHz
(with 59.9%), 170 MHz (with 46.2%), 175 MHz (with 95.5%), and 180 MHz (with 97.9%).
Slot PDs have their higher PD count rates at 40 MHz (with 72.4%), 45 MHz (with 34.9%),
65 MHz (with 45.9%), 70 MHz (with 100%), 75 MHz (with 86.0%), 80 MHz (with 97.1%),
and 170 MHz (with 39.2%). Corona discharges tend to have higher counting rates dis-
tributed over the spectrum because they occur between the energized electrode and the
air, with plasma channel length highly dependent on the 50 or 60 Hz instantaneous signal
amplitude. In contrast, slot PD counting strongly depends on arcs connecting the circuit
poles, producing characteristic resonance frequency, which is associated to the length of
the produced ionized electric arcs (which tends to be the distance between the poles) and
especially on the total length of the metallic parts shortened by the arcs (the lengths of
hydro-generator bars [31], for instance). This behavior explains the fact that slot PDs
have, in our test measurements, their highest registered PD repetition rate around 70 MHz.
Complementary Figure 9 shows spectral pulse counting per second, obtained by sampling
the spectra 5000 times over 150 s.

An important matter is related to the spectral peaks seen in Figure 5. Although
spectra of current PD pulses can be smooth functions, with a certain bandwidth, it is
demonstrated in detail in [31], using full-wave simulations (by solving Maxwell’s equations
numerically), that electromagnetic waves produced by the PD currents resonate inside
the winding bar while propagating in the structure, producing resonating electromagnetic
fields propagating outwards from the bar. The fundamental resonance frequencies depend
on the dimensions of the bar and on the wave propagation velocity inside the structure.
In [31], an analytical formula from [32] is also used to confirm the resonance frequencies
obtained from the simulations. Higher harmonics are also seen in simulation results and
confirmed using the analytical formula. This physical phenomenon produces electric field
spectra with well-defined spectral peaks, due to the influence of the bar and of spectral
band of the PD current pulse. It is interesting to see the effect of increasing the pulse
rise time in [31], which reduces spectral amplitudes in higher frequencies, but resonance
peaks are still seen if excitation pulse has energy levels at those higher frequencies. The
mentioned resonance effects are stronger in slot PDs because metallic slot structure reflects
an electromagnetic field, forcing it to penetrate the bar (deterioration of semiconductive
coating facilitates wave penetration). Corona PDs can occur in a face of the bar with no
contact with slot structure, and, thus, a smaller part of electromagnetic wave power refracts
into the bar, creating different spectrogram patterns (see Figure 5a,b).
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Figure 9. Spectral pulses per second registered in this work, during 150 s, for corona and slot PDs.

Temporal analysis of simulated PD radiated signals in [31] show that resonating fre-
quencies may occur asynchronously, as transient signals clearly contain different frequen-
cies at different time windows. This feature was confirmed in this work in the laboratory,
when radiated signals’ spectra were measured 5000 times over 150 s. Spectral peaks occur
asynchronously, with particular repetition rates over time.

Thus, the peaks seen in Figure 5 are due the electromagnetic phenomenon just de-
scribed. Notice that the spectrum is actually continuous, but amplitudes attenuated by the
bar (at non-resonating frequencies) are not visible in Figure 5 because they are mixed with
environmental noise.

Thus, an advantage of using the proposed FRPD methodology is that it allows the
identification of classes of partial discharges occurring concurrently, especially those of
which PRPDs or spectra are difficult to distinguish when they are superimposed, as is the
case involving concurrent corona and slot PDs.

4.2. Computer Implementation of FRPD

Computer implementation of FRPD is based on two one-dimensional arrays: one
array for PD count and another for average PD amplitude, computed using peaks crossing
the power threshold for each frequency window individually. The dimensions of both
arrays are coincident with the number of employed frequency windows.

The measurements of spectra of PD signals are made in time windows of 5 ms with
a spectrum analyzer logically connected to a personal computer. The FRPD maps are
formed with six frequency sub-bands, namely 7–20 MHz, 20–100 MHz, 100–200 MHz,
200–300 MHz, 300–400 MHz, and 400–500 MHz. For each frequency sub-band, 5000 time
windows are acquired and 2000 measuring frequency windows are employed. Thus, for
the 7 MHz–20 MHz sub-band, measuring frequency windows are 6.5 kHz wide. In the
20 MHz–100 MHz band, measuring frequency windows are 40 kHz wide. Finally, in the
sub-bands 100–200 MHz, 200–300 MHz, 300–400 MHz, and 400–500 MHz, measuring
frequency windows are 50 kHz wide.
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As previously discussed, the methodology consists of detecting the PD pulses in
a frequency spectrum exceeding the noise power threshold (in dBm). The threshold is
determined to minimize the influence of background noise. The threshold is determined
automatically and experimentally by the software. First, the noise signal is measured
and divided into 10 frequency sub-bands. Each of them has its average power value
calculated within 10 s. The highest average power is selected, and then, the noise threshold
corresponding to 108% of the highest calculated average noise power is established.

During PD measurements, when any pulse in the spectrum exceeds the threshold, the
pulse amplitude value, its frequency value, and the number of times that pulses occurred
will be stored for each of the measuring frequency windows. Once the measurements
and data recordings are complete, the total count of the occurrences of the spectral PDs
pulses is determined, and the average PD amplitude is calculated for each measuring
frequency window.

More specifically, for each measuring frequency window fw, the number of pulse
occurrences Po( fw) is divided by the highest number of pulse occurrences found, max{Po},
which is obtained among all the sub-bands. Then, the so-called percentage PD count
function Pc( fw) is recorded, of which values are mapped by using a color scale. Thus, the
function Pc( fw) is given by

Pc( fw) =
Po( fw)

max{Po} × 100%. (3)

Finally, results obtained from (3) are used to plot FRPDs such as that in Figure 6 and
normalized (percentage) pulse count histograms such as those in Figure 8b. Thus, 100%
pulse count indicates the frequency window in which maximum Po was obtained in a
given FRPD map or pulse count histogram. The algorithm for the proposed methodology
is graphically shown in Figure 10.

By analogy with the PRPD (Phase Resolved Partial Discharge) method [17], which
associates the PD peak occurrence with the sinusoidal signal phase, we may say that this
new spectral statistical map is a Frequency Resolved Partial Discharge map because, with
the presented technique, maps are assembled from PD peak counting derived from time
evolving frequency spectrum of PD signals. The main advantage of FRPD over PRPD is
the fact that FRPD can be easily used to detect more than one concurrent PD type, even
with overlapping PRPDs and spectra, as is shown experimentally in the next sections.
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Figure 10. Algorithm for the proposed FRPD methodology. In this work, imax = 5000.

5. Experimental Measurements and Results

5.1. The Designed Golden Ratio Patch Antenna

Since partial discharges radiate high-frequency electromagnetic signals, recently, mi-
crostrip patch antennas (consisting of a dielectric substrate with a face containing a specif-
ically designed metallic patch and a ground plane of metal deposited on the opposite
substrate face) have been used for PD detection [20,33–35]. Ultra-wide-band (UWB) patch
antennas for partial discharge detection were proposed in [33] (0.5 GHz to 1.5 GHz),
ref. [34] (0.305 GHz to 1.495 GHz), and [35] (0.35 GHz to 1.38 GHz). An appropriate band
for detecting PD radiation is from 0.3 GHz to 1.5 GHz [35]. However, PD frequencies over
1.5 GHz were found in [20].

The well-known golden ratio can be observed not only in biological systems such as
shell formation and flower petal formation, but also at the atomic scale in the magnetic
resonance of spins in cobalt niobate crystals [36]. In telecommunications engineering, the
golden ratio has been used in antenna design [37,38]. Therefore, in this work, we design
a golden ratio patch antenna operating between 0.33 GHz and 2.02 GHz. The patch is
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formed by three circles that are centered on the borders of smaller intercepting circles, such
as is illustrated by the proposed design shown in Figure 11. For the designed antenna,
R1/R2 = R2/R3 = ra = 1.618, which is the golden ratio. The developed antenna has been
used to receive high frequency electromagnetic PD signals in this work. Figure 12a properly
illustrates the antenna being used in our labaratorial setup.
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Figure 11. Preliminary antenna model simulated using COMSOL Multiphysics: (a) overview and
(b) details of the ground plane slot (the ground plane and patch are on opposite sides of the substrate).

For sake of comparison to other antennas, spiral antennas are low-gain wide-band
antennas [39], while rod antennas can be high-gain narrow-band devices (e.g., Yagi anten-
nas) [40]. Spiral antennas (with reflector) can achieve 2 dBi gain [39] and Yagi antennas
can easily achive 12 dBi or more [40]. Our patch antenna lies in between the two: it is a
wide-band antenna with the moderate maximum gain of approximately 3.8 dBi at 450 MHz.
Further details, parameters, and engineering characteristics of the device are described in
detail in the Appendix A.

5.2. Laboratory Setup

The designed golden ratio patch antenna was used to perform high-frequency PD
measurement with the setup illustrated by Figure 1. In this work, the process of measuring
PD signals to produce FRPD maps involved the following instruments and apparatus: a
spectrum analyzer, the patch antenna, hydro-generator stator bars, a 60 Hz high voltage
source, and a laptop computer with the measurement and analysis software developed in
this work. The experimental setup can be seen in Figure 12a.
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(a)

(b)

(c)

Figure 12. Cont.
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(d)

Figure 12. The measurement setup: (a) overview of the measurement setup for acquiring high
frequency PD radiated signals, (b) General Electric bar from Curuá-Una hydroelectric power plant
(with corona PDs), (c) Jeumont-Schneider bar from Tucuruí hydroelectric power plant (with slot PDs),
and (d) parallel-connected bars for producing concurrent corona and slot PDs.

The hydro-generator bars were energized with 12 kV by the 60 Hz high voltage
system. This voltage level was sufficient to capture the PD signals from the bars using the
patch antenna. The patch antenna was connected to the spectrum analyzer using a 50 Ω
impedance coaxial cable. PD spectral signals, acquired over time, were registered by the
developed software in which the proposed FRPD methodology is implemented.

For the measurement of the corona discharges, a bar with mica insulation from the
Curuá-Una Hydroelectric Plant (Brazil) was used, which is shown in Figure 12b. For the slot
discharges, a bar with mica insulation from the Tucuruí Hydroelectric Plant (Brazil) swas
used, which can be seen in Figure 12c. The slot defect produced in the bar is highlighted in
Figure 12c. The measurements of concurrent corona and slot PD discharges were performed
by implementing a parallel circuit connection between the Curuá-Una and the Tucuruí
Hydroelectric Plant bars, as is seen in Figure 12d.

5.3. Results

Figure 13 shows PRPDs obtained in this work for the experiments of Figure 12. The
measured PRPDs of corona, slot, and the simultaneous corona and slots PDs are shown by
Figure 13a–c, respectively. Note that PRPD profiles shown in Figure 13a,b are compatible
with standardized PRPD patterns in [6] for corona and slot PDs, respectively, validating
our experimental PD sources. By comparing Figure 13a,b, we can see that corona and
slot PDs occur practically on the same phase ranges for both the positive and the negative
60 Hz semi-cycles. For this reason, concurrent corona and slot PRPDs overlap each other in
Figure 13c, as one would expect. Thus, distinguishing these defects patterns by inspecting
solely Figure 13c is a remarkably difficult task.
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(a)

(b)

(c)

Figure 13. PRPDs experimentally obtained in this work for: (a) corona (12 kV—General Electric
bar), (b) slot (10 kV—Jeumont-Schneider bar), and (c) simultaneous corona and slot (12 kV) obtained
usingboth bars.
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The situation is different when FRPDs are used for identifying the measured corona
and slot PDs. FRPDs seen in Figure 14 show spectral counting computed from 0 to
500 MHz for different cases: corona discharges in Figure 14a, slot discharges in Figure 14b,
and corona PDs with simultaneous slot PDs in Figure 14c. In order to quantify background
noise and to map radiated signals from the high voltage source, we have registered the
background noise with non-energized and energized high voltage power source, as shown
by Figure 14d,e, respectively.

(a)

(b)

(c)

Figure 14. Cont.
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(d)

(e)

Figure 14. FRPD obtained from 0 to 500 MHz for different cases: (a) corona PD, (b) slot PD, (c) corona
PD with concurrent slot PD, (d) background noise (high voltage power source not energized), and
(e) background noise with an energized high-voltage power source.

Once measurements of Figure 14d,e had been made, we considered the noise power
threshold of −68.5 dBm for performing PD measurements. Percentage PD count, which is
mapped using a color scale, was calculated with respect to the highest measured counting,
which is represented by the color red. Black points indicate low-percentage counting pulses,
i.e., up to 3% of the highest measured counting.

In Figure 14, red arrows (pointing up) indicate high counting noise or high counting
signals from the high voltage power source, which are not related to PDs. These exter-
nal signals were acquired and identified in measurements whose results are shown in
Figure 14d,e. In Figure 14a, the blue arrows (pointing down) indicate high-counting spec-
tral regions associated to corona PDs. Similarly, in Figure 14b, the green arrows (pointing
down) indicate high-counting pulses associated with slot PDs. Additionally, note that low
counting pulses (represented by black points) with amplitudes over −60 dBm from slot
discharges are widely spread across the measuring spectrum, as shown in Figure 14b. This
distinct feature is not seen in Figure 14a for corona PDs.

Figure 14c, which was obtained using the measuring setup shown in Figure 12d,
shows the simultaneous presence of the corona and slot PDs. Indications are made by
following the arrow representations defined above. The low count pulses (black points) are
widely spread across the spectrum, indicating the presence of slot discharges in Figure 14c.
One may also observe that the spectral regions of high counting pulses corresponding
exclusively to corona and slot PDs (around 475 MHz and 75 MHz, respectively), which
were previously detected in the measurements shown in Figure 14a,b, are also visible and
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properly indicated in Figure 14c. Thus, with the proposed methodology, it is possible to
identify, undoubtedly, simultaneous slot and corona PDs.

FRPD maps seen in Figure 15 highlight the results from 7 to 50 MHz. Figure 15d,e
shows repetitive noise between 25 and 37 MHz and between 41 and 50 MHz (influence
of energized power supply), with amplitudes around −66 dBm. Figure 15a, Figure 15b,
and Figure 15c, respectively, show FRPDs for corona, slot, and for corona with slot, with
amplitudes reaching −64 dBm. However, frequency bands where high counting corona
and slot PDs are observed overlap each other (besides overlapping the high counting band
of noise). Thus, in this band, although PDs can be seen standing out from the noise, it is
difficult to distinguish concurrent corona and slot PDs.

(a)

(b)

(c)

Figure 15. Cont.
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(d)

(e)

Figure 15. FRPD for different cases, from 0 to 50 MHz: (a) corona, (b) slot, (c) corona with slot,
(d) noise with the power supply not energized, and (e) noise with energized power supply.

Figure 16 shows FRPD results from 50 to 100 MHz. Figure 16d,e shows noise between
50 and 70 MHz, in such a way that the high voltage source has an important influence
on registered counting, with amplitude reaching −63 dBm. Figure 16a shows corona PDs
between 65 and 70 MHz, with PD counting up to 63% and amplitudes reaching −67 dBm
and low counting registered in noise band (50–70 MHz). Figure 16b shows slot PDs between
65 and 80 MHz, with PD counts up to 100% and amplitudes that reach −67.5 dBm. In
Figure 16b, the noise region indicated by the red arrow has a low count. Figure 16c shows
simultaneous corona and slot PDs between 63 and 80 MHz with PD counts up to 100%.
The region between 65 and 70 MHz is a region of high PD count shared by corona and slot
PDs, as one can see by inspecting Figure 16a,b. The green arrow in Figure 16c highlights
the high PD count band, between 70 and 80 MHz, where solely slot PDs occur. The band
between 80 and 90 MHz is a communal PD band for both phenomena. Thus, in the FRPD
of Figure 16c, corona PDs cannot be identified with confidence, but slot PDs can be clearly
seen in Figure 16c.
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(a)

(b)

(c)

Figure 16. Cont.
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(d)

(e)

Figure 16. FRPD for different cases, from 50 to 100 MHz: (a) corona, (b) slot, (c) corona with slot,
(d) noise with the power supply not energized, and (e) noise with energized power supply.

FRPDs obtained from 100 to 150 MHz are shown in Figure 17. High counting noise is
not seen in Figure 17d,e. Figure 17a shows corona PDs between 124 and 137 MHz, with
PD counts up to 12% and amplitudes that reach −65.5 dBm, as the blue arrow indicates.
Slot PDs are seen between 125 and 133 MHz in Figure 17b, with PD counts up to 25% and
amplitudes reaching −67 dBm, as the green arrow points out. Figure 17c shows coronas
with slot PDs between 125 and 135 MHz with PD counts up to 33%. In this case, since
the corona’s and slot’s high counting bands completely intercept each other, it is difficult
to distinguish the phenomena by inspecting exclusively the 100–150 MHz band. A very
similar situation is seen by inspecting the 150–200 MHz range. As Figure 18a,b show,
corona and slot high counting bands are completely superimposed on each other, making
discrimination of patterns an intricate process when inspecting Figure 18c.
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(a)

(b)

(c)

Figure 17. Cont.
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(d)

(e)

Figure 17. FRPD for different cases, from 100 to 150 MHz: (a) corona, (b) slot, (c) corona with slot,
(d) noise with the power supply not energized, and (e) noise with energized power supply.

(a)

Figure 18. Cont.
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(b)

(c)

(d)

(e)

Figure 18. FRPD for different cases, from 150 to 200 MHz: (a) corona, (b) slot, (c) corona with slot,
(d) noise with the power supply not energized, and (e) noise with energized power supply.
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Finally, the FRPDs seen in Figure 19 highlight results from 450 to 500 MHz. Figure 19d,e
does not show high counting noise in this sub-band. Figure 19a shows corona PDs between
479 and 481 MHz, with PD counts up to 12% and amplitudes that reach −67 dBm, as
the blue arrow pinpoints. Figure 19b shows occurrence of slot PDs with low PD counts
in this sub-band, of which power ranges from −68.75 to −65 dBm. Figure 19c shows
concurrent corona and slot PDs, in which we can see significant PD counts between 479
and 481 MHz (up to 12%) with amplitudes reaching up −68 dBm, clearly indicating corona
PDs. Furthermore, low count discharges with amplitudes ranging between −68.75 and
−65 dBm are also seen spread across the frequency band in Figure 19c, suggesting the
concurrent influence of slot discharges. Therefore, one can properly identify corona and
slot PDs in the 450–500 MHz band by inspecting the FRPD map in Figure 19c.

(a)

(b)

(c)

Figure 19. Cont.
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(d)

(e)

Figure 19. FRPD for different cases, from 450 to 500 MHz: (a) corona, (b) slot, (c) corona with slot,
(d) noise with the power supply not energized, and (e) noise with energized power supply.

6. Conclusions

This paper proposes a new methodology for spectral statistical analysis of partial
discharge pulses: frequency resolved partial discharge (FRPD). The proposed methodology
is based on counting pulses in spectral domain (which evolves over time), allowing the
identification of faults that give rise to discharges, even when the signals occupy shared
frequency bands and communal phases of the sinusoidal high voltage excitation signal.

In order to measure the electromagnetic signals radiated from partial discharges,
a patch antenna was designed, built and employed in laboratory measurements. The
antenna was connected to a RF frequency analyzer. Besides that, a software was developed
to analyze the discharge signals using the proposed FRPD methodology. The measurements
were made in an electromagnetically shielded room, in a high-voltage laboratory, with
two bars from hydro-generator stators. One of the bars has a confirmed corona fault
and the other one has certified slot PDs, as measured PRPDs show. In order to obtain
corona and slot PDs simultaneously, the two bars were electrically connected in a parallel
circuit configuration.

With the proposed methodology, one can generate a FRPD graph showing percentage
pulse count rates distributed over the frequency-amplitude plane. Thus, specific bands
display high counting PDs for each type of partial discharge source, and each type has
its own spectral PD counting map. As was shown experimentally in this work, this
feature allows the proper identification of simultaneous PD classes with overlapping
PRPDs and spectra, such as corona and slot PDs. In particular, the band from 450 MHz to
500 MHz seems to be important for undoubtedly detecting corona and slot FRPD signatures.
Since the proposed FRPD methodology seems to be a strong complement for previously
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developed techniques, such as PRPD and classical spectral analysis, i future works, further
investigation and possibly standardization of FRPDs are suggested for all known classes of
PD sources in rotating machines and other HV systems.
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Appendix A. Antenna Design

In this work, we designed and used a patch antenna for covering the band between
0.33 GHz and 2.02 GHz, since PD signals with frequencies over 1.5 GHz were measured
in [20]. Initially, a preliminary model of the a golden ratio patch antenna was developed,
as is presented in Figure 11. The patch is represented using the blue color, the ground
plane is depicted in green, and the dielectric substrate is outlined in gray. The substrate is
manufactured using a Flame Retardant epoxy material (type 4), of which relative electric
permittivity is 4.4 and its loss tangent is 0.02. The antenna dimensions are L = 400 mm
(length), W = 300 mm (width), and H = 1.5 mm (thickness).

The patch is formed by circles that are centered on the borders of smaller circles. The
ratio of the radius of any circle to its immediately smaller circle is given by the golden ratio
ra = 1.618. The geometric parameters of the proposed antenna are indicated in Figure 11.
For the preliminary antenna model, the geometric parameters are hpt = 57 mm, hst = 10 mm,
wst = 6 mm, R1 = 140 mm, R2 = R1/ra= 86.52 mm, and R3 = R2/ra = 53.47 mm. The length of
the microstrip feed line is hpt + 1 mm, and its width is 3 mm. The parameter L = 40 cm was
chosen in order to produce resonance at approximately 300 MHz. The three circles were
used to achieve additional multiple resonance bands at higher frequencies. The ground
plane also contributes with its high frequency resonance band. Consequently, a broadband
antenna can be obtained by optimizing its geometric parameters, aiming to achieve proper
merging of the resonance bands produced by each circular element, by the half perimeter
of the patch, by the length of the feeding line, and by the ground plane dimensions.

Reflection coefficient S11, obtained at the antenna terminals [41], is calculated in this
work considering the reference impedance Z0 = 50 Ω. The reflection coefficients (in dB) of
the preliminary antenna model, calculated from COMSOL Multiphysics simulation, are
presented in Figure A1 (curve C1). As one can see in curve C1, for the initial (preliminary)
antenna model, S11 undesirably crosses the reference level of -10 dB around 0.8 GHz, near
1.3 GHz, and at 1.8 GHz. For this reason, optimization of the dimensional parameters of
the initial antenna model were necessary to allow full coverage of the aimed PD frequency
range (300–2000 MHz) [20].
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Figure A1. Simulated and measured reflection coefficients of the antennas.

Initial adjustments to the dimensional parameters were done by preserving other
dimensions of the initial model; i.e., tuning was performed, at first, by varying a single
parameter at a time. The results of these individual parametric sweeps of hpt, R1, hst, and
wst are presented in Figure A2. By setting R1 to 135 mm, reflection coefficient S11 was
greatly reduced around 0.8 GHz with respect to the initial model of the antenna. However,
with this adjustment on R1, the parameter S11 was increased to levels over −10 dB in the
band between 1.1 GHz and 1.45 GHz. On the other hand, by setting hst to 8 mm, levels of
S11 in the band between 1.1 GHz and 1.45 GHz are well below −10 dB, as Figure A2 shows.
Thus, an optimized antenna was obtained by performing a combination of parameters
producing reflection coefficients under −10 dB in frequency bands, in which the initial
antenna model does not provide that characteristic and in regions of the spectrum in which
a desired parameter modification produces undesired S11 values in other frequency bands
of interest. Thus, we have obtained the following optimized set of parameters: hpt = 68 mm,
hst = 9 mm, wst = 5 mm, R1 = 135 mm, R2 = R1/ra = 83.43 mm, and R3 = R2/ra = 51.56 mm.

Figure A2. Simulated reflection coefficients regarding adjustments of dimensional parameters.
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Finally, the optimized antenna has been built, as Figure A3 illustrates. A vector
network analyzer (VNA) has been used for measuring the parameter S11 of the antenna,
and the experimental results are compared with the numerical curve in Figure A1 (see
curves C2 and C4). As one can observe, even with the obtained similarity between the
measured and the simulated reflection coefficients, measured signal is above −10 dB in the
frequency band between approximately 1.1 GHz and 1.25 GHz. As long as the ground plane
width is W = 0.3 m, this dimension is close to λ/2 in the dielectric substrate at 1.25 GHz.
As a consequence, the ground plane has an important influence on the antenna response
around 1.25 GHz. Thus, in order to reduce the reflection coefficient in the frequency range
of interest, the edges of the ground plane were modified to be rounded, as is shown in
Figure A4. The comparison between the measured and simulated S11 curves are presented
in Figure A1 (see curves C3 and C5). This final improvement introduced to the antenna
geometry produces reflection coefficients measured under −10 dB over the entire targeted
PD frequency band, between 0.33 GHz and 2.02 GHz. The obtained fractional bandwidth
(FBW) is 143.83%.

(a) (b)

Figure A3. Optimized antenna designed with right angles ground plane: (a) front view and
(b) back view.

Figure A5 shows real and imaginary parts of the final antenna’s impedance Z = R + jX,
where R and X are the resistance and the reactance of the antenna. One can confirm that
the antenna satisfies desired impedance matching goals, since the imaginary part of the
impedance is around 0 Ω, reaching maximum and minimum values of 25.16 and −26.43 Ω,
while the real part is around Z0 = 50 Ω, with maximum and minimum values of 73.33
and 27.75 Ω, respectively, in the frequency range of interest. This feature is confirmed by
inspecting the curve C5 Figure A1, which is under −10 dB in the aimed frequency range.
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Figure A4. The final antenna, with rounded ground plane: (a) manufactured and (b) final
geometric design.

Figure A5. Simulated input impedance of the final antenna model.

Finally, for the sake of illustration, the three-dimensional radiation pattern of the
antenna is shown in Figure A6, which was calculated at 450 MHz. Figure A7 shows
maximum gain calculated as a function of frequency.
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Figure A6. Simulated 3D radiation pattern of the antenna obtained at 450 MHz: (a) standard diagram
and (b) radiation pattern and the patch antenna.

Figure A7. Maximum gain as a function of frequency.
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Abstract: Diagnostic data of transformers are essential in determining their integrity and to estimate
their reliability. Such diagnostic data is not available for distribution transformers as only meagre
attempts are made to accumulate this information. The reason for lack of such attention is attributed
to the compromise made to meet financial constraints and cost-cutting measures. It is needless to
emphasize the significance of these diagnostic data in evading premature failures and enhancing the
accuracy of the maintenance program. Overall, the concepts of diagnostic methods are well defined
regarding power transformers, but cannot be extended to distribution transformers. This paper
attempts to fill this gap by measuring the diagnostic data from in-service and defective distribution
transformers. For this purpose, eight transformers (six in-service, two defective) showing deviations
in their diagnostic status were selected from a group. As per their kVA rating and operating
status, the chosen transformers were categorized into three sets and their integrity of insulation and
winding-core arrangement were analyzed. Later, the root-cause analysis was performed on defective
transformers to understand their failure reasons and possibilities to evade them. The pertinent data
obtained are quite valuable for making decisions regarding reliability-oriented maintenance and for
extending its potential in the distributed generation.

Keywords: distribution transformers; failure analysis; monitoring; diagnostic method; frequency
response; open and short-circuit response

1. Introduction

Distribution transformers are essential in securing a power supply to the industries
and household applications [1]. The selection criteria of these transformers depend on
energy requirements at the receiving end and the budget of the user and the service
provider [2]. Naturally, they emerge as an important asset to the utilities and industries and
requires undivided attention to ensure their operating condition and reliability [3]. Present
energy requirements, environmental restrictions and financial constraints have put forth
the notion to reduce the budget and life-cycle costs. In addition, there is a constant demand
for stringent maintenance procedures and sensitive measurement techniques [3,4]. This
implies inclusion of sensitive monitoring tools and diagnostic test methods to track their
operating condition and efficiency of distribution transformers. Nevertheless, the modern
distribution transformers are not provided with such monitoring or diagnostic support
favouring the cost cutting measures [5]. It is also mentioned to be unlikely to outweigh
the benefit of replacing a transformer than employing diagnostic tests and/or monitoring
support [3–5]. Nonetheless, it is critical for the service provider to know the failure reasons
not only to evade its re-occurrence but also to always ensure the quality and reliability of
the supplied electric power [6,7]. Pertinent monitoring and diagnostic solutions create a
decisive data for effective management of the network of transformers and enhance their
efficiency, performance, reliability [3]. So, any attempt to improve the existing maintenance
procedures remains highly desirable.
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The concepts of detecting premature failures and exercising diagnostic methods are
well defined on power transformers, while extending the same to a distribution transformer
may not reveal similar results. The corresponding reason may be due to the differences
in geometry, construction, winding design, etc., which usually reflects in the measured
responses as natural frequencies, resonant peaks, and so on [5]. For instance, the open
and short-circuit natural frequencies of the power transformers appear as several resonant
peaks within 700 to 900 MHz while the same for a distribution transformer will be entirely
different and may appear (if any) above 1 MHz. So, the usual shift in the resonant peaks
initiated by the terminal conditions and faulty situations which are observable in a power
transformer may not appear in the distribution transformer [6]. In this context, the complete
spectrum of the distribution transformer and the respective individual influence of winding,
core, and insulation geometry must be studied. There are several literatures and technical
reports that discusses the diagnostic concepts, methods, etc., with focus on its application on
transformers, bushings, power cables, and rotating machines. Surprisingly, such concepts
are not extended to distribution transformers only for the reasons of meeting financial
constraints and cost-cutting measures [3,4]. The utilities report that the benefit of replacing
a distribution transformer outweighs the cost of exercising a diagnostic method, which
is incorrect [4]. Availing such diagnostic data of distribution transformers and failure
root cause analysis are very important to retain their service time and widening their
operating potential when venturing their application into renewable energy and distributed
generation plants. Such diagnostic data is also very useful while enhancing the sensitivity
and accuracy of reliability-oriented maintenance program.

A distribution network feeding a city predominantly contains a fleet of distribution
transformers manufactured from different factories and are designed to operate under
minimal supervision and maintenance [1,5,6]. In recent years, the distribution transformers
have occupied a significant role in the distributed generation [7]. Pertinent transformers
have multiple purposes such as maintaining inverter output voltage to the desired level,
interconnecting dispersed generators to the grid or utility, isolates faulty side and retains
voltage regulation [8]. Although made from different factories, their design and construc-
tion are expected to be similar, as their voltage/current/kVA ratings are identical [5,9].
Despite design excel, robust construction and better-quality materials, a specific number of
distribution transformers in a fleet inevitably fail during its service time [10–16]. Pertinent
failures are mostly internal and are attributed to overloading, over voltage, transients, and
internal winding faults [11,13]. So, the usual practice is to limit the load of the transformer
within 80% of its full capacity so as to minimize the ageing and deterioration [11,13,14].
Alternatively, an adequate maintenance program that would constantly track, monitor,
quantify the diagnostic status of the distribution transformers at all times may be exercised,
which forms the subject matter of this paper [3–5].

Modern asset management program involves three strategies viz., correction, predic-
tion, and reliability-oriented maintenance, respectively [1]. Pertinent tests (electrical, visual
inspection, etc.) are similar and depending on their application time, condition, etc., their
objectives change. Amongst all, the corrective maintenance tests are performed only after
the fault has occurred in the transformer [1,2]. Naturally, the corresponding repair tasks
are too expensive and require skilled labour. The preventive maintenance tests involve
time and/or condition-based monitoring tools and diagnostic testing methods that are
slightly expensive, nevertheless ensures the normal life of the transformer [1,2]. In the
meantime, the reliability centered maintenance tests have evolved recently and drawn
wide attention of utilities and industries. This reliability centered approach not only evades
the risk of premature failures but also provides the health index and quantifies the lifetime
and reliability of the transformer in numerical terms [1]. Nevertheless, employing the
reliability centered maintenance requires a large number of onsite/field data of in-service
condition, rate of failures, mode of failures, etc. [4]. Such data is abundantly available for
power transformers while the same is not true for distribution transformers [1,2].
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2. Existing Literature

The importance of distribution transformers in a network and their significance in
maintaining voltage regulation has been well known for several decades. In recent years,
the distribution transformers in distributed generation have found a variety of applications.
In this regard, there are several literatures that are available and describe all the aspects of
design, construction, voltage regulation, etc. Despite all, the literature that are relevant to
this study focusing on incipient fault conditions and premature failures are alone gathered
and discussed in this paper. Pertinent literatures are grouped into five major categories
and their inferences related to the present context are explained.

2.1. Significance of Distribution Transformers in Distributed Generation

The primary significance of distribution transformers in distributed generation lies
in their ability to interconnect several distributed sources to grid and utility system [7].
Depending on their application, they are addressed as grid, interconnecting or distribu-
tion transformers [8]. In general, the grid and distribution transformers occupy a quite
significant place in both conventional and distributed generation network [17]. During
this, the distribution transformers step up the output voltage of the inverter sufficiently
enough to meet the distribution level [18,19]. At the same time, the grid transformers,
similar in construction to distribution transformers, are used to inject power into the grid
by interconnecting the distributed generation network [19]. So, naturally, the operating
cost and efficiency are one of the important factors that directly influence the plant income.
In most cases, the operating conditions such as power rating, system voltage, duty cycle,
site conditions, etc., are important criteria that decide the functionality of distribution
transformers [19]. The corresponding average failure time of such distribution transform-
ers used in the distributed generation network is estimated to be approximately 30 years,
provided there are no external factors that cause premature failures [20–22]. Nevertheless,
these distribution transformers suffer premature failure caused by natural events, line
to ground faults, etc., despite the fault current being equally handled by the distributed
generation source [21,22]. In all, the probability of failures due to line to ground are higher
than the other reasons.

2.2. Significance of Diagnostic Measurements

Currently available literatures mainly focus on reporting the sensitivity of diagnostic
measurements on revealing the dielectric and mechanical status of power transform-
ers [23–28]. The mechanical strength of the windings [23], the influence of temperature and
moisture on the transformer insulation [24], and the impact of terminal connections in im-
provising the sensitivity of pertinent diagnostic method [25,26] and using non-conventional
methods on determining the interwinding capacitance [27–29] have received wide attention.
In addition, availing the diagnostic data, the lifetime model of a transformer model under
combined electrical and thermal stresses are reported [30]. However, extending the same to
a distribution transformer is yet to be investigated [1,5,13,28]. The currently practiced test
methods on distribution transformers are not diagnostic but only primitive and indicate
only after the failure has occurred [13]. Instead, the focus of currently practiced tests on
distribution transformers are related to load factors [1,2].

2.3. Current Focus on Distribution Transformers

It is reported that the distribution transformers are operated with a low load factor,
i.e., 40% to 60% of loading during normal conditions [1,2]. Additionally, only 25% of the
distribution transformers in a network carries peak load that too for a limited duration [2].
So, naturally it is believed that due to the low load factor, the distribution transformers
are immune to any failure situation [1]. Consequently, corrective maintenance strategies
are popularly used on the current distribution transformers [3–5]. Nevertheless, it is well
known that a certain percentage of distribution transformers suffer internal faults due to
several factors such as overloading, transient condition or internal winding faults and so
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on [1,2,10,11]. Most of these internal failures may go unnoticed under the initial phase
and appear only after they reach an adverse situation [13]. So, it is important to employ
diagnostic tests to monitor distribution transformers.

2.4. Failures in Distribution Transformers

The failures in the distribution transformers can be broadly grouped into two cat-
egories viz., incipient, and developed faults [6–13]. The developed fault appears once
the event has occurred and caused significant damage to the system [11]. As opposed
to this, the incipient faults are nothing but evolving and have not created damage and
can henceforth be rectified if identified within proper time [5,6,11,13]. The failures in a
distribution transformer over their service time follows a curve which resembles the shape
of a ‘bath-tub’ [10]. This ‘bath-tub’ curve indicates that the failures are at the highest at
the initial (installation and commissioning) and final stages (normal end of service life)
of a distribution transformer while the same is at its minimum within the intermediate
stage [10,11,13]. The failures in the intermediate phase are known as premature in na-
ture and usually occur due to overloading, transients (lightning, switching, etc.), and
short-circuit faults [13]. Literature indicates that around 17% of failures in distribution
transformers are due to the insulation, and the same due to overloading and winding-core
are within 24% and 25%, respectively [11,13,15,16,23]. In any case, these failures are internal
and broadly affect either the insulation and/or the winding-core arrangement.

2.5. Currently Practiced Maintenance Test Methods

The tests that are popularly employed on distribution transformers can be broadly
grouped into two viz field tests (insulation resistance, polarization index, turns-ratio,
etc.) and diagnostic tests (dielectric response analysis (DRA), frequency response analysis
(FRA), dissolved gas analysis (DGA), low-voltage impulse, etc.), respectively [29,31,32].
In all, the field tests are used to determine and quantify the developed faults in the
distribution transformers. A subsequent step would be to bring the distribution transformer
offline and initiate corrective measures such as oil change, refurbishment, etc., which only
adds up as additional costs to the investment [3,4]. However, it is expected that the
implementation of monitoring methods would be too expensive [3,4]. The corrective
maintenance would cost up to 40% of the total investment and the pertinent aftermath
would result in refurbishment and/or scrapping, which is non-profitable [3,4,13]. At
the same time, the predictive maintenance tests would reduce costs by 15%, avoid the
expensive refurbishment, scrapping process and help in retaining the normal lifetime of
the distribution transformers. In addition, the utilization of the distribution transformer is
enhanced, which generates more revenue as intended [2].

In summary, it appears from these literatures that the present distribution transformers
are provided with field tests and corrective maintenance strategies are suited for determin-
ing faults that have developed after an event. Pertinent maintenance strategies are most
correctly involving procedures that add additional costs to the investments. At the same
time, diagnostic tests such as DGA, DRA, FRA, etc., are much more sensitive in detecting
even the incipient faults yet are disregarded to be used on distribution transformers. It is
due to the belief that the inclusion of such tests might increase the operating cost, which
is not correct. The predictive maintenance is only 15% of the total costs and provides an
excellent opportunity to retain their lifetime and reliability. The utilization of the trans-
former is further prolonged, which eventually generates more revenue [2]. Furthermore,
the data obtained would be valuable for the reliability-oriented maintenance strategy, as it
requires many onsite/field data of in-service conditions, rate of failures, mode of failures,
etc. [3,4]. Such data is abundantly available for power transformers, while the same is not
true for distribution transformers [3,4]. In this context, a group of in-service and defective
distribution transformers are selected and subjected to diagnostic measurements.
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3. Onsite Transformers

Eight distribution transformers that were in-service at the residential and industrial
areas were selected and subjected to diagnostic measurements. Table 1 shows the list
of in-service and defective distribution transformers involved in the present study. The
chosen distribution transformers were of the same vector group (Dyn5), containing the
same winding connection (Δ/Y-n) and were constructed at different factories on a different
timeline or year. Nevertheless, their design and constructional features were expected to
be similar, making them comparable.

Table 1. List of distribution transformers involved.

Set Transformer Year
Ratings

Tap/Total
kVA kV A

1 a 3ϕ, 2-winding, Δ/Y-n
2015

400 20/0.4 20/900 3/51994
1994

2 b 3ϕ, 2-winding, Δ/Y-n
2015

630 20/0.4 18/900 3/52002
1983

3 c 3ϕ, 2-winding, Δ/Y-n 1994 ©
630 20/0.4 18/900 3/51998 §

a, b—In-service transformer, c—defective transformer, ©—Industrial area (Thermal defect), §—Residential area
(Winding defect).

So, the chosen transformers were classified as per their kVA rating into three groups
viz., set-1, set-2, and set-3, and identified using their group and timeline. In all, the
distribution transformers in set-1 and set-3 are in-service energizing residential area. In all,
the distribution transformers in set-1 and set-3 are in-service energizing residential area.
The transformers in set-3 were in-service and emerged to be defective during their service
time. Two defective transformers manufactured in 1994 and 1998 were enlisted in the set-3
category. The first defective transformer, manufactured in set-3/1994 had suffered thermal
failure while the second, manufactured on set-3/1998, suffered winding failure. Naturally,
the DRA and FRA methods were employed to evaluate their complete diagnostic status.
The transformer with thermal failure was energizing an industrial site and had failed at
least two times in 2016 and 2017. The reason for the failure was identified as a thermal
problem, as the same caused the oil to vent from its hermetically sealed tank.

4. Measurements and Analysis

Figure 1a–d shows the picture of test setups, in-service transformers, terminal connec-
tions, etc., adopted during DRA and FRA tests, while the terminal connection was adopted,
and the parameters were measured. The excitation approach is shown in Figure 2a–h,
respectively. It is well known that the DRA tests assess the insulation and its geome-
try [24,29,31,32] while the FRA identifies defects in the winding and core of the transform-
ers [25–29]. The results obtained from DRA and FRA methods collectively describe the
complete diagnostic status of a distribution transformer. The basic test procedure of DRA
and FRA methods are the same while the test frequencies applied are different. The DRA
setup involves a dielectric response analyzer (Figure 1a) that generates sinusoidal test
voltages up to 200 V with frequencies ranging from 100 μHz to 5 kHz in discrete steps.
This study uses sinusoidal test voltage of 200 V in amplitude and frequencies ranging
500 μHz to 5 kHz. The frequency dependent insulation parameters such as the loss factor,
permittivity, etc., are obtained. The same is compared with the model curve (using the
XY model) generated using an inbuilt curve fitting algorithm [27]. The inbuilt algorithm
then fits the measured data with the model curve and calculates the moisture level and
oil conductivity by referencing to database [27]. The FRA test setup shown in Figure 1c,d
comprises of a frequency response analyzer popularly used for diagnosing the windings
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of a transformer. The frequency response analyzer generates spectrally pure sinusoidal
signal of 1 Vrms amplitude with frequency sweep from 10 Hz to 20 MHz. Initially, a suitable
terminal connection and system function pair as recommended by the current literature
and IEEE/IEC standards are adopted [12,25,26]. Pertinent mode of excitation, terminal
connection, measurable input, and output parameters, etc., are shown in Figure 2a–h.
Following this, sinusoidal signals of 1 Vrms in amplitude with frequencies sweeping from
10 Hz to 2 MHz are injected into the terminals and the pertinent input, reference and output
signals are recorded. The amplitude response is obtained from the measured data which is
further analyzed to understand the diagnostic status of the transformer windings.

(a) (b)

(c) (d)

Test Vehicle

In service
transformer

A B C

abc n

In service transformer

Transformer
room

In service
transformer

B CA

c b a n

HV

LV

HV

LV

Figure 1. Test setup used for assessing the diagnostic status of the chosen distribution transformers.
(a) DRA method; (b) terminal connection (DRA); (c) FRA method; (d) terminal connection (FRA).
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Figure 2. Terminal connection and measurable parameters adopted as recommended by the standard
IEEE PC57.149 and literature [25,26]. (a) High voltage open-circuit response: A-C; (b) B-A; (c) C-B;
(d) high-voltage short-circuit response: A-C; (e) B-A; (f) C-B; (g) low-voltage open-circuit response:
a-n; (h) b-n; (i) c-n.

4.1. In-Service Transformer Units

The DRA tests on in-service transformer units employ two important analysis strate-
gies. First is the comparative analysis of measured data with the model curve developed by
an algorithm inbuilt in the device. Later, using the geometry, temperature, etc., a response
that fits to the measured data is calculated and the corresponding values of oil conductivity,
moisture content, etc., are estimated [29]. The second strategy employs comparative analy-
sis of measured data with the new or refurbished sister-unit transformers that are identical
to the test object. Table 2 shows the loss factor, capacitance, oil conductivity and estimated
level of moisture ingress in the chosen set-1 and set-2 in-service distribution transformers.
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It can be seen from the Table 2 that the insulation of the in-service transformers (set-1 and
set-2) are in better status. The measured loss factor of all in-service units (set-1 and 2) lies
within 0.002 to 0.003, which is well within the acceptable limit. The conductivity of the
oil-paper insulation of set-1 distribution transformers remained within 1.3 pS to 3.7 pS,
which is also within the acceptable limit. The same for the set-2 transformer manifested
slightly higher values, i.e., within 6.1 pS to 7.2 pS. So, these two parameters confirm that
there are no ageing or deterioration in the insulation system of set-1 and set-2 distribution
transformers. However, the moisture levels of these transformers yielded different results.

Table 2. Insulation parameters of set-1, set-2 in-service transformers.

Set Year Insulation

Loss Factor
(50 Hz)

Oil Conductivity Moisture

σ Status Estimation Status

p.u. pS %

1 a
2015

CHL

0.003 1.3 Good 1.1 Dry
1994 0.002 1.7 Good 1.3 Dry
1994 0.003 3.7 Good 3.6 Moderately wet

2 b
2015

CHL

0.003 6.1 Good 2.3 Wet
2002 0.003 7.2 Good 2.0 Moderately wet
1983 0.003 6.1 Good 3.6 Moderately wet

a, b—In-service transformer.

Comparatively, the set-1 in-service transformers (2015 and 1994-1) emerged as ‘dry’
with a low level of moisture in its insulation. Pertinent values of moisture were estimated
as 1.1% to 1.3%, respectively. At the same time, the in-service unit, identified as set-
1/1994-2 emerged with a higher level of moisture in its insulation. The level of moisture is
estimated to be around 3.6%, therefore marked as ‘moderately-wet’. The set-2 distribution
transformers emerged as either ‘wet’ or ‘moderately wet’ as their estimated moisture
levels remain within 2.0% to 3.6%. Particularly, the in-service unit identified as set-2/1983
manifested slightly higher level of moisture ingress, i.e., around 3.6%, henceforth marked
as ‘wet’. The reason for such increased level of moisture might be their operating condition
and location. The set-1 in-service transformer units (other than set-1/1994-2) are installed in
residential areas while the set-2 transformers are installed and feeding households outside
the city. Being exterior to the city limits, their constant exposure to the open weather
conditions and lesser loads may be the reason for such minor deviations.

Figure 3a–d shows the insulation parameters (i.e., loss factor, capacitance, resistance,
and impedance) of in-service distribution transformers grouped under set-1 category. It
becomes clear from these figures that the insulation parameters of in-service transformers
identified as set-1/2015 and set-1/1994-1 are within the acceptable level as their pertinent
traces match each other. Pertinent insulation parameters such as loss factor (Figure 3a),
capacitance (Figure 3b), resistance (Figure 3c), and impedance (Figure 3d) remain in-line
to each other. Such observations are not surprising as these in-service units, grouped in
set-1 category are either new (set-1/2015) or newly refurbished (set-1/1994-1). However,
the transformer identified as set-1/1994-2 emerged with mild deviations in its respective
insulation parameters. The loss factor of this set-1/1994-2 unit emerged with slight de-
viations throughout the frequency span. These deviations in the loss factor (Figure 3a),
capacitance (Figure 3b) and impedance (Figure 3c) appeared more dominant at very lower
frequencies (i.e., say from 100 mHz to μHz) indicating moisture ingress in the insulation.
Such deviations in the resistance (Figure 3b) appeared predominantly from few 100 Hz
to μHz, respectively. These deviations in insulation parameters collectively indicate that
this transformer (set-1/1994-2) relatively has higher moisture ingress in insulation. This
finding is in consonance with observations (moisture 3.6%) from Table 2.
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Figure 3. Insulation parameters of set-1 in-service transformers (a) loss factor; (b) capacitance;
(c) resistance; (d) impedance.

Figure 4a–d shows the insulation parameters measured from the in-service distri-
bution transformers grouped under set-2 category. As opposed to the set-1 units, the
insulation parameters of the set-2 distribution transformer manifested notable deviations
in the response function. The loss factor of all the three units shown in Figure 4a man-
ifested deviations throughout the frequency span. In particular, the deviations in the
mid-frequency range (i.e., within 100 mHz to 100 Hz) of transformer unit set-2/2002 indi-
cate a slightly higher level of oil conductivity. The same observation can also be made from
Table 2. Nevertheless, the percentage of change in the oil conductivity is relatively smaller,
and can therefore be deemed an acceptable level. At the same time, the deviations in the
lower frequencies of the loss factor (Figure 4a), capacitance (Figure 4b), and resistance
(Figure 4c) of set-2/1983 in-service unit indicates moisture ingress in the insulation, thereby
positioning it in ‘wet’ state. This is expected as the in-service transformer unit identified as
set-2/1983, is relatively older than the others and had been operating in the outer-skirts of
residential area.

Figure 4. Insulation parameters of set-2 in-service transformers; (a) loss factor; (b) capacitance;
(c) resistance; (d) impedance.

Figure 5a–i shows the open and short-circuit responses of set-1 in-service distribution
transformers. At first glance, it becomes clear from these figures that the in-service units
identified as set-1/2015 and set-1/1994-1 manifested no significant deviations in their
respective open and short-circuit response functions. The high voltage open-circuit (HVOC)
response of phases A-C (Figure 5a), B-A (Figure 5d), and C-B (Figure 5g) exhibits an exact
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match between each other. Similarly, the high voltage short-circuits (HVSC) response
of phases A-C (Figure 5b), B-A (Figure 5e), and C-B (Figure 5h) also exhibit an exact
match between each other. Naturally, there are no significant changes observable in the
low voltage open-circuit (LVOC) response of all the three phases viz., a-n (Figure 5c),
b-n (Figure 5f) and c-n (Figure 5i). So, the outcome of the FRA tests altogether confirms
that the windings of all the in-service units identified as set-1/2015 and set-1/1994-1 are
intact without any major deviations from its diagnostic condition. However, the open and
short-circuit response of the other in-service unit identified as set-1/1994-2 manifested a
small deviation in its amplitude response function. These changes are insignificant and
follows the pattern of other phases. It hence can be concluded that this transformer unit is
also in good condition.

Figure 5. Open and short-circuit responses of the set-1 in-service distribution transformers: HVOC
(a) A-C; (b) B-A; (c) C-B, HVSC: (d) A-C; (e) B-A; (f) C-B, LVOC: (g) a-n; (h) b-n; (i) c-n.

Further FRA tests (Figure 6a–i) on set-2 in-service distribution transformers revealed
similar results. Figure 6a–i shows the open and short circuit responses of set-2 in-service
transformers adopted in this study. The open and short-circuit responses of units set-2/2015
and set-2/2002 manifested no notable deviations in their open and short-circuit response
function. All their traces of HVOC and HVSC response of phases A-C (Figure 6a,b), B-A
(Figure 6d,e) and C-B (Figure 6g,h) and their LVOC responses of phases a-n (Figure 6c),
b-n (Figure 6f) and c-n (Figure 6i) match each other without any deviations. So, it can be
confirmed that the windings of these in-service units (set-2/2015, set-2/2002) are in good
condition. The in-service unit identified as set-2/1983 manifested mild deviations in their
respective HVOC, HVSC, and LVOC response function. In all, the deviations appear more
prominent at the low voltage phases, i.e., a-n, b-n, and c-n, respectively. As the deviations
are quite smaller in magnitude and the respective pattern followed is similar to the other
phases, it can be once again concluded that this in-service unit is in good condition.

Thus, it becomes clear from these experiments that there are no significant changes in
the respective open and short circuit response functions. This confirms the fact that the
transformers grouped in this category are in good condition and can be further employed
in the distribution network. With this information, the defective distribution transformers
grouped under set-3 category are subjected to diagnostic investigation.
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Figure 6. Open and short-circuit responses of the set-2 in-service distribution transformers: HVOC
(a) A-C; (b) B-A; (c) C-B, HVSC: (d) A-C; (e) B-A; (f) C-B, LVOC: (g) a-n; (h) b-n; (i) c-n.

4.2. Defective Distribution Transformer Units

Two distribution transformers (Table 1) that had several interruptions during its ser-
vice time are selected and subjected to diagnostic tests. The first defective transformer
(set-3/1994) grouped under set-3 category, was in-service at an industrial site and was
tripped out at least by three intervals due to elevated temperature. During each inter-
ruption, an oil sample was extracted, and the gas dissolved in oil is estimated. After the
third interruption, the transformer suffered a failure causing the oil to vent, forcing it to go
offline. After gathering this information, the dielectric, mechanical and thermal integrity of
this defective transformer (set-3/1994) is studied and the results that reveal interesting in-
formation are alone discussed. The second defective transformer (set-3/1998) was feeding
a residential area in the outskirts of the city. Figure 7a,b shows the picture of set-3/1998,
the second defective transformer that has winding failure initiated by the localized hot
spot temperature and arcing phenomena. The oil system and thermal indicators of this
transformer (set-3/1998) were initially normal, however the relay has tripped repeatedly at
peak loads. Eventually, this transformer suffered an untimely failure, so it was removed
from service and subjected to tests. After these tests, this transformer was opened to
visually inspect the failure locations.

(a) (b)

Faulty winding

Buckling

Figure 7. Picture of 630 kVA, 20 kV/400 V, distribution transformers with defective windings grouped
under set-3 category. (a) Frontal view showing defective winding; (b)internal bucking winding defect
(interior view).

Figure 7a,b pictorially describes the failure locations in the windings. Table 3 lists the
values of gases detected in the oil sample and the possible reasons for their development.
The oil samples extracted during three interruptions are mentioned in the Table 3 as
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sampling intervals 1, 2, and actual. The actual being the present case and the intervals
1 and 2 are data from previous samples. It can be observed from Table 3 that the gases
hydrogen (H2), carbon monoxide (CO), and carbon-dioxide (CO2) have gradually evolved
to a higher value. In all, the H2 evolved from 14 ppm to 150 ppm, indicating minor interior
discharge activities. The CO increased from 57 to 1000, indicating carbonization problems.
The CO2 gas that increased from 4979 ppm to a higher value of 12,000 ppm indicated
possible moisture content in the transformer. In addition, the presence and increase of
methane (CH4) (up to 100 ppm) dissolved in the gas indicated interior sparking problems.
Additionally, the ethane (C2H6) and ethylene (C2H4) gases were identified, which increased
to higher values indicating localized heating in the transformer. So, acetylene (C2H2) gas
evolved indicating winding hot spot.

Table 3. Gas dissolved in oil of thermally defective transformer.

Gas in Oil

Sampling Interval Reference Values

Remarks1 2 Actual Normal Caution

ppm ppm ppm <ppm <ppm

H2 14 103 150 150 1000 Discharge
O2 5024 2266 n. a. – – Leakage in gasket
N2 79,985 85,683 n. a. – – –
CO 57 74 1000 10,000 15,000 Carbon
CO2 4979 5385 12,000 10,000 15,000 Moisture
CH4 32 65 100 25 80 Sparking
C2H6 208 228 300 10 35 Localized heating
C2H4 6 47 30 20 150 Surface heating
C2H2 <1 <1 500 15 70 Hot spot

n. a.—Not applicable.

In all, the presence of H2, CO does not pose a serious threat as their values when
compared with the reference data are well within the acceptable limit. The level of CO2
when compared with the reference values indicated minor moisture content, which is also
not a serious threat. At the same time, the level of gases such as methane, C2H6, and C2H4
indicates sparking, localized heating and hot spot problems, which is a serious issue. This
might be the reason for the thermal failure of this distribution transformer. Following this,
the insulation condition of these defective transformers is studied. Table 4 shows the values
of insulation parameters of defective transformers (set-3/1994, set-2/1998) measured using
the DRA method. It can be observed from Table 4 that the status of the oil of both the
defective transformers are in acceptable condition. However, a noticeable level of moisture
has ingress into the insulation of both the defective transformers. The transformer with
thermal fault emerged with 4.6% of moisture while the same for the winding fault was close
to 4.5%, respectively. So, to make a detailed analysis, the measured insulation parameters
are compared with a sister-unit transformer.

Table 4. Measured insulation parameters of set-3 defective distribution transformers.

Set Year Insulation
Loss Factor

Oil Conductivity Moisture

σ Status Estim. Status

p.u. pS – % –

3 c
1994 * CHL 0.003 3.2 Good 4.6 Wet
1998 § CHL 0.002 28 Satisfy 4.5 Wet

*—Thermal fault; §—Winding fault; c—defective transformer.

Figure 8a–d shows the insulation parameters of the thermally defective (set-3/1994)
distribution transformer. It becomes clear from these figures that the insulation condition
of the thermally defective transformer remains in acceptable condition. The loss factor
of the thermally defective transformer within the frequency span of 10−2 Hz to 102 Hz

204



Energies 2021, 14, 4997

appears to remain in-line. The loss factor beyond 100 Hz appears higher than its sister-unit
counterpart. Similar observations can be made at frequencies below 10−2 Hz. The reason
for the increase in loss factor can be attributed to the moisture ingress in the insulation. The
other insulation parameters such as capacitance (Figure 8b) and impedance (Figure 8d),
manifests a close match with the sister-unit data throughout the frequency. However, the
resistance of the thermally defective seems to be slightly higher than the sister-unit data at
very higher frequencies. This confirms the fact that the insulation system of the thermally
defective transformer is intact, but suffers moisture problems. This finding is in consonance
with the observation made from the Table 4.

Figure 8. Measured insulation parameters of thermally defective distribution transformer grouped
under set-3 category (a) loss factor; (b) terminal capacitance; (c) resistance (d) impedance.

Figure 9a–d shows the insulation parameters measured from the set-3/1998 winding-
defective transformer. It becomes clear from these figures that the condition of the insula-
tion of the winding-defective transformer unit (set-3/1998) remains compromised. The
values of the loss factor shown in Figure 9b are relatively higher, indicating a drastic change
in the condition of the oil-paper insulation. Additionally, the changes of the loss factor
in the mid-frequency span, i.e., between 10−2 Hz and 102 Hz indicate deviations in the
condition of oil conductivity, which is in consonance with the model-curve algorithmic
analysis (refer to Table 4).

Figure 9. Measured insulation parameters of winding defective distribution transformer grouped
under set-3 category. (a) Loss factor; (b) terminal capacitance; (c) resistance (d) impedance.
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So, these observations collectively confirm that the integrity of the insulation arrange-
ment of the winding-defective transformer remains compromised. This is reasonable, as
it can be observed from Figure 9a,b that the winding failure was so severe that it has
disturbed the insulation arrangement at this location. The reason for such a failure is due to
the lack of timely diagnostic support and inadequate maintenance strategy. Understanding
this, detailed FRA tests are conducted on the set-3/1998 winding-defective transformer.

Figure 10a–c shows phase-to-phase comparison of open and short-circuit responses
of set-3/1998 winding-defective transformer. It becomes clear from these figures that the
windings in the outer phases A-C and C-B (Figure 10a,b) of high voltage and a-n, b-n,
and c-n in the low voltage (Figure 10c) have no significant defect. Pertinent magnitude
function match each other, indicating that there is no change in impedance. At the same
time, the impedance of the winding in the middle phase has drastically changed. These
changes appear more prominent at the lower and mid frequencies of open and short-
circuit response functions (Figure 10a,b) indicating stronger displacement between the
winding-core and individual turns, respectively. These changes altogether confirm that the
winding in the middle phase (L2 or phase B-A of the high voltage winding) has suffered
severe damage. This observation matches with the findings made during visual inspection
(Figure 10a,b) of the winding defective (set-3/1998) defective transformer. In order to
confirm this, the open and short-circuit responses of the faulty unit is compared with
the sister-unit transformer. Figure 11a–i shows the magnitude function of the open and
short-circuit responses of the defective transformer. It becomes clear from these figures
that the winding in middle phase B-A (refer Figure 11d,e) has severe damage. Pertinent
open and short-circuit impedance manifest stronger deviations against the sister-unit
measurements. Additionally, the corresponding damages are so severe that they have
induced or displaced the outer phase windings (phase A-C, C-B) that are in proximity.
These induced damages in the outer phase windings appear as deviations in the magnitude
responses shown in Figure 11a, b, g, and h, respectively. At the same time, it appears
from Figure 11c,f,i that the low voltage windings are free from any defects as there are no
changes appeared in its magnitude response. The same is ensured during visual inspection
of the faulty transformer.

Figure 10. Phase-to-phase comparison of open and short responses of set-3/1998 defective distribu-
tion transformer. (a) HVOC; (b) HVSC; (c) LVOC.

Hence, it appears from this onsite study that it is essential to employ diagnostic
test methods on in-service distribution transformers to monitor their operating condition
and to ensure their lifetime and reliability. The major problems faced by the distribution
transformers are caused by moisture ingress, intermittent loads, short-circuit, etc., which
significantly affects either the insulation and/or the winding-core arrangement. In all,
the current maintenance strategies exercised on the distribution transformers does not
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reveal the diagnostic status in timely manner, causing the failure events to be catastrophic.
Naturally, the modern diagnostic methods such as DGA, DRA, and FRA tests adequately
describe the integrity of the distribution transformers and help in exercising preventive
measures to evade occurrence of an incipient fault condition. Such attempts are desirable
as they improve the asset management.

Figure 11. Open and short-circuit responses of set-3/1998 defective distribution transformer. HVOC:
(a) A-C (b) B-A (c) C-B, HVSC: (d) A-C (e) B-A (f) C-B, LVOC: (g) a-n (h) b-n (i) c-n.

Thus, the experiments on in-service and defective transformers revealed their diag-
nostic status clearly and therefore their corresponding data can be further accumulated
with respect to time and can be used for resolving their lifetime and reliability.

5. Discussion of Failure Root-Cause Analysis

Literature indicates that the industries and utilities have gained a vast experience
on meeting load-demand conditions and to minimize operational failures (such as in arc
furnace transformers, etc.,) from a consumer point of view [30,32–34]. In addition, several
attempts are made to understand failure modes through maintenance test program. Most
of the maintenance tests correlate the effect of loading (or overloading) to the diagnostic
changes with primary focus on oil temperature, hotspot and moisture in distribution trans-
formers. Pertinent procedures collect information such as power requirements, utilization,
demand, peak and dormant hours for determining the apparent load. This information
along with the operational abnormalities such as overloading, switching, unbalanced
loads, etc., are collectively used as indices for prioritizing the replacement of in-service
transformer units. On contrary, exercising modern diagnostic methods might provide
much more clear insight into the diagnostic condition of the transformer, thereby providing
an excellent opportunity to evade any premature failures. Such a protection not only
enhances the reliability of the equipment but also enhances its life and helps in better asset
management. Surprisingly, the modern maintenance and failure prediction and proactive
reliability and asset management programs have overseen the possibilities and collect
a wide-sense diagnostic data, which might help in gathering failure root-cause analysis.
In this context, the present study provides an overview and significance of diagnostic
measurements and the points out the quantum of information obtained from the failure
root-cause analysis of the defective transformers. Two transformers suffering thermal and
winding defect conditions were chosen and subjected to investigations. The defects were
chosen in such a way that they reflected a common fault condition experienced by a distri-
bution that is in-service. It is clear from the measured data that the subjected diagnostic
test methods are sensitive in revealing even a minute fault in a distribution transformer.
Subsequently, to understand the root-cause of the failure, a deeper investigation including
a visual inspection is necessary.
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5.1. Defect Condition—1: Thermal Failure (Set-3/1994)

The transformer listed in set-3/1994© was in-service in an industrial area and had
been handling several intermittent and continuous overloaded situations. In addition, it
was noted during the periodic maintenance tests that the oil temperature of this particular
unit was always higher and at the time of failure, the temperature recorded was close
to 300 ◦C and had raised alarm on several occasions. Prior to its thermal failure, the
service provider was informed that this transformer tripped the circuit breaker several
times, forcing it to the go offline on several occasions. So, in due course of this time, this
transformer was subjected to a severe maintenance procedure to mitigate the possibilities of
premature failure. Pertinent data was stored as reference and used for further comparative
and investigative analysis. Figure 12 shows the internal view of this transformer suffering
thermal failure. It is experimentally identified that the transformer grouped as ‘set-3/1994©’
was defective and suffered a thermal failure. The same was ascertained by observing the
gases that dissolved in the transformer. Pertinent values and the possible failure modes are
shown in Table 3 and Figure 8, respectively. Following this, the reason for the failure and the
consequences on material degradation were further investigated. It emerges from Figure 8
and Table 3 that the thermal failure did not majorly alter the dielectric and winding-core
arrangement. At the same time, it appeared from Figure 8 that the insulation geometry
and cellulose (or paper insulation) may have suffered material degradation. The same was
visually ensured during the refurbishing procedure of the set-3/1994 transformer. The
degradation in the oil-paper insulation and insulation geometry might be due to higher oil
temperature and arcing or internal discharges. In order to investigate this, the defect gas
contents dissolved in the oil were studied and the same were conspicuous and indicate
the following pattern. The thermal fault raised the oil temperature up to 300 ◦C with a gas
saturation level of 107%. In addition, the oil was saturated with nitrogen gas of 107% in
value. As per the previous data, the data measured during the thermal failure indicated
a dramatic raise in the defect gas. This confirms active internal arcing in the transformer,
which caused material degradation in paper insulation.

Faulty winding, Insulation paper burnt

Figure 12. Pictorial description of the location of failure in the set-3 distribution transformer suffering
thermal fault: Insulation damage, winding burnt.

Thus, it appears from the failure root-cause analysis that the intermittent and constant
overloading of this transformer forced a higher operating temperature. In addition, the
arcing and intermittent internal discharges caused localized weak spots in the insulation,
which triggered spurious tripping of the circuit breakers. Eventually, both the adverse
conditions caused the transformer to suffer a thermal failure. Nevertheless, the winding-
core arrangement remained intact and henceforth the complete unit can be refurbished and
re-commissioned after ensuring its diagnostic status. The same was recommended to the
service provider.
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5.2. Defect Condition—2: Winding Failure (Set-3/1998)

The distribution transformer unit (grouped in set-3/1998$) that suffered a winding
failure was in-service in a residential area, and henceforth was physically well protected,
housed in a separate concealment and remained inaccessible to public. During its service
time, this transformer unit was interconnected in the network with a sister-unit that
was identical in design and construction. Both the transformers operated, feeding the
residential area and were momentarily handling overloads, which was not at all a difficulty.
However, in due course of time, the switching of the transformers started to trip the circuit
breakers, which repeated on several occasions. Due to lack of attention, this in-service unit
suffered a winding failure and subsequently a failure root-cause analysis was initiated.
Figures 7b and 13a,b shows the external and internal view of the failure windings extracted
from this transformer. It is visually observed from this transformer unit that the windings
other than the failed phase remained intact while the failed winding suffered a severe
mechanical damage. Based on observation, it was concluded that the possible root-cause
for the failure of this transformer unit was due to the surge voltages initiated by the
intermittent switching and transient operation. During a surge phenomenon, the winding-
core assembly, although being an inductive in nature, behaves as a complex RLC network
with series-parallel connections. This causes the surge voltage to be highly non-uniform
and most of the failures occur at the ends, causing winding rupture. In case, if the transient
is setup in the low voltage winding, then its equivalent surge voltage is transferred to the
high voltage winding. Since, the high voltage windings of the distribution transformers are
helical types, they are mechanically supported and cannot handle such stronger mechanical
forces setup due to the equivalent surge currents.

(a) (b)

Winding fault
Winding
rupture

Figure 13. Pictorial description of the location of failure in the set-3 distribution transformer suffering
winding fault. (a) Overall view; (b) failed phase.

Thus, it was concluded from this transformer that the root-cause of failure of this
transformer might be due to the surge voltage setup due to the spurious and/or intermittent
switching operations and transient phenomenon. A possible way to minimize this is to
provide additional mechanical support to the helically wound high voltage winding, which
may incur additional costs. In the present context, it was visually found that such an
arrangement was not adequate and henceforth recommended for more attention.

6. Conclusions

A field study was carried out for establishing the importance of diagnostic tests in pre-
ventive and reliability-oriented maintenance program of distribution transformers. Thus,
it is evident from this field study that the diagnostic tests, rather than outweighing the
benefits of replacing transformers, reduced cost consuming procedures such as refurbish-
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ment, scrapping, etc., and generate more revenue by increasing the utilization factor of the
distribution transformers. The internally occurring premature failures in a distribution
transformer primarily affect the integrity of the insulation and winding-core system, which
is very different in the case of a power transformer. Experiments reveal that the multiple
resonant peaks fail to appear in the distribution transformer, indicating the dominant
inductive influence of winding-core assembly. Additionally, it is experimentally evident
that the compromise in the insulation integrity does not show-up in the frequency response
measurements. A special terminal connection and system function pair is required to reveal
the same. At the same time, the thermal failure did not alter the dielectric and winding-core
arrangement, but nevertheless caused material degradation. Furthermore, it emerged that
the location and operating environment of the in-service distribution transformers plays
a significant role in determining their lifetime and reliability. Experiments revealed that
the transformers installed at the outskirts of the city have more affinity towards moisture.
Such information is valuable when deciding the location for installing and commissioning
distribution transformers. Nevertheless, a more realistic picture about the efficacy of such
various aspects would emerge after extensive measurements on actual transformers are per-
formed. It is hoped that such an exercise would attract active support and the involvement
of power utilities in including such diagnostic methods and optimizing the maintenance
and asset management program. Following this, based on the current findings, a deep in-
vestigation on estimating the lifetime and reliability of in-service distribution transformers
using their diagnostic data is suggested.
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Abstract: HV bushings are an important part of the equipment of large power transformers, responsi-
ble for their many serious (including catastrophic) failures. Their proper exploitation needs to apply
correct and reliable diagnostics, e.g., the use of dielectric response methods, that take into account
their specific construction and working conditions. In this article, based on laboratory tests carried
out on a real bushing, it has been shown that the significant temperature distribution within its core
significantly affects the shape of the dielectric response of its insulation; therefore, the approach to its
modeling should be changed. Hence, a new method for interpreting the results, using the so-called
the 2XY model, is proposed. Subsequently, based on the measurements made on the insulators in
operation, a new modeling method was verified. In conclusion, it can be stated that the 2XY model
significantly improves the reliability of the dielectric response analysis, which should be confirmed
in the future by tests on withdrawn and revised insulators.

Keywords: HV bushing; dielectric response; paper–oil insulation; temperature distribution

1. Introduction

The high voltage bushing is a device used to take a high electric potential lead out
from a grounded housing such as a transformer tank. Due to its function, its insulation
system is therefore exposed to the influence of a strong electric field (especially within the
vicinity of its passage through a grounded metal housing) and generally works in two
environments, often with different properties. For example, in a power transformer, the
top part of the bushing is in the air and the bottom is in contact with the insulating liquid.
Hence, in order correctly perform its function, devices of this type are required to have
quite a complex structure. In the case of solutions for voltage above 30 kV, the bushings
are equipped with specially designed screens that control the electric field distribution
(condenser type bushing), between which there is an appropriately selected insulation.
Likewise, due to its operations in different environments, the top and bottom parts of the
insulator are significantly different. The overhead part is often more than three times longer
than the lower oil part to ensure adequate surface electrical strength, and is protected by
an additional cover that provides resistance to changing weather conditions. In turn, the
lower oil part, aside from having to meet the requirements related to electrical strength,
should also be resistant to the effects of an insulating liquid and have the appropriate
heat resistance class. This is because the upper layer of the tank, where the bushing is
located, has a relatively high temperature during transformer operation. An example of
the construction of an RIP bushing (with Resin Impregnated Paper insulation) is shown in
Figure 1 [1].
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Figure 1. Cross-section of an RIP insulator.

Due to the difficult working conditions, transformer bushings for 110 kV and more are
characterized by a high risk of failure. A main cause of failure is dielectric damage (due to
the electric or thermal breakdown of individual layers of insulation), as well as increased
moisture resulting from leakage and progressive cellulose oxidation processes [2,3]. This
is confirmed by the failure rate statistics, which are periodically published by relevant
scientific groups, e.g., CIGRE or IEEE. An example of such an analysis can be found in the
report “Transformer Reliability Survey” of the CIGRE Working Group A2.37 published
in 2015 [4]. Based on a statistically large group of power transformers (536 network
transformers and 127 GSU transformers), the main causes of failures and the factors
that determined them were analyzed. These statistics show that for both network and
unit transformers, bushing breakdown is a frequent cause of failures. According to the
report cited above, these were the third largest cause of serious transformer failures and
amounted to 17.16% for network transformers, and 16.53% for unit transformers (including
insulators installed on the high and low voltage sides). Therefore, based on these statistics,
it can be concluded that a bushing failure may have very serious, and in many cases
even catastrophic, consequences for the entire device. The analysis of numerous cases
shows that insulator damage is often also the cause of the entire transformer and the
surrounding infrastructure catching fire, which in turn generates huge costs and causes
serious environmental contamination. Figure 2 presents selected photos from the last few
years where we can see examples of catastrophic power transformer failures, which were
initiated by the damage of high voltage bushing. In each of the cases, the high-power
transformers (from 160 to 240 MVA) were installed at power stations belonging to the
national transmission network operator. The failed HV bushings (220 and 400 kV), were
made using the OIP (Oil Impregnated Paper) technology.
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Figure 2. Examples of catastrophic failures of high power transformers initiated by the failure of a bushing.

Both the damage resulting from the degradation of the insulation and the increase
in its moisture can be detected with the use of various diagnostic methods, including the
so-called dielectric response methods [5]. Measurements of the dielectric response in the
time or frequency domain have an advantage over traditional methods (e.g., measurement
of tan delta and C at 50 Hz) since they provide more complete information about the tested
insulation material [6–9]. Owing to this more credible type of diagnosis, it is thus possible
to observe the symptoms of upcoming failure in advance [10].

Despite the fact that the dielectric response methods are becoming more and more
reliable, the interpretation of the obtained results is still difficult [9,11–14]. This is mainly
due to the fact that the bushing works as a parallel system of two elements located in dif-
ferent environments, and the measured dielectric response is their resultant. The currently
used algorithms (based on the XY model) for assessing the dielectric response often give
an ambiguous result, frequently due to the poor fit of the measurement curve to the model
curve. In a situation where an obtained value, such as moisture, is close to the criterion
value, this will be of great importance when making a decision about its further use or
replacement, which in turn is a complicated and costly process.

The 2XY model proposed in this article, developed on the basis of laboratory and field
measurements, is an interesting alternative to the traditional approach in assessing the
condition of the bushing. It seems that in many cases it will increase the reliability of the
obtained analysis results, which in turn will translate into a reduction in the number of
transformer failures.

This article presents laboratory test results of a 110 kV insulator made using the
OIP (Oil Impregnated Paper) technology. The insulator was subjected to uniform and
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non-uniform heating in order to observe the influence of temperature and its distribution
on the dielectric response of the insulation system. Based on the obtained results, a new
method of dielectric response modeling (2XY model) was developed in order to obtain
a reliable method for assessing the degree of degradation and moisture content of the
solid insulation in various types of bushings. Finally, the new method for interpreting the
insulation dielectric response was verified on a few selected bushings in operation.

2. Materials and Methods

For the experimental tests, a Trench transformer bushing, model COT-250-800, was
used (Figure 3a). It is an insulator made using the OIP technology, which means that the
core is a paper insulation impregnated with a special liquid based on mineral oil. The
bushing is equipped with screens made of aluminum foil that control the distribution of
the electric field. The cover of the oil-paper insulation is made of porcelain. The head,
containing the degassed liquid that fills the insulator, is equipped with an oil level indicator.
The bushing was designed for 52 kV rated voltage, 800 A current, and 250 kV impulse
withstand voltage.

 
(a) (b) 

Figure 3. COT-250-800 Trench transformer bushing (a), method for connecting the test bushing to the
IDAX 300 m (b).

The bushing insulation dielectric response was measured using the IDAX 300 insu-
lation diagnostic system from PAX Diagnostics. The connection system of the bushing
with the IDAX 300 m is shown in Figure 3b. The measurements were performed in the
frequency range of 0.001–1000 Hz, at a voltage of 200 V.

During the tests, temperature sensors were attached to the bushing, the arrangement of
which is shown in Figure 4a. The sensors allowed us to control the temperature distribution
and the heating of individual parts of the insulator during the experiment. The probes
used to measure the temperature were thermocouples with a J-type connector (Fe-CuNi),
the limit error of which, according to the manufacturer’s specification, was ±1.5 ◦C. To
be sure, the sensors’ indications were previously verified through a test in a thermal
chamber, performed in accordance with the standard [15]. In order to be able to control
the temperature of the test object, the upper part of the insulator was placed within a glass
pipe, and the lower part was immersed in a glass vessel filled with oil. The temperature of
the object in the upper part was changed with the use of a fan heater, while in the lower
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part, the temperature was modified with the help of a heater with a magnetic stirrer. The
arrangement of the temperature control systems is shown in Figure 4b.

 
(a) (b) 

Figure 4. Arrangement of temperature sensors (a); insulator heating system (b).

The research methodology adopted in the experiment was as follows: First, the
measurements of the dielectric response (tan δ = f (f )) of the bushing insulation were
performed under thermal equilibrium conditions, at room temperature (23 ◦C). This result
was used as a reference in further studies. Subsequent tests included the uniform heating
of the system to the temperatures 30 ◦C and 40 ◦C, and unevenly forcing the lower oil part
of the bushing to 50 ◦C and 60 ◦C, while maintaining an open temperature range for the air
part (the room temperature was then 23 ◦C). The individual test variants and the adopted
temperatures of the oil and air parts of the bushing are presented in Table 1. The adopted
temperature ranges correspond to the real operating conditions that occur in real power
transformers in the summer season.

Table 1. Summary of cases examined during the experiment.

Temperature (◦C)

Case N◦ Oil Air

1 23 23
2 30 30
3 40 40
4 50 23
5 60 23

3. Results

3.1. Measurements with Uniform Temperature Distribution

In the first part of the experiment, measurements were carried out at different insula-
tion temperatures, but with a uniform temperature distribution throughout the bushing.
According to the data presented in Table 2, the average object temperatures during the
measurements were 23.1 ◦C, 30.1 ◦C, and 40.7 ◦C.
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Table 2. Measurement of the bushing temperature at various points to check for uniform temperature
distribution; the markings of the measurement points are as shown in Figure 4a.

Temperature (◦C)

Sensor N◦ Case 1 Case 2 Case 3

1 22.7 30.4 40.4
2 22.7 28.3 37.9
3 22.9 29.6 40.7
4 23.2 30.5 43.1
5 23.8 31.3 41.3

Average 23.1 30.1 40.7

After the proper preparation of the system and the connection of the measuring
equipment as shown in Figure 3b, measurements of the dielectric response in the frequency
domain were carried out, which is reflected in the characteristic tan δ = f (f ). The individual
results, for comparison purposes, are shown in one collective diagram presented in Figure 5.
The obtained result is typical for a new OIP-type insulator. Comparing the individual
characteristics, it can be seen that as the insulation temperature increases, they do not
change their shape but rather shift to the higher frequencies, which is a typical effect
described by the Arrhenius law [16]:

tan δ1 = tan δ2 exp
[

Ae

k
·
(

1
273 − T1

− 1
273 − T2

)]
, (1)

where:

- tan δ—loss tangent;
- Ae—activation energy;
- T—temperature;
- K—Boltzman’s constant.

δ

Figure 5. Dielectric response of the bushing insulation with uniform temperature distribution;
measurements made for temperatures: 23 ◦C, 30 ◦C, and 40 ◦C.

Assuming the activation energy typical for the paper–oil insulation system, i.e.,
0.9 eV [17–19], and converting the individual dependencies to the temperature of 23 ◦C
(Figure 6), one can see that the characteristics perfectly overlap. Therefore, despite the
existence of two significantly different media (air and oil), the system behaves very homo-
geneously; therefore, it should be assumed that with small differences in object temperature
during the measurements, there will be no difficulties with modeling the system and inter-
preting the obtained results (e.g., determining the degree of moisture content). The method
of modeling and analyzing such systems will be described in more detail in Section 4.1.
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δ

Figure 6. Dielectric response of the bushing insulation with uniform temperature distribution;
measurements made for temperatures: 23 ◦C, 30 ◦C, and 40 ◦C, subsequently converted to 23 ◦C,
assuming activation energy at the level of 0.9 eV.

3.2. Measurements with Nonuniform Temperature Distribution

In the second part of the experiment, measurements were carried out to simulate
the situation of nonuniform temperature distribution, which was obtained by forcing
different operating conditions on the air and oil part of the bushing. According to the data
presented in Table 3, in both cases, the air part was operated at an ambient temperature
of approximately 23 ◦C, and the oil part was heated to a temperature of 50 ◦C and 60
◦C, respectively. The temperature distribution was obtained after 2 h of the heating
system operation.

Table 3. Measurement of the bushing temperature at various points to check for non-uniform
temperature distribution; the markings of the measurement points are as shown in Figure 4a.

Temperature (◦C)

Case N◦ Case 4 Case 5

Oil 50.0 60.1
1 25.4 29.2
2 23.6 25.1
3 23.5 25.1
4 23.7 25.2
5 25.2 30.4

For comparison purposes, the individual results are shown in one collective graph
in Figure 7. Analyzing the characteristics, it can be noticed that this time the temperature
change caused not only a curve shift towards higher frequencies, but also a change of its
shape. This can be seen by converting the obtained results to the same temperature level
(according to the Arrhenius law mentioned above). The result of conversion is presented
in Figure 8. At the shift, the activation energy was assumed at the level of 0.9 eV and
the object temperature was an average value calculated from temperature measurements
by individual sensors (Table 3). The shifted curves do not match as well as they did in
the case of the uniformly heated bushings, despite the fact that the average values of the
temperatures obtained in individual cases do not differ significantly (within 9 ◦C).
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δ

Figure 7. Dielectric response of the bushing insulation with non-uniform temperature distribution;
measurements made at an ambient temperature of 23 ◦C; temperature of the oil part at 50 ◦C and
60 ◦C.

δ

Figure 8. Dielectric response of the bushing insulation with non-uniform temperature distribution;
measurements made at an ambient temperature of 23 ◦C; the temperature of the oil part was at 50 ◦C
and 60 ◦C, subsequently converted to 23 ◦C, assuming an activation energy at the level of 0.9 eV.

Summarizing the obtained results, several conclusions can be drawn. Firstly, the
nonuniform temperature distribution changes the shape of the tan δ = f (f ) characteristic,
which will certainly make the process of modeling and assessing the condition of the
bushing’s paper–oil insulation more difficult in the traditional way, i.e., assuming one
resultant temperature. It should be emphasized that the tested insulator had a relatively
large disproportion between the oil and air parts (in the ratio 1:4), which means that
the temperature distribution was characterized by a sizeable gradient and was largely
dominated by the ambient temperature. It should be expected that in the case of insulators
for higher voltage (from 110 kV and higher), for which the proportions are different, the
observed effect will be even stronger. In addition, it should also be noted that the tests were
carried out on a new insulator, with dry and non-degraded insulation, which made it more
homogeneous. In the case of insulators with a long service life and in which degradation
processes have already occurred, the dielectric properties of the bushing will have already
changed and may consequently affect the resultant dielectric response of the device. The
influence of these factors, confirmed by the measurements made on insulators in service,
will be presented in Section 4.2.
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After analyzing the results of the studies presented above, and owing to their years of
experience in the practice of high voltage bushing diagnosis, the authors were prompted
to verify the standard approach in the interpretation of measurements of the dielectric
response of bushing insulation; consequently, the authors were inspired to develop a new
modeling method, which will improve the reliability of assessments of these important
elements of transformer equipment. The developed concept and its verification will be
discussed in the following sections of the article.

4. Discussion

4.1. Modeling the Dielectric Response of the Bushing Insulation in the Case of Significant
Temperature Distribution along Its Axis

The basis for the interpretation of the results in the DFR (Dielectric Frequency Re-
sponse) method is the comparison of the dielectric response obtained from the measure-
ments (e.g., the relationship tan δ = f (f )) with the response of the model based on previously
determined reliable moisture patterns [20]. The so-called XY model [21–24], where the
parameters X and Y determine the percentage of cellulose insulation in the cellulose–
oil insulation system (Figure 9), is a commonly used analysis tool, described in many
publications such as in [25–27].

 

Figure 9. A portion of the transformer insulation cross-section, with a cylindrical arrangement of
windings (a) and a simplified transformer insulation model (b).

In this model, information about the geometry of the insulating system as well as
information on the conductivity and electric permeability of the insulating liquid and the
object temperature are required. Therefore, the credibility of the obtained result will largely
depend on whether the correct parameters for the model [28] are adopted. Most of the
geometric and material parameters can be determined quite precisely in the process of
matching the measurement curve to the model curve; however, use of the appropriate
moisture standards and the adoption of the correct temperature are necessary [29].

Moisture patterns are presented as components of real and imaginary permittivity,
depending on the voltage frequency for the selected level of moisture in the cellulose
insulation and the selected temperature. They are usually available as a part of an analytical
software, included by the manufacturer of the measuring apparatus.

However, determining the proper temperature of the object, despite its relatively
small dimensions compared to the dimensions of the power transformer, may pose some
difficulties. As it was proved earlier in the article, a bushing working in two environments
very often has a significant temperature distribution along its axis, i.e., the temperature
in the overhead section can be much lower than in the oil section. In this case, in order to
model the insulation system, a resultant temperature should be assumed. Some guides
suggest assuming a temperature that is two-thirds of the ambient temperature and one-
third of the temperature of the upper oil layer [30]. Such an approximation produces
relatively good results, provided that the temperature of the overhead and oil portions are
not significantly different. However, a much better representation can be obtained if the
mathematical model is modified by treating the overhead and oil parts of the bushing as
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two insulation systems connected in parallel (Figure 10). The 2XY model proposed by the
authors therefore represents the dielectric loss factor measured between the line terminals
Z1 and measuring terminals Z2 of the insulator. In the model thus defined, the XY1 block
(overhead part) and the XY2 block (oil part) can be assigned the actual temperature, as
well as separate geometric and material parameters, consistent with the construction of
the bushing.

Figure 10. The 2XY model representing a bushing whose overhead part (block XY1) is at temperature
T1, and oil part (block XY2) is at temperature T2.

For each area representing a part of the insulation of a different temperature (T1 and
T2), complex permittivity is calculated according to the following formulae:

ε∗XY1(ω,T) = X1ε∗P(ω,T) +
1 − X1

1−Y1
ε∗U(ω,T)

+ Y1
ε∗P(ω,T)

(2)

ε∗XY1(ω,T) = X2ε∗P(ω,T) +
1 − X2

1−Y2
ε∗U(ω,T)

+ Y2
ε∗P(ω,T)

(3)

where:

- ε∗P(�,T)—complex permittivity of paper impregnated with mineral oil;
- ε∗U(�,T)—complex permittivity representing areas of the leakage nature (oil, shield);
- X1, Y1, X2, Y2—geometric parameters describing the participation of the paper in the

whole modeled space.

Subsequently, for each area, the tangent of the dielectric loss angle is determined
according to the following formulae:

tan δXY1 =
ε′′ XY1

ε′XY1

(4)

tan δXY2 =
ε′′ XY2

ε′XY2

(5)

where:

- ε′XY1
, ε′XY2

—the real part of permittivity calculated respectively for the areas of tem-
peratures T1 and T2 according to Formulae (1) and (2);

- ε
′′
XY1

, ε
′′
XY2

—the imaginary part of permittivity calculated respectively for the areas of
temperatures T1 and T2 according to Formulae (1) and (2).
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The tangent of the dielectric loss angle is calculated for the whole insulator at the final
stage, according to the formula:

tan δ2XY = A tan δXY1 + (1 − A) tan δXY2 (6)

where:

- A—participation of the area of temperature T1 in the whole volume of the insulator;
- tan δXY1, tan δXY2—tangent of the dielectric loss angle of the areas of temperatures T1

and T2.

Figure 11 shows exemplary curves obtained from mathematical modeling for blocks
XY1 and XY2 and the resultant curve for connected blocks XY1and XY2. The measurement
points are plotted on the result curve. As you can see, the good fit of the XY1 + XY2 model
curve as well as the measurement points prove that the methodology is correct. Using
the described approach, it is possible to determine the moisture content of the bushing
cellulose insulation with sufficient accuracy; this will be analyzed in the next section using
the results of field measurements.

δ

Figure 11. Loss tangent for 220 kV voltage insulator, Hitachi type OS, measured and modelled using
the 2XY model, taking into account the axial temperature distribution. Upper part temperature, 8 ◦C;
oil temperature in the upper layer, 29 ◦C.

4.2. Verification of the 2XY Model on Insulators in Service

In order to verify the proposed 2XY model, measurements on bushings in service
were carried out. Bushing insulators, due to their high impedance, i.e., low capacitance and
high resistance, are difficult elements in terms of providing information on the dielectric
response and therefore require the use of an additional high-voltage amplifier, as shown in
Figure 12. The equipment used for the tests are the insulation response analyzer (IDAX 300)
and a VAX type amplifier supplied by PAX Diagnostic. The VAX-020 amplifier enabled
measurements at voltages up to 1400 VRMS in the frequency range from 10−4 Hz to 103 Hz.
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Figure 12. Test system for the measurement of the dielectric response of bushings.

The presented research concerns the measurements of the capacitance of bushing
insulators equipped with a measuring tap. The UST (Ungrounded Specimen Test) system
was used, in which the voltage lead is connected to the line clamps, and the measuring lead
to the measuring tap. In such a configuration (Figure 12), only the capacitance C1 of the
bushing is measured (CHL, CH, and CL capacitances are not measured and the influence of
leakage current flowing on the outer surface of the insulator is eliminated).

Figures 13–15 show examples of dielectric response (tan δ = f (f )) modelling using the
classic XY model and the 2XY model for three different bushing types. In the lower part
of each of these figures, the relative differences between the measured values and those
calculated with the XY and 2XY models are shown in the form of bars. The parameters (X,
Y, oil conductivity, moisture in paper insulation) resulting from the application of the XY
model were obtained using the standard auto-matching procedure implemented in the
MODS program, which is the measuring device used. So far, no IT tool has been developed
that could similarly search for parameters for the 2XY model; hence, the adjustment
process was performed manually. However, in order for the procedure to be repeatable,
an algorithm was used to minimize the error. From the outset, it was assumed that the
geometry of individual blocks (air and oil) may change slightly due to the specificity of the
measuring system and because it is largely determined by paper insulation, thus the filling
is close to 100%. After adopting the geometry of the system and selecting the appropriate
temperature for individual parts of the model, conductivity and moisture were introduced
to adjust the curves and minimize the value of the MADM parameter (Mean of the Absolute
Difference Modules, defined below). The process was repeated until the minimum value
of the criteria parameter was obtained.
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Figure 13. The dependence of the loss tangent on the frequency, measured for the COT type
(Un = 142 kV) bushing insulator and calculated based on the XY and 2XY models, with the calculated
relative differences between the measured and calculated values for both models.

 
Figure 14. The dependence of the loss tangent on the frequency, measured for the OS type
(Un = 110 kV) bushing insulator and calculated based on the XY and 2XY models, with the cal-
culated relative differences between the measured and calculated values for both models.

225



Energies 2021, 14, 4016

Figure 15. The dependence of the loss tangent on the frequency, measured for the COT type
(Un = 220 kV) bushing insulator and calculated based on the XY and 2XY models, with the calculated
relative differences between the measured and calculated values for both models.

The mean of the absolute difference modules (MADM) was used as a first quantity to
assess the quality of the curve fitting obtained from modelling and measurement. The
MADM value can be calculated from the equation:

MADM =
∑n

i=1

∣∣∣∣ tan δmi−tan δ fi
tan δmi

·100%
∣∣∣∣

n
, (7)

where:

- tan δm—loss tangent measured for a specific frequency;
- tan δ f —loss tangent calculated for a specific frequency based on XY or 2XY model;
- n—number of points for which measurements and calculations were carried out.

The second quantity we use to assess the quality of the fitting is the correlation
coefficient (r). The correlation coefficient was calculated according to the formulae [31]:

r =
∑n

i=1(tan δmi − tan δm)
(

tan δ fi
− tan δ f

)
√

∑n
i=1 (tan δmi − tan δm)

2·
√

∑n
i=1 (tan δ fi

− tan δ f )
2

, (8)

where:

- tan δm—loss tangent measured for a specific frequency;
- tan δ f —loss tangent calculated for a specific frequency based on XY or 2XY model;
- n—number of points for which measurements and calculations were carried out.

In our case, the correlation coefficient describes the relationship between the measured
curve and the one calculated on the basis of the model. It can take values from −1
to 1, where 1 means full correlation, zero means no correlation, and −1 means inverse
correlation. The correlation coefficient r is a good illustration of the similarity of the shapes
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of the analyzed curves, but it does not illustrate the differences in values. The differences
in values are correctly described by the mean of the absolute difference modules (MADM).

Tables 4 and 5 present the parameters used in the calculation of the dielectric response
(X/Y, temperature T, conductivity of oil δ, and moisture in paper Mc) as well as the
correlation coefficients r and the mean of the absolute difference modules MADM for the
three analyzed bushings, respectively, for the XY (Table 4) and the 2XY models (Table 5).

Table 4. XY model parameters used in modelling the dielectric response of the tested bushings.

№
XY Model

X/Y, % T, ◦C σ, S/m Mc, % r MADM, %

Bushing 1 85/45 30 7.79 × 10−13 2.3 0.980 46.5
Bushing 2 90/0 22 2.72 × 10−11 2.3 0.942 38.9
Bushing 3 74/86 25 1.69 × 10−12 1.0 0.991 5.9

Table 5. 2XY model parameters used in modelling the dielectric response of the tested bushings.

№
2XY Model

X1/Y1, % X2/Y2, %
T1,
◦C

T2,
◦C

σ2,
S/m

Mc1, % Mc2, % r MADM, %

Bushing 1 96/2 100/100 24 43 1.87 × 10−11 2.5 2.5 0.985 14.6
Bushing 2 31/69 100/100 15 36 1.60 × 10−9 3.7 3.6 0.983 11.3
Bushing 3 94/0 98/33 18 38 9.37 × 10−12 1.0 1.0 0.999 3.2

The parameters with the index 1 presented in Table 5 refer to the air part of the
insulator, while parameters with the index 2 refer to the oil part. Table 5 does not provide
the oil conductivity for the air part because it is calculated automatically in the program
based on the oil conductivity in the oil part, and the temperature difference between the oil
part and the air part of the insulator, according to the formulae [16]:

σ1 = σ2 exp
[

Ae

k
·
(

1
273 − T1

− 1
273 − T2

)]
, (9)

where:

- σ1—oil conductivity in the air part (at T1 temperature);
- σ2—oil conductivity in the oil part (at T2 temperature);
- Ae—activation energy equal to 0.4 eV;
- k—Boltzmann constant.

Analyzing the data presented in Figures 13–15, one can see that in each case, the fit of
the model curves to the measurement curves is better when the 2XY model is used. It is
especially visible for insulators with higher humidity, but also noticeable for dry insulators.
The relative differences (Rd), correlation coefficients (r), and mean of the absolute difference
modules (MADM) clearly indicate that the 2XY model better fits the dielectric response of
insulators than the classical model.

5. Conclusions

The most important conclusion from the research results presented in this article is the
need to analyze the dielectric response of bushings, taking into account the axial tempera-
ture distribution. During the work life of a bushing, the temperature distribution occurs
both in the axial and radial directions. However, measurement can only be performed
a few hours after the transformer has been turned off (in particular due to the need to
comply with formal procedures, safety procedures, preparation of the workplace, removal
of connectors from insulators, etc.). After this time, the temperature distribution in the
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bushing changes and is close to the axial distribution, which can be roughly described. We
can distinguish the temperature of the lower part (usually equal to the temperature of the
transformer oil in the upper layer) and the temperature of the upper part of bushing in
the air.

The laboratory tests performed on a specially prepared measuring stand and the field
tests on insulators installed on transformers indicate the influence of the axial temperature
distribution on the dielectric response of the bushings. This influence is especially visible
for insulators in poor technical condition (those whose insulation has a relatively high
water content).

The authors proposed to extend the XY model—which assumes a uniform temperature
distribution and is usually used in the analysis of the dielectric response—to the 2XY model.
The 2XY model makes it possible to consider different values of the bushing temperature in
its oil and air parts, as well as different water content in its paper insulation and different
oil conductivity in these parts.

Comparisons of the dielectric responses calculated with the use of the XY and 2XY
models show that considering the axial temperature distribution results in a much better
fit of the model curves to the measured ones. This fit was assessed using the absolute
difference modules (MADM) and the correlation coefficient (r). Both of these parameters
clearly indicate that the 2XY model better reflects the measured dielectric response than
the XY model. This better fit is also confirmed by the values of relative differences between
the measured and calculated values for both models.

The examples presented in the article show that the use of the XY model to analyze
the dielectric response of insulators with a significant temperature distribution results in
an underestimation of the water content in the insulation, which may incorrectly indicate
that the insulator is in better condition than it actually is. This effect will especially be
noticeable in the case of insulators in poor technical condition, which may lead to leaving
such a bushing in operation and, consequently, to a catastrophic failure.

Including the axial temperature distribution in the modeling significantly improved
the quality of fitting the dielectric response. However, the authors are aware that in practice,
there may be situations in which the proposed 2XY model will be less effective, e.g., when a
radial temperature distribution occurs, or when the surface of the ceramic shield is heavily
contaminated.

In the future, the patterns for dielectric response of insulation that can absorb water
(for example RIP and RBP), should be created; it will then be possible to conduct tests for
those types of insulators.
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Nomenclature

Variable Symbol Units

Complex permitivity ε∗ F/m
Real part of complex permitivity ε′ F/m
Imaginary part of complex permitivity ε′′ F/m
Relative content of barriers X %
Relative content of spacers Y %
Loss tangent tan δ -
Mean of the absolute difference modules MADM %
Correlation coefficient r -
Relative differences Rd %
Temperature T ◦C
Frequency f Hz
Voltage U V
Activation energy Ae eV
Participation of the air part in the whole volume of the insulator A %
Conductivity σ S/m
Moisture content in paper Mc %
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