
Edited by

Technological Aspects 
in Fatigue Design  
of Metallic Structures 

Martin Leitner

Printed Edition of the Special Issue Published in Metals

www.mdpi.com/journal/metals



Technological Aspects in Fatigue
Design of Metallic Structures





Technological Aspects in Fatigue
Design of Metallic Structures

Editor

Martin Leitner

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editor

Martin Leitner

Graz University of

Technology

Graz

Austria

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal

Metals (ISSN 2075-4701) (available at: hhttps://www.mdpi.com/journal/metals/special issues/

technological fatigue design metal).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-7378-6 (Hbk)

ISBN 978-3-0365-7379-3 (PDF)

© 2023 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Martin Leitner

Technological Aspects in Fatigue Design of Metallic Structures
Reprinted from: Metals 2023, 13, 610, doi:10.3390/met13030610 . . . . . . . . . . . . . . . . . . . . 1

Gustav Hultgren, Leo Myrén, Zuheir Barsoum and Rami Mansour

Digital Scanning of Welds and Influence of Sampling Resolution on the Predicted Fatigue
Performance: Modelling, Experiment and Simulation
Reprinted from: Metals 2021, 11, 822, doi:10.3390/met11050822 . . . . . . . . . . . . . . . . . . . . 5

Moritz Braun, Claas Fischer, Jörg Baumgartner, Matthias Hecht and Igor Varfolomeev

Fatigue Crack Initiation and Propagation Relation of Notched Specimens with Welded Joint
Characteristics
Reprinted from: Metals 2022, 12, 615, doi:10.3390/met12040615 . . . . . . . . . . . . . . . . . . . . 23

Jan Schubnell, Phillip Ladendorf, Ardeshir Sarmast, Majid Farajian and Peter Knödel
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Technological Aspects in Fatigue Design of Metallic Structures

Martin Leitner

Institute of Structural Durability and Railway Technology, Graz University of Technology, 8010 Graz, Austria;
martin.leitner@tugraz.at

1. Introduction and Scope

Traditional manufacturing processes, such as welding and casting, and modern tech-
niques, such as additive manufacturing, can significantly affect the local material properties
of metallic materials. To ensure the safe and reliable operation of engineering components
and structures, fundamental knowledge of manufacturing effects on fatigue performance
is of the utmost importance. Hence, this Special Issue focuses on the fatigue design
of metallic structures, considering the influence of technological aspects. Approaches
based on local stress/strain, as well as fracture-mechanics-based concepts are applied,
considering local manufacturing-process-dependent characteristics, such as microstructure,
hardness, porosity/defects, surface topography, and/or residual stress state. Moreover,
probabilistic methods are utilized which enable a link between statistically distributed local
characteristics and failure/survival probability, enabling the advanced fatigue design of
metallic structures.

2. Contributions

Ten papers have been published dealing with different manufacturing processes, such
as welding, casting, and additive manufacturing as well as post-treatments, applying
various fatigue design concepts ranging from a stress-based fatigue assessment to the
fracture mechanical crack growth. Subsequently, an overview of the contributions is given:

In [1], the local characteristics of welded joints are characterized by digital scanning.
Particular focus is laid on fillet welds of S700 high-strength steel T-joints, and corresponding
fatigue test results are given. In the course of the scanning methodology, the plate angle,
weld toe radius, and angle, as significant local weld geometry parameters, are measured
and implemented in numerical analyses, which act as inputs for an elaborated probabilistic
fatigue model. This model was then utilized to assess an adequate scanning sampling
resolution to accurately predict the failure probability of welded joints.

The study presented in [2] focuses on an assessment of the fatigue life of notched spec-
imens with geometries and microstructure representative of welded steel joints. Thereby,
welded and non-welded specimens exhibiting different artificially notched geometries,
which are located in varying material zones, are investigated. Applying fracture mechanics
to assess the crack growth, it is shown that the total fatigue life can be realistically predicted,
whereas the estimation of the lifetime until macroscopic crack initiation is more uncertain in
the case of sharply notched specimens in comparison to mild notches. Further evaluations
regarding the effect of the applied notch stress range on the short and long fatigue crack
initiation to fracture ratio as well as correlations between the slope of the S-N curve and
the notch acuity are given, therefore contributing to a holistic investigation of the fatigue
behavior of welded steel joints as a basis for further design.

The study presented in [3] deals with an analysis of the fatigue strength of repaired
welded joints considering both low- and high-strength steels. Specimens were cyclically
pre-cracked and the cracks were detected by non-destructive testing (NDT) by applying
penetrant and magnetic testing. Afterwards, the fatigue cracks were repaired by removing
the material around the crack and further re-welding with a gas metal arc weld process.

Metals 2023, 13, 610. https://doi.org/10.3390/met13030610 https://www.mdpi.com/journal/metals1



Metals 2023, 13, 610

Investigations of the microstructure and hardness revealed no major difference between the
state before and after repairing. Moreover, the stress concentration factor was significantly
lower in the case of the repaired specimens due to smaller flank angles. The experiments
finally show that almost all repaired specimens reached at least the fatigue life span
of the original condition, and for all cases, the corresponding fatigue class of the IIW
recommendations was achieved.

Another study [4] demonstrated a damage-based assessment of the fatigue crack
initiation site in high-strength steel welded joints which were post-treated by the High
Frequency Mechanical Impact (HFMI) treatment technique. Comprehensive experimental
investigations involving fatigue tests and X-ray diffraction residual stress measurements
in order to analyze the effect of peak stresses in variable amplitude loads on the resulting
residual stress state and crack location are performed. The results show that high peak
stresses lead to a significant reduction of the beneficial compressive stresses and varying
crack initiation sites depending on the level of peak stress occurring. For a detailed
assessment, a numerical simulation considering the measured residual stress field, fatigue
loading, HFMI weld geometry, and non-linear material behavior was set up, and the
local stress/strain was used to evaluate the damage parameter using Smith, Watson, and
Topper’s method (SWT), which was utilized to identify the critical failure location. It was
concluded that the numerical results confirmed the experiments.

A final analysis in regard to welding as a manufacturing process is presented in [5],
showing a holistic view on design implications and opportunities of considering fatigue
strength, manufacturing variations, and predictive life-cycle costs (PLCC) in welded struc-
tures. Based on different design cases and scenarios, the study concludes that welding and
production costs are negligible in relation to re-occurring repair costs for all the considered
design cases and fatigue scenarios. Further, repair and maintenance costs are higher com-
pared to operational costs for the more severe fatigue scenarios considered. Moreover, it
was shown that for welded box structures, increased flange plate thicknesses are most effec-
tive to reduce life-cycle costs, as it can increase the intervals between repairs significantly.
The paper therefore highlights the importance of incorporating manufacturing variations
in an early design stage to ensure an overall minimized life-cycle cost.

The study in [6] emphasizes the effects of residual stress state, surface roughness, and
peak load on the micro-cracking of the base material, with a particular focus on sandblasted
S690 high-strength steel plates. A two-dimensional finite-element model is developed to
cover the measured surface topography and residual stress state. Furthermore, a ductile
fracture criterion considering stress triaxiality is applied in order to assess local damage.
The results show that under peak load conditions, surface roughness exhibits a dominant
influence on micro-crack formation compared to the effects of the residual stress state. It is
further concluded that the effect of peak load range on damage formation and crack size is
significantly higher than the influence of the residual stress condition. Hence, this paper
scientifically contributes to the elaborated investigation of local manufacturing-process-
induced properties, such as surface roughness and residual stress, on the damage behavior
of high-strength steel plates, which are widely used in engineering metallic structures.

A probabilistic fatigue assessment of surface layers in EN AC-46200 sand castings is
presented in [7]. Comprehensive investigations involving areal surface topography scans,
microstructural analyses, fatigue tests covering as-cast and hot isostatically pressed (HIP)
specimens, as well as detailed fracture surface inspections to determine the local fatigue
crack origin, were performed. An advanced fatigue model based on a neural network
covering both surface topography notch effect and its interaction with local defects/pores
in the surface layer was applied, and validation with the experiments revealed the sound
applicability of the probabilistic fatigue approach.

A further study, [8], investigates the same aluminum cast alloy, but is focused on
the statistical size effect due to internal defects in the bulk material. Based on numerous
fatigue tests incorporating two specimen types with different highly stressed volumes, the
probability of occurrence of critical defect sizes and corresponding parameters to set up a
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generalized extreme value distribution are defined. Furthermore, a probabilistic fatigue
design model applying the fracture-mechanics-based Kitagawa–Takahashi approach is
presented, leading to a local Weibull factor depending on the return period of the highly
stressed volume and the statistically distributed defect population. A final comparison
of the fatigue model and the experiments shows a sound agreement and verifies the
applicability of the presented approach to cover the statistical size effect in fatigue design.

The fatigue behavior of wire and arc additively manufactured (WAAM) titanium alloy
Ti-6Al-4V is investigated in [9]. Fatigue tests and fracture surface analyses highlight that
pores/defects in the bulk material and at the surface are the cause for fatigue crack initia-
tion. Therefore, a fracture-mechanics-based fatigue model covering both failure types by a
stress intensity equivalent value is developed which considers the manufacturing-process-
dependent defect sizes by means of an extreme value distribution by Gumbel. The results
reveal that the modified approach using the introduced stress intensity equivalent param-
eter leads to an improved probabilistic fatigue assessment of both fatigue life as well as
strength, and is therefore well applicable for the fatigue design of WAAM Ti-6Al-4V parts.

In the final study [10] of this Special Issue, the microstructural impact on the fatigue
crack growth behavior of the alloy 718, which is commonly used for forged structural
components in the aircraft industry, is explored. Dependent on the manufacturing process
route, different material series are produced, exhibiting varying microstructures character-
ized by grain-size parameters and strength. Based on the results of numerous fatigue crack
propagation tests, it is concluded that the threshold of stress-intensity factor range depends
only on grain size and is mainly governed by roughness-induced crack closure. This
outcome once more proves the significant effect of local manufacturing-process-induced
characteristics on the fatigue performance of metallic materials.

3. Conclusions and Outlook

The scientific contributions in this Special Issue present comprehensive investigations
in regard to technological effects on the fatigue behavior of different metallic materials.
Based on the results, it is shown that local manufacturing-process-dependent characteristics,
such as microstructure, hardness, porosity/defects, surface topography, and/or residual
stress state can significantly impact the fatigue performance and need to be considered in
the fatigue design. To statistically cover these influences, it is shown that probabilistic ap-
proaches are suitable and can lead to an accurate fatigue assessment if the model parameters
are well defined. As a future research direction, further work may focus on the interaction
of several fatigue-influencing parameters to holistically consider technological aspects in
the fatigue design of metallic structures and set up proper fatigue assessment approaches.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Digital weld quality assurance systems are increasingly used to capture local geometrical
variations that can be detrimental for the fatigue strength of welded components. In this study,
a method is proposed to determine the required scanning sampling resolution for proper fatigue
assessment. Based on FE analysis of laser-scanned welded joints, fatigue failure probabilities are
computed using a Weakest-link fatigue model with experimentally determined parameters. By
down-sampling of the scanning data in the FE simulations, it is shown that the uncertainty and
error in the fatigue failure probability prediction increases with decreased sampling resolution. The
required sampling resolution is thereafter determined by setting an allowable error in the predicted
failure probability. A sampling resolution of 200 to 250 μm has been shown to be adequate for
the fatigue-loaded welded joints investigated in the current study. The resolution requirements
can be directly incorporated in production for continuous quality assurance of welded structures.
The proposed probabilistic model used to derive the resolution requirement accurately captures
the experimental fatigue strength distribution, with a correlation coefficient of 0.9 between model
and experimental failure probabilities. This work therefore brings novelty by deriving sampling
resolution requirements based on the influence of stochastic topographical variations on the fatigue
strength distribution.

Keywords: probabilistic fatigue model; topographical variations; weld quality; quality assurance

1. Introduction

A wide range of high-strength steel (HSS) engineering structures, such as loader
cranes, transport vehicles and construction machinery, rely on welded joints for proper
structural integrity. These joints are often the limiting factor for the fatigue strength of
such load carrying structures. In order to assure durability and structural integrity in these
applications, proper quality assurance methods of the welds are of the outmost importance.

Due to the stochastic nature of the welding process [1,2], local topographical variations
in weld geometry are inevitable. This may result in local stress raising effects, such as
sharp transitions and adverse undercuts. These quantities need to be quality assessed in
production according to a weld quality system, to ensure the durability of the structure [3].
Traditionally, manual audits in which the actual weld geometry is measured, have been
used for weld quality assurance. However, such manual systems, often hand-held simple
tools, have shown to have limitations in accurately capturing local variations in the weld [4].
These limitations may be overcome by implementing digitalised weld quality assurance
systems in production. This allows for a continuous quality control of welded joints with
higher efficiency and accuracy than manual audits [4–8].

Given the scanned weld geometry obtained from the digitalized measurement system,
the influence of local topographical variability can be assessed [9,10]. For this purpose,

Metals 2021, 11, 822. https://doi.org/10.3390/met11050822 https://www.mdpi.com/journal/metals5
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simulation approaches based on finite element (FE) analysis of the weld are predominantly
used. Lang R. et al. [11–13], as well as Lener et al. [14], presented a framework for scanning
and simulation of the weld geometry using a statistical approach and a Weakest-link fatigue
model. It is noted that the influence of local surface defects is phenomenologically included
in the Weakest-link model [15]. Niederwanger et al. [16] presented a comprehensive
study where different fatigue modelling concepts were compared with regard to both
idealised and measured weld geometry, captured using laser scanning. Kaffenberger and
Vormwald [17,18] proposed modelling recommendations for idealized weld geometry
simulations, based on the notch stress concept and 3D scanning of overlap and tee joints.
Hou [19,20] and Chaudhuri et al. [21] modelled the measured 3D weld geometry to predict
experimentally observed beachmark locations and crack measurements, respectively, based
on weld toe stress concentration factors (SCF). Aldén et al. [22] performed detailed 3D
simulations on cruciform joints of different weld classes showing that, while the maximum
von Mises stress gives a good indication on the fatigue failure initiation location, it gives
ambiguous predictions of the fatigue strength. Liinalampi et al. [23] investigated the fatigue
strength of laser-hybrid welded fully penetrated butt joints based on 2D simulations of the
measured weld geometry, captured using both stereo camera measurements as well as 3D
laser microscopy. Ladinek et al. [24,25] studied the influence of measured weld geometry
on fatigue life using a strain-life concept and Lang E. et al. [26,27] found that numerical
simulations of the measured 3D geometry reproduce the experimental strain data for butt
joints in the low cycle fatigue regime.

Although the aforementioned studies include the measured geometry of welded
joints in detailed FE simulations, they lack the ability to identify the level of detail that is
required for a proper fatigue assessment. In the current study, the sampling resolution is
investigated for digitalized weld quality assurance systems which is required to accurately
predict the fatigue performance. Based on the scanned topographies, a probabilistic
weakest-link approach [28–30] is proposed. This work therefore provides the following
scientific contribution.

1. A framework for determining the scanning resolution needed for digital quality assur-
ance of welded joints that is assessed on non-load carrying tee joints. The resolution
requirements can then be directly incorporated in production for continuous quality
assurance of welded structures.

2. A modelling approach to predict the fatigue strength probability distribution based
on measured weld geometry variation.

An overview of the workflow is presented in Figure 1. Laser scanning of welded
tee joints is first performed to accurately capture the measured weld topography, which
is then evaluated using both an industrially commercial quality assurance system and
detailed FE analysis. Based on the FE analysis of the scanned weld geometry, the fa-
tigue failure probability is computed using a Weakest-link area model. The parameters in
the model are determined by minimizing the error between experimental and simulated
failure probabilities. Finally, the sensitivity of the computed failure probability for differ-
ent sampling resolutions is determined based on FE simulations with different levels of
topographical details.

Figure 1. Workflow of the present study.
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2. Experimental Investigation

Single pass, non-load carrying, tee joint test specimens produced out of S700 steel
were used as the basis for the probabilistic fatigue investigation in the present study. The
geometry of the specimen is presented in Figure 2, together with the desired weld throat
thickness and weld penetration. Post-treatment using High Frequency Mechanical Impact
(HFMI) [31] was carried out on one side of the tee joint specimens to create an uneven
distribution in the fatigue strength between the two welded sides. Only the un-treated
weld will be further considered as the fatigue strength of this weld will be detrimental for
the fatigue strength of the complete specimen.

Figure 2. Fatigue test specimen, single-pass tee joint weld specimen.

The specimens were produced using a gas metal arc welding (GMAW) process in the
PA position using a pushing travelling angle and a heat input of 0.62 kJ/mm. Sandblasting
was used after the welding to remove slag and oxides, as this step helps ensure that the
geometry captured in the scanning procedure is the actual geometry of the weld and not
the oxide layer.

2.1. Topographic Scanning

The complete geometry of the un-treated weld seams is captured using a scanCON-
TROL 2950-50-line laser (Micro-Epsilon, Ortenburg, Germany). This unit has a pixel density
of 1280 px/profile and the nominal length of the laser line that is 50 mm. The laser is
operated using a robot arm which moves the projected laser line along the surface of the
welded joint at a constant velocity while the laser unit continuously captures linear, 2D
profiles at fixed intervals. This gives a point cloud database for each specimen containing
the complete geometry of the scanned profiles with location data for each data point cap-
tured by the sensor matrix. The position of the measured points in each profile is given
with reference to the measurement unit.

There are two resolutions that need to be considered when scanning welded joints—
the reference profile resolution and the sampling resolution. The reference profile resolution
is determined in the direction of the laser line by the pixel density of the sensor matrix
and the nominal measurement length of the laser line. For this specific laser, the reference
profile resolution is 39 μm. The sampling resolution is given as the distance between two
sample profiles and is calculated using the scanning velocity and the scanning frequency,
as presented in Figure 3. The highest resolution investigated in this study is 50 μm, which
is also the resolution used when fitting the model parameters.

7
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Figure 3. Sampling resolution (mm) for different combinations of scanning speeds (mm/s) and
sampling frequencies (Hz).

2.2. Weld Geometry Evaluation

The captured weld geometry is analysed using the commercial quality assurance
system Winteria ® qWeld (Winteria, Hudiksvall, Sweden) [32]. This is done to investi-
gate and present the scatter in weld geometry for the investigated group of specimens
independently from the simulations that is later carried out. This quality assurance sys-
tem quantifies the weld geometry into geometric definitions as throat thickness, weld leg
length, undercut, weld toe radius and weld toe angle using internal algorithms developed
by Stenberg et al. [5,6]. The algorithm goes through each weld section with an internal
algorithm which locates the weld toes and determines the weld toe radii and angle by a
fitting routine. The accuracy of the method has been proven to be comparable to other
commercial programs when the same reference block has been studied [5]. The accuracy
has also been studied in [6]. The latter two geometrical parameters are presented in Figure
4 along the weld surface of specimen 24.

Figure 4. (a) Weld geometry definitions and (b) variation measured by the Winteria® qWeld [32] system for specimen 24.

The variation in radius and weld toe angle between the tested specimens is presented
in Figure 5. The scatter of the mean weld toe radius between the specimens is less than
0.5 mm and the corresponding scatter for the weld toe angle is approximately 20 degrees.
The mean value of the weld toe radius for the investigated specimens is 0.56 mm with a
standard deviation of 0.21 mm for the group. There are some specimens where outliers
with smaller radii are visible, which potentially indicates the presence of local regions
where high stress concentrations can be expected. One of these is the previously mentioned
specimen 24 where a sharp corner can be seen at the 50 mm position. This specimen is of
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interest as its mean values for both presented parameters are representative for the group
of specimens, while it has a large number of outliers below the mean for both parameters.

Figure 5. Variation of geometry within the tested group of specimens.

2.3. Uniaxial Fatigue Testing

Constant amplitude fatigue testing was carried out using an MTS High-Force Servo
hydraulic tensile tester (MTS, Eden Prairie, MN, USA) at a load ratio of 0.1. All specimens
were tested at a load level of 180 MPa. A total of 51 specimens were tested, and 14 of those
were stopped at 5 million cycles as no failure had occurred. The test results for the failed
specimens are presented both in Figure 6 and Table 1. Only the specimens that failed are
processed further in this study.

Figure 6. Scatter of the uniaxial fatigue test data.
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Table 1. Fatigue test data for single-pass tee joint test specimens and median rank estimates. All specimens are fatigue-loaded
at R = 0.1 and amplitude 180 MPa.

Failure Order i Cycles [-] Median Rank, pexp
f,i Failure Order i Cycles Median Rank, pexp

f,i

1 296319 0.0187 20 796070 0.5267
2 319754 0.0455 21 844067 0.5535
3 358569 0.0722 22 874843 0.5802
4 450880 0.0989 23 875982 0.6070
5 479592 0.1257 24 911631 0.6337
6 491902 0.1524 25 942420 0.6604
7 499422 0.1791 26 978798 0.6872
8 554425 0.2059 27 998173 0.7139
9 577447 0.2326 28 1017389 0.7406

10 601596 0.2594 29 1067794 0.7674
11 621224 0.2861 30 1102915 0.7941
12 637281 0.3128 31 1159417 0.8209
13 644313 0.3396 32 1199808 0.8476
14 697257 0.3663 33 1259817 0.8743
15 707011 0.3930 34 1478800 0.9010
16 712686 0.4198 35 1563887 0.9278
17 739705 0.4465 36 1960249 0.9545
18 761384 0.4733 37 2418827 0.9813
19 781303 0.5

The experimental failure probability was determined for the 37 specimens that failed
using an approximation for median ranks proposed by A. Benard [33],

pexp
f,i ≈ i − 0.3

nspec + 0.4
(1)

This gives an approximative failure probability for the i:th ranked failure out of a popula-
tion of nspec = 37 specimens at a 50% confidence level. The cumulative distribution function
for the given group of specimens using Benard’s approximation is presented in Figure 7.

Figure 7. Experimental failure probability using the median rank method.

3. Probabilistic Fatigue Model

In the following, the probability distribution for the fatigue strength is derived based
on the Weakest-link model [28,29].

3.1. Weakest-Link Area Model

The Weakest-link area model is derived from the assumption that fatigue failure
is caused by cracks initiated at critical surface defects and that the distance between the
defects is large enough not to cause any interaction between them. Assume that the number
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of such defects on a reference surface area Aref is q. Assume further that the area Aref
is divided into k small sub-areas and that all sub-areas are subjected to the same stress
amplitude S. The probability to find a critical defect in the sub-area is then q/k. The
probability of not finding a critical defect in a total number of k sub-areas is therefore
(1 − q/k)k. The probability of failure, i.e., the probability of finding a critical defect in Aref,
can therefore be written as

pWL
f = 1 − lim

k→∞

(
1 − q

k

)k
= 1 − exp(−q). (2)

The number of critical defects is assumed to increase with increased stress level s.
A function proposed by Weibull that shows good agreement with experimental data is
q = (s/λ)β which results in

pWL
f = FS(s) = 1 − exp

[
−
( s

λ

)β
]

, (3)

where FS(s) is the Weibull probability distribution of the fatigue strength with scale and
shape parameters λ and β, respectively. It is noted that Equation (3) gives the fatigue failure
probability for a uniaxial stress amplitude S at a given number of cycles to failure n. The
dependence on the number of cycles is given by the scale parameter λ(n). An analytical
expression of the form

λ(n) = λ0

(n0

n

) 1
m exp

[
cEM

β

]
(4)

has been proposed by the authors [30], where m is the inverse Basquin exponent, cEM ≈ 0.5772
is the Euler–Mascheroni constant, n0 = 2 × 106 is a reference number of cycles to failure and
λ0 is a fitting parameter. A value of m = 3 is recommended for as-welded components
with normal weld quality [34]. Using Equation (4), it is noted that the expression for the
failure probability according to Equation (3) has two unknown parameters, λ0 and β, which
will be determined in Section 5.

3.2. Multiaxial Considerations

The expression in Equation (3) can be generalized to be applicable for non-uniform
stress distributions and multiaxial stress states acting on an area of arbitrary size. Assume
that the measured weld area A, see Figure 8a, is subjected to a multiaxial stress distribution.
Assume further that seff(x) is an effective local stress amplitude, where x is a location
vector. The probability of failure according to Equation (3) can be written as

pWL
f = 1 − exp

[
−
( sequ

λ

)β
]

, (5)

where an equivalent stress amplitude is introduced according to

sequ =

[
1

Aref

∫
A

seff(x)
βdA

] 1
β

. (6)
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Figure 8. (a) Measured area and (b) reference area of the welded joint used in the Weakest-link
area model.

It is noted that the integration is performed over the surface area A. From Equations (5) and (6)
it is seen that if A = Aref and seff(x) = s, then sequ = s and Equation (3) is recovered. It should
be emphasized that Equation (5) is a conditional probability given a deterministic applied load [35]
and a known measured topography of the weld area. Including random uncertainties in load
and stress field is possible using methods from structural reliability [36–40] but is out of
the scope of the present work.

The reference area, Aref, is taken as the local area of the idealised weld surface. This
is idealised as the throat area of the weld bead with two extension regions at both weld
toes with lengths lext,x and lext,y, as seen in Figure 8 and Table 2. It is possible to use either
the measured mean value of the throat thickness for the group of specimens or the desired
throat thickness, as the fitting procedure will account for any deviation between the two.
The latter one is used in the present study. The distances of the extension regions are chosen
so that all stress-raising effects near the weld toes are included in Aref. The idealised weld
surface is not influenced by the measured geometry of individual specimens. The reference
area must be large enough to accurately capture the stress distribution in the weld and the
highly stressed region near the load-carrying weld toe for all investigated specimens. This
needs to be fulfilled even for the most extreme variations in the local weld geometry seen
in the group of specimens. The reference area is also chosen so it is smaller than the total
area measured by the laser scanner, as this ensures that no extrapolation in the dataset is
needed. The reference area is calculated as

Aref = w
[(

1 −
√

2
)

2a + lext,x + lext,y

]
. (7)

Table 2. Reference area parameters.

Parameter Implemented Value

a 4 mm
w 60 mm

lext,x 10 mm
lext,y 8 mm

t 6 mm
Aref 881.2 mm2

A common choice of effective stress is based on the largest principal stress σ1(x, t)
which varies with time t. During the complete load cycle, the principal stress attains a
maximum σmax

1 (x) and a minimum σmin
1 (x). The effective stress can be evaluated as [41]

seff(x) =
1
2

[
max(0, σmax

1 (x)) − min
(

0, σmin
1 (x)

)]
, (8)

which is applicable when the direction of σ1(x, t) is little affected by t. It is noted that a
pulsating stress will be more decisive for the fatigue life than an alternating stress and
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that a point with only compressive stresses throughout the complete load cycle will not
contribute to the failure probability.

It should be emphasized that the influence of surface defects is phenomenologically
included in the Weakest-link model. Consider a hypothetical case where the surface
topography is perfectly smooth without any variability, which corresponds to constant
local stresses along the surface. The Weakest-link (WL) model according to Equation (5)
still predicts a variability in the fatigue strength. The origin of this variability stems from
the assumption that fatigue failure is caused by cracks initiated at randomly distributed
critical surface defects that do not interact with each other. The size of this variability in
fatigue strength is determined by the Weibull parameters, which are directly affected by
surface defects, such as micropores and inclusions.

4. Numerical Implementation of True Weld Geometry

The detailed sectional geometry measurements were stitched together in a pre-processing
algorithm to form the complete weld surface. Any unwanted skewness in the surface resulting
from misalignments in the trajectory of the laser unit when scanning is corrected by affine
transformations based on the relative angles of the plate and the transverse stiffener. Erroneous
or missing data points are replaced with linearly interpolated points, no extrapolation is
carried out as the final size of the reconstructed surface is truncated at the ends. Short
wavelength noise in the recreated data set is removed using a Gaussian filter with a sampled
Gaussian kernel. This is essential, as the un-filtered surface includes discontinuations not
seen in the true weld surface, which can reduce the accuracy.

The pre-processed surface is then sent as database sampling points to ANSYS (2020 R2,
ANSYS Inc, Canonsburg, PA, USA) where the local model of the welded joint is created, one
weld profile at a time, using non-uniform rational basis spline (NURBS) surfaces. Once
the complete local weld is created, it is merged with the nominal geometry to produce the
complete specimen.

The solid model is discretised using tetrahedral and hexahedral brick elements with
quadratic shape functions (SOLID 186 in Ansys). A structured mesh is prescribed on the
weld surface so that the corner nodes of each element at the surface coincides with the
measured weld cross-section profiles, as seen in Figure 9. The number of element facets
that are tangential to the weld surface between two weld section profiles will therefore be
the same throughout the topographic surface. The side length Δξ of the element surface
facets in the ξ direction does thus vary to a small extent. The mean value of Δξ in the region
close to the fatigue loaded weld toe is prescribed as 15 μm, whereas the remaining element
surface facets have a mean value of 150 μm. The side length Δη of the element surface
facets in the η direction is set to 50 μm.

Figure 9. Structured discretisation of the weld geometry surface.

Half of the specimen, including the non-treated weld, is modelled as a representative
unit of fatigue strength for the complete specimen. This is motivated by the fact that no
fatigue failure was initiated at the HFMI-treated weld. A symmetry boundary condition
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is applied on the symmetry plane going through the middle of the stiffener. The nodes
located at the far end of the specimen, where the fatigue clamps grip, are slave nodes con-
nected rigidly to remote master nodes that lie in corresponding z-planes, as schematically
presented in Figure 10. These nodes are constraints from translation in all directions except
for in the x-direction and they are only free to rotate around z.

Figure 10. Boundary condition applied in the numerical simulations of the stress distribution.

Each specimen is simulated in two analysis steps—the first step represents the straight-
ening of the specimen in the clamping phase (prescribed rotation θ = π − θp) and the second
corresponds to the cyclic loading of the specimen (prescribed rotation θ = π − θp and ap-
plied nominal force F). Linear elastic material behaviour is implemented in the simulation
model with a Young’s modulus of 200 GPa and a Poisson’s ratio of 0.3. The stress distri-
bution for specimen 24 under cyclic loading is presented in Figure 11. The implemented
simulation process is completely automated from start to finish to ensure that all specimens
are analysed using the same conditions. The only manual input needed during the process
is the location of the fatigue critical weld toe in the scanning data. The CPU (Intel(R)
Core(TM) i9-10940X (14Core, 3.30GHz)/64GB RAM) simulation time for each specimen is
around 1 h per specimen.

Figure 11. Stress distribution at the weld surface of the specimen 24 (failure order 17 in Table 1) for a nominal stress of
180 MPa.

5. Evaluation of Failure Probability and Determination of Model Parameters

For each specimen, the simulated stress distribution for the clamping phase and the
cyclic loading are used to determine the distribution of the maximum principal stress
amplitude at the weld surface. The failure probability for the specimen is calculated by
writing the area integral in Equation (6) into a double integral

sequ =

[
1

Aref

∫ ∫
seff(η, ξ)βdξdη

] 1
β

, (9)
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where the first integration direction, ξ, is along the weld profiles and the second integration
direction, η, is in the scanning direction. This is presented schematically in Figure 9. The
integral is evaluated numerically as

sequ =

[
1

Aref
∑

i
∑

j
seff
(
ηi, ξ j

)
Δξ jΔηj

] 1
β

, (10)

where ηi and ξ j are the nodal positions and seff
(
ηi, ξ j

)
is the effective stress value evaluated

at the corner nodes. The latter is computed by extrapolation of the stress values from the
Gauss points, followed by an averaging at each node.

The two model parameters, β and λ0 in Equations (4) and (5), are fitted by minimising
the mean square error (MSE) given by

MSE =
1

nspec

nspec

∑
i = 1

(
pexp

f,i − pWL
f,i

)2
. (11)

The parameters that minimised the MSE are presented in Table 2. One specimen was
excluded from the fitting process as it singly influenced the fitted parameters and increased
the MSE more than any other specimen. The same specimen after the fitting was verified
as an outlier as it was more than 1.5 times the interquartile range [42] away from the upper
quartile or below the lower quartile of the relative error in estimated failure probability

ei =
∣∣∣pexp

f,i − pWL
f,i

∣∣∣. (12)

The parameter ei is the fitting error of the Weakest-link model. The fitting accuracy is
quantified using Pearson’s correlation coefficient

r =
nspec ∑ pexp

f,i pWL
f,i − ∑ pexp

f,i ∑ pWL
f,i√

nspec ∑
(

pexp
f,i

)2 −
(

∑ pexp
f,i

)2
√

nspec ∑
(

pWL
f,i

)2 −
(

∑ pWL
f,i

)2
(13)

and is presented together with the root mean square error RMSE =
√

MSE in Table 3.
The fitting accuracy of each specimen is presented in Figure 12 where the model failure
probabilities are compared with the experimental values derived from the median rank
approximation. A high correlation of 0.9 is computed between experimental and model
failure probability. Therefore, the proposed modelling approach captures the influence of
weld topography on the specimen fatigue failure probability well.

Table 3. Fitting parameters and accuracy metrics.

Weakest-Link Fitting Parameters Accuracy Metrics

β (-) λ0 (MPa) RMSE r
8.22 314 0.121 0.903
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Figure 12. Numerical fatigue strength estimations at the corresponding fatigue life determined from
experimental testing.

6. Influence of Sampling Resolution on Predicted Fatigue Failure Probability

In the following, the Weakest-link model is implemented using different sampling resolu-
tions and sampling sequences, in order to quantify the sampling-induced uncertainty. Based on
the quantified uncertainty, an optimal sampling resolution is thereafter recommended.

6.1. Sampling-Induced Uncertainty in Computed Fatigue Failure Probability

Consider the weld geometry of the specimen shown in Figure 12, which is scanned
using a high resolution of 50 μm. The geometry of the specimen is resampled with
lower sampling resolutions and different sampling sequences, as schematically shown in
Figure 13. As can be seen, each sampling sequence corresponds to a different scanning start
position. By taking every other weld profile into consideration, the sampling resolution
is decreased to 100 μm with two possible starting positions. Decreasing the sampling
resolution further to every fourth weld profile decreases the resolution to 200 μm with four
possible starting positions. It is noted that that the highest sampling resolution of 50 μm
corresponds to 1200 weld profiles for the studied 60 mm long weld.

Figure 13. Resampling of scanning data by excluding weld profiles. Each row represents a sampled sequence including
only the profiles with filled cells.

The weld geometry of the specimen is scanned from the different scanning starting
positions using a sampling resolution of 50, 100, 200, 250, 500, 1000, 2000 and 5000 μm.
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This corresponds to more than 100 scanned weld surfaces with different combinations of
sampling resolutions and scanning start positions. An FE simulation is thereafter performed
for each of the scanned surfaces and the failure probability is computed using Equation (9).
The computed failure probabilities for different sampling starting positions are presented
in Figure 14a–e for each sampling resolution. In Figure 14a, the failure probabilities for
four different scanning start positions are shown. These four start positions are illustrated
in Figure 13 for a resolution of 200 μm (start positions 1, 2, 3 and 4). If the resolution is
reduced by a factor of 10, see Figure 14c, a total of 40 different scanning start positions
results in the shown variation in the computed failure probability. As can be seen, the
computed failure probability appears to have a sinusoidal relation to the scanning start
position. It is noted that all probabilities are computed at n = 761, 384 cycles, which is the
experimental number of cycles to failure for the considered specimen.

Figure 14. Influence of starting position on the model failure probability at different sampling resolutions. (a) 200 μm
sampling resolution, (b) 250 μm sampling resolution, (c) 500 μm sampling resolution, (d) 1000 μm sampling resolution,
(e) 2000 μm sampling resolution.
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6.2. Required Sampling Resolution

To determine the required scanning accuracy, all computed probabilities in Figure 14a–f are
plotted as a function of the sampling resolution, see Figure 15a. For each resolution, the marked
crosses correspond to different scanning start positions as described in Figure 13. The mean
and variance of the failure probability are determined for each sampling resolution as

pWL
f =

1
nseq

nseq

∑
j = 1

pWL
f,j (14)

Figure 15. Influence of sampling resolution on (a) the computed Weakest-link failure probability of 1 digitally scanned
specimen and (b) the relative absolute error in the computed probability with respect to the highest resolution (50 μm). At
each sampling resolution, different sampling sequences are marked by crosses.

And

Var
[

pWL
f

]
=

√√√√ 1
nseq

nseq

∑
j = 1

(
pWL

f,j − pWL
f

)
(15)

respectively, where pWL
f,j is the Weakest-link probability computed using a sampling se-

quence j and nseq is the number of sampling sequences for the considered resolution (see

Figure 14). As can be seen, the standard deviation
√

Var
[
pWL

f

]
decreases with decreas-

ing sampling resolution. It is further noted that, although the mean probability slightly
decreases with decreased resolution, this change is relatively small.

In Figure 15b, the relative error in the failure probabilities, with respect to the prob-
ability computed at the highest resolution of 50 μm, is plotted as a function of sampling
resolution based on

errori =

∣∣∣ pWL
f

∣∣
50μm − pWL

f,i

∣∣∣
pWL

f

∣∣
50μm

× 100% (16)

It is from Figure 15b possible to determine the required sampling resolution by setting
an allowable relative error. It should be noted that the tolerated uncertainty in predicted
failure probability is highly dependent on the application. A higher degree of certainty is
generally needed for structurally critical components in the high cycle fatigue regime. For
the studied specimen, a sampling resolution of 200 to 250 μm results in an acceptable mean
relative error in pf of less than 2%.

7. Concluding Remarks

In this study, the influence of sampling resolution in digital scanning of welds for
fatigue quality control was investigated. The method for determining the optimal resolution
consisted of five steps.
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1. Digital scanning—the local weld geometries of more than 50 welded tee joints were
measured with a high resolution of 50 μm.

2. Fatigue testing—all measured specimens were fatigue tested at the same load level.
The experimental fatigue failure probability was computed using median rank for
each specimen that failed within 5 million cycles.

3. Finite-element analysis—for each of the failed specimens during fatigue testing, the
local stresses on the weld surface were computed from FE analysis using the Digital
scanning data of the weld topography.

4. Weakest-link failure probability—a two-parameter weakest-link area model was
applied to model the fatigue failure probability based on the local stresses computed
from the finite element analysis. The weakest-link parameters were determined by
fitting the model probabilities to the experimental probabilities determined from the
fatigue testing.

5. Sensitivity analysis—the sensitivity of the computed Weakest-link failure probability
to a reduction in sampling resolution was studied based on an arbitrarily chosen
specimen. The digital scanning data was down-sampled to sampling resolutions in
the range of 100 μm to 5 mm with different scanning start positions. A finite-element
analysis was performed for each of the down-sampled scanned geometries and the
corresponding failure probability was computed. The error and uncertainty in the
computed probabilities due to the down-sampling was quantified and the required
sampling resolution was determined by setting an allowable mean error.

Based on the above steps, a sampling resolution of 200 to 250 μm has been shown
to be adequate for fatigue quality control of the studied welded joints. This sampling
resolution results in a mean relative error of less than 2% in the computed fatigue failure
probability compared to highest studied resolution in this work (50 μm). The present study
therefore indicates that the local weld geometry needs to be captured with a relatively high
resolution to accurately predict the failure probability.

The adequate sampling resolution presented in this study would, in a production
environment, be translated to scanning speeds of around 20–25 mm weld per second
scanning using a high sampling frequency of 100 Hz (illustrated in Figure 3). This means
that the time it would take to scan 1 m of weld is 40–50 s.

This study also suggests that a two-parameter Weakest-link area model using the max-
imum principal stress as a multiaxial effective stress measure, is appropriate to model the
failure probability of welds. This is demonstrated by a correlation coefficient of 0.9 between
model and experimental probabilities for the studied tee joints.

Finally, this work paves the way to quantifying the influence of local geometrical
variations on the fatigue failure probability by combining advanced statistical spatial field
analysis [43–45] of the scanned data and Weakest-link fatigue models. A comparison
between Weakest-link area [46] and volume models [47] as well as the choice of multiaxial
effective stress measure [48] need to be investigated further.
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Nomenclature

αwt Weld toe angle k, q Number of sub-areas and number
β, λ Weibull shape and scale parameter of defects
Δξ , Δη Element facet dimension lext,x, lext,y Extension of reference area
θ Rotational degree of freedom m Basquin slope exponent
θp Plate angle MSE Mean square error
λ0 Fitting parameter n Cycles to failure
ξ, η Local reference system parameters nseq Number of scanning sequences
ρwt Weld toe radius nspec Number of tested specimens
σ1 Largest principal stress pexp

f Experimental failure probability
a Weld throat thickness pWL

f Weakest-link failure probability
Aref Reference surface area R Fatigue load ratio
cEM Euler-Mascheroni constant r Pearson correlation coefficient
dy, dz Translational degree of freedom seff Effective stress amplitude
ei Fitting error sequ Equivalent stress amplitude
F Applied nodal force w Specimen width
FS Weibull probability distribution x Spatial position
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Abstract: This study focuses on predicting the fatigue life of notched specimens with geometries and
microstructure representative of welded joints. It employs 26 series of fatigue tests on welded and
non-welded specimens containing notches located in different material zones, including the parent
material, weld metal, and heat-affected zone. Overall, 351 test samples made of six structural steels
are included in the present evaluation. For each individual specimen, the stress concentration factor,
as well as the stress distribution in the notched section, was determined for subsequent fracture
mechanics calculation. The latter is employed to estimate the fraction of fatigue life associated
with crack propagation, starting from a small surface crack until fracture. It was shown that the
total fatigue life can be realistically predicted by means of fracture mechanics calculations, whereas
estimates of the fatigue life until macroscopic crack initiation are subject to numerous uncertainties.
Furthermore, methods of statistical data analyses are applied to explore correlations between the
S–N curves and the notch acuity characterized by the notch radius, opening angle, and the stress
concentration factor. In particular, a strong correlation is observed between the notch acuity and the
slope of the S–N curves.

Keywords: notch fatigue analysis; finite element analysis; fracture mechanics; stress gradient; notch
acuity; S–N curves; statistical methods; artificial notches

1. Introduction

The fatigue life of engineering structures is a complex process that can be divided
into several phases. Simplifying this process, three superordinate phases—crack initiation,
fatigue crack propagation, and unstable crack growth—are typically considered for the
design of engineering structures. In fact, these phases are usually assessed individually.
The first phase ends when a small crack has nucleated which is of the size of characteristic
microstructure dimensions, e.g., grain size [1]. The second phase is defined by steady
fatigue crack propagation. Both phases are primarily governed by the magnitude of cyclic
loads. Finally, the third phase is described by unstable crack propagation when approaching
the load-carrying capacity of a structure or component. While the first two phases govern
the majority of service life, the last phase can be neglected in the fatigue life analysis.

Typically, different fatigue assessment methods are applied to estimate the duration
of the fatigue crack initiation and propagation phase, e.g., stress-based fatigue concepts
for crack initiation or linear elastic fracture mechanics for crack propagation. Even ad-
vanced methods that enable a joint estimation of fatigue crack initiation and propagation
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behavior—such as the IBESS procedure [2]—rely on a large number of assumptions or
require additional tests to define relevant input parameters.

Different methods have been developed and are still being developed for a holistic
fatigue life assessment; however, distinguishing the different phases for welded compo-
nents is a complex procedure and often relies on assumptions, such as transition crack
sizes [3,4]. This is exacerbated by the fact that the ratio between the number of cycles to
crack initiation and propagation is typically influenced by the magnitude of external loads:
the lower the applied loading, the longer the crack initiation portion [1,5]. Hence, this study
aims at shedding light on the relationship between fatigue crack initiation and propagation
in welded joints using artificially notched specimens with welded joint characteristics. For
this purpose, an extensive experimental database is evaluated including 351 welded and
non-welded specimens made of constructional steels of various strength levels, containing
notches with varying notch tip radius, opening angles, and notch depths, and positioned
in different material zones. The effect and significance of different influencing factors on
fatigue crack initiation and propagation, as well as on the shape of stress-life (S–N) curves,
is assessed both experimentally and numerically. Compared to other investigations in
the literature, e.g., [2,3,6–14], this study employs experimental fatigue data obtained on
specimens with both well-defined notch geometry and distinct notch location. This allows
for precise stress calculations and for distinguishing between crack propagation behavior
in different microstructural zones. Furthermore, for a significant number of the reference
fatigue tests, fatigue lives associated with short and long crack initiation are reported, and
this information is then used for validating the analysis approach. In addition, a large
number of the reference tests include specimens in stress-relieved conditions, which allows
for separating the effect of welding residual stresses from that of the notch acuity and
microstructure. A particular intention of this paper is to introduce a reproducible analysis
approach for predicting fatigue lives of welded joints using, where possible, conventional
fatigue crack growth tests, correlations between the hardness and strength properties of
particular weld zones, and a unique definition of an initial “technical” crack size. Such
an approach, described in Section 4.2, is shown to yield a good accuracy with a rather
moderate computational effort and a limited amount of material data required.

This paper, which is an extension of an earlier study [15], is organized as follows. In
Section 2, basic relations are introduced which are used further for the analysis of fatigue
crack initiation and propagation with a focus on welded joints. Section 3 describes the test
series and specimens involved in the present analysis, test procedures, and details of the
crack detection in some of the test specimens. Analysis methods applied for evaluating the
test results, including finite element and fatigue crack growth calculations, are described
in Section 4. A comparison of fatigue lives obtained experimentally and predicted by the
analysis, as well as their statistical evaluation, are given in Section 5. Finally, the main
findings of this study are discussed in Section 6.

2. Remarks on Fatigue Life Assessment of Welded Joints

Welded joints generally contain fabrication-induced notches that reduce fatigue strength
regardless of the presence of other (macro-geometrical) notch effects, as well as imperfec-
tions. Typically, the S–N curves for welded joints are steeper than those of base metal,
which is related to the notch effect. The respective slope is often fixed to k = 3 [16–19],
being argued by the fact that the crack initiation phase is short, and the majority of the
fatigue life is spent in crack propagation. It can be shown that under simplified conditions,
integration of the Paris–Erdogan law (da/dN = C · ΔKm) leads to an S–N curve with a
slope k equal to the exponent m [20].

As mentioned above, a fixed slope k = 3 is considered in most rules and recom-
mendations; however, in some documents, shallower slopes of k = 3.5 or k = 4.0 are
recommended for welded details with a low-stress concentration, such as high-quality
welds or welds with weld reinforcement removed [21]. Another difference between the ma-
jor guidelines is the position of the knee point. In some documents, it is set to Nk = 5 · 106
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cycles [18,19] or to Nk = 107 [16,21], whereas other documents assume a variable position
of the knee point depending on the weld details [22,23].

Typically, cracks initiate from one or more locations in weld transitions, such as weld
toes, starting from an imperfection or from the point of the highest stress concentration,
and retain an approximately semi-elliptical shape during their growth. Since the weld
geometry often varies considerably along the weld seam [24], a simplified weld shape is
usually considered in assessment procedures. Even though a considerable part of fatigue
life relates to crack propagation, welded joints are typically assessed using stress-based
concepts [16–18]. The respective design curves already include a variable amount of the
crack propagation portion that depends on the specimen shape, in particular, on the notch
acuity. In a more general case, the total fatigue life of a welded component until failure, Nf ,
can be represented by a sequence of the crack initiation and fatigue crack growth (FCG)
events, as given by

Nf = Ni + NFCG (1)

The first term in Equation (1), Ni, is usually estimated using a material S–N curve,
an appropriate multi-axial fatigue criterion together with the information on the local
stress gradient in the notch root, the highly loaded area and/or material volume, surface
roughness, etc. [1,19,25–27]. In the second term, NFCG, can be calculated based on the
fracture mechanics methodology [28], while starting from an initial macroscopic surface
crack with a size selected according to either the crack detection limit or some simplified
rules, see e.g., [29]. Such an initial crack is often considered to have a semi-elliptical shape
with a depth of a0 and the length of 2c0. For example, Fiedler et al. [27] define the initial
fatigue crack with a surface length ranging between 2c0 = 0.25 and 3 mm.

Within the framework of the linear-elastic fracture mechanics, the number of cycles
associated with the crack propagation stage can be calculated by numerically integrating
an FCG equation of

da/dN = f (ΔK, RK, Ci) (2)

with ΔK = Kmax − Kmin being the stress intensity factor range, RK = Kmin/Kmax the stress
intensity ratio, and Ci denoting material parameters derived by fitting to experimental
data. The number of such parameters depends on the type of equation selected for the
particular application. In particular, for the analysis of the test data presented in Section 3.1,
a description of the FCG rates is required, including the stress ratio effect and a proper
estimation of the threshold value ΔKth. This is achieved, e.g., by using an FCG equation of
the NASGRO type [30].

As the notch stress may exceed the yield strength, the initial surface crack a0 × 2c0
can be completely located within the plastically deformed material. Consequently, the
applicability of the linear-elastic fracture mechanics and ΔK as the crack driving force
parameter becomes questionable. In such a case, a properly defined cyclic J-integral,
ΔJ, [31–33] can be employed instead of ΔK to correlate with the fatigue crack growth rates.
Engineering estimates of ΔJ [34,35] can be derived based on the reference stress method
incorporated in the failure assessment diagram approach [28,36].

3. Experimental Data

3.1. Specimens

For this study, welded joints were manufactured with artificial notches of different
notch acuity (different radii and opening angle) to separate the effect of varying notch
shape along weld seams from other important influencing factors (loading, geometry, and
material characteristics) and to determine the effect of those on fatigue crack initiation and
propagation, as well as on the shape of the S–N curves. In addition, well-documented
fatigue data on similar specimens from the literature (Fischer et al. [37], Baumgartner [38])
were included in the evaluation, Tables 1 and 2. This is the reason for the range of different
specimen geometries.
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Table 1. Overview of artificially notched welded specimens.

Steel Type
Opening
Angle ω

[◦]

Notch
Radius r

[mm]

Notch
Depth d

[mm]

Stress
Concentration

Factor Kt
[-]

Width in Crack
Growth Direction w

[mm]

Thickness t
[mm]

Number of
Notches

Nominal
Stress

Ratio R

Series
Number

S235JR + N HAZ 0 0.15 3 8.33 9.5 20 1 −1 1
HAZ 135 0.15 3 5.64 9.5 20 1 −1 2

S355MC HAZ 15 0.05 5 12.3 8 8 2 0 23
HAZ 135 0.05 5 6.55 8 8 2 0 22
HAZ 180 ∞1 5 ~1 8 8 – 0 24

S355J2 + N HAZ 0 0.15 3 8.33 9.5 20 1 −1 5
HAZ 135 0.15 3 5.64 9.5 20 1 −1 6
HAZ 135 0.5 3 3.82 9.5 20 1 −1 7
WM 135 0.15 3 5.64 9.5 20 1 −1 8

S690QL1 HAZ 0 0.15 3 8.33 9.5 20 1 −1 10
HAZ 135 0.15 3 5.64 9.5 20 1 −1 11
WM 160 10 10 1.44 10 15 2 −1 16
WM 0 0.15 3 8.33 9.5 15 1 −1 17

S960QL HAZ 15 0.05 5 12.3 8 8 2 0 26
HAZ 15 0.5 5 4.08 8 8 2 0 25
HAZ 135 0.05 5 6.55 8 8 2 0 29
HAZ 135 0.5 5 3.10 8 8 2 0 28
HAZ 180 ∞ 1 5 ~1 8 8 – 0 27

1 unnotched specimens with a constant cross-section.

Table 2. Overview of base material-type specimens.

Steel Type
Open-ing
Angle ω

[◦]

Notch
Radius r

[mm]

Notch
Depth d

[mm]

Stress
Concentration

Factor Kt
[-]

Width in Crack
Growth Direction w

[mm]

Thickness t
[mm]

Number of
Notches

Nominal
Stress Ratio R

Series
Name

S355J2 + N 135 0.15 3 5.64 9.5 20 1 −1 4
0 0.15 3 8.33 9.5 20 1 −1 13

QStE380TM 15 0.05 5 12.3 8 8 2 0 18
15 0.5 5 4.08 8 8 2 0 20
135 0.05 5 6.55 8 8 2 0 19
135 0.5 5 3.10 8 8 2 0 21

S690QL1 0 0.15 3 8.33 9.5 15 1 −1 15
160 10 10 1.44 10 15 2 −1 14

The specimens show typical weld characteristics: firstly, they have different sharp
notches with a notch opening angle of 0◦ ≤ ω ≤ 15◦ (weld root failure at partial penetration
welds), ω = 135◦ (weld toe failure at fillet welds), ω ≥ 160◦ (mild weld toe at the butt joint)
and ω = 180◦ (butt joints ground flush). Secondly, the notch radius is typically very small
but varies strongly depending on the welding process. This fact is considered by using
radii down to r = 0.05 mm. The majority of specimens were machined from MAG-welded
butt joints with the notch placed in the heat-affected zone (HAZ) or the weld metal (WM),
Table 1. These specimens were stress relieved by annealing after welding. Additionally,
some specimens were investigated from non-welded plates, Table 2, referred to as base
metal (BM) specimens. Overall, six different steel grades were considered, ranging from
S235 to S960.

Figure 1 shows schematically the specimen geometries employed in this study. These
can be divided into two groups: some of the specimens have two symmetrical notches,
whereas the others are notched asymmetrically, which assures crack initiation at the speci-
men side with a sharper notch.

3.2. Specimen Characterisation

To characterize the specimens, measurements of the actual geometry after specimen
preparation and of hardness values were performed. The results of the hardness measure-
ments are presented in Figure 2. For the welded joints, measurements were performed
either for all relevant zones (BM, HAZ, and WM) and for top, middle and bottom layers
(S235JR + N, S355J2 + N, S690QL1) or only for the zones where the crack initiation occurred
(S355MC, QStE380, S960QL).
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Figure 1. Overview of the specimens used for the evaluation (schematic, not to scale).

 

Figure 2. Hardness measurements for the six steel grades with results for the different zones and
layers of the welded plates according to ISO 6507-1:2005, data from [39].

3.3. Specimen Preparation

The specimens for test series 1–17 (asymmetric notch geometry) were taken from
welded plates with reinforcements removed by grinding. For this, two plate strips were
joined by manual metal active gas welding using an X-butt joint with corresponding weld
preparation and several alternating weld passes (eight layers for S235 and S355; 14 layers
for S690). Most of the plate strips were fixed in a relatively stiff frame during welding in
order to reduce the axial misalignment and the induced angular distortion. Afterward,
stress annealing was applied to the welded plates.

In the next step, the individual specimens of each series were saw-cut from the
butt-welded plates. The specimens were 400 mm long, 20 mm wide, and 15 mm thick.
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Then the side surfaces in the direction of the welding were polished and acid-treated to
make the HAZ visible with the aim to place the notch tip in a controlled way. Finally,
the intended surface notches were produced by wire electro-erosion, resulting in a net
thickness w = 9.5 mm.

In case of relatively large misalignments on a specimen, its ends were additionally
milled over 60 mm in length. Thus, high additional stresses caused by clamping the
specimens in the testing machine were avoided.

Furthermore, each individual specimen’s geometry and the existing axial and angular
misalignments were measured. Because of misaligned specimens, the notch depth d of
the rounding and the notch vary amongst specimens, but w is fixed. The individual notch
depths were also measured.

The specimens for test series 18–29 were taken from plates with a thickness of
t = 10 mm. Whereas the plate made from QStE380TM was non-welded, the plates made
from S355MC and S960QL were MAG-welded as a butt joint in an X-configuration. Both
sides of all plates were ground to reach a final thickness of t = 8 mm. The final speci-
men geometry was extracted from the plates by wire electro-erosion, Figure 3. For test
series with notches in the heat-affected zone, the notches were positioned after etching the
plate edges.

 

Figure 3. Specimen of test series 18–21.

3.4. Test Procedure

The existing misalignments on specimens of series 1–17 cause additional bending
stresses after clamping which interfere with the applied nominal tensile stress. Both stresses
are included in the structural stress, which was measured by strain gauge 2 (denoted as
“DMS 2“ in Figure 4) during a static pre-test for each specimen. The gauge was bonded on
the specimen surface at a distance of 160 mm from the end so that the related signal was not
affected by the notch. The opposite strain gauge “DMS 3” was applied to a few specimens
only to verify the stress distribution over the thickness. Moreover, the strain gauge “DMS 1”
was used to detect crack initiation by measuring an altered strain distribution due to the
presence of a crack.

Figure 4. Schematic presentation of the specimen geometry for series 1–17 including the strain
gauge positions to detect crack initiation and misalignment-related secondary bending stresses,
adapted from [37].
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The specimens at the ends that are not milled had different local stress ratio’s Rnotch
at the notch, which was caused by the angular misalignments. For the consistency of
their evaluation in terms of S–N curves, all test results were adjusted to Rnotch = 0. For
this purpose, a mean stress correction f (Rnotch) was applied. For notched specimens with
ω = 135◦ from Fischer et al. [37], f (Rnotch) was taken from the recommendations of the
International Institute of Welding [16] for stress-relieved welded joints. The correction
factor used for the sharp notch was experimentally determined by evaluating test results
gained under two nominal stress ratios R = −1 and R = 0. The difference with respect
to the mean fatigue strength (survival probability of P = 50%) at N = 2 · 106 cycles is
the mean stress effect, being a factor of 1.67, which is experimentally determined. For
the base material specimens, the values of f (Rnotch) were estimated according to the FKM
guidelines [19]. Finally, the corrected structural stress ranges were used as the loading
condition in the finite element (FE) analyses, aiming to compute the local fatigue parameter
at the notch tip (the stress gradient, for instance).

Fatigue testing machines with hydraulic clamps were used in all tests. The tests were
performed under a constant force range, at room temperature, at a frequency of about
f = 32 Hz, on average. The nominal stress ratio was R = 0 for test series 1–17 and R = −1
for series 18–29. Each test was conducted until the specimen’s failure with the related
number of cycles denoted by Nf; however, a test was stopped between NG = 2 · 106 and
NG = 1 · 107 cycles when either an initial crack was not visually detected and a decrease in
the strain gauge signal, if available, was not noted. Then, the specimen was marked as a
run-out and was re-tested to fracture under a larger nominal stress range. In case a crack
initiation was detected before NG cycles, the test was continued until failure.

3.5. Crack Detection

Two methods were applied for crack detection. Crack length foils were bonded to the
side surface of specimens of the series 13, 15, and 17. For series 13, the first resistor strand
was located approx. 0.5 mm below the notch root. The measures were aimed at originally
catching the crack propagation quantitatively. For series 15 and 17, a similar method was
used with 0.1 mm spacing between the strands and 0.1 mm distance to the notch root, see
Figure 5a. For series 18–29, a digital camera was used for the optical detection of crack
initiation and propagation on some of the specimens, see Figure 5b, with a resolution of
approx. 150 pixels per mm. Pictures of the notches were taken at isochronous timing. For
every test specimen, a minimum of 50 pictures were recorded. In order to improve the
resolution of the crack initiation detection, a very small layer of a mixture of zinc oxide and
glycerin was applied on the notch surface. With this approach, crack length on the surface
down to 0.2 mm could be made visible. For the evaluation of cycles to crack initiation, a
crack length of 0.5 mm on the surface was used as the failure criteria.

 

 

 
(a) (b) 

Figure 5. (a) Specimen with attached crack gauge after removal of weld overfill and wire erosion of
notch into the middle of the weld metal and (b) two consecutive pictures of crack detection with
photographs (specimen from test series 22).
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The pictures were evaluated visually. As the first crack initiation criterion, a crack
length on the surface of 1.0 mm was chosen as a small crack initiation. As soon as the
first cracks appeared on the side surface of the specimen, the failure criterion of the
long crack initiation was assigned. Similarly, crack initiation and propagation were monitored
and assigned to the different stages by assessing the changing strain signals of the crack
detection gauges, see Figure 6.

 
(a) (b) 

Figure 6. (a) Strain signal measurement of two crack gauges at top and bottom side over a number of
cycles for a specimen of the series 15; (b) Crack lengths derived from strain signals.

3.6. Statistical Evaluation of Fatigue Test Results

In the statistical evaluation, the following parameters of the S–N curves were identified:

• endurable nominal stress at the knee point Δσn,k,
• number of cycles at the knee point Nk,
• slope of the S–N curve in the high cycle fatigue regime (N ≤ Nk),
• slope of the S–N curve in the very high cycle regime (N > Nk).

Since k∗ is quite difficult to identify [40], it was set to k∗ = 45 according to Sonsino [41].
The statistical evaluation of the S–N curve was performed using the maximum like-

lihood method [40]. A mathematical best fit S–N curve was calculated, Figure 7 (left), by
varying the knee point, Figure 7 (right), and identifying the one with the highest probability,
i.e., with the smallest value of the support function [42] that is the natural logarithm of the
probability. It must be mentioned that this location of the knee point does not necessarily
align with the one leading to the smallest standard deviation or the scatter defined as
TS = Δσ(PS = 90%)/Δσ(PS = 10%). The results of the statistical evaluation are the S–N
curve parameters for all test series, Table A1.

 

Figure 7. Example of a statistical evaluation of an S–N curve with maximum likelihood (test series 18).
Left: Evaluated S-N curve, right: S-N curve parameters in relation to the position of the knee point Nk
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4. Calculations

4.1. Stress Calculations

In order to perform the crack initiation or crack propagation assessment, FE models
were set up based on the recommendations for mesh refinement for different effective
stress methods by Braun et al. [43]. Accordingly, 32 elements per 360◦ with quadratic shape
function are sufficient to accurately determine effective stresses at the notch, see Figure 8.
As mentioned in Section 3.4, for the specimens affected by misalignment, the structural
stress at strain gauge “DMS 2” consists of membrane stress and bending stresses that are
caused either by clamping or tensioning the axially misaligned specimen with milled ends
(secondary bending stress), see Fischer et al. [37]; therefore, the structural stress range
applied in the FE analyses is equal to the membrane stress because the constant clamping
stress vanishes and the secondary bending stress is negligibly small. In the case of milled
specimen ends, the clamping stress does not exist, hence, the applied structural stress range
results from a superposition of membrane and bending stress.

 

Figure 8. Parametric finite element model of the investigated specimens presented exemplarily for
one specimen of series 7.

For each specimen, the stress profiles are then obtained from the location of the first
principal stress (at the notch root) and in the crack growth direction. Examples of stress
gradients obtained for all specimens of series 6 (S355, r = 0.15 mm, ω = 135◦, WM)
and 1 (S235, r = 0.15 mm, ω = 0◦, HAZ) are presented in Figure 9. Differences in stress
gradients are clearly visible from the comparison, which are due to varying applied nominal
stresses as well as different ratios between the membrane and bending stress; however, the
normalized gradients are almost identical. Hence, only one line is visible on the right-hand
side in Figure 9.

4.2. Fatigue Crack Growth Calculations

To support fracture mechanics calculations, fatigue crack growth data for construction
steels were collected describing the FCG rates both in the threshold and in the Paris regime
at various stress ratios. Among the results available in the literature, Zerbst [44] provides
comprehensive data for the materials S355NL and S960NL, shown as symbols in Figure 10.
Note that a considerable number of welded specimens described in Section 3 exhibited
misalignment and thus were subjected to superimposed tension and bending loading
during fatigue testing (Section 4.1). Consequently, the nominal stress ratio, R, varied
from specimen to specimen, while the stress intensity ratio, RK, additionally varied in the
course of crack propagation as a function of the crack depth. To consider this effect, the
experimental data [44] were smooth curve fitted by the NASGRO-type function [30], as
shown by the curves in Figure 10. These were employed for all specimens of the same
material designation, however, without distinguishing between the base material, weld
metal, and heat-affected zone. Moreover, since no sufficient data were found for other
materials specified in Tables 1 and 2, the following assumptions were made:
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• FCG curves for S355NL, Figure 10a, were adopted for S235JR + N, S355MC, S355J2 + N
and QStE380TM,

• FCG curves for S960NL, Figure 10b, were adopted for S690QL.

 

Figure 9. Exemplary stress gradients in crack growth direction of the specimens of series 6 (a) and
1 (b), as well as corresponding stress gradients normalized with the maximum principal stress at the
notch tip.

 
(a) (b) 

Figure 10. FCG curves for S355NL (a) and S960QL (b). Symbols: experimental data from [44], curves:
analytical fit data from [30]. Symbols and curves of the same color correspond to the same R value.
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In the fatigue crack growth calculations, an initial semi-circular surface crack was
considered to be located in the notch root at the center of the specimen thickness, t. Such a
crack, referred to as a short crack (index “sc”), was assumed to have unique dimensions
for all test specimens: the crack depth of asci = 0.5 mm, and the crack length of 2csci = 1
mm similar to the recommendation by Radaj et al. [1]. Thereafter, two stages of crack
propagation were analyzed. The first one corresponds to the growth of the initial short
crack until complete penetration through the specimen thickness, ending up at 2c = t
and a = alc. Here, alc denotes the depth of a resulting through-thickness, or long crack.
Subsequent crack growth, starting at a = alc until final fracture, corresponds to the second
stage of crack propagation. The total fatigue life associated with fatigue crack propagation,
NFCG in Equation (1), is then determined by

NFCG = Nsc + Nlc (3)

where Nsc and Nlc are the load cycles associated with the first and the second stages,
respectively. Given the total fatigue life, Nf , and provided the quantities on the right-hand
side of Equation (3) can be estimated by fracture mechanics calculations, the number of
load cycles until short crack and long crack initiation can be deduced from

Nsci = Nf − Nsc − Nlc (4)

and
Nlci = Nf − Nlc (5)

respectively.
High-stress concentration factors (maximum elastic stress at the notch root divided by

the nominal stress, see Section 4.1), reported in Tables 1 and 2, suggest that a significant
amount of the tested specimens revealed plastic deformations in the notch root at a potential
crack initiation location. As mentioned in Section 2, the linear-elastic fracture mechanics
methods need to be modified in such a case to account for material yielding. For this
purpose, an analytical approach is adopted in the present study, as described below.

Given the upper and the lower stress intensity factors in a load cycle, Kmax and Kmin,
their plasticity corrected values are calculated based on the FAD methodology:

KJ,max =
Kmax

f (Lr,max)
, KJ,min =

Kmin
f (Lr,min)

. (6)

Here, f (Lr) is the failure line according to [36], and Lr the plasticity parameter deter-
mined from the reference stress or, alternatively, from the plastic limit load for a particular
crack configuration. Thereby, the plasticity correction applies only to an open crack: in the
case of Kmin ≤ 0 or Kmin ≤ Kmax ≤ 0, the denominator in Equation (6) is set to f (Lr) = 1.
Accordingly, the following two parameters

ΔKJ = KJ,max − KJ,min, RKJ =
KJ,min

KJ,max
. (7)

substitute the ΔK and RK values in the fatigue crack growth equation.
Note that this definition of an “effective” stress intensity factor range, ΔKJ , differs

from those suggested in [34] or [35]. First, it does not involve a crack closure term for which
the estimate is rather ambiguous. Second, it seems that using the whole range ΔLr instead
of Lr in Equation (6) may lead to an overestimation of the crack driving force at RK < 0 and
vice versa at RK > 0. Note also that no residual stresses were considered in the analyses
since most of the welded specimens were stress annealed after their manufacturing.

When calculating the first FCG stage, Nsc or short crack growth, the stress intensity
factor and the parameter Lr were evaluated using the corresponding solutions for a plate
with a semi-elliptical surface crack according to [45,46]. In the second FCG stage, Nlc or
long crack growth was analyzed based on the model of an extended surface crack of a
constant depth, and respective K and Lr solutions from [47,48].

33



Metals 2022, 12, 615

The calculations of the function f (Lr) require the knowledge of the material yield
strength, Rp0.2, and the ultimate strength, Rm. Those properties were not available for
all the material zones and steel grades considered. Therefore, and for the sake of consis-
tency, the strength properties were estimated in all cases based on correlations with the
hardness HV [49]:

Rp0.2 = −90.7 + 2.876HV, Rm = −99.8 + 3.734HV (8)

The results of the hardness measurements are summarized in Figure 2.

5. Results

5.1. Assessment of Fatigue Test Results

To be able to assess the accuracy of the fatigue crack growth calculations, the effects on
the measured crack initiation and propagation behavior were first assessed. Typically, the
ratio between the number of cycles until crack initiation and fracture is influenced by the
magnitude of the applied loading, see Radaj et al. [1] and Murakami [5]. As specimens with
a wide range of stress concentration factors Kt were tested, the ratio between experimental
cycles to short Nsci,exp and long crack initiation Nlci,exp to the cycles to fracture Nf ,exp are
plotted over the applied notch stress range Δσnotch in Figure 11. The latter is defined as the
product of nominal stress Δσnom and stress concentration factor Kt. All results are corrected
to Rnotch = 0 with the aforementioned mean stress correction functions f (Rn).

Figure 11. Comparison of ratios between (a) cycles until short or (b) long crack initiation with cycles
to fracture (notch stress range mean stress corrected to Rnotch = 0).

Two different types of correlation coefficients are determined to assess the statistical
interference between the applied notch stress range Δσnotch and the ratios Nsci,exp/Nf ,exp
and Nlci,exp/Nf ,exp. The first one is the Pearson correlation coefficient, which determines a
linear correlation between two variables based on their covariance, divided by the product
of their standard deviations. The second one is Spearman’s rank correlation, which assesses
whether there is a monotonic relation between both input parameters. Hence, it is also
capable of assessing non-linear relations. Pearson’s correlation coefficient is not suitable for
such relations. This is an important aspect, as the relation between the number of cycles
to failure and the applied loading follows a power law (Basquin’s equation). This effect
is expected to be accounted for more effectively by Spearman’s rank correlation than by
Pearson’s correlation.

In addition, Spearman’s rank correlation is relatively robust against outliers [50].
Definitions of moderate to strong correlations vary in the literature; however, values above∣∣rxy
∣∣ = 0.7 are often associated with strong correlation and values below

∣∣rxy
∣∣ = 0.3 are

typically considered weak.
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From Figure 11a, moderate Pearson’s and Spearman’s type correlations between the
ratio Nsci,exp/Nf ,exp are observed. In contrast, an almost strong correlation is determined
between the ratio Nlci,exp/Nf ,exp in Figure 11b. This effect is thought to be related to two
aspects. First, there is more data available for long crack initiation Nlci,exp, as the crack
detection gauges cannot detect a semi-elliptical surface crack on the surface of the notch,
and second, it is more difficult to determine a small semi-elliptical crack reliably. This
can also be seen by the larger scatter of results for small to moderate notch stress ranges
Δσnotch < 500 MPa in Figure 11a—ranging from almost immediate crack initiation to crack
initiation just before final fracture.

In summary, the results agree with the general understanding that the crack initiation
portion dominates in the high-cycle fatigue regime whereas, for crack propagation in the
medium- and low-cycle fatigue regime, see Radaj et al. [1].

5.2. Comparison of Fatigue Test Results and Fatigue Life Estimates Based on FCG Calculations

Figure 12a is a plot of fatigue lives for the notched specimens measured experimentally,
Nf ,exp, and those predicted by fracture mechanics calculations, NFCG,pre. The latter does
not include the load cycles Nsci required for short crack initiation and, thus, tend to
underestimate the total fatigue life. Indeed, for 77% of all data, the calculated points
are allocated below the 1:1 line in the diagram. At the same time, almost all data are
located within a threefold scatter band bound by the 1:3 and 3:1 lines. An exception is
mainly for the tests classified as runouts (no crack initiation), while an initial crack was
inevitably assumed in the fracture mechanics calculations. Another exceptional point
is located above the 1:3 line, in the area of non-conservative prediction, and relates to
an S690QL HAZ sample with the notch characteristics ω = 135◦, R = 0.15 mm, and
Kt = 5.64 (test series 11). This outlier can be explained by (i) uncertainties in the material
data assumed for S690QL and its HAZ, and (ii) the fact that the respective sample was
tested at a stress level considerably exceeding the yield strength. As a consequence, that
sample revealed the shortest lifetime, Nf = 10, 056 cycles, of all samples in test series 11.

Figure 12b compares predicted fatigue lives until short crack initiation, Equation (4),
with the corresponding experimental results. On average, most data points in the dia-
gram are allocated around the 1:1 line, thus suggesting that the fracture mechanics model
reasonably predicts short crack initiation. A large scatter of the results can be explained
by numerous uncertainties in the input data and underlying assumptions, e.g., material
properties and inaccuracies of their approximation (Figure 10), initial crack size and crack
initiation site selected to be fixed for all specimens, deterministic approach adopted in this
study. Additional uncertainties may arise due to the limited capabilities of the detection of
short cracks during the tests. For the sharply notched specimens, no uncertainties should
result from defects or material flaws due to the manufacturing process, since geometrically
well-defined artificial notches were included. Only for the unnotched specimens could
flaws in the material have had an impact. Some of the uncertainties mentioned above
are eliminated after a long crack has been initiated. This is demonstrated in Figure 12c,
which shows a good agreement between fatigue lives predicted until long crack initiation,
Equation (5), and the related experimental observations.

A more detailed view of the results can be gained by plotting them in an S–N diagram
for each individual test series, Figure 13. For test series 18, where specimens have a sharp
notch (r = 0.05 mm, ω = 15◦), a good correlation between the number of cycles calculated
by fracture mechanics (solid black line) and the total fatigue life (red symbols) can be
observed. Accordingly, the lifetime is slightly underestimated by a factor of 2. The ratio
between the cycles until long crack initiation and fracture is comparable to the fatigue tests
and calculations. The respective ratio corresponds to the difference between the orange
and red symbols, on the one hand, and between the grey and black lines, on the other hand.
However, the number of cycles to crack initiation Nsci,pre, estimated by subtracting the total
cycles calculated for crack growth from the experimentally determined cycles to fracture,
appears to be considerably overestimated as compared to the experimental results. This
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result for the sharply notched specimens, Figure 12a, is mainly explained by a small fraction
of the Nsci,exp cycles in the total fatigue life, Nf ,exp, which constitutes 2–12%. Consequently,
any inaccuracy relating to the fracture mechanics model may have a large impact on
the estimated number of cycles Nsci,pre. In contrast, a rather good correlation between
experimentally determined and numerically calculated crack initiation cycles is obtained for
test series 21 involving specimens with a comparatively mild notch (r = 0.5 mm, ω = 135◦),
especially those tested in the HCF regime. A larger deviation between Nsci,pre and Nsci,exp
at higher stress amplitudes is probably caused by overestimating crack growth rates.

5.3. Statistical Assessment of Influencing Factors

The parameters of the S–N curve were derived from a statistical evaluation using the
maximum likelihood method; however, from this evaluation, no measure of the accuracy
can be deduced. To test the reliability of the results of the statistical evaluation, a boot-
strapping approach was used. For each test series, 1000 resamples with replacements were
evaluated. Each resample had the same number of cycles as the original test series and was
again analyzed statistically by maximum likelihood. To avoid unrealistically steep slopes
of the S–N curves, the minimum slope was set to kmin = 1. As a result, 1000 S–N curves
were derived for one test series with identified individual values of Δσk, Nk and k. The
variation of the S–N curve parameters and subsequently the accuracy of these values can
be visualized in distribution plots, Figure 14.

Figure 12. Comparison of (a) cycles to fracture and cycles for fatigue crack growth, (b) cycles to crack
initiation, and (c) cycles to long crack initiation.
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Figure 13. Comparison of S–N data: experimentally derived for three failure criteria, numerically
calculated cycles for short crack growth and total crack growth, and derived crack initiation cycles.
Material QStE380TM BM.

The width of the filled areas in Figure 14 represents the distribution of the parameters k,
Nk and Δσn,a,k. A small variation of the parameters is indicated if the distribution has a small
height, such as that shown for slope k of test series 1. A high variation, as identified, for
example, for the slope of test series 2, stands for a high scatter in the S–N data. It indicates
that the determined (mean) values might not represent the real parameters. In addition,
the derived mean values are plotted with a white dot. The parameters in a range between
the 1st and 3rd quartile can be identified by the black line. Next to the distribution of the
S–N parameters, their coefficient of variation (CV) is also plotted showing a standardized
measure of the dispersion of the probability distribution.

As can be seen, some test series show quite a low scatter in all parameters k, Nk and
σn,a,k, such as 1, 4, or 20. For some other test series, such as 2, 16, or 26–27, quite a high
scatter can be identified. This can directly be attributed to a comparatively high scatter in
the original S–N data and a small number of overall tests. Even if the values of the slope
and the knee point show high variations, the variation of the endurable stresses at the knee
point is comparatively low. It is important to mention that the distributions determined
by bootstrapping should be interpreted with care since they are based only on a few data
points, the available S–N data; however, the distributions give a good understanding of the
reliability of the determined parameters.

In a subsequent step, a correlation analysis between

• shape parameters of the S–N curve k and Nk,
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• geometric properties of the specimens r and ω and
• stress concentration factor Kt

was performed. For this, the average values of the slope and the knee point of
all 1000 resamples, kmean and Nmean, as well as their standard deviation, kstd and Nstd,
were calculated.

Figure 14. Evaluation of the slope k, location of Nk, σn,k,a and the coefficient of variation (CV) of all
test series determined by bootstrapping (minimum slope was set to kmin = 1 ).

Again, two different types of correlation coefficients, Pearson’s and Spearman’s, are
determined to assess the statistical interference between the parameters of the S–N curve
derived by the maximum likelihood method and other influencing factors (geometrical
parameters and hardness). The first one is the Pearson correlation coefficient and the second
is Spearman’s rank correlation, which is capable of assessing non-linear relations. This is an
important aspect, as some parameters are typically expected to have a non-linear impact,
e.g., the notch radius on the stress concentration factor. As mentioned before, a correlation
above

∣∣rxy
∣∣ = 0.7 is often associated with a strong correlation and values below

∣∣rxy
∣∣ = 0.3

are typically considered weak.
The results for both types of correlation coefficients are presented in Figure 15 as

correlation matrices. Therein, the magnitude of the correlation is displayed by its color
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intensity. In other words, darker colors on both sides of the contrasting spectrum are
associated with stronger correlations.

 

Figure 15. Correlation between maximum likelihood parameters and influencing factors based on (a)
Pearson (linear) and (b) Spearman’s (non-linear) rank correlation coefficient.

The main findings from the assessment of correlation coefficients are as follows:

• The highest correlation (marked by “1” in Figure 15) between two variables is observed
between the stress concentration factors and the mean slope exponents determined
by bootstrapping (|rPearson| = 0.72 and

∣∣rSpearman
∣∣ = 0.79). In addition, moderate

correlations are determined between the mean slope exponents and the notch radius
(|rPearson| = 0.37 and

∣∣rSpearman
∣∣ = 0.55), as well as an opening angle (|rPearson| = 0.33

and
∣∣rSpearman

∣∣ = 0.56), marked by “2” and “3”, respectively.
• Unsurprisingly, moderate to strong correlations are also observed for the relation

between stress concentration factors, and either the notch radius (|rPearson| = 0.48
and

∣∣rSpearman
∣∣ = 0.77) or the opening angle (|rPearson| = 0.65 and

∣∣rSpearman
∣∣ = 0.71),

marked by “4” and “5”, respectively.
• The reason for the higher Spearman-type correlations for the aforementioned parame-

ters is expected to be related to their non-linear interaction, which is expected to be
better assessed using a non-linear type of correlation coefficient.

• While there is a Pearson correlation (marked by “6”) between the mean and scatter
of the slope exponents (|rPearson| = 0.7), there is no such correlation according to
Spearman’s rank correlation. Assessing the results, it is found that the strong Pearson
correlation is related to one outlier. This supports the assumption that a Pearson
correlation coefficient is more prone to outliers.

• Additionally, a moderate correlation is observed between the means of the knee
points and the means of the slope exponents (|rPearson| = 0.54 and

∣∣rSpearman
∣∣ = 0.49)

and a fairly strong correlation between the standard deviations of both variables
(|rPearson| = 0.65 and

∣∣rSpearman
∣∣ = 0.76), marked by “7” and “8”, respectively. The

second correlation is thought to be systematically related to the general increase in
scattering in the fatigue test results with decreasing notch acuity.

In addition to the correlation matrixes, a symbolic regression was conducted with the
same input data using the Python toolkit sklearn. As identified in the correlation matrices,
the slope k has a strong correlation to Kt and can be expressed by Equation (7). The slope
gets steeper with increasing stress concentration.

k = 6.6 −√
Kt (9)

In contrast, no meaningful and interpretable correlation between the position of the
knee point and the geometric and material parameters of the specimens could be achieved.
This result is also in line with the correlation matrices, in Figure 15.
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6. Discussion

A large number of artificially notched specimens differing with respect to the notch
acuity, material strength, and microstructural properties, were tested until fracture, leading
to different fatigue characteristics. Overall, 26 test series, including 351 specimens, were
considered in the analysis. For each test series, the material was characterized (geometry,
misalignment, and hardness measured) and the influence of misalignments caused by
welding was quantified by means of the strain gauges. As a basis for the fatigue crack
growth calculations, a parametric FE model was created and used to determine the actual
stress profiles along the expected crack path for each specimen. Thereby, it was possible to
model the specimens in the most accurate way, including misalignment-induced secondary
bending stresses.

For the majority of specimens, crack initiation was detected visually or per gauges
showing a dependency of crack initiation duration on the notch acuity. Principally, fatigue
cracks initiated early in the case of crack-like notches, whereas the fraction of load cycles be-
fore crack initiation increased with decreasing notch stress range, as indicated in Figure 11b.

The statistical evaluation of the S–N curves with the maximum likelihood approach
proved to be a good method to provide information on the S–N curve, i.e., its parameters
knee point Nk, slope k and the endurable stress at the knee point σn,a,k; however, the
determined position of Nk at the location of the smallest value of the support function is
accompanied by uncertainties, especially in cases where the support function does not have
a pronounced minimum, see Figure 7, bottom right.

A measure of the accuracy of the values can be derived by bootstrapping the S–N data.
With this approach, a standard deviation as a measure of the accuracy can be assigned
to each value. It must be mentioned that the bootstrapping might lead, in some cases,
to unrealistic results that increase in number with the scatter of the S–N curve and the
number of resamples. Therefore, extreme values, as can be identified in Figure 14 by a
small distribution width, should not be over-interpreted.

The coefficients of variation of the three parameters k, Nk, and σa,n,k from bootstrapping
show clearly that the values of the slope k have the highest variation, followed by the ones
of the knee point Nk; however, it was observed that the value ranges are not directly
comparable. A change in slope from, e.g., 5 to 6 is, in terms of the endurable number
of cycles, small compared to a change of the knee point from log10(Nk) = 5 to 6, i.e.,
from 105 to 106.

The results in Section 5.1 suggest that the total fatigue life of notched specimens can
rather accurately be predicted by a fracture mechanics approach; however, this requires
comprehensive material data, including FCG curves and tensile properties for different
weld zones, including the base metal and HAZ. As such data are rarely available, they can
be estimated. In this study, only two experimental datasets on FCG curves were involved—
for S355NL and S960QL steel grades, both related to the base metal. Subsequently, those
FCG curves were used for other materials with similar strength properties and for other
microstructural zones of the same steel grade. Another problem faced in the strength
assessment of welded components is missing information on the local strength properties
of the weld metal and HAZ. As a pragmatic solution, both the yield strength and the
tensile strength were estimated in all cases, including the base metal, from the hardness
measurements. Finally, a unique definition of an initial surface crack, referred to as a short
crack, was employed in all fracture mechanics calculations. Accordingly, an assumption
of a semi-elliptical crack with the depth of asci = 0.5 mm and the length of 2csci = 1
mm was found to yield an optimal accuracy in predicting fatigue lives of all test series.
An essential feature of sharply notched specimens is a high-stress level at the notch root
and, consequently, plastic deformations achieved for a considerable number of specimens
analyzed. These effects were accounted for by means of a proper plasticity correction
applied to the stress intensity factors.

The predicted fatigue lives associated with crack propagation, NFCG,pre, are in good
agreement with the total fatigue lives, Nf ,exp, determined in the tests. For 77% of all
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specimens, the fracture mechanics approach yields NFCG,pre < Nf ,exp (see Figure 12) and,
thus, allow for estimating the number of cycles until crack initiation. In the other cases, the
fracture mechanics model results in a non-conservative lifetime prediction and, thus, in
negative estimates of the lifetime until crack initiation, Nsci,pre. The latter conclusion holds
for some of the specimens of the following six test series:

• Series 13: material S355J2+N, base metal, notch opening angle ω = 0◦
• Series 5 and 6: material S355J2+N, HAZ, notch opening angle ω = 0◦ and ω = 135◦,

respectively.
• Series 10 and 11: material S690QL, HAZ, notch opening angle ω = 0◦ and ω = 135◦,

respectively.
• Series 24: material S355MC, HAZ, unnotched specimens, ω = 180◦

For test series 13, NFCG,pre and Nf ,exp are in good agreement: all points are bounded
by the 1:3 and 3:1 lines, and an approximately equal number of points are located above
and below the 1:1 line. Hence, non-conservative lifetime prediction in this test series is
mainly attributed to the experimental data scatter and the fact that the sharp notch leads to
very early crack initiation. For the other five test series, all with the crack position in the
HAZ, the main reason for the non-conservative prediction is likely due to an inaccurate
estimation of the respective FCG curves. For better confidence in a fracture mechanics
model, additional FCG tests are required on specimens extracted from the HAZ with
different microstructure and strength properties.

In addition, multiple crack initiation was observed during fatigue testing for some
specimens. These cracks coalesced in the following cycles and formed a longer crack.
Similarly, some cracks did not initiate in the middle of the notch but closer to one of the
edges. For such scenarios, deviations in prediction accuracy are inevitable. This also
influences the crack propagation behavior and therefore leads to lower prediction accuracy.

Based on the statistical evaluation, it was possible to determine correlations between
influencing factors and the shape of the S–N curves. Two different correlation coefficient
types, linear Pearson and non-linear Spearman rank, were used, as it is known that some
factors follow a non-linear relation. The highest correlation between two variables is
observed between the stress concentration factor and the mean slope exponents determined
by bootstrapping. In addition, moderate Spearman rank correlations are also determined
between the mean slope exponent and the notch geometry, represented by the notch radius
as well as the opening angle. Interestingly, there seems to be no effect on the mean and
standard deviation of the bootstrapped knee point of the S–N curves. This is in contrast to
former studies, e.g., by Hück et al. [51], who determined a logarithmic relation between the
stress concentration factor and both the slope k and the knee point Nk of the S–N curves for
base materials. The results presented in the current study do not agree with the concept of
normalized S–N scatter bands by Haibach [25]. He argued that differences in the slopes of
the S–N curves are related to the fact that for lower notch acuity, a large part of fatigue tests
performed at high-stress ranges fall into the transition region from the high-cycle to the
low-cycle fatigue regime. For plain specimens (Kt ≈ 1), this effect is even more pronounced
due to gross cyclic plastification at high-stress ratios (corresponding to a small number of
cycles to failure, Nf < 105 cycles). As a considerable amount of test data for this study is
based on a test of high strength steels with the number of cycles to failure above 105 cycles,
there is clear evidence that there is a relation between the slope of S–N curves and the notch
acuity. In fact, this agrees with one conclusion presented by Hück et al. [51].

As mentioned in Section 2, the slope of welded joints is set to k = 3 in most rules
and recommendations. This assumption is in contradiction to the relationship identified
in this work. Only BS 7608 [21] recommends a slightly shallower slope for weld details
with low-stress concentration factors; however, it should be noted, that the specimens
considered here have only three weld characteristics, (i) sharp notches, (ii) typical notch
opening angles, and (iii) typical microstructural properties in the area of crack initiation and
crack propagation. Other characteristics that may have an influence on the course of the
S–N curves, such as residual stresses, a varying weld profile, or inner weld imperfections,
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are not considered. It can be assumed that the quality of the butt joints that build the
experimental basis for the recommendation in rules and guidelines was not high, and the
joints contained strong irregularities and, consequently, stress raisers.

In this investigation, no correlation between geometrical or metallurgical features and
the knee point was identified. This stands in contrast to some guidelines that correlate the
knee point to the weld details but likely explains the circumstance that there is no common
agreement between all major guidelines. As for the knee point, it has to be mentioned
that the specimens investigated in this work show only some features of welded joints. A
further re-analysis of (high-quality) fatigue data for welded joints needs to be performed in
which all relevant properties are well documented.

7. Conclusions

This study investigated the relationship between fatigue crack initiation and propaga-
tion in welded joints using artificially notched specimens with welded joint characteristics
of different notch acuity (different radii and opening angles). From the statistical and
numerical assessment of the experiments, the following conclusions are obtained:

• The fracture mechanics approach allows for a reasonable prediction of the total fatigue
life. In most cases, 77% of the specimens analyzed, this approach leads to conservative
estimates of fatigue lives. For the rest of the 23% of the specimens, the fatigue life is
overestimated by a maximum factor of 3. The assumption of an initial semi-elliptical
crack with the depth of asci = 0.5 mm and the length of 2csci = 1 mm appeared to
be a good compromise for all 26 test series. In the fracture mechanics calculations,
plasticity deformations at the notch root need to be taken into account. This was
achieved in this study by applying a plasticity correction to the stress intensity factors,
based on the FAD approach. Non-conservative results and relatively large data scatter
observed for some of the test series are believed to be partly attributed to assumptions
related to fatigue crack growth curves and inaccuracies resulting from their smooth
curve fitting. Additional inaccuracies may result from a simplified analysis approach
assuming a single crack initiation site in the middle of the specimen thickness, thus
ignoring possibilities of multiple crack initiation or crack initiation at the specimen
edge. Both latter scenarios would result in a shorter fatigue life as compared to the
model adopted in this study.

• For sharply notched specimens, the initiation phase is negligible and the total fatigue
life is dominated by fatigue crack propagation. Therefore, the back-calculation of the
fatigue crack initiation phase, Nsci, is subject to large errors. In contrast, such estimates
of Nsci are shown to be rather accurate for mild notches.

• The bootstrapping of the S–N data is a suitable statistical method to identify the
accuracy of the evaluated S–N parameters and to determine statistically validated
estimates for the slope k and the knee point Nk of the S–N curves.

• Depending on the chosen correlation coefficient type, a moderate to almost strong
correlation between applied notch stress range Δσnotch with the ratio between experi-
mental cycles to short Nsci,exp or long crack initiation Nlci,exp. and cycles to fracture
Nf ,exp were determined, Figure 11. In addition, the assessment supports the general
understanding that the crack initiation portion dominates in the high-cycle fatigue
regime, whereas the crack propagation stage dominates in the medium- and low-cycle
fatigue regime, see Radaj et al. [1] and Murakami [5].

• Using artificially notched specimens and statistical methods, it was shown that the
slope k but not the knee point Nk. of the S–N curves correlate to the notch acuity, the
latter being defined by the notch radius and the notch opening angle, or the stress
concentration factor.
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Nomenclature

Symbol Unit Description

alc mm Depth of a through-thickness (long) crack
asci mm Depth of a semi-elliptical (short) crack
csci mm Half-length of a semi-elliptical (short) crack
Ci - Material parameters in crack growth equation
CV - Coefficient of variation
d mm Notch depth
f Hz Test frequency
f (Lr) - Plasticity correction factor
f (Rn) - Nominal stress ratio correction factor
HV - Vickers hardness
k - Slope of the S–N curve at N < Nk
k∗ - Slope of the S–N curve at N > Nk
kmean, kstd - Mean and standard deviation of the slope of the S–N

curve in the high cycle fatigue regime (N ≤ Nk) obtained
from bootstrapping

KI,max, KJ,min, ΔKJ MPa
√

m Maximum and minimum stress intensity factor, and stress
intensity factor range including plasticity correction

Kmax, Kmin, ΔK MPa
√

m Maximum and minimum stress intensity factor, and
stress intensity factor range

Kt - Stress concentration factor
Lr, ΔLr - Plasticity parameter and its range
NFCG Cycle Cycles spend in crack propagation
NG Cycle Maximum number of cycles for which a test is considered

a runout
Nf , Nf ,exp Cycle Cycles to fracture and experimental cycles to fracture
Nsci, Nsci,exp, Nsci,pre Cycle Cycles to short crack initiation, respective experimental

and predicted values
Nlci, Nlci,exp, Nlci,pre Cycle Cycles to long crack initiation, respective experimental

and predicted values
Nk Cycle Cycles at the knee point
P - Probability of survival
r mm Radius of notch
R - Nominal stress ratio
RK , RKJ - Stress intensity ratio related to ΔK and ΔKJ
Rm, Rp0.2 MPa Material ultimate strength and yield strength
Rnotch mm Stress ratio of local stresses
rxy, rPearson, rSpearman - Correlation coefficient, Pearson’s correlation coefficient,

and Spearman’s rank correlation coefficient
t mm Specimen thickness
TS - Scatter ratio in stress direction
x mm Distance from the notch root in crack growth direction
w mm Specimen width
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ΔKth MPa
√

m Threshold of the crack intensity factor range
Δσn,k MPa Nominal stress range at the knee point
Δσnom MPa Nominal stress range
Δσnotch MPa Stress range at the notch
σ1 MPa Maximum principal stress
ω ◦ Notch opening angle

Abbreviations

BM Base material
HAZ Heat affected zone
WM Weld metal

Appendix A

Table A1. Results of the statistical evaluation of the S–N curves with maximum likelihood.

Test Series Slope k Stress Sk
Knee Point
Nk [×103]

Scatter 1:TS Slope k Stress Sk
Knee Point
Nk [×103]

Scatter 1:TS

Maximum Likelihood Evaluation with Original Data Maximum Likelihood Evaluation from Bootstrapping
(Mean Values)

1 3.11 91.7 501 1.11 3.12 92.0 504 1.10

2 5.32 165.2 1122 1.36 4.79 175.3 1032 1.30

4 4.03 160.9 501 1.06 4.03 161.0 503 1.05

5 3.29 93.3 1000 1.23 3.02 96.5 875 1.18

6 4.54 149.0 1000 1.14 4.57 147.5 1197 1.12

7 3.91 227.1 316 1.18 3.80 221.4 445 1.16

8 4.54 155.7 794 1.08 4.41 159.4 720 1.06

10 3.79 77.1 891 1.16 3.74 74.2 1267 1.14

11 3.28 130.3 398 1.35 3.22 127.4 716 1.31

13 3.78 121.7 794 1.08 3.67 129.8 664 1.06

14 3.49 502.7 251 1.24 3.15 505.3 233 1.22

15 3.83 110.3 1413 1.10 4.02 109.0 1753 1.09

16 1.14 454.9 200 1.23 2.48 453.5 233 1.20

17 3.43 153.1 501 1.13 3.55 150.3 611 1.11

18 3.24 109.7 3981 1.22 3.02 120.7 2985 1.18

19 4.78 193.2 2239 1.09 4.75 192.0 2429 1.08

20 4.99 155.7 3981 1.05 4.95 158.0 3704 1.05

21 5.33 199.6 3162 1.08 5.28 200.1 3120 1.07

22 3.80 254.3 708 1.10 4.00 251.9 891 1.07

23 2.94 181.5 1259 1.14 3.12 179.1 1909 1.11

24 5.79 339.6 8913 1.34 5.74 352.8 7816 1.27

25 7.98 249.0 3981 1.15 6.71 261.6 2646 1.11

26 1.74 179.7 398 1.21 3.16 173.4 1025 1.16

27 5.00 548.8 116 1.29 8.05 520.7 1883 1.16

28 6.37 251.3 10,000 1.41 5.15 284.3 7385 1.31

29 3.92 332.6 282 1.36 6.18 302.9 4879 1.25
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Abstract: Large portions of infrastructure buildings, for example highway- and railway bridges, are
steel constructions and reach the end of their service life, as a reason of an increase of traffic volume.
As lifetime extension of a commonly used weld detail (transverse stiffener) of these structures, a
validated approach for the weld repair was proposed in this study. For this, welded joints made of
S355J2+N and S960QL steels were subjected to cyclic loading until a pre-determined crack depth was
reached. The cracks were detected by non-destructive testing methods and repaired by removal of
the material around the crack and re-welding with the gas metal arc welding (GMAW). Then, the
specimens were subjected to cyclic loading again. The hardness, the weld geometry, and the residual
stress state was investigated for both the original- and the repaired conditions. It was determined
that nearly all repaired specimens reached at least the fatigue life of the original specimen.

Keywords: fatigue; repair welding; residual stress; non-destructive testing

1. Introduction

A large portion of infrastructural buildings, such as bridges and offshore structures,
are steel constructions. Especially railway or highway bridges are exposed to a strongly
increasing rail cargo and traffic volume. This leads to an increasing load of such structures
and thus, to an increasing fatigue damage. In many cases, weld details are especially
affected as a reason of their comparably low fatigue resistance. In the Federal Republic of
Germany, nearly 50% of the steel bridges are built before 1980 [1] and around 55% of the
railway bridges are built before 1950 [2]. Similar conditions are reported from the United
State of America where around 85% of the bridges in Minnesota were built before 1986 [3].
Originally, these structures are designed for significant lower loads and a higher number
of repair cases is expected for the future.

The right choice of the repair strategy is an important factor to extend the fatigue life
of cracked steel structures [3]. Usually, fatigue cracks are detected by visual inspection
or non-destructive testing methods in periodically time intervals. After the detection,
possible repair methods are the usage of bolted splices or by gouging and re-welding
the material [4]. However, bolted splices are not always efficient for relatively minor
fatigue damage especially if the available working space around the damage is limited [5].
Compared to the conventional bolt splice method, repair welding is a more cost-efficient
solution and can be performed with less time effort. However, possible weld-defects like
splatters, undercuts or cold laps can be induced by re-welding and might only lead to a
comparatively small, extended life-span after the retrofit.

Due to countless different weld-details present in steel-bridges and -constructions,
many repair cases exist [4,6–12]. Especially, the IIW-document XIII-2284r1-09 [4] contains
a large number of repair-cases from the 1960s. Based on many of these cases, it has to
be pointed out, that a retrofit of fatigue-damaged steel structures is often carried out by
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combining many of the before mentioned measures. Hence, it is not possible to quantify
the effect of every single one of them. In order to quantify the sole effect of repair-welding,
a literature survey has been carried out. Wylde [13] carried out fatigue experiments on
transverse and longitudinal stiffeners with fillet welds in the as-welded state until a pre-
defined crack length and depth had been reached. A subsequent repair was prepared by
removing the damaged material by disc grinding. The repair-welding was fabricated by
electrode welding. He concluded that the original fatigue detail class can be restored in
case there are no internal defects present.

The fatigue behavior of repair-welded transverse stiffeners were also investigated
in [14–16]. However, the repair welding was performed at unloaded and uncracked
specimen. Thus, no direct comparison of the welded joints in original condition and in
repaired condition was possible.

In the scope of the German FOSTA research project P864 [17], fatigue experiments
were conducted at butt welds and specimens with longitudinal stiffeners and fillet welds.
In the case of the butt welds, the repaired weld toes could not be tested up to a fatigue
failure due to a failure of a non-repaired weld toe. Therefore, no conclusion for the butt
welds can be drawn. Instead of this, the fatigue strength of the repaired longitudinal
stiffeners has been increased compared to the as-welded condition, since the weld angle
was smaller after the repair.

Different, but few studies have shown that the fatigue life of welded joints could
be significantly extended by gouging and re-welding, subsequently named as repair
welding [4,13,18–20]. However, these experimental studies were not included in current
design codes from the International Institute of Welding [21], Eurocode 3 [22] or the
German FKM guideline [23]. For this reason, a validated approach for the repair of welded
structures is needed to assure that a maximum possible fatigue life by re-welding could
be reached. Furthermore, the fatigue classes (FAT) of such repaired weld details needs to
be reported so they can be included for the design and fatigue life estimation of repaired
welded steel constructions.

The aim of this work was to develop a validated approach for repair welding of fillet
welds. Double sided transverse stiffeners were chosen as corresponding weld detail. For
this, a stepwise procedure containing the fatigue test in original condition, crack detecting
by NDT methods, gouging, multi pass re-welding and fatigue test in repaired condition
were performed.

2. Materials and Specimens Detail

Two commonly used steel grades were investigated with significant different me-
chanical properties. As mild, structural steel S355J2+N in normalized condition with a
yield of 402 MPa was used. Additionally, the high strength, quenched and tempered steel
S960QL with a yield of 1011 MPa was used for this work. Fatigue tests were performed on
88 specimens. The chemical compositions of the base materials are shown in Table 1 and
the mechanical properties are given in Table 2. The chemical composition was measured
by spectral analysis.

Table 1. Chemical composition of the investigated base materials.

Materials Elements (wt.%) (Fe = bal.)

Element C Mn Si P S Cr Ni Mo V W Cu Al Ti CEV *

S355J2+N 0.161 1.47 0.17 0.0107 0.0053 0.040 0.035 0.007 0.008 0.004 0.015 0.032 0.0125 0.42
S960QL 0.155 1.23 0.20 0.0095 0.0017 0.194 0.084 0.599 0.046 0.007 0.013 0.057 0.003 0.53
G4Si1 ** 0.08 1.65 1.0 - - - - - - - - - - -

Mn2NiCrMo ** 0.10 1.80 0.80 - - 0.350 2.300 0.600 - - - - - -

* According to DIN EN 10025-2, ** data sheet.
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Table 2. Mechanical properties of the investigated base materials.

Materials
Yield Strength

(MPa)
Ultimate Strength

(MPa)
Elongation

(%)
Hardness

(HV10)
Generic Name

S355J2+N 402 538 25 * 169 -
S960QL 1011 1060 14 * 316 Strenx S960E
G4Si1 * 390–490 510–610 ≥25 - SG3

Mn2NiCrMo * 880–920 940–980 16–20 - Union X90

* data sheet.

In this work, the investigated fillet welds were manufactured with the gas metal
arc welding (GMAW) process. The weld detail was a double-sided transverse stiffener.
The specimens drawing is shown in Figure 1 and the cross section of the actual welds
are shown in Figure 2. In total, three sections per material were extracted around the
center of the welded sheets. Samples were hot mounted at 180 ◦C under 30 kN using
an automatic metallurgical mounting press Struers LaboPress-3. Heating and cooling
times lasted respectively 8 and 5 min. The polishing is realized on a Struers Tegramin-
30 polishing machine using the following felts: Metall MD-Allegro 9 μm, Metall MD-DAC
3 μm, Metall MD-Chem 0.1 μm for further investigations. Some higher differences of the
welds shape are visible for S960QL compared to S355J2+N but this could not be observed
for every extracted section. The length of the welded joint was 1250 mm for S355J2+N
and 1500 mm for S960QL. The manufacturing of each welded joint was performed by the
aid of a welding robot. For the S960QL, the material was preheated to more than 90 ◦C
but less than 150 ◦C, according to [24]. G4Si1 with a wire diameter of 1.2 mm was used
as filler material for the welding process of S355J2+N and for S960QL the filler material
Mn2NiCrMo was used with a wire diameter of 1.0 mm, according to DIN EN 757:1997-95.
In both cases, M21-ArC-18 was used as inert gas with a flow rate of 15–18 L/min. The
welding parameters for all cases are given in Table 3. For each material, the same welding
parameters for each weld were used. For all welds the quality class B according to ISO
5817:2014-6 was reached.

 
Figure 1. Technical drawing of welded specimen (mm).
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Figure 2. Macro graph of the weld cross sections.

Table 3. Process parameter for initial welding.

Parameter Voltage (V)
Currency

(A)
Heat Input

(kJ/mm)
Welding Speed

(mm/s)
Efficiency (-)

Wire Feed Speed
(m/min)

S355J2+N 247 29.4 0.873 6.65 0.8 8.5
S960QL 216 29.4 1.016 5 0.8 9

Additionally, it should be mentioned that high-strength steels with yield strength
of 960 MPa are susceptible to hydrogen-assisted cracking (HAC) during welding pro-
cessing [25]. This should be considered in practicable applications but was not further
investigated in this work.

In-situ temperature measurements were performed to determine the temperature-
time-profile at the weld toe for all materials. For this, thermocouples type K with a wire
diameter of 0.08 mm were used. The thermocouples were spot-welded in a distance of
0 mm, 0.5 mm, 1 mm, 2 mm, and 3 mm of the theoretical position weld toe. In total, six
measurements with five thermocouples were performed in this work. Two measurements
in a distance of 0.5 mm were chosen for the subsequent analyses of cooling and heating
time. Figure 3 shows these temperature-time profiles.

 
Figure 3. Temperature history from temperature measurement at the weld toe.
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In practice, the cooling time represents an important parameter in joining of steels
and enables the first verification of the welding process. To describe the cooling time, the
so-called t85-time is used in fine-grained steels. This cooling time allows a qualitative
statement on the microstructure of the HAZ. Besides of the performed in-situ measurement
in this work, the t85-time can be calculated according to the German guidelines SEW
088 [26] and the standard DIN 1011 [27]. If the heat can dissipate from the molten pool on
either side laterally in the parent material and in thickness direction the plate thickness is
not negligible. In that case of 3D-dimensional heat flux, the t85-time is defined as

t85 = K3 η El

(
1

500 − T0

)
−
(

1
800 − T0

)
F3 (1)

with
K3 =

(
0.67 − 5 × 10−4T0

)
(2)

according to SEW 088 standard, where K3 is the so-called pre-heating factor, T0 is the initial
temperature in ◦C, η is the thermal efficiency that is 0.8 for GMAW processes and F3 is the
heat dissipation factor that is 0.67 for fillet welds. Table 4 shows the comparison of t85-time
from the measured temperature-time-profiles and the calculation according to Equation (1).
The t85-time from the measurements was higher in both cases compared to the calculation.

Table 4. t85-time determined by temperature-measurement and analytical calculation.

t85-Time (s) Measurement SEW 088

S355J2+N 3.79 2.47
S960QL 4.21 3.61

3. Repair Procedure

The basis for the repair procedure is a publication by the Federal Highway Administra-
tion of the United States, derived by a workshop of experts under the supervision of Dexter
and Ocel [3]. The main goal of this publication is the repair and retrofit of fatigue cracks in
steel bridges. Besides the repair welding, bolted doubler plates and stop-hole-techniques
are presented as possibility to retrofit structures. The repair procedure by welding uses sev-
eral steps, illustrated in Figure 4: At first, the crack detection is necessary by visual testing
(VT). The NDT-personnel should look for signs of rust and cracks in the coating surface.
After that, penetrant testing (PT) or magnetic testing (MT) can be used to determine the
specific length and orientation of the crack. Another possibility which is not clearly stated
in the repair manual [3] is the use of ultrasonic testing (UT). The advantage is, that the
depth of the crack can also be determined, as long as the crack path is only in one plate
member. After the detection, the removal of the crack is performed by grinding or air arc
gauging. Grinding can be used in general, whereas air arc gauging should only be used at
thick plates. Between the removal passes, PT or MT should be repeated in order to follow
the crack path and to obtain the information of the actual crack depth. In the case of the
crack depth being below one half of the plate thickness, a one-sided repair should be made.
Care should be taken by a final NDT, whether the crack has been completely removed. If
this is not the case, the material removal should be made to a depth of three-quarter of the
plate thickness. The first side welding should then be done according to the recommended
specification of the base material manufacturer. In order to avoid a high magnitude of
welding residual stresses, pre-heating in the vicinity of the repair weld is recommended.
In case the necessary repair depth exceeds 0.5 × t, the repair also has to be done from
the opposite side, again by grinding or air arc gouging. After performing the counterside
welding, the weld toes should be grinded smooth to reduce the amount of sharp notches.
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Figure 4. Principal procedure of the weld repair process.

Different crack depths are needed to be available for the two repair cases. For this
reason, the specimens were loaded on a resonance-frequency machine RUMUL 150K
(Russenberger Prüfmaschinen AG, Neuhausen am Rheinfall, Switzerland). A frequency
decrease Δf was detected caused by propagating cracks associated with a stiffness decrease
of the cyclic loaded specimen. A sinusoidal 4-point bending load was used in this work.
Specimens with the width of 130 mm could be loaded without the crack growing through
the complete specimen thickness and a comparably high weld length was available for
the repair procedure. The test set-up is shown in Figure 5. Four specimens were used
for a so-called beach-mark test to analyze the Δf ∼ a-correlation for different load levels.
As illustrated in Figure 5, a shut-down criterion of Δf = 0.2 Hz was used for one-sided
repair (a < t/2) and a shut-down criterion of Δf = 1.2 Hz was used for double-sided repairs
(a > t/2). To assure that only cracks initiate at one specific weld toe, all other weld toes
were treated by High Frequency Mechanical Impact (HFMI) treatment.

Figure 5. Fatigue test set-up and crack generation until a crack length of a < t/2 (one-sided repair) and a > t/2 (double-
sided repair).
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3.1. Non-Destructive Testing

The reliability of the crack detection with non-destructive testing methods is strongly
dependent on the surface conditions in-situ. For this reason, the NDT-standards for MT
(ISO 9934-1:2016 in conjunction with DIN EN ISO 17368:2019-05) and PT (DIN EN ISO
3452-1:2014-09 in conjunction with DIN EN ISO 23277:2015-06) give general guidelines
on the necessary surface conditions for the inspection. The surface must be free from dirt,
scale, rust, weld spatter, grease, oil, and other impurities and it has to be prepared in
the way that relevant indications can be distinguished from false indications. In order to
clarify the reason for the indication, it can be necessary to improve the surface condition
by manual sanding or local grinding. For PT, precautions have to be taken not to smear
surface defects by grinding. In addition, the examiner needs to consider deep grinding
striations, which can lead to false indications. As the NDT-standards do not give a distinct
threshold value for the surface roughness, it can be concluded, that the NDT-personnel
needs to be as precise as possible in order to detect the defects. In Figure 6, an example is
given on how dependent the indications are on the surface conditions.

 

Figure 6. Detail of MT inspection.

On the left-hand side, a gently grinded U-groove is shown during an MT-inspection
with fluorescent slurry with a clearly visible crack, which has not been fully removed. On
the right-hand side, the striations introduced by strong grinding, preventing clear crack
detection. A second gentle grinding pass would facilitate the interpretation.

All potentially cracked specimens were tested with PT after loading until the men-
tioned shut-down criterions were reached. In that way, it was assured that cracks really
exists at the designated weld toe for the repair procedure and did not initiate at the other,
HFMI-treated weld toes. Furthermore, these procedures proof, if such cracks are easily
detectable in practical applications. However, in multiple cases, the PT lead to slightly
visible or no visible cracks, illustrated in Figure 7. The percentage, were clearly or at least
slightly detectable cracks were observed at the investigated specimen, are shown in Table 5.
As displayed, this success rate is low for PT testing for specimen with crack depths < 0.5 t.
However, PT was successfully applied for specimen with cracks depths > 0.5 t for all tested
specimen. An increase of the exposure time from 5 min to the maximum of 60 min accord-
ing to EN DIN ISO 3452-1:2013 leaded to no other results for PT. The specimen, where no
crack was detectable with PT, MT was applied and showed for nearly all specimen clearly
visible cracks. For this, is should be mentioned that all NDT methods were applied at
non-loaded specimen. PT is most likely to deliver better results for specimen under mean
stress or maximum stress because this leads to crack opening and to a better penetration
and extraction of the PT-penetrant.
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Figure 7. Detail of PT inspection.

Table 5. Percentage of detectable cracks for tested specimen.

Success Rate (Total Number of Tested Specimen) S355J2+N S960QL

Crack depth > 1
2 t < 1

2 t > 1
2 t < 1

2 t
PT 5.2% (19) 100% (17) 14.2% (21) 100% (21)
MT 83% (12) - 91% (12) -

3.2. Repair Welding

The repair welding was performed by gas metal arc welding (GMAW). Before welding,
the material on the complete length on the specimen was removed by manual angle
grinding up to a certain depth, displayed in Figure 8. Additionally, run-off-tabs were
spot-welded at both sides of the specimen to avoid run-out effects and to ensure quality
class B according to ISO 5817:2014-6. Crack detection by MT was performed for every
specimen before the actual repair welding process, as illustrated in Figures 6 and 8. In
this way, it was assured that criterion for one side repairs (crack depth < t/2) was fulfilled.
Furthermore, in a depth of 0.75 × t (both sided repair specimens) no cracks could be
detected. The same filler material and preheat conditions are used as for the initial welding.
The welding parameters are summarized in Table 6.

 

Figure 8. Repair procedure for investigated specimen.
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Table 6. Process parameter for repair welding.

Currency
(A)

Voltage
(V)

Energy per Length
(J/mm)

Speed (mm/s)
Efficiency

(-)
Wire Rate
(m/min)

S355J2+N
(1.pass) 212 42 1508 4.72 0.8 8.5

S355J2+N
(2.pass) 222 42 1579 4.72 0.8 8.5

S960QL (1.pass) 215 42 1529 4.72 0.8 8.5
S960QL (2.pass) 220 42 1565 4.72 0.8 8.5

The cross sections of the different repair cases are summarized in Figure 9. As illus-
trated, the penetration of the molten zone was 1 mm and 2 mm deeper than the removed
material. In such cases, it may be possible that short cracks, which have not been removed
by disc grinding, are molten and therefore removed. Temperature measurements were
also performed during the repair welding process. The results are shown in Figure 10.
As displayed the t8/5-times are higher than for the initial welding process. This can be
explained by the higher heat input and the smaller welded samples which leaded to less
heat dissipation during the repair welding process. The t8/5 times are compared to the
guideline SWE088. The results are summarized in Table 7.

Figure 9. Cross section of the repaired specimen, illustrated with the original weld contour and
repaired crack.

Table 7. t85-Time determined by temperature-measurement and analytical calculation.

t85-Time (s) Measurement SEW 088

S355J2+N (2.pass) 5.66 (0.87) 4.47
S960QL (2.pass) 6.81 (1.21) 5.94
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Figure 10. Temperature history from temperature measurement at the weld toe for the repair welding
process.

4. Investigation of Weld Properties

4.1. Geometrical Properties

Recent studies showed a clear correlation between local, geometrical parameters of
welded joints and their fatigue strength [28–30]. These investigations were transferred
in the VOLVO quality standard that recommends specific values for weld toe radii for
the first time. Besides this, recommendations on flank angles are given in standard ISO
5817:2014-06. Thus, the geometrical parameters of the weld flank angle θt and the weld
toe radius ρ according to the definition of [31] were analyzed as part of study [32]. All
measurements were performed with a 3D-laser scanner and evaluated according to the
so-called curvature-method [33]. Furthermore, the angle of distortion was evaluated for
every specimen. Mean values and Gaussian-standard deviations are given in Table 8. As
shown, similar values of ρ were evaluated for every type of the investigated welded joints.
However, the values of θt are significantly lower for the repaired (RP) conditions than for
the as-welded (AW) conditions. The values of β are similar for every investigated welded
joint, but slightly higher for the RP-condition. However, compared to ISO 5817:2014-6 the
angles of distortion are less than β = 1◦.

Table 8. Mean value (μ) and standard deviation (σ) for the geometrical parameters of the investigated welds.

System Weld toe Radius (mm) [32] Flank Angle (◦) [32] Angle of Distorsion (◦)

Weld μ σ μ σ μ σ
S355J2+N (AW) 0.915 0.356 39.93 11.28 0.12 0.051
S960QL (AW) 1.286 0.689 45.89 7.098 0.14 0.041
S355J2+N (RP) 0.802 0.209 18.54 7.170 0.82 0.125
S960QL (RP) 0.879 0.134 19.08 5.212 0.86 0.114

The assessment of the local, geometrical parameters was mainly motivated by the
calculation of the stress concentration factors (SCFs) of the investigated welded joints. For
the SCF calculation an approximation formulae proposed by [34] for fillet welds under
tensile load and under bending load were used

SCF
(

t
ρ

, θt, b, s
)
= m0 +

(
1 + m1

(
b
ρ

)p1( s
t

)p2
+ m2

(
t
ρ

)p3
+ m3 sin(θt)

p4

)
sin(θt)

p5

(
t
ρ

)p6
(3)

where the SCF depends additionally on the throat thickness b and the root gap s, with
parameters for bending load according to the Table 9.
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Table 9. Geometrical parameters of investigated welds.

Load m0 m1 m2 m3 p1 p3 p4 p5 p6

tension 1.538 0.621 1.455 −2.933 −1.655 0.208 1.213 2.086 0.207
bending 1.256 0.023 2.153 −3.738 −3.090 0.154 0.481 1.723 0.172

Furthermore, the SCFs were determined by direct evaluation of the ratio of the highest
principle stress and nominal stress determined by 2D-Finite Element calculation according
to [33]. For this, around 3000 2D-profiles were evaluated from 3D-scans and transferred into
a 2D-mesh with the commercial software package HYPERMESH. Then, all profiles were
automatically calculated with the ABAQUS Standard Solver. The results are summarized
in Table 10. As shown, the SCFs are between 20% and 30% higher in as-welded condition
than in repaired condition dependent on the evaluation method. Because of similar weld
toe radii for AW and RP-condition, this difference is mainly attributed to a significantly
smaller flank angle.

Table 10. Stress concentration factors of investigated welds [32].

Method Approximation [34] 2D-FEM [32]

Weld type μ σ μ σ
S355J2+N (AW) 2.19 0.218 1.921 0.170
S960QL (AW) 2.28 0.164 2.035 0.112
S355J2+N (RP) 1.82 0.161 1.543 0.173
S960QL (RP) 1.71 0.099 1.492 0.113

4.2. Hardness

The toughness of the heat affected zone (HAZ) is also an important factor in order
to secure that neither a brittle fracture under load nor cold cracks occur [35]. For that,
the maximum hardness of the HAZ should be 320 HV, 380 HV and for some special
applications at a maximum of 450 HV depending on the material class. These values
are also established in the standards DIN EN ISO 15614-1, API Standard 1104, and CSA
Z662-07. In the case of the investigated S355J2+N steel, a maximum hardness of 320 HV10 is
allowed. According to DIN EN ISO 15614-1 the maximum hardness for fine grain steels
with yield strength > 890 MPa needs to be determined separately. According to [36]
maximum hardness of around 433 HV could be reached for S960QL. Figure 11 displays
the cross section and the hardness distribution of the weld details from each base material.
All hardness measurements were performed according to DIN EN ISO 6507-1:2018-07.
The hardness scale for the measurements was HV1 with an indentation point distance of
0.5 mm. The size of the indentations is less than 50 μm. The indentation distance fulfills
the requirement according to ISO 6507-1:2018-07.

The HAZ of the initial weld of S355J2+N shows a hardness increase of 255 HV1
(6.2 HV1) to 275 HV1 (6.6 HV1) compared to the BM of 196 HV1 (4.1 HV1). The hardness
in brackets corresponds to the standard deviation. In the case of S960QL, the hardness of
the HAZ was 396 HV1 (6.9 HV1) to 420 HV1 (7.5 HV1) compared to the BM of 342 HV1
(4.1 HV1). A very similar maximum hardness with a comparable low standard deviation
was measured in the HAZs in the repaired condition. These values fulfill the general
requirements.
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Figure 11. Hardness mappings for the investigated welded joints.

4.3. Residual Stress

It is strongly assumed that residual stresses caused by shrinking- and phase transfor-
mation effects during heating and cooling have a high influence on the fatigue behavior of
welded joints. Usually, these residual stresses are handled as mean stresses in the current
guidelines [23,37] or are not taken further into account for design recommendations [22].
However, low or medium residual stresses could be expected for the here-investigated,
unconstrained and comparably short-width specimen according to the FKM-guideline [23]
or IIW-recommendation [21]. However, this low or medium residual stress level leads to
higher mean stress sensitivity and is covered by different enhancement factors. Thus, the
residual stresses at the most-critical location, the weld toe was investigated experimentally
for the specimen in the as-welded and the repaired condition.

The residual stresses were measured with X-ray diffraction techniques at the {211}-
lattice plane with a Ca-Kr radiation. The collimator diameter for the measurement was
1 mm. For measurement preparation, the first 0.3 mm of the surface layer was removed
electro-chemically to avoid measuring of overlaid compressive residual stress induced
by blast-cleaning of the metal sheets before welding. The stresses in the transverse and
longitudinal directions were evaluated by the sin(ψ)2-method assuming an even stress
state at the surface layer.

Figure 12 illustrates the residual stress distribution from the weld toe to the base
material for the as-welded (AW) and the repaired condition (RP) for both investigated
materials. Furthermore, the residual stress redistribution by the separation of single
specimen from the base plate was investigated. As displayed, the residual stresses in
longitudinal direction are significantly higher than in transverse direction. The transverse
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residual stresses close to the weld toe range from 0 MPa to 100 MPa for all investigated
conditions. It is strongly assumed that negative residual stress values at a distance of
>3 mm from the weld toe are related to pre-welded abrasive blast cleaning or rolling
processes. Furthermore, it is shown that a higher heat input of the repair-welding process
does not lead to a significantly higher residual stress level than for the original welding
process.

Figure 12. Residual stress distribution for initial welded joint and repaired welded joints.

5. Fatigue Analysis

The main focus of this work was the comparison of the fatigue performance of the
initial-welded transverse stiffener (AW) with the repaired condition (RP). To cover both
repair cases two shut down -criterions (frequency decrease) were used. Δ f = 0.2 Hz for a
crack depth of a < t/2 (one-sided-repair) and Δ f = 1.2 Hz for crack depth a > t/2 (double-
sided repair), as mentioned before. The corresponding fatigue results are displayed as
S/N-diagramm in Figure 13 for the S355J2+N base material and in Figure 11 for the S960QL
base material. No root cracks were observed at any of the investigated specimen. A clear
tendency of higher fatigue life in RP-condition compared to the AW-condition is shown
for both materials, but especially for the specimens made of S355J2+N. Furthermore, the
fatigue test data is given in Tables 11 and 12. Specimens which did not fail from the repaired
weld toe are included in this data but excluded from further evaluation. Also, run-out
specimens were not included for the evaluation.
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Figure 13. Fatigue test results for S355J2+N specimen for as-welded- (AW) and repaired (RP)-
condition.

Table 11. Fatigue test data for S355J2+N specimen.

R = 0.1 R = 0.5

ID ΔσN (MPa) Δf (Hz) N (-) AW N (-) RP ID ΔσN (MPa) Δf (Hz) N (-) AW N (-) RP

33 300 0.2 217,200 661,100 27 250 0.2 202,700 351,500
31 300 0.2 177,100 466,200 4 200 0.2 573,800 883,300
46 350 0.2 82,000 219,100 21 250 0.2 180,400 331,400
45 350 0.2 157,900 199,300 44 * 250 0.2 323,000 280,200
43 200 0.2 1,248,800 - 37 * 200 0.2 1,053,900 1,375,900
39 250 0.2 510,100 - 14 200 0.2 451,700 2,724,700
11 350 0.2 113,600 136,500 34 225 0.2 443,600 766,200
12 300 0.2 145,000 500,100 35 225 0.2 382,900 -
2 250 0.2 436,500 772,300 42 225 0.2 369,000 -
22 350 0.2 117,400 156,700 30 250 0.2 209,000 255,700
22 350 1 145,200 69,200 30 250 1.0 285,500 83,800
7 350 0.2 106,700 199,100 23 200 0.2 477,400 689,100
7 350 1 139,500 49,500 23 200 1.0 636,600 392,500
25 350 0.2 97,000 169,100 6 * 250 0.2 271,000 484,200
25 350 1 125,100 76,300 6 * 250 1.0 358,100 164,600
28 300 0.2 148,500 407,400 13 225 0.2 458,300 615,700
28 300 1 203,100 100,000 13 225 1.0 591,300 178,500
26 300 0.2 132,400 329,100 20 * 225 0.2 420,400 292,900
26 300 1 181,200 170,900 20 * 225 1.0 582,900 176,400
18 300 0.2 182,900 380,400 9 200 0.2 376,200 1,913,100
18 300 1 223,200 156,000 9 200 1.0 524,800 627,800
3 200 0.2 955,000 5,000,000 17 175 0.2 686,000 -
3 200 1 1,169,500 - 17 175 1.0 970,700 -
36 250 0.2 524,600 1,170,900 19 175 0.2 1,245,700 1,963,300
36 250 1 652,600 427,600 19 175 1.0 1,614,700 360,100
15 250 0.2 282,200 79,400 10 175 0.2 728,600 -
15 250 1 652,600 290,100 10 175 1.0 995,500 -

* failure from the HFMI-treated weld toe in RP condition.
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Table 12. Fatigue test data for S960QL specimen.

R = 0.1 R = 0.5

ID ΔσN (MPa) Δf (Hz) N (-) AW N (-) RP ID ΔσN (MPa) Δf (Hz) N (-) AW N (-) RP

85 500 0.2 84,100 37,400 48 * 300 0.2 199,400 124,800
61 400 0.2 192,700 71,000 43 250 0.2 179,600 290,200
22 250 0.2 2,000,000 598,200 44 200 0.2 585,500 754,800
45 400 0.2 - 80,700 23 * 300 0.2 147,400 104,000
4 500 0.2 30,500 45,200 10 250 0.2 223,500 585,600
6 400 0.2 214,800 111,300 11 200 0.2 360,800 615,800
17 250 0.2 5,000,000 798,600 30 300 0.2 97,200 391,000
12 400 0.2 156,000 15 250 0.2 477,200 255,000
35 300 0.2 828,200 263,300 16 200 0.2 544,700 1,373,300
24 500 0.2 51,200 39,700 13 175 0.2 5,000,000 -
33 400 0.2 61,100 136,900 13 300 0.2 148,200
12 300 0.2 980,000 374,800 19 300 0.2 98,900 353,900
8 500 0.2 30,900 50,000 19 300 1.0 138,800 69,800
25 500 1.0 44,800 9,700 34 250 0.2 538,600 355,000
25 400 0.2 170,800 114,800 34 250 1.0 715,700 161,100
28 400 1.0 201,100 30,000 20 200 0.2 649,100 2,040,800
26 300 0.2 817,800 800,000 20 200 1.0 800,800 428,300
26 300 1.0 880,800 82,500 36 300 0.2 233,500 145,400
7 500 0.2 26,900 42,700 36 300 1.0 301,100 42,700
18 500 1.0 38,300 12,500 5 * 250 0.2 286,800 167,300
21 400 0.2 53,700 97,600 5 * 250 1.0 413,100 78,400
3 400 1.0 78,600 41,000 29 200 0.2 735,000 5,000,000
9 300 0.2 273,900 802,200 29 200 1.0 1,077,200 -
36 300 1.0 368,000 135,300 40 300 0.2 239,700 394,400
31 500 0.2 23,500 91,000 40 300 1.0 289,600 79,700
15 500 1.0 34,200 7,500 37 250 0.2 262,800 1,041,100
39 400 0.2 126,700 120,900 37 250 1.0 339,400 193,000
39 400 1.0 156,700 23,500 18 200 0.2 673,800 2,051,600
38 300 0.2 204,000 - 18 200 1.0 858,000 247,800
38 300 1.0 226,800 - 28 300 0.2 119,600 90,500
32 500 0.2 60,000 92,300 28 300 1.0 162,000 28,400
32 500 1.0 75,600 17,000 42 250 0.2 230,700 5,000,000
41 400 0.2 243,300 - 42 250 1.0 315,800 -
41 400 1.0 272,000 -

* failure from the HFMI-treated weld toe in RP condition.

The evaluation of the fatigue test results was performed according to DIN EN 50100-
2016 to assess the FAT values of each welded joint that corresponds to the nominal stress
range at 2 × 106 cycles and a survival probability (Ps) of 97.7% according to the IIW-
recommendation. The corresponding S/N-curves are shown in Figures 13 and 14. Accord-
ing to Eurocode 3 [22] and IIW-Recommendation [21] a basic FAT class of 80 was proposed
for the here-investigated case of a transverse stiffener without further post-weld treatment.
However, in this case, an enhancement factor of f(R) = −0.4R + 1.2 according to [21] was
taken into account that takes into account the comparably low residual stress level of 0.2×
base material yield. For a stress ratio of R = 0.1, this leads to a FAT value of 93. The design
S/N-curves evaluated with variable slope k are also displayed in Figures 13 and 14. As
illustrated, in all cases, the evaluated FAT-classes lie higher than in the recommendations.
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Figure 14. Fatigue test results for S960QL specimen for as-welded- (AW) and repaired (RP)-condition.

Furthermore, the evaluation of the FAT-classes was also performed with a fixed slope
of k = 3 according to the design codes [10,11]. In this case, the FAT-classes for AW and
RP conditions show lower differences of −3% to 15%. A higher difference of 25% was
only observed for the base material S355J2+N and specimens loaded with R = 0.1. The
comparison for both evaluations is illustrated in Figure 15.

Figure 15. Evaluation of fatigue strength with variable and fixed slope.
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Additionally, the fatigue analysis was performed according to the effective notch
stress approach based on the micro support effect of Neuber [38] and interpreted on the
basis of Radaj [39]. The effective notch stress was determined by Finite Element Analysis
(FEA). For modelling a 2D-halfsymmetric model with a fixed weld toe radius of ρ = 1 mm
was used, shown in Figure 16. Mesh size was chosen according to the recommendation
of the German Welding Society [40]. The notch radius at the weld toe was meshed with
three CPS8 elements (ABAQUS software package) with quadratic shape functions and
a minimum size of 0.25 mm. The measured mean flank angle α, which are presented in
Table 6, were used for modelling. A maximum angle of distortion of β = 1◦ was taken into
account for the calculation of the repaired case. This represents the maximum measured
distortion angle, see Table 6.

Figure 16. FE-mesh for the fatigue assessment according to the effective notch stress approach.

The FAT values according to the effective notch stress approach are given in Table 13.
For this case, the IIW-recommendation recommends a value of FAT = 225 MPa. As shown,
the determined FAT values are around 17% to 85% higher for R = 0.1 and around 5% to
51% higher for R = 0.5.

Table 13. FAT-classes determined according to the effective notch stress approach [39].

S355J2+N S960QL
IIW-Rec.

[21]

R = 0.1 R = 0.5 R = 0.1 R = 0.5 -

GZ 263 251 345 238
225RZ 365 326 399 250

RZ * 380 340 417 262

* Taken a angle of distortion of 1◦ into account.

6. Discussion

The majority of the investigated specimen reaches at least their original life span
in repaired condition. Similar results were published for similar fillet welds [13], butt
joints [19] and complicated weld details like beams with gussets or weld repairs by cover
plates [20] made of mild steel similar to S355 with a sheet thickness of 10 mm. A significantly
higher fatigue life could be reached with a combination of weld repair and the TIG post
weld treatment method [20].

The tendency of higher scatter of the fatigue tests results is shown in repaired condi-
tion, cp. standard deviation displayed in Figure 13. It is assumed that this is based on the
manual repair-welding compared to the automatic original welding process. However, this
trend was not observed in every test series.
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The evaluated fatigue test values are significantly higher than the corresponding FAT-
class of 80 MPa mentioned in the IIW recommendation [10,28]. Moreover, higher fatigue
strengths in both investigated conditions are reached than in the investigation [13]. Similar
transverse stiffener of S355 structural steel at R = 0.1 were tested in the AW condition and
show a FAT-value of 98 MPa [41,42] and 93 MPa [15]. However, in that case, the specimens
were tested under tensile load. It is assumed, that the comparably high fatigue strength in
the as welded and repaired condition is based on the bending load type. Fatigue tests of
identical welded joints under tensile loading confirm this assumption [43].

Similar investigations at transverse stiffeners made of S355 with the effective notch
stress approach evaluate a FAT-class of 233 MPa in original condition and of 290 MPa in
repaired condition [15]. It is assumed that the higher FAT-class of the here-investigated
specimens is also based on the bending load type.

The residual stress level at the weld toe was low for all investigated conditions.
Significant higher residual stresses are reported for GMAW welded butt joints made of
S355J2 and S960QL [44]. However, no significant transverse residual stress in fillet welds
was determined for SAE 1020 steel [45]. Therefore, a comparably low influence of the
residual stress state on the fatigue behavior was assumed for the investigated welded
joints.

A significant lower SCF was determined for the investigated welded joints in repaired
condition caused by significant smaller flank angles [32]. Investigations at T-joints made
of S355 show a high influence of the local weld geometry on the fatigue performance [28].
Furthermore, analytical formulae [34] for the determination of the SCF of fillet welds show
a significant influence in case of constant weld toe radius. This leads to the assumption
that the flank angle is the main factor for higher fatigue life of the repaired specimen in the
investigated cases.

7. Conclusions

The aim of this work was to develop a comparably simple and reliable approach for the
retrofit of fillet welds. For this, fatigue tests of transverse stiffeners made of S355J2+N and
S960QL under four-point bending load under stress ratio of R = 0.1 and R = 0.5 were carried
out. A crack depth of a < t/2 and of a > t/2 was controlled by a corresponding decrease
of the machine test frequency. For a < t/2 an one-sided repair and for a > t/2 a repair
procedure for both sides was performed. The repair contains non-destructive testing (NDT),
removal of the material up to 0.75 t and a subsequent two-layer repair welding process
followed by another NDT testing to assure that the specimen was crack-free. Furthermore,
residual stress state, hardness, and weld geometry was investigated for the initial welded
(AW) and repaired (RP) condition. The following conclusions could be made:

• No tensile residual stresses were determined at the weld toe in transverse direction
for all investigated conditions.

• Hardness and microstructure are quite similar for AW and RP condition.
• The SCF is significantly lower for RP condition. This is related to a smaller flank angle

of α = 40–45◦ compared to AW condition of α = 18–19◦ even if the angle of distortion
is higher for RP condition.

• The majority of the repaired specimen (RP) reaches at least the fatigue life span in
original condition (AW).

• All evaluated FAT values at R = 0.1 are higher for RP condition (for a fixed slope k = 3).
For R = 0.5 higher FAT values in RP condition could be reached for S355 and slightly
lower FAT values are reached for S960 (k = 3).

• In all cases, at least the FAT 100 according to the IIW-recommendation was reached.

According to these results, a life span for retrofitted fillet welds, repaired according to
this approach, of at least the life span of the weld in original condition could be expected.
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Abstract: This study aimed to identify the fatigue crack initiation site of high-frequency mechanical
impact (HFMI)-treated high-strength steel welded joints subjected to high peak stresses; the impact
of HFMI treatment residual stress relaxation being of particular interest. First, the compressive
residual stresses induced by HFMI treatment and their changes due to applied high peak stresses
were quantified using advanced measurement techniques. Then, several features of crack initiation
sites according to levels of applied peak stresses were identified through fracture surface observation
of failed specimens. The relaxation behavior was simulated with finite element (FE) analyses incorpo-
rating the experimentally characterized residual stress field, load cycles including high peak load,
improved weld geometry and non-linear material behavior. With local strain and local mean stress
after relaxation, fatigue damage assessments along the surface of the HFMI groove were performed
using the Smith–Watson–Topper (SWT) parameter to identify the critical location and compared
with actual crack initiation sites. The obtained results demonstrate the shift of the crack initiation
most prone position along the surface of the HFMI groove, resulting from a combination of stress
concentration and residual stress relaxation effect.

Keywords: high-strength steel; HFMI; residual stress relaxation; X-ray diffraction; neutron diffraction;
damage assessment

1. Introduction

For welded joints, fatigue strength improvement can be achieved by using post-
weld treatment in which the aim is to modify the weld toe regions to avoid fatigue crack
development. Among others, high-frequency mechanical impact (HFMI) treatment has
received much attention in the last two decades [1–11]. The application of the HFMI
treatment introduces compressive residual stress in the weld toe and material hardening in
the surface layer, simultaneously improves the local weld geometry, and removes typical
weld imperfections. The degree of the fatigue strength improvement of HFMI has been
related with the material yield strength (fy), namely, it increases together with the steel
grade [9–11]. Therefore, the use of HFMI treatment for high-strength steel welded joints
may lead to a superior fatigue performance [9–11]. The primary reason for this is the
extended fatigue crack initiation and propagation periods within short crack lengths [12].
The extension in these periods is strongly related to the local parameters such as material
property, residual stress, imperfection, and notch geometry. Thus, theoretical modeling
with all the information for the life estimation of high-strength steel welded joints treated
by HFMI is challenging.

In this context, some studies have included analytical calculations of crack initiation life
for HFMI-treated joints in S355 or S960 steel grades based on the local strain approaches [13–16].
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In general, these approaches consider the experimental measurements of influencing pa-
rameters into finite element (FE) analysis. The simulated local strains/mean stresses at the
crack initiation site have been used for calculating the crack initiation life from strain–life
relationships of unnotched materials. The results presented in the studies have shown
that the local strain approaches have the possibility for the improved life estimation of
HFMI-treated joints and the effectiveness in knowing the contribution of local parame-
ters on the improvement effect. In real situations, a matter of concern is residual stress
relaxation by high peak stress, either a single overload or a part of variable amplitude load-
ing [17–20]. This is because, for HFMI-treated joints, the beneficial compressive residual
stress can be partially or fully reduced if the high peak stress results in significant local
yielding [21–23]. Thus, a study by Mikkola et al., 2017 [24] assessed the contribution of
the residual stress relaxation to fatigue damage in a HFMI-treated joint made of S700 steel
grade. Relative comparisons of local strain-based damage parameters that correlate with
the crack initiation life were conducted under various loading scenarios. With the same
concept as Mikkola et al., 2017 [24], an extended study including different welded details
and loading scenarios was executed by Nazzal et al., 2021 [25]. The results have shown
that the residual stress relaxation has a high influence on the fatigue damage. Due to this,
the contribution of each benefit—compressive residual stress, improved weld geometry,
and material hardening—was shown to vary depending on the combination of high peak
stresses and its R-ratios. However, the impact of the difference in the resulting damage
parameter values on the actual fatigue phenomena such as the most prone sites of crack
initiation, the crack initiation life at the site, and then the improvement level, has not been
clarified experimentally.

To perform a better estimation for these phenomena by the damage parameter values,
it is necessary to describe the residual stress states in the FE as accurately as possible.
Recent numerical studies by considering thermo-mechanical welding and dynamic elastic-
plastic analysis of HFMI process have been carried out by, e.g., Ruiz et al., 2019 [26] and
Schubnell et al., 2020 [22]. The simulations were utilized for the analysis of the residual
stress relaxation. Nevertheless, the experimental measurements are still essential and
indispensable, being the only way to at least calibrate and often validate the numerical
simulation results. Only limited experimental measurements are available and show these
changes in the residual stress state due to the high peak stresses in HFMI-treated joints,
particularly, for the steels with fy > 690 MPa.

Based on the available literature, this study aimed to investigate the actual crack
initiation site of the HFMI groove surface. In order to develop better tools for the estimation
of improved fatigue life, the local strain-based damage parameter and the residual stress
relaxation were taken into account.

Firstly, the residual stress states and crack initiation sites were experimentally char-
acterized. Specifically, residual stress measurements were carried out on the specimens
made of S690QL steel grade by means of X-ray diffraction (XRD) and, more extensively,
by neutron diffraction (ND) methods. Secondly, fracture observations were performed on
previously tested HFMI specimens subjected to high peak stresses as a part of the variable
amplitude loading history [27]. Thirdly, following the experimental observations, the local
stress–strain response was studied with the FE analyses to clarify the level of residual
stress relaxation. The FE model included the initial residual stress state, improved weld
geometry, high peak loading, and non-linear material behavior, as proposed by Mikkola
et al., 2017 [24]. Finally, the fatigue damage required to initiate a crack was evaluated
using the Smith–Watson–Topper (SWT) parameter along the surface of the HFMI groove,
to identify and compare the critical location with the results of the failure observation.

2. Materials and Experimental Methods

2.1. Material Property and Specimen Detail

This study used the high-strength, quenched and tempered steel, S690QL. The S690QL
steel has a thickness 6 mm. The mechanical property and chemical composition of S690QL
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are shown in Table 1. The constructional detail and data investigated in this paper consists
of a plate with transverse non-load-carrying attachments and with fillet welds in both
as-welded (AW) and HFMI-treated states [27]. The HFMI treatment was applied to the
weld toe regions by using indenters with a round tip of 1.5 mm radius. Figure 1 shows
the configuration of the specimens. For these specimens, the previous experimental study
provides the microstructure analysis and hardness measurement [27]. The hardness was
measured over weld metal, hear-affected zone (HAZ), and base plate at 0.3 mm from the
surface. For the as-welded state, the hardness of base plate and weld metal were around
282 Hv and 306 Hv, respectively. Three HAZ observed were intercritical, fine-grained, and
coarse-grained zones, and the peak value of 390 Hv was measured for the fine-grained zone.
The HFMI-treated state showed nearly identical profiles and hardness values. Mikkola
et al., 2016 [28] studied the influence of material hardening by HFMI treatment on the
material properties for S700MC, similar steel grade to S690 in this study. The hardness of
HFMI-treated material was about 6.0% higher than that of the base plate.

Table 1. Mechanical properties and chemical compositions of S690QL.

Steel

Mechanical Properties Chemical Composition

Yield
Strength

fy (N/mm2)

Tensile
Strength

fu (N/mm2)

Elongation
(%), Mini-

mum
C Si Mn P S Al Nb V Ti Cu Cr Ni Mo Ca N EW

S690QL 832 856 0 0.14 0.29 1.21 0.011 0.001 0.047 0.021 0.028 0.10 0.010 0.28 0.05 0.150 0.0 0.002 0.43

 

W = 40 mm

T = 6 mm

H = 40 mm tg = 6 mm

L’ = 2h + tg = 14.4 mm

h = 4.2 mm

600 mm

X
X’

20 mm

AW HFMI

Figure 1. Configuration of the non-load-carrying attachments, Reprinted with permission from
ref. [27]. 2021 International Journal of Fatigue (in axonometry and pictures showing weld geometries).

2.2. Residual Stress Measurement Methods

Residual stresses were measured for AW, HFMI, and HFMI-LC (HFMI after load cycles)
states by X-ray diffraction (XRD) and Neutron diffraction (ND) methods (see Table 2). HFMI-
LC were neutron-scanned after the application of a high peak load cycle corresponding to
σmax = 0.8fy. This was followed by 20 load cycles of σmax = 0.2fy at a constant amplitude of
R = −1, as shown in Figure 2. This load cycle was based on a previous study by Mikkola
et al., 2017 [24]. The first single cycle assumed an extreme event in which a high peak
stress might be induced. For instance, it may correspond to transportation, erection, and
mounting of steel structures, or just extraordinary large loading case in a part of service
loading such as in an earthquake, storm, or heavy sea wave. To explore the effectiveness
of the HFMI treatment even for such extreme cases, the relaxation at a load close to the
material yield strength was considered. A similar approach by Mikkola et al., 2017 [24]
showed that only the first high peak load cycle was critical with respect to the residual
stress relaxation. The following smaller cycles intended to represent the stabilized mean
stress behavior and the stresses due to daily live loads. The load corresponding to 0.2fy was
referred to typical equivalent stress levels used in variable amplitude loading in a previous
study by Yıldırım and Marquis [17].
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Table 2. Test matrix of residual stress measurements.

Condition
Name

XRD ND

NoteMeas. Points
0 mm

Meas. Paths Meas. Paths Meas. Paths

Top Bottom Top Bottom Top Bottom

AW - 1 1 1 1 1 1 Initial state
HFMI 4 1 1 1 1 1 1 Initial state

HFMI-LC - - 1 - 1 - 1 After load cycles in Figure 2

fy

fy

fy

fy

fy

fy

R R

Figure 2. Applied load cycles at the constant amplitude of stress ratio R = −1.

Figure 3 shows the measurement points and paths considered in this study. The aim
was to measure the center line of the main plate, i.e., 20 mm away from the specimen’s edge
(see X-X’ in Figure 1). The three main directions with respect to the weld line were chosen
as the longitudinal direction (Ld), transverse direction (Td) and normal direction (Nd), in
which the load was applied in the Ld. The measurement was done through the thickness
around the weld toe or HFMI-treated region. In Figure 3, the coordinate origins (x = 0, y = 0)
are located at the surface of the weld toe or at the bottom of the HFMI groove. In-depth
measurements by ND were performed up to y = 3 mm for three paths at x = 0 mm and
x = ±2 mm. For AW, HFMI states and for these three paths, the measurements were carried
out at both the top and bottom sides (see Figure 3 and Table 2). XRD method was used to
measure the residual stress state in Ld at the HFMI-treated surface. The measurements
were repeated at four different HFMI grooves (see Figure 3). Neutron diffraction was
used to measure residual strains at each point in three main directions, assumed to be the
principal ones, required to calculate the three residual stress components of the tensor. The
step sizes through the thickness were chosen as 0.07–0.11 mm close to the surface, 0.2, 0.4
or 1.0 mm away from the surface.

XRD measurements were carried out by the device Xstress 3000 G2R (StressTech,
Vaajakoski, Finland), which is a portable system for in-lab and in-field use [29]. The
measurements were performed with Cr-Kα radiation and a round collimator of 1 mm in di-
ameter. The experiments by ND were conducted with the SALSA instrument (Stress–strain
Analyzer for Large-Scale Engineering Applications) at the ILL (Institut Laue Langevin,
Grenoble, France) located in Grenoble, France [30]. This instrument uses a monochro-
matic neutron beam with a wavelength of 1.71 Å and the 2θ measurement method. The
measurements were performed with different rectangular-shaped gauge volumes, either
0.6 × 2 × 0.6 mm3 or 2 × 2 × 2 mm3, where the latter one was used for 3 mm depth only.
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Figure 3. Measurement points and paths through the thickness for XRD and ND methods.

2.3. Fatigue Test Methods

The specimens were previously tested under high peak stresses as a part of variable
amplitude loading [27]. The applied loading history was the cumulative amplitude dis-
tribution as shown in Figure 4. This distribution represents the occurrence frequency of
relative load amplitude, nearly straight line on semi-log scale. The sequence length Ls was
2 × 105 cycles and the irregularity factor I was 0.99. The order of the individual cycles
within this load sequence was randomly chosen, and the highest peak stress ranges had
a stress ratio of R = −0.43. For the HFMI specimens, the three highest load cycles with
respect to maximum stress, which are σmax = 1.00fy and σmax = 0.80fy, σmax = 0.70fy, were
applied to the specimens.

Figure 4. Applied load sequence of the cumulative amplitude distribution, Reprinted with permission
from ref. [27]. 2021 International Journal of Fatigue.

3. Experimental Results

3.1. Results of the Residual Stress Measurement

Figure 5 shows the residual stress profiles as a function of depth at or close to the weld
toe as well as at the HFMI groove for all cases: AW, HFMI, and HFMI-LC. The scatter bands
of the residual stress distribution for the ND method are presented with the maximum
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and minimum values estimated statistically. All the results of XRD are plotted at y = 0 mm
with asterisk symbols in Figure 5b. For the profiles of x = 0 and +2 mm, the residual stress
gradients of the HFMI states were quite noticeable up to the mid-plane at y = 3 mm depth.
The distribution features were very similar between x = 0 and +2 mm. The high compressive
residual stresses induced by HFMI can be observed at the surface and subsurface. On the
other hand, for the x = −2 mm profile, there was not a significant difference between AW
and HFMI. Thus, for this particular case, the HFMI treatment did not sufficiently affect
this region. In Figure 5b, one can observe a large dispersion in the measurement results
of HFMI state for the top and bottom sides. The high compression state of about −200
to −700 MPa was found close to the surface, within y = 0.5 mm of depth, whereas XRD
showed relatively lower values, corresponding to about −100 to −300 MPa at the surface
only. Nevertheless, the compressive stresses were maintained up to depths of y = 0.70 and
1.60 mm at the top and bottom sides, respectively, and shifted to the tensile stresses at
further depths. For the measurements of HFMI-LC specimens, the applied load cycle led
to a great reduction of compressive stresses, resulting in almost 0 MPa close to the HFMI
treatment and remained tensile stresses at further depths.
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Figure 5. Residual stress profiles of AW, HFMI and HFMI-LC through thickness.

These measurement results of the HFMI cases were discussed together with the
existing studies in the literature for in-depth distribution at x = 0 mm on the HFMI groove
bottom. The data were collected for the same joint type with HFMI treatments and two types
of steel grades [14,22,31–37]. These steels are S690 steel grade, which is the same as this
study, and S355 steel grade to confirm the influence of material strength on the distribution.
The detailed information of the literature is shown in Tables A1 and A2 in Appendix A,
for each type of steel, the HFMI treatment conditions, specimen geometry, and residual
stress measurement methods. Of those indications, mainly, the HFMI treatment condition
is known to make a difference in the induced residual stress values and distribution
through the thickness. Therefore, this paper only focuses on comparing the overall trend
of distribution within the results obtained herein. A comparison of in-depth profiles is
shown in Figure 6, in which the residual stress distributions were normalized with respect
to the material yield strength. First, as illustrated in Figure 6, it must be acknowledged
that the scatter of the residual stresses close to the surface is considerable, including the
measurement results presented in this study. However, the scatter is almost the same
regardless of the different steels. There is a slight difference in how deep the compressive
residual stresses are maintained for the different steels. The experimental data of previous
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studies show that the depth of the compression layer is about 1.0 mm and 2.0 mm for S690
and S355 steel grade, respectively, where the first one agrees well with the data observed in
this study. It means that the residual stress distribution of the S690 steel grade has a steeper
gradient in depth. For this reason, and for S355 steel grade, the application of the HFMI
treatment may have penetrated deeper, with large plastic deformations, in comparison to
S690 steel grade. As a result, with respect to the depth of the compressive layer, different
material properties can be seen for different layers. Consequently, it was confirmed that
the dispersion observed in these study results was quite similar to the ones found in the
existing literature. Therefore, the residual stress distribution of the HFMI conditions can be
utilized for numerical simulations calibration.

RS/fy

y

x

y

Figure 6. Comparison between measurement results and existing data for HFMI specimens and for
two different steels at x = 0 mm.

3.2. Results of the Fatigue Tests and Fracture Observations

The fatigue test results are summarized in Figure 7. In Figure 7, the high improvement
effect of 164% on the median fatigue strength (analyzed with a free S-N slope, m) was con-
firmed in spite of involving high peak stresses. The detailed information of the specimens
is given in Table 3.

N

m
ax

m

m

Figure 7. Fatigue test results of S690QL in AW and HFMI conditions.
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Table 3. Fatigue test results and fracture observation of S690QL in HFMI condition.

Specimen
Number

The Highest Peak Stress in a Part of Variable Amplitude Loading The Number of Cycles
to Complete Failure, N

Crack Location
Δσmax σmax σmin

1−C 1191 MPa 1.00fy (833 MPa) −0.43fy (358 MPa) 258750 Center
2−C 1191 MPa 1.00fy (833 MPa) −0.43fy (358 MPa) 346500 Center
3−C 1191 MPa 1.00fy (833 MPa) −0.43fy (358 MPa) 492000 Center
4−E 911 MPa 0.80fy (665 MPa) −0.37fy (246 MPa) 2565750 Edge
5−E 911 MPa 0.80fy (665 MPa) −0.37fy (246 MPa) 2637000 Edge
6−C 911 MPa 0.80fy (665 MPa) −0.37fy (246 MPa) 4788750 Center
7−E 780 MPa 0.70fy (582 MPa) −0.34fy (198 MPa) 2499000 Edge
8−E 780 MPa 0.70fy (582 MPa) −0.34fy (198 MPa) 5466000 Edge
9−E 780 MPa 0.70fy (582 MPa) −0.34fy (198 MPa) 6579000 Edge

To understand the influence of high peak stresses on the crack initiation behavior
of HFMI-treated joints, the failure surfaces, crack initiation sites and types of the failed
specimens were studied. The pictures on the first row in Figure 8 show the failure surfaces
for fatigue tests at different load ranges. Different failure surfaces can be observed: the
first crack initiated from the center for the case σmax = 1.0fy, and the second crack initiated
at or near the plate edge for the case σmax = 0.7fy. In the former, several ratchet marks
were observed on the fracture surface, corresponding to the blue lines in the schematic
surface which is just below the pictures. This means that there were several crack initiation
points along the HFMI groove surface. These cracks repeatedly coalesce and the finally
resulting crack propagated with a very flat semi-elliptical shape. In the latter, no ratchet
mark was observed, and the crack initiation was localized near the edge, which differs
from the former. Of all the specimens in Table 3, the crack pattern tends to change from a
center to an edge crack as the highest peak stress is lowered. It should be noted that the
labeling of specimens such as 1-C and 4-E in Figure 7 and Table 3 are related to C (center)
and E (edge), respectively.

To confirm the site change of the crack initiation, pictures of cross sections or specimen
surfaces are presented in the middle row in Figure 8. Typically, cracks started from two
main sites: the HFMI groove, and the boundary between the HFMI groove and the weld
metal. On one hand, for specimen under σmax = 1.0fy, the cracks were initiated from the
HFMI-treated zone. The failure plane was identified as the middle of the treatment width,
where the severe stress concentration was present. On the other hand, for the specimen
under σmax = 0.7fy, the cracks initiated from the boundary, i.e., away from the point with
the highest stress concentration. As a result, the most prone site of crack initiation was
variable from the middle of the treatment to the boundary of the treatment, depending on
the magnitude of the highest peak stresses.

To reveal the crack initiation type, fatigue fractography was observed under scanning
electron microscope (SEM). The analysis results are shown in the last row in Figure 8.
According to Anami et al., 2000 [38], a steep ditch induced by peening at the weld toe may
cause high stress concentrations and initiate cracks. In addition, Fisher et al., 1974 [39]
and Marquis et al., 2016 [9] indicated that peening weld toe regions may leave a lap-type
imperfection (or a crack-like lap imperfection), providing a site for the crack initiation.
Therefore, this paper investigated if similar imperfections were present around the crack
initiation site. In the SEM micrograph of the specimen tested under σmax = 1.0fy, the crack
initiation was pointed in the area of the near-surface of the HFMI groove, even though
the primary site was difficult to observe due to the multiple crack initiation points. The
initiation site was located around a steep discontinuity induced by the HFMI treatment. On
the other hand, the lap-type imperfections located near the boundary of the treatment were
identified for the crack initiation point in the specimen tested under σmax = 0.7fy. These
imperfections were found in almost all specimens with cracks initiating from the boundary.
Such imperfections are believed to be typical for the treated welds due to the indenters.
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Specifically, imperfections might be present as a result of pressing the material of the weld
toe region toward the weld gusset sides.

Figure 8. Observation results of fatigue crack initiation sites under different high peak stresses in the
HFMI condition.

4. Numerical Methods

Finite Element simulations were performed on the HFMI-LC specimens to validate the
experimental behavior of residual stress relaxation. The global dimension of the transverse
attachment considered in this study is represented as a one-fourth 2D model, in Figure 9.
This analysis focuses on the local behavior at the HFMI-treated zone; thus, the weld root
was not included in the model. The weld geometry modelled with the weld leg length
(hx/hy) of 5.2 mm for the base plate side and 6.4 mm for the gusset plate side. The weld
angle (θ) was 42 degrees. The geometrical values for the HFMI groove were 2.2 mm
radius (ρH), 0.14 mm depth (dH), and 2.8 mm width (wH). These weld geometries were
representative of the average values measured on an image of the cross section where the
microstructure was revealed [27]. Thus, note that the scatter of the weld geometry was
not considered in this work. Linear plane strain elements were used. Finite strain theory
was applied to represent the large displacements and material non-linearity. The element
size was set to about 0.1 mm around the HFMI groove, and then the size was gradually
increased towards the other global parts.

Table 4 provides the material properties of S690 steel grade used in the FE simulation.
Combined non-linear isotropic-kinematic hardening parameters, so-called Voce-Chaboche’s
(VC) parameters [40], were employed. In the FE simulation, an assumption was made that
the material characterization considers only homogenous properties of the base materials
with reference to [13]. Three kinds of VC parameters, BM-1, BM-2, and BM-3, were
considered to compare the simulation results in between. However, as shown in Section 2.1,
there are various material properties such as weld metal, HAZ, base metal, and hardened
metal in and around HFMI-treated regions. As the hardened metal due to the HFMI
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has higher local yield strength compared to the base metal [24,25,28], it might limit the
amount of residual stress relaxation. On the other hand, the local yield strength of coarse-
grained HAZ has been found to be slightly lower than that of the base metal [24,28,41], thus
probably changing the residual stress distribution around the HFMI-treated region. In this
work, these material gradient effects on the residual stress relaxation were not considered.
The VC parameters in Table 4 were extracted from a recent study by Garcia 2021 [41], in
which the material parameters were obtained by calibrating the cyclic hysteresis loops of
the base materials with a unique optimization algorithm. The procedure provided a better
transition between the elastic and plastic behavior on the first cycle for high-cycle fatigue
modelling with little plasticity. Since the residual stress relaxation of HFMI-treated joints
occurs only during the very first cycle [24], the VC parameters by Garcia 2021 [41] were
utilized in this study.

Figure 9. The global and local geometry for HFMI-treated detail.

Table 4. Voce-Chaboche’s (VC) parameters for high-strength steels of S690 grade presented by Garcia,
data from ref. [41].

Name Author Material

Linear-Elastic
Behavior

Non-Linear Behavior

Elastic Properties Isotropic Properties Kinematic Properties

E [MPa] ν Q q σy [MPa] C1 γ1 C2 γ2

BM-1 Garcia Base material 210000 0.3 0 0 578 1832 8 17421 88
BM-2 Castro e Sousa Base material 206000 0.3 0 1 590 19018 83 771 5
BM-3 Mikkola Base material 200000 0.3 1 1 772 11478 395 11478 395

E: Young modulus, ν: Poisson ratio, Q: Maximum increase in size of yield surface due to hardening at saturation,
q: How quickly the increase of yield surface approaches the saturation, σy: Yield stress at zero plastic strain,
C: Initial kinematic hardening modulus, γ: Rate at which the kinematic hardening modulus decreases with
increasing plastic deformation.

In-depth residual stress distributions shown in Figure 10 were implemented in the FE
model. The distributions were defined as the initial mean stress state x = 0 in Figure 5. As a
simplification of the profile, the compressive residual stress at the surface up to 0.5 mm
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depth was kept constant. Thus, a fixed value of the high or low compressive residual stress
was chosen as an average of the residual stresses within the 0.5 mm depth. Above the
depth, these values met at the crossing point of σRS/fy = 0. The tensile residual stress at
this meeting point and y = 3 mm depth were represented by straight lines. The intersection
corresponds to y = 1.15 mm depth, which was calculated by averaging the compressive
layer depth of distributions at the top and bottom sides. To satisfy the self-equilibrium,
the areas above and below σRS/fy = 0 were set to be equal. The two distributions were
determined as HC (High compression) and LC (Low compression). These residual stress
distributions were represented by means of “predefined temperature field” in Abaqus [42],
as shown in Figure 11. The benefit of this approach is that the initial residual stresses can be
modelled as a thermal step before applying any external load. Moreover, the FE software
is able to calibrate the stress equilibrium in the area of interest, e.g., from x = −3.5 mm to
x = 3.5 mm. To create the residual stress distribution, the change in the temperature (ΔT)
was defined at the nodes for the three paths at x = −3.5 mm, x = 0 mm, and x = 3.5 mm. To
obtain the thermal strains at the HFMI groove, ΔT values of HC and LC were divided by
the elastic stress concentration factors (see Figure 11). Besides, the two-third and one-third
of ΔT for HC and LC, without any stress concentration, were applied at x = 3.5 mm and
x = −3.5 mm, respectively. These were adjusted by trial and error to find the best fit with
the experimental data of this study. To compare the experimental observations for the
residual stress relaxation, HFMI-LC was subject to the load history provided in Figure 2.

y 

RS fy

fy

fy 

fy

fyx 

y

Figure 10. Experiment-based in-depth residual stress distribution at x = 0 mm.

Figure 11. Implemented residual stress distribution in FE model.
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5. Numerical Results

Comparisons between the residual stress distributions after the relaxation found in the
FE simulations and experimental work using the ND method are presented in Figure 12.
In this figure, six simulation results are presented as parameters: the residual stress either
as HC or LC and the material properties as BM-1, BM-2 or BM-3. The experimental data
showed that the stress state after the load cycles was almost zero below y = 1.2 mm and it
was tensile in further depth. The FE simulations from any material properties had a similar
tendency, as the experiment in that the applied load cycle reduced the compressive residual
stresses near the surface. The change of residual stresses took place below y = 0.5 mm,
giving the stresses towards zero or slightly tensile. The difference of the initial compressive
stresses was small after the load cycles. The experimental results in the HFMI-treated local
region below y = 0.14 mm, which is the most interesting region to study the crack initiation,
were about −0.24fy to +0.13fy. The simulation result for BM-3 showed that the near-surface
residual stresses in that region agreed with the experiment. However, the overestimation
could be observed in case of BM-1 and BM-2. To summarize, the FE models were able to
reproduce the relaxed residual stresses; however, their accuracy was ensured only for the
local zone of HFMI treatment, i.e., the near surface. Thus, the FE models are validated;
they can be considered suitable for studying the crack initiation or short-crack propagation
behavior. Different material properties may affect the values of relaxed residual stress at
the near surface, and therefore BM-3 will be utilized in the subsequent investigation.
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Figure 12. Numerical and experimental comparison of the residual stress distributions after the stress
relaxation at x = 0 mm. (a) HC case as FE input; (b) LC case as FE input.

The change of the defined initial residual stress in relation to the applied load cycles
is shown in Figure 13. From the figure, one can see that the tensile peak stress was not
responsible for the relaxation of the residual stress state around the HFMI-groove. A
dramatic change of stress field occurred after the load cycles, including compressive peak
stress equal to 0.8fy. The beneficial compressive residual stress induced by the HFMI
reduced to almost zero or even slightly tensile stress. Therefore, a compressive peak stress
equal to the 0.8fy prior to small load cycles proved to be detrimental, as it led to local
yielding when under compression, and thus to large stress relaxation around the HFMI-
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groove. On the contrary, a tensile peak stress equal to the 0.8fy did not reduce the residual
stress around the HFMI-groove, even considering the stress concentration in this region.

Figure 13. Change of residual stress state due to the applied load cycles in the FE model.

6. Fatigue Damage Assessment Considering Residual Stress Relaxation

After validating the FE models, the HFMI specimens of Figure 7 were simulated to
assess the most prone site of the crack initiation. The applied load cycles are depicted
in Figure 14. The highest peak stress and its R-ratio, according to the ones applied in
the experiments, were studied in the simulations to understand the impact of loading
conditions on the crack initiation site based on a local strain-based method. Two types of
loadings were compared: (i) cycles with σmax = 1.0fy and R = −0.43 as the higher peak stress
and (ii) cycles with σmax = 0.7fy and R = −0.43 as the lower peak stress. With the results
from the preceding investigation, this part of the study concentrated on the effect of the
first high peak load. The following load cycles, corresponding to the 0.2fy, were applied to
calculate the relative damage after the stress relaxation.
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Figure 14. Applied load cycles for fatigue damage assessment.

Following the FE simulation of the residual stress relaxation, damage analysis of
HFMI-treated joints was carried out using a local strain-based method. The Smith–Watson–
Topper (SWT) parameter, as given in (1), was employed, as it allows for handling the mean
stress/residual stress influence.

PSWT = σt,max
Δεt,T

2
(1)

where σt,max is the true maximum stress and Δεt,T is the total true strain range. The SWT
parameter was originally derived from a combination of the Basquin–Coffin–Manson
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relationship and concept of strain energy density [43,44]. Thus, the calculated PSWT from
(1) represents the “fatigue damage” that is required to a crack initiation. In this study,
the resulting fatigue damage at the surface of the HFMI groove was compared with the
observation results for the actual crack initiation sites of Section 3.2. Figure 15 shows the
SWT parameter fatigue damage distribution. The PSWT was calculated using the maximum
true stress and total true strain for each element along the surface of HFMI groove. As
shown in Figure 15, the position of the groove bottom is defined as zero, meaning that the
weld gusset side was chosen as positive. The stresses and strains used were the principle
ones along the curvature of the HFMI groove. In the calculations, the closed hysteresis loop
following the first high peak load cycle was used. It should be noted that the PSWT was
considered to provide a comparative assessment of the resulting fatigue damage based on
the assumption of homogeneous material properties.

Figure 15. Positions subjected to SWT damage parameter.

Figure 16 shows the calculated PSWT values of the load cycle with σmax = 1.0fy, together
with the local mean stress (σt,m) and the actual crack initiation site. The applied loading
cycle with σmax = 1.0fy shifted the local compressive stresses to the tensile stresses for almost
all positions, regardless of the level of initial residual stress. For the fracture surface in
Figure 8, several ratchet marks existed on the surface, indicating there were multiple crack
initiation points along the HFMI groove. Here, this can be explained by the full relaxation
of the induced compressive residual stresses, thus that the stress concentration became
the most critical factor for cracking. The PSWT analysis showed that the highest fatigue
damage appeared slightly to the left of HFMI groove bottom; the position was between the
numbers 2 to 8, where also the more severe stress concentration occurred. The actual crack
initiation site was almost at the location with the high PSWT values.

Next, the results for the load cycle with σmax = 0.7fy are similarly shown in Figure 16.
The applied loading cycle with σmax = 0.7fy provided the residual stress relaxation; never-
theless, the local mean stress remained between compressive to being close to zero. For the
fractured surface in Figure 8, the crack developed close to the corner of the specimen. Here,
it could be proven that the effect of the compressive residual stress was maintained, i.e.,
minor relaxation, and then the crack was localized around the corner because the stress
concentration was slightly more aggressive at the edge of plate. For the case of HC, the large
damage of PSWT could be observed somewhat away from the position of the highest stress
concentration. Those positions corresponded to numbers in the range of 12 to 15. Thus,
the shape of the damage diagram was different from the former case (with σmax = 1.0fy).
A similar tendency was confirmed for the case of LC, where numbers ranging from 5 to
13 corresponded to relatively high PSWT values, i.e., the wider surface of the HFMI groove
had higher damage values. In terms of the actual fracture site, the crack started from the
boundary between the weld metal and the HFMI-treated zone. This site was about 1.4 mm
away from the treated edge. Based on the above discussion, this behavior can be explained
from the damage diagrams. In other words, the combination of stress concentration and
relaxation effect makes the crack initiation site move close to the boundary side where a
lap-type imperfection existed.
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Figure 16. Comparison of fatigue damage distribution along the HFMI-treated surface between
different high peak stresses.

To summarize, the SWT parameter considering the local mean stress after the relax-
ation of residual stress demonstrated the variability of crack initiation sites with some
cracks from the HFMI groove and others from the boundary between the HFMI-treated
zone and the weld metal. The combination of stress concentration and relaxation effect
made a shift of the most prone crack initiation site. For example, in Figure 16, when the
peak stress of σmax = 1.0fy was modelled, a full relaxation of residual stress took place. This
result explains that multiple cracks initiated from the surface discontinuity induced by
HFMI treatment, where the stress concentration is dominant. Another example is shown in
Figure 16, in which less relaxation occurred at the peak stress of σmax = 0.7fy. The effect of
compressive residual stress remained; thus, the cracks were localized around the corner
of the specimen and the boundary of the treatment became more critical for initiating the
cracks. Therefore, the lap-type imperfections located around the boundary have the highest
probability of initiating cracks.

At the end, the authors want to emphasize the evitable limitations of this study’s
modelling. The model mainly focused on the impact of the residual stress state and its
relaxation on the crack initiation site. However, the variability of crack initiation may
also depend on further parameters such as the level of stress concentration (i.e., improved
weld geometry), microstructure and imperfection size. The fatigue damage analysis by
considering the variations of these parameters is, however, out of the scope of the current
work. Moreover, the relaxation effect should be investigated further for different cases of
high peak loading and R-ratio.

7. Conclusions

This study aimed to identify the fatigue crack initiation site for high-frequency me-
chanical impact (HFMI)-treated joints made of S690QL by clarifying the relaxation effect
of residual stress. At first, the residual stress measurements were conducted on the non-
load-carrying transverse attachment specimens in the as-welded and HFMI-treated states,
using advanced diffraction methods. Then, fracture observations were performed on the
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specimens tested under fatigue loading involving high peak stresses. After these experi-
mental works, the relaxation behavior of HFMI-induced residual stress was simulated by
FE models implementing the load cycles and high peak load, the characterized residual
stress, the local weld geometry as well as non-linear material behavior parameters. Finally,
the observation results for the fracture specimens were discussed through the damage-
based assessment using the Smith–Watson–Topper parameter based on the local strain. The
conclusions drawn from these investigations are summarized below.

For the experimental investigation:

• At the HFMI groove bottom, the in-depth profiles of residual stress showed the
high compressive stress of about −0.30fy to −0.76fy within 0.5 mm of depth. The
compressive stresses were maintained up to the depths in the range of 0.70 to 1.60 mm
and were shifted to tensile stresses more deeply, which in-depth gradient was even
steeper than that observed on available data of S355 steel grade. The high peak stress
equal to 0.8fy led to a significant reduction of the beneficial compressive stresses, which,
after relaxation, were close to zero near the surface and up to 1.2 mm, and remain
tensile more deeply.

• Different features on fracture surface, crack pattern, crack initiation site, and crack
initiation type were observed according to different applied high peak stresses. Par-
ticularly interesting, as the applied peak stress was lowered from 1.0fy to 0.7fy, the
initiation site within the weld shifted from the HFMI groove to near the boundary
between the HFMI-treated zone and the weld metal. In the latter case, the lap-type
imperfections for the site near the boundary became the origin of crack initiation.

For the numerical investigation:

• The FE models developed, incorporating the measured in-depth residual stress profiles
and applied load cycle with high peak load, was able to reproduce the residual stresses
after relaxation; however, it was accurate only at the near surface with the HFMI
treatment region.

• The simulation results with the FE models demonstrated that the significant reduction
of compressive residual stress near the surface, observed in residual stress measure-
ment, was mainly occurred by compressive peak stress, as it led to immediate local
yielding on the compressive sides of the HFMI treatment region.

For the fatigue damage assessment:

• The damage-based assessment considering the local mean stress after high peak
stress equal to 1.0fy and 0.7fy confirmed a shift of the crack initiation most prone
position along the surface of the HFMI groove, resulting from a combination of stress
concentration and relaxation effect of residual stresses.

• When the peak stress was equal to 1.0fy, full relaxation of the compressive residual
stress took place, such that cracks initiated from the HFMI groove where the stress
concentration was dominant; less relaxation occurred under the peak stress equal to
0.7fy. Thus, in the latter case, the lap-type imperfections located near the boundary
of the treatment became more critical for initiating the cracks even though the stress
concentration was smaller than that of the HFMI groove. The above explains and
confirms the experimental observations.
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Appendix A

Table A1. Detailed information of literature on specimen geometry and residual stress measure-
ment method.

Ref Author Steel Grade (fy)
Specimen Geometry Method of Residual Stress

MeasurementL × W × T H × tg h

[31] Kuhlman. 2006 S690QL
(813 MPa) 23 × 160 × 12 18 × 12 5.7 ·Hole drilling (1.80 mm hole): 1.5 mm

away from weld toe

[32] Kuhlman. 2009 S690QL
(830 MPa) 26 × 80 × 12 40 × 12 7.1 ·Hole drilling (1.77 mm hole): 1.0 mm

away from weld toe

[35] Ranjan. 2016 A514 (793 MPa) 19 × 30 × 9.5 25 × 6.4 6.4 ·Laser X-ray diffaction (sin2ψ) & Layer
removal by electronic poslihing

[27] Yildirim. 2020
& This study

S690QL
(832 MPa) 14 × 40 × 6 40 × 6 4.2

·X-ray diffaction (sin2ψ, 1-mm collimator)
·Nutron diffraction at SALSA

(0.6 × 2.0 × 0.6 mm3 or
2.0 × 2.0 × 2.0 mm3 collimator)

[33] Tehrani Yekta.
2012

350W
(396 MPa) 19 × 30 × 9.5 25 × 6.4 6.4 ·Laser X-ray diffaction (sin2ψ) & Layer

removal by electronic poslihing

[14] Quilliec. 2013 S355K2
(490 MPa) -×-×15 -×15 - ·X-ray diffraction (2.5 × 1.0 × 0.006 mm3

collimator)

[34] Suzuki. 2014 SM490
(≥325 MPa) -×100 × 16 50 × 16 -

·X-ray diffraction
·Neutron-diffraction (2.0 × 2.0 × 2.0 mm3

collimator)

[36] Leitner. 2015 S355
(≥350 MPa) -×90 × 13 40 × 16 - ·X-ray diffaction (sin2ψ, 1-mm collimator)

[37] Polezhayeva.
2015

080A15
(560 MPa) 46 × 80 × 20 50 × 20 13 ·Neutron-diffraction at UK’s ISIS neutron

source (1-mm collimator )

[22] Schubnell. 2020 S355J2 + N
(420 MPa) 21 × 50 × 10 50 × 10 5.7

·X-ray diffaction (2-mm collimator)
·Neutron diffraction (2.0 × 2.0 × 2.0 mm3

or 2.0 × 2.0 × 5.0 mm3 collimator)

L: toe-to-toe length (mm), W: main plate width (mm), T: main plate thickness (mm), H: gusset height (mm),
tg: gusset thickness (mm), h: weld leg length (mm).
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Table A2. Detailed information of literature on HFMI treatment condition.

Ref Author Method
Ultrasonic
Frequency

(kHz)

Ultrasonic
Amplitude

(μm)

Impact
Frequency

(Hz)

Indenter
Diameter, D or Tip

Radius, R (mm)

Travel
Speed
(m/mm)

Note

[31] Kuhlman.
2006 UIT 27 3 (D) Power consumption: 900 W

[32] Kuhlman.
2009 PIT 90 2.0(R)8.0(D)/

2.5(R)8.0(D) 2–3 Working pressure: 6 bars
Angle for plate: 50–70 degree

[35] Ranjan. 2016 UIT 20 50–60 220 3.0(R)

[27]
Yildirim.

2020 & This
study

UNP 20 30–60 100–400 1.5(R) Angle for plate: 45 degree
Angle for travel direction: 90 degree

[33] Tehrani
Yekta. 2012 UIT 27–29 6.0

Number of pass: 4
Angle for plate: 30–60 degree

Groove radius: 1.69–2.37
Groove depth: 0.27–0.36

[14] Quilliec.
2013 UIT 27 3.0(D) 4.0

Power consumption: 1200 W
Number of pass: 1

Indenter: 3 pins
Angle for plate: 67 degree

[34] Suzuki. 2014 UIT 27 30 3.0(R) 6.0 Power consumption: 1000 W

[36] Leitner. 2015 PIT 2.0(R) 0.6–1.8 Angle for plate: 30–60 degree Angle
for travel direction: 90 degree

[37] Polezhayeva.
2015 UIT

[22] Schubnell.
2020 PIT 90 Working pressure: 6 bars
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Abstract: Fatigue strength dictates life and cost of welded structures and is often a direct result of
initial manufacturing variations and defects. This paper addresses this coupling through proposing
and applying the methodology of predictive life-cycle costing (PLCC) to evaluate a welded structure
exhibiting manufacturing-induced variations in penetration depth. It is found that if a full-width
crack is a fact, a 50% thicker design can result in life-cycle cost reductions of 60% due to reduced
repair costs. The paper demonstrates the importance of incorporating manufacturing variations in
an early design stage to ensure an overall minimized life-cycle cost.

Keywords: manufacturing variations; life-cycle costing; fatigue assessment; welding; welding defects

1. Introduction

Service interruption due to premature fatigue failure in welded joints can result in
significant operational and monetary losses. As premature fatigue failures are often a
result of initial manufacturing defects and their variation, as shown by [1], both must be
accounted for in the design process. In addition, a structure must also be produced and
operated at a competitive cost level, which means life-cycle costing must also be part of the
design equation in order to ensure an optimal design.

In a welded joint, fatigue failure is often a result of cracks initiated at the weld toe
or the weld root, respectively [2–4]. When a welded joint fails from the root, the fatigue
resistance has been found to be affected by several geometrical variables such as weld throat
size, plate thickness and depth of weld penetration [5,6]. All these geometrical variables are
in turn influenced by manufacturing and variations, and can therefore introduce defects
and variations that ultimately govern the final fatigue performance of any particular
weld [1]. Strategies to ensure weld qualities are numerous, ranging from weld procedure
recommendations [2] to the introduction of post-weld treatments such as HFMI, TIG and
burr-grinding [7–9] or post-weld thermal treatments [10,11]. However, all these mentioned
quality-ensuring strategies comes at an increased manufacturing cost. A cost, which
ultimately has to be compared to that of increased fatigue lifetime, and hopefully reduced
operational costs.

Apart from technical capacity, the fatigue design of a structure also dimensions its
full life-cycle cost (LCC), and life-cycle energy impact. For example, a design with an
improved fatigue behaviour is likely to become more costly to produce as it may include
more expensive materials; and/or results in a more involved production process. However,
the same design would become less costly throughout its operational use due to its longer
technical life and potentially lower maintenance and repair need. Consequently, to fully

Metals 2021, 11, 1527. https://doi.org/10.3390/met11101527 https://www.mdpi.com/journal/metals87
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control and balance both fatigue and life-cycle cost, fatigue assessment and life-cycle cost
should ideally be done simultaneously in an early conceptual design stage.

Advances in cost modelling [12–14], have shown that there exists an increased interest
in introducing cost assessments in an early design stage. However, life-cycle analysis (LCA),
and a traditional LCC, is ultimately still performed in a later design stage as it requires
extensive material flow knowledge and large databases. Answering to this, recent research
has come to highlight the design benefits of adapting a simplified, more generalized, early-
stage LCA. In the study by [15], the method of life cycle energy optimization is proposed
and shown useful to assess the importance of recycling of lightweight composite materials.
In [16], the authors present a material-selection approach that incorporates both structural
design and LCA that spans material systems. In the study by [17], LCA-optimization
of a concrete precast bridge provides essential design guidance in relation to the found
energy-intensive life-cycle stages of manufacture, use and maintenance. Moreover, for
steel bridge construction, Ref. [18] finds that simple production cost optimization leads
to increased life-cycle cost. This underlines the importance of designing for full life-cycle
cost as opposed to that of only production cost. In addition, LCC is often incorporated
in work available on maintenance and repair logistics and optimization, such as work
by [19–22]. However, when it comes to LCC coupled to manufacturing variations and
fatigue assessment of welded structures, the scientific literature of the field becomes limited.
Hence, more research is needed.

This motivates the current study, where the gap is addressed through proposing a
predictive LCC (PLCC) scheme, that predicts production, use and end-of-life (EoL) costs of
welded structures as a function of governing geometry, complexity and required production
and recycling flows. Here, predictive means that the methodology is aimed for use in
an early conceptual design stage, in which it can identify general trends that supports
holistic design decision while demanding a low amount of user input. Involved production
costs are estimated through implementing a previously developed predictive technical cost
model by [12,23].

The PLCC scheme is implemented and demonstrated in a parametric case study in
which the thicknesses of the main load-carrying members of a representative welded box
structure are varied. The different plate thicknesses give rise to different fatigue strength
properties and ultimately also different life-cycle costs. Two different fatigue scenarios are
considered, each representative of a specific manufacturing variation with respect to lack of
penetration depth (LOP). LOP is chosen as a representative manufacturing defect due to its
importance to ensure full fatigue life, as shown by [24]. To further assess the production cost
impact of penetration depth, an additional assessment of the production cost as a result of
penetration depth of the structure is presented. Finally, a discussion is presented on general
aspects on managing variations in welding, their impacts on fatigue life as well as important
aspects on overarching design related to fatigue assessment methods. Overall, the study
spans disciplines on cost and fatigue assessments and addresses important aspects on the
multi-disciplinary problem of designing cost-efficient, and robust, welded structures.

2. Scope

The methodology and case-study presented in this paper connects conceptual design
of welded fatigue-dimensioned structures to lifecycle costing (LCC). As the focus is early
conceptual design, the definition of predictive lifecycle costing (PLCC) is introduced. The
methodology suitability is evaluated for application in a variation-driven conceptual design
stage. Consequently, discussions on the impact of variation-driven issues with regards to
fatigue and predicted life cycle cost are also given as part of the results.

Given the focus on conceptual design, or early stage development, a number of as-
sumptions and limitations need to be posed in order to complement the inherent lack of de-
sign knowledge present in such early design stages. Assumptions and limitations include:
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• A traditional lifecycle assessment include present distribution channels. However,
for the scope of this study, distribution is deemed too uncertain to assess at an early
design stage.

• Input cost data such as material cost per kg and equipment investments are retrieved
from comparative, published, data to avoid assessing the result of specific supply-
chains and internal business partnerships.

• Investment costs are sized for full use in specific production, this means shared
equipment systems are not included.

• R&D and overhead costs are excluded from the modelling scope as they are highly
tied to specific organizations and often difficult to credit any particular component.

• Inspection and control are not treated in this work, but are instead part of future work.

3. Methodology and Framework

To couple PLCC and conceptual design of fatigue-designed welded joints, it is im-
portant to understand, and model, the existing connections and variables between the
two. Examples of important variables that connect fatigue performance and individual
lifecycle phases are illustrated in Figure 1. The individual coupling variables can either
align or converge on life-cycle cost and fatigue behaviour with regards to their optimal
value. For example, a low-cost material type minimizes material cost, but likely has an
adverse effect on fatigue performance. This in turn affects not only material cost, but
also consecutive use phase cost. To further increase the design complexity, the full design
space involves a multitude of variables, all with different impact on fatigue behaviour and
life-cycle phases. Note that the illustration in Figure 1 lists a full set of connections and
variables and depending on specific study, some may not be meaningful in individual cases.
For example, for a full structure or a mixed-material system; end-of-life costs are a function
of involved geometries as end-of-life disassembly grows in complexity the more complex a
geometry or connective welds are. In contrast, end-of-life costs of a single material slab
require no disassembly, thus rendering the variable connection unimportant.

Optimize fatigue life

Production cost

Material cost
-Material type 
 &/or grade
-Geometry

-Geometry
-Improved welding
 (&/or weld class) 
- Post/pre processing
 (HFMI etc)

Use cost
-Weight 
-Energy consumption
-Fatigue life
-Inspection
-Maintenance
-Repair

End-of-life cost
-Material type 
 &/or grade
-Geometry

Figure 1. The coupling between LCC and fatigue-dimensioned welded components can be expressed
through variables that connects the two for considered life-cycle phases.
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4. Predictive Lifecycle Costing (PLCC)

The current study addresses the impact of four life-cycle phases, presented in Figure 2.
These phases are raw material acquisition, component production, component use and
finally component end-of-life. The life-cycle is considered to be an ideal closed material
loop [25], which means that a certain percentage of the entering material is assumed to
be recycled to new steel material of the same grade and re-used in a product within the
same life-cycle flow. This closed-loop assumption is justified by the fact that steel produced
and recycled through an electric arc furnace (EAF) process can be fueled by 100% scrap
material [26]. This means that in theory, all scrap material produced during the steel’s
life-cycle can be recycled. However, as the quality of EAF produced steel is affected if fed
by a scrap steel mix containing to many impurities [27], a retrieval rate of 80% is assumed.
The material and production costs of a studied component is estimated using a previously
developed predictive technical cost model [12,23], while the use phase and end-of-life
phase costs are evaluated separately.

Component life

Raw material
acquisition &
processing

End of life
recycling and
reclamation

Production

Use

 Production
scrap

Ore

Scrap metal

Scrap metal
(other

sources)

Figure 2. Simplified lifecycle applied within the scope of this paper. Note that a closed loop material
flow is assumed, which means dashed material flows (scrap metal originating from other sources
and ore) are only drawn for illustrative purposes, and not considered in the following case-study.

5. Predictive Technical Cost Model

To estimate material and production costs of studied component, a previously de-
veloped predictive technical cost model [12,23,28] is applied. The model is developed
as a stand-alone package in Python [29] and estimates cost through connecting specified
production flow to component geometry and complexity [12,23], see Figure 3. The cost
model is modular and the production flow is defined by the user through configuring and
combining necessary process steps involved in sought production method. The full cost is
calculated as the sum of material costs and costs involved within each production process
step. Cost categories considered within the scope of the model are defined in Figure 4. Indi-
rect costs such as R&D development and overhead costs are not included within the scope
of this model as their size are highly individual and often not known in an early design
stage. For the scope of this paper, some extensions to the model library have been made in
order to include that of necessary metallic production, including welding processes.
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Geometry
complexity

Production time
estimation

Part manufacture
cost

Assembly cost Accessories
cost

Material costCAD file

Production data

User input data

Figure 3. Information flow in applied predictive technical cost model, adapted from previous work [12].

D
ire

ct
 c

os
ts

In
di

re
ct

 c
os

tsMaterial & scrap

Labour 

Electric consumption 

Facility rent 

Equipment investment 

Tooling 

Fuselage installment  

Cost categories

Maintenance*
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Figure 4. Considered direct and indirect cost categories (drawn in bold line) include material and
scrap, labour and power consumption costs. Neglected costs (drawn in dashed line) are overarching
costs, such as overhead and R&D, as well as pure consumables (for example basic safety equipment
such as gloves, etc). Maintenance costs are not explicitly calculated, but are an implicit part of set
equipment utilization and facility costs [28].

5.1. Geometry Complexity

Component complexity is directly correlated to manufacturing and its cost, as the more
complex, the more difficult and costly it becomes to manufacture. In the python package,
the geometry complexity of the structure to be assessed is calculated and expressed through
a complexity factor, C. As a CAD-geometry generally is described using point-clouds and
bounding faces, the complexity factor is determined for each such individual bounding
face. Factors considered for each bounding face include the face angle, the face curvature
radius and the overall face curvature degree. The face angle is the largest internal or
neighbour angular transition to the face centre normal. The face curvature radius is the
corresponding radius 1/κ of either the current face, or that neighbour face depending on
which produces the highest angular transition. The overall face curvature degree is either
single or double, representing a surface bending in single axis versus two axis directions.
For more details, see [23].

5.2. Production Time Estimation

Process time is estimated as a function of production process. In general, processing
times of machining or additive manufacturing and assembly steps are estimated as a
function of the processing rate, r, component complexity, and governing characteristic size,
L according to [23] as

t =
L

rC
(1)
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5.2.1. Machining

Machining of metallic parts are performed using a 5-axis CNC-machine. Machining
time is a function of cut length, Lc and table feed rate, v f , according to [30] as

t =
Lc

v f
(2)

where the table feed rate range from 100 to 250 m/min depending on steel grade [31].
Given the circular cut tool radius of r, each table feed motion removes up to πr2 m2 of
material per r m feed. An approximation of the removal rate of a face cut-out is therefore

QA =
Ac

rv f
, (3)

where Ac is the cut tool area. Using a cut tool of φ 15 mm and a table feed rate of 250 m/min,
the resulting face removal rate is approximately 0.1 m2/s. This means the approximate
machining time of a face cut-out can be calculate similarly to Equation (2), as t = Ac/QA.

5.2.2. Welding

For welding methods using solid wires such as metal arc welding (MAG) (ISO 4063-
135) and flux cored arc welding (FCAW) (ISO 4063-136), it is proposed that the time to weld
a joint between two parts can be expressed as

tprep + ttack + tpass + (nopasses − 1)trepos + tre f illn◦
wires + tpost (4)

Variables included are the weld preparation time, tprep, the time to tack weld the plates to
achieve sufficient stability for upcoming weld process, ttack, the number of weld passes,
nopasses, the actual weld pass time, tpass, the time that the welder needs to reposition the
wire electrode in between passes, trepos, the solid wire refill time, tre f ill wirenowires and finally
the weld post-processing time, tpost.

The weld pass time is a function of bead mass, m, and deposition rate, rw, according
to [32] as

tpass =
m
rw

(5)

The bead mass depends on the weld cross-sectional area, Abead weld, and is here ap-
proximated as half of an ellipse and is a function of throat thickness, a and penetration
depth i, see Figure 5.

Figure 5. The weld bead mass is calculated from an assumed elliptical cross-sectional area, which is
a function of throat thickness, a and penetration depth i.

The deposition rate is a function of the electrode area, A, weld metal density, ρweld metal ,
wire feed speed, v f eed, and deposition efficiency, η, and can be expressed as [32]

rw = Aρweld metalv f eedη (6)
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The wire feed speed, v f eed, can be preliminary determined as a function of weld
method and weld complexity [33], if not directly stated by a comparable specified weld
process specification (WPS). The deposition efficiency, η, is also a function of welding
method and is 0.95 and 0.85 for MAG and FCAW 0.85, respectively [32].

The reposition time, trepos, need to be at least that of the pass cooling time, Δt8/5, which
can be calculated as a function of the preheat temperature, T0, and the gross heat input per
unit length of weld kJ/mm, qw according to [34] as

Δt8/5 = (6700 − 5T0)qw(
1

500 − T0
− 1

800 − T0
) (7)

5.2.3. Weld Preparation

Weld preparation can consist of different processes such as gouging [32], manual
abrasive cleaning or the application of a chemical cleaner. In general, the time to perform
these type of processes is proposed to be expressed as a function of the weld length, L,
the weld leg hypotenuse, b, the process speed, v, and the weld complexity factor, Cw,
according to

tprep = bLvCw (8)

In an early conceptual stage, the complexity factor, Cw, can be assumed equal to that
of a difficulty factor as suggested by [33].

5.3. Material Cost

The material cost is calculated as a function of the scrap rate, rscrap, cost per kg material,
Ckg cost, and the weight of the component, w, according to [23] as

Cmtrl cost = wCkg cost(1 + rscrap) (9)

The cost per kg material is usually negotiated with respect to purchased quantity and
supplier relationship status; however, as the cost model is to be applied in an early stage
conceptual phase, guiding price indexes such as that of steel price index figures [35] and
other material data bases [36] are used throughout the model.

5.4. Part Manufacture Cost

Direct costs such as labour and power consumption are a function of individual cost
driver, i.e. hourly cost and electricity cost respectively, and process time t. Indirect costs
such as facility rent, equipment investment and tooling are calculated as a function of
manufacturing volume, n, or parts per year. Necessary number of facility and production
lines, np, are therefore calculated as a function of process time, annual work time, ttot and
the annual production volume according to [23] as

np =

⌈
tn
ttot

⌉
(10)

Given Equation (10), the investment cost of a certain manufacturing method is cal-
culated as npCI/δ, where CI is the investment cost of a piece of equipment and δ its
depreciation rate. To account for installation and drive-in costs, an extra 20% is added to
the investment cost of acquired machinery.

Machining

The investment cost of a CNC-machine can vary from 50 ke for a 2-axis-machine to
beyond 500 ke for a multi-spindle, multi-axis machine [37]. A 5-axis CNC-machine for
300 ke is considered to fulfil most needs and feed speeds for a medium to high production
setup [23].
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5.5. Assembly Cost

The predictive technical cost model covers several different assembly processes, both
manual and automatic. The assembly method of importance for a later case study is that of
metallic welding.

Metal Arc Welding and Flux Cored Arc Welding

The investment cost of a welding machine varies from 700 e for a small 140 A manual
welder to 17 ke for an industrial-graded 600A synergic welder [38]. In the predictive
technical cost model, welding equipment is selected based on sufficient power output for
manual or synergic, see Figure 6. A manual welding machine demands a more skilled
operator, but is generally less costly than a synergic, or pulse-controlled, machine.
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Figure 6. Investment costs of different welding machines [38,39] as a function of highest Ampere
output.

6. Fatigue Assessment

Apart from manufacturing variations, fatigue assessment in itself give rise to hid-
den design variations as different fatigue assessment strategies yield different fatigue
strength. In fact, a design can become either under-performing or overly conservative if
the chosen fatigue life assessment strategy is not sufficient for the particular design and
loading scenario.

Currently, there are mainly four established methods for fatigue life assessment of
welded structures [2–4]; nominal stress approach, structural/geometrical “hot-spot” stress
approach, effective notch stress approach and linear elastic fracture mechanical crack
growth approach. Fatigue resistance of complex welded components based on stress
analysis performed with FEA can be assessed in many ways with varying degrees of time
consumption and accuracy. A large model will increase both the model preparation and
the computational time. Large and complex FEA models may include several critical
locations and complex boundary conditions, see example in Figure 7 where the stress value
is continually changing at different locations. Nominal stress values are in some of the
critical sections difficult or impossible to define. Even if a nominal stress can be defined,
one must select from a catalogue of details, the geometry most closely resembling the actual
welded detail. In many cases, the actual weld has little similarity to one of the geometries
shown in the standards [40–42]. A schematic overview over complexity and work effort
for different design methods are presented in Figure 8.
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Figure 7. Stresses in Telescopic beam unit of a spreader, red colour corresponds to high and blue to
low stresses.

Figure 8. Schematic overview accuracy, complexity and work effort associated with the different
fatigue assessment methods for welded structures.

Various studies have been conducted in order to investigate the accuracy and to map
the source of variation for these different fatigue assessment methods. Ref. [43] carried
out fatigue assessment using conventional methods and compared the results with fatigue
testing of welded A-stay beam structure in an articulated hauler. The failure observed was
weld root failure, and it was observed that the estimated fatigue life showed large scatter.

In a recent study, Ref. [44] carried out a round robin fatigue strength assessment of
the welded box structure, identical to the structure investigated in the current study. The
aim of the study was to identify variation and sources of variation in welding production,
map scatter in fatigue life estimation and define and develop concepts to reduce these in
all steps of product development. The estimated fatigue lives were also compared with
fatigue testing, where the objective was weld root failure where different amounts of weld
root penetration were studied. Differences were identified between both methods and
participants using the same code/recommendations. It was concluded that for the applied
cases, the nominal stress method overestimated the fatigue life and the effective notch
method is conservative in comparison to the life of tested components.

Delkhosh et al. [45] studied the fatigue strength of the component in this study using
Linear Elastic Fracture Mechanics (LEFM) approach. A parametric study was conducted to
study the effect of various weld parameters on the fatigue strength, such as lack of weld
metal penetration, load position, and plate thicknesses. The LEFM approach could capture
the crack propagation from the weld root reasonably well and estimate the fatigue life.
It was observed that compared to fatigue life estimations by nominal stress method or
effective notch stress method, the LEFM approach could estimate the residual life more
accurately, see Figure 9.
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Figure 9. Results range for the different methods and level of the fatigue life assessed, from [45].

Residual stresses in welded joints can have beneficial or detrimental effect on the
fatigue strength [2–4]. Residual stresses in the box welded structure considered in this
study were evaluated experimentally and numerically by [46]. The effect of residual stress
state on the fatigue strength of box welded structures has been discussed by Delkhosh et
al. (2020). It was concluded that residual stresses did not significantly affected the fatigue
strength of the box welded structure.

7. Case Study: PLCC of a Welded Box Structure

The investigated structure is a representative welded box structure, see Figure 10.
The structure is an important member in a spreader. The box structure consists of two
flange plates and four web plates [45]. The plates are manufactured from high-strength-
structural steel (HSS) where the flange plates are manufactured from S700QL, a quenched
and tempered grade, while the web plates are manufactured from S600MC, a hot-rolled
structural steel made for cold forming. The structure is assembled through four longitudinal
welds and two circumferential bevel welds, see Figure 10. From the perspective of fatigue,
the circumferential bevel welds are the critical welds.

Parameters investigated in the PLCC case study include varied flange plate thickness,
t f , varied web plate thickness, tw and off-center hole position. Design cases and parameter
configurations of current case study are given in Table 1. Note that the shift of the hole
position, 30 cm towards the critical web plate, effect the symmetry of the loading. This
causes the loading mode to become eccentric and thus effects the fatigue life of the box.

Table 1. Design cases and parameter values [45].

Specimen Group Case ID
Flange

Thickness t f
[mm]

Web Thickness
tw [mm]

Loading Mode

Reference case MTA 30 10 Centric

Varied t f
MTB 40 10 Centric
MTC 60 10 Centric

Varied tw MTD 30 8 Centric

Varied hole position MTE 30 10 Eccentric
MTF 40 10 Eccentric
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Figure 10. The welded box structure in (a) and applied load and dimension details in (b) [45].

7.1. Fatigue Behavior and Estimated Life

Each weld box design case is evaluated with respect to four fatigue scenarios of
different severity, see Table 2. In each fatigue scenario, it is assumed that the welded box
fails as a result of LOP. Note that full weld penetration in this case still assumes a slight
lack of penetration of 0.5 mm.

Table 2. Fatigue failure scenarios [45].

Scenario ID Description LOP [mm]

S1 Full-length crack, partial penetration 4
S2 Intermediate crack (width = 40 mm), partial penetration 4
S3 Full-length crack, full penetration 0.5
S4 Intermediate crack (width = 40 mm), full penetration 0.5

The predicted fatigue life for all weld box setups and fatigue failure scenarios are
given in Table 3.

Table 3. Estimated fatigue life (cycles) for each investigated design case according to [45].

Fatigue
Scenario

MTA MTB MTC MTD MTE MTF

S1 102,841 287,933 1,103,500 67,768 33,366 96,467
S2 589,198 1,538,700 5,486,300 458,650 182,450 517,390
S3 311,108 925,034 Infinite 275,370 102,480 304,010
S4 838,979 2,265,700 Infinite 664,850 255,420 731,070

7.2. Material Cost

Material acquisition cost is calculated according to Equation (9) using material cost
parameters in Table 4. Costs per kg material are here retrieved from steel price index
figures [35] and other material data bases [36]. Production scrap rates are estimated from
the ratio between cut-out size (including trimmings) and original feeding material size [47].
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Table 4. Material cost data [35].

Steel Type Density [kg/m3] Cost [e/kg] Scrap Rate [%]

Cold rolled, quenched and tempered,
HSS plate 7850 0.7 26

Hot rolled HSS plate 7850 0.65 6

Apart from used raw material, the cost of the weld filler material is also a factor. Filler
material cost used is defined in Table 5.

Table 5. Weld filler material data.

Filler Material [e/kg]

ER 70S-6 5.3

7.3. Production Cost

The production cost is a function of the manufacture of the plates and their assembly.
The manufacture involves CNC-machining of HSS plate perimeters and cut-outs. The
assembly involves mounting and weld tacking followed by several weld passes. It is
assumed that the production is performed at an hourly labour cost of 4–5 e [48], and
electricity fuselage annual cost of 3000 e for a 600 kW fuse [49]. To investigate the cost
implication of introducing simple weld preparation and post-processing, manual cleaning
is considered in both cases for the most involved production flow process. The process
flow is specified in Figure 11. For more welding details, refer to [45,46,50].

HSS
plates

Machine
perimeters

Drill & machine
cut-out(s)

Machine edge
cut-out(s)

Surface
cleaning

Clean weld
surfaces

Position & tack
weld plates

Inspection

Final
welded

structures

Part manufacture

Flange
& web
plates

Structure assembly

Weld
process

Clean
welds

Figure 11. Welded box production flow. As the cost-impact of introducing weld preparation and weld post-processing is
investigated, these processes are marked with a dashed line. Inspection cost is not the topic of this paper and is therefore
excluded and marked in grey.

7.4. Use Phase Cost

The use phase cost is a direct function of fatigue design together with application and
governing duty cycle, or the proportion of time during which a piece of equipment is in
active use. For a crane hoist, that means the proportion of time during which the hoist
is lifting or lowering a load. Assuming a severe service [51], the crane hoist is estimated
to operate in a harbour setting where it lifts containers weighing on average 25 tonnes.
The crane hoist is estimated to lift 12 such containers per hour and is operated for 10 h
a day, 250 days a year and has a technical lifetime of 20 years. The hoist crane is lifted using
a 200 kW hoisting motor for all three cases. Continuous electricity cost is a function of the
European weighted average electricity cost of 0.125 e per kwh [52] and required fuselage
cost [23].

Apart from costs given by the explicit duty cycle, other use phase costs include inspec-
tions and maintenance. The American Occupational Safety and Health Administration [53]
dictates that frequent and periodic inspections are to be carried out. Frequent, daily, in-
spections can be performed by the crane operator before use. In this paper, the costs of
frequent inspections are implicitly recorded through assuming that visual inspections are
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performed by the operator throughout the 10 h operating time. Periodic inspections are
to be performed by experts, at a 1–12 month interval. In this paper periodic inspections
by experts are considered to be performed annually. The annual inspection is expected
to result in half a day shut-down and a cost resulting from the combination of downtime
cost and expert inspection cost. The downtime cost corresponds to the explicit income loss
of planned downtime. The income loss is considered to be the terminal handling charge
(THC) loss, which range from 88–210 e for a 20 ft container [54]. In the performed PLCC,
a THC-charge of 200 e as reported by Rotterdam, Netherlands [55] is used. The expert
inspection cost fee is assumed equal to that of a flying dispatch cost [56], at an hourly rate
of 85 e .

If fatigue failure or failure initiation is discovered during the technical lifetime of the
crane hoist, repair and resulting downtime costs are also part of the life-cycle cost, see
Figure 12. Similarly to that of annual inspection, it is assumed that a discovered failure
requires half a day shut-down for repair work. Apart from the downtime and flying
dispatch cost, the repair cost also includes the direct welding cost as calculated from the
predictive technical cost model described in Section 5.2.2. The cumulative fatigue damage
level, C, is evaluated over the estimated technical lifetime, and it is assumed that fatigue
failure occurs if Miner’s rule predicts a cumulative damage level of 70% according to

C =
niSi
NiSi

> 0.7 → f atigue f ailure (11)

as a function of the comparative stress level, Si, the current number of cycles, ni and
the total number of cycles to failure, Ni, from Table 3. It is assumed that one fatigue
cycle corresponds to the lifting of one container. The comparative stress level is given by
geometry, gravity, flange plate mass, mi, and representative flange plate area Ai, according
to tan 45gmi/Ai. If fatigue failure occurs, it is assumed that repair work resets the crane
hoist to a fully operational, undamaged state (ni = 0, C = 0).

7.5. End-of-Life Cost

To allow for some alternative waste flows, a retrieval rate of 80% is accounted for at
the final end-of-life stage. Production scrap is not credited to the full cycle, and is therefore
simply treated as a cost. It is assumed that the steel of a retrieved component is valued at a
UK market price of 0.26 e per kg [57].

Use phase

Inspection FailureInspection

RepairStandard maintenance
If failure detected

D
ut

y 
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Time

Figure 12. Important use phase costs include actual application use and resulting inspection, mainte-
nance, repair and downtime.
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8. Results

The results include sections on all investigated design cases. In addition, as the fatigue
scenarios explored in the parametric PLCC concern the impact of weld penetration depth;
a complementing pure production cost assessment is presented for three different pene-
tration depths, i. These penetration depths are i = 6, 8, 10 mm, where 10 mm penetration
depth corresponds to ideal full penetration. This assessment directly couples penetration
depth to production cost and therefore shows how manufacturing efforts that ensure weld
quality also drive production costs.

8.1. PLCC as a Function of Flange Plate Thickness, Web Plate Thickness and Hole Position

The predicted life-cycle cost grow for each year, as presented in Figures 13–15 for
each design case and fatigue scenario. The different design cases and fatigue scenarios
show different step-wise incremental life-cycle cost increases over the years. These steps
often correspond to repair and downtime costs as a result of fatigue damage, as shown
by the R&I (research and inspection) label in the figures to the right in Figures 13–15. For
the posed technical lifetime of 20 years, the initial production cost becomes negligible in
all design cases. Different flange plate thicknesses (MTA-MTC) and shifted hole position
(MTE-MTF) have the highest impact on the overall lifecycle cost, see Figures 13 and 15,
respectively. A lowered web thickness (MTD), is shown in Figure 14, to have little effect on
the overall lifecycle cost for all fatigue scenarios.

The flange plate thickness is in Figure 13 shown to have a high impact on the lifecycle
cost, and most dominantly so in the most severe fatigue scenario, S1. At full technical
life, increasing the flange thickness 10 mm (MTB) reduces the overall lifecycle cost by
40%, while increasing the flange thickness 30 mm (MTC) reduces the lifecycle cost by
60%. In the same fatigue scenario, it can be noted that repairs for the cases with increased
flange thicknesses, MTB and MTC, are needed each third and ninth year, respectively. The
baseline on the other hand, needs continuous annual repairs throughout its lifetime for the
same fatigue scenario. For the other three fatigue scenarios, S2–S4, increased flange plate
thicknesses also result in reduced lifecycle costs and less frequent repairs.

Thinner web plates are shown to have low impact on the life-cycle cost of the full
box, see Figure 14. For the fatigue scenarios S1 and S3, we find that all considered cases
need annual repairs thus making the design cases equal in terms of life-cycle cost. A small
impact can be noticed in the less severe fatigue scenarios, S2 and S4, where the life-cycle
cost at full technical life is a few percentage higher for the case with thinner webs. In each
fatigue scenario, the thinner webs case, MTD, need to be repaired with one respectively
two years shorter intervals compared to the baseline box.
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Figure 13. Annual accumulated lifecycle cost for each fatigue scenario and design cases MTA-MTC, in which flange
thickness is varied according to t f = 30, 40, 60 mm, respectively. (left) accumulated costs per year. (right) the divisions
between cost contributions for specified year, normalized with respect to the baseline case (MTA).

The position of the hole on the flange plates is shown in Figure 15 to have high impact
on the fatigue scenarios S2–S4. For the most severe fatigue scenario, S1, we find that
all considered cases need annual repairs. The highest impact of eccentricity is shown in
fatigue scenario S3, where the life-cycle cost becomes close to 70% higher as opposed to
the baseline box. In all fatigue scenarios it is shown that increasing the flange thickness by
10 mm, case MTF, compensates for the hole eccentricity. Thus, in all fatigue scenarios case
MTF returns a similar life-cycle cost as that of the baseline box.
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Figure 14. Annual accumulated life-cycle cost for each fatigue scenario and design cases MTA
and MTD, in which the web plate thickness is varied according to tw = 8, 10 mm, respectively.
(left) accumulated costs per year. (right) the divisions between cost contributions for specified year,
normalized with respect to the baseline case (MTA).

Production Cost

The production cost of the welded box as a function of annual manufacturing volume
for each flange plate thickness case is given in Figure 16. The production cost reduces
with increasing annual manufacturing volume. This is a result of how the cost for lower
annual manufacturing volume is dominated by manufacturing and indirect costs such
as investments, see Figure 17. For larger annual manufacturing volumes, the production
cost stabilize at a lowest cost per part, which corresponds to a stable division between
cost categories, governed by direct costs such as material and operator costs. When the
lowest stable cost has been reached, a flange plate thickness increase of 10 mm increases
the production cost with 24% while a flange plate thickness increase of 20 mm increases
the production cost with 43%.
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Figure 15. Annual accumulated life-cycle cost for each fatigue scenario and design cases MTE, MTF
and MTA, where each represents a different hole position (eccentric vs. centric). (left) accumulated
cost for per year. (right) the divisions between cost contributions for specified year, normalized with
respect to the baseline case (MTA).

How the cost shifts importance between indirect costs (investments and facility costs)
to direct costs (operator, material and direct electricity costs) is similarly shown for the
process of assembly, i.e., welding, of the box structure, shown in Figure 18.

8.2. The Impact of Penetration Depth on Production Cost

The production costs as a function of annual manufacturing volume of the welded
box structure for different penetration depths are given in Figure 19. It is clear that only
accounting for different penetration depths, or in fact different bead mass, has little impact
on the overall production cost. However, to ensure full penetration depth, the welding
process need to be more involved. If considering increased effort through applying pre-
and post-weld cleaning and assuming previous hourly labour rates, the cost increases
between 16–30% depending on the rate of cleaning, see Figure 19.
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Figure 16. Production cost as a function of annual manufacturing volume for cases t f = 30, 40, 60 mm.

Figure 17. Cost division between manufacture, material and assembly (i.e., welding) costs for
different annual manufacturing volumes for the case of t f = 30, 40, 60 mm.
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Figure 18. Cost division between cost categories for the welded box assembly, i.e., welding, for the
case of t f = 30 mm.

Figure 19. Production cost as a function of annual manufacturing volume for different penetration
depths together with pre- and post-weld cleaning i = 6, 8, 10 mm.
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9. Discussion

The presented PLCC scheme and case study have shown the importance of proper
design and fatigue assessment in an early conceptual design stage in order to ascertain
an optimized design and control life-cycle costs. Furthermore, the fact that maintenance
and repair costs in the most severe fatigue scenarios tend to drive the life-cycle costs
highlights the importance to properly control and inspect manufacturing variations present
in welding.

The life-cycle assessment has demonstrated that the most important life-phase is
the operational use and that the costs to minimize are operation, maintenance and repair.
Ultimately, the size of the use phase costs in comparison to the production costs means most
fatigue-enhancing efforts, such as increasing the thickness of the load-carrying member
(t f ), change of steel steel grade used or introducing improved weld classes, are justified
even when resulting in significantly increased production costs. When increasing the
flange thickness for example, a 20 mm flange plate thickness increase comes at a cost of
43% production cost increase (or about 18 e), which results in a 60% overall life-cycle cost
reduction (or about 1.75 Me). Efforts addressed at managing manufacturing variations,
such as flange hole position eccentricity, can similarly also have beneficial impact on
the overall lifecycle cost of a design. For example, the impact of the flange hole position
eccentricity is in design case MTF shown to be fully compensated by a flange plate thickness
increase of 10 mm.

However, it is important to express that minimized production costs are needed to en-
sure a competitive supply chain and final component. This means all design improvements
that maximise the structure fatigue life of a welded structure need to be evaluated for their
efficiency before implemented. For example, although ensuring consistent penetration
depth is key to improved fatigue behaviour, different strategies to achieve this are more or
less costly. For example, the simple introduction of pre- and post-cleaning has been shown
to have a large impact on the final, stabilized, production cost, resulting in production cost
increases of 16-30% for large annual manufacturing volumes. Thus, to avoid implementing
a fatigue improvement strategy that is less cost-efficient than another, predictive technical
cost modelling and cost assessment becomes valuable tools.

The welding extension added to the used predictive technical cost model has been ver-
ified to that of actual weld specification documents, and the predicted weld time has been
shown to comply well with that of recorded figures. This means the estimated production
costs are accurately sized. However, it is important to note that the final production costs
are a function of defined process scheme and indeed, country of manufacture. Particularly
operator and electricity costs vary greatly between nations.

Finally it is important to emphasize that the incorporation of life-cycle costing in an
early design stage is not only beneficial from a design perspective, but will also be a key
driving factor towards enabling future circular economy, and indeed a fully sustainable
production system.

View of Variation

The variation in production can be viewed differently depending on the different
stages of the product development stage and role dependent; different roles within the
organization needs different information, hence context dependent. In the manufactur-
ing flow, the variation could occur between factories, technology suppliers, batches and
within one part. Variation could also be observed within one single weld; along the weld,
within the cross section and weld toe geometry. Hence, variation will occur in all product
development phases which will have a significant impact on the product quality. Therefore,
it is important to identify the sources of variations in the different product development
phases in order to minimize their cause. Figure 20 illustrates examples of different sources
of variation that could occur in the welding production.
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Figure 20. Different sources of variation (A–E).

10. Conclusions

Presented PLCC method and case study have shown the importance of designing a
welded structure with respect to structural demands and variation in manufacture and
corresponding predicted life-cycle cost. In addition, used predictive technical cost model
has been demonstrated valuable for investigating the cost-efficiency of fatigue-enhancing
strategies of the same welded structure. Some important conclusions are:

• Welding and production costs are negligible in relation to re-occurring repair costs for
all considered design cases and fatigue scenarios.

• Repair and maintenance costs outweighs that of operational costs for the more severe
fatigue scenarios considered.

• Increased flange plate thicknesses is the most effective means to reduce overall life-
cycle costs, as it can increase the intervals between repairs significantly. Ultimately,
increased flange plate thicknesses can result in lifecycle cost reductions of up to 60%
(or about 1.75 Me) and fully compensate for hole position variations considered.
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Abstract: This paper provides further understanding of the peak load effect on micro-crack formation
and residual stress relaxation. Comprehensive numerical simulations using the finite element method
are applied to simultaneously take into account the effect of the surface roughness and residual
stresses on the crack formation in sandblasted S690 high-strength steel surface under peak load
conditions. A ductile fracture criterion is introduced for the prediction of damage initiation and
evolution. This study specifically investigates the influences of compressive peak load, effective
parameters on fracture locus, surface roughness, and residual stress on damage mechanism and
formed crack size. The results indicate that under peak load conditions, surface roughness has a far
more important influence on micro-crack formation than residual stress. Moreover, it is shown that
the effect of peak load range on damage formation and crack size is significantly higher than the
influence of residual stress. It is found that the crack size develops exponentially with increasing
peak load magnitudes.

Keywords: surface roughness; residual stresses; peak load; finite element method; micro-crack formation

1. Introduction

The effect of surface treatments and different processing methods on the performance
of high-strength steel under high peak stresses, either as single events or as a part of service
loading, is the main concern of strength design and life estimation. The main parameters
affecting and describing surface integrity are surface roughness, residual stress, and the
material properties in the surface layer. These parameters can vary separately as a result of
the manufacturing procedures and machining conditions [1–3]. Therefore, the influences
of these affecting parameters on the performance and failure damage mechanism of high-
strength steels in real engineering applications should be investigated.

It has long been identified that fatigue cracks generally nucleate from the free sur-
face and the local microscopic stress and strain concentration at the surface defects are
remarkable factors for crack nucleation and propagation [4–8]. Surface roughness is a
significant index for characterizing surface micro-topography, and it has a critical effect on
fatigue life [9,10]; thus, the influence of surface roughness on fatigue performance has been
a comprehensive research area for several years, and numerous studies have investigated
the effects and function mechanism of surface roughness caused by different surface pro-
cessing methods on the fatigue behavior of diverse materials [11–15]. Despite significant
advances in understanding the effect of surface roughness on the fatigue performance
of various kinds of materials, the role of surface roughness in crack nucleation and the
damage mechanism under peak load, e.g., as an initial step before fatigue loading, is poorly
understood. Moreover, the influences of residual stress and material properties on the
surface layer are still obscure, considering the simultaneous impact of surface roughness
on crack formation and failure mechanism.
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However, some researchers have experimentally studied the effect of surface integrity
on the fatigue strength of high-strength steels [16–19]. They have provided a comprehensive
overview of the influence of these parameters on fatigue strength, although there is still an
insufficient understanding of the effects of surface roughness, hardness, and residual stress
on failure mechanism, crack initiation, and propagation under loading for high-strength
steel materials. Therefore, predicting the structure strength and mechanical performance
under loading with new manufacturing processes and machining parameters is not pos-
sible except by performing new time-consuming and expensive tests. A better model,
encompassing the detailed characteristics of the surfaces with all affecting parameters,
is expected to capture the failure mechanism over a broad range of conditions. Thus, it is
imperative to study the combined effect of surface integrity parameters on the damage
mechanisms and micro-cracking of engineering structures and components under peak
loads, which is the focus of this investigation.

Ductile fracture has been extensively investigated for the purpose of modeling and
assessing the failure mechanisms of materials and structures, especially in the context of
metals and alloys used in different engineering practices using various proposed ductile
fracture criteria [20–23]. These criteria have been extended based on various assumptions,
hypotheses, and experimental observations related to ductile fracture. The phenomenolog-
ical ductile fracture criterion has been used to develop models for the prediction of fracture
processes such as crack nucleation, propagation and failure mechanisms [24–26]. To imple-
ment the ductile fracture criterion into surface integrity analysis, a new finite element (FE)
modeling approach was recently developed by the authors. The developed approach fully
captures the complexity of the surface roughness using actual two-dimensional surface
topography and the effect of residual stress by introducing global layer-wise modeling,
with a constant temperature in each layer following the measured residual distribution [27].

In this study, the micro-mechanism motivated phenomenological damage model was
applied to predict ductile fracture initiation in the context of stress triaxiality and equivalent
plastic strain [28]. The ductile fracture criterion has been calibrated for the prediction of
fracture locus with an inverse numerical-experimental approach in order to determine the
material constants in the criterion [27]. Although the approach is successfully calibrated
with experiments, it has not yet been applied for the systematic analysis of surface integrity
effects. Since surface integrity includes several influencing factors, in addition to experi-
mental observation, numerical simulation is necessary to reveal the main affecting factors.
For instance, compressive loads tend to relax compressive residual stresses in proportion
to their magnitude. Relaxation due to a single peak load is usually evaluated as being of
greater significance than gradual cyclic relaxation [29,30]. As residual stress relaxation
pertains to the correlation of the local stresses and the local yield strength [31], surface
roughness as an affecting parameter on the local stress concentration influences relaxation
behavior. It is unclear under what conditions residual stress relaxation arises, or what the
impact of residual stress distribution on crack formation and damage mechanism may be.
It is well known that residual stress relaxation is a complex phenomenon [32]. Thus, the in-
tegration of residual stress in predictive modeling computation, without consideration of
relaxation during operation, results in an imprecise prediction for the trustworthiness and
reliability of the components and structures. It is worthwhile mentioning that this study is
the second part of the authors’ recent work [27], which provides a further understanding of
the influence of compressive peak load on the micro-crack formation, crack size, and resid-
ual stress state of sandblasted high-strength steels in real engineering applications when
peak load is applied to the surface before or during fatigue loading. The influence of peak
load on residual stress distribution was studied, and further analysis was carried out to
investigate the effects of peak load, affecting the parameters of fracture locus, and residual
stress, affecting damage mechanism and crack size.
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2. Materials and Methods

2.1. Characteristics of Sandblasted High-Strength Steel Surface

This study focuses on 15-mm-thickness sandblasted 690 high-strength steel plate.
In this case, previous experimental investigations provide good descriptions of rough-
ness measurement, residual stress, and material properties [27]. The surface roughness
measurements were carried out according to SFS-EN ISO 4288 [33], and the size of the
surface profiles was defined for the rolled plate. The surface contour is depicted in Figure 1.
The arithmetical average value, Ra, and the average of the five largest peak-to-peak val-
ues, Rz, were identified for this surface contour. These values were 128 μm and 235 μm,
respectively. The elastic properties of the material are described using a Young’s modulus
of E = 210 GPa, and a Poisson ratio of ν = 0.3. The chemical composition of the studied
material is presented in Table 1. Due to the complexity of the surface topology, high local
stresses are expected to arise at the surface. To evaluate the effect of local plasticity on the
near surface stress fields, the von Mises yield criterion is used in the simulations, assuming
associated plastic flow and isotropic hardening.

 

Z 
(m

m
)

Figure 1. Profile of the surface roughness [27].

Table 1. Chemical composition (%). Reprinted with permission from ref. [18]. Copyright 2021 Springer Nature.

Material C Si Mn P S Al Nb V Ti Cu Cr Ni Mo B N

S690 0.16 0.21 1.39 0.011 0.001 0.047 0.015 0.018 0.007 0.01 0.25 0.06 0.502 0.001 0.002

In this study, the through-thickness residual stress distribution with the maximum
stress value (−80 MPa) measured at the surface [27] is employed. This distribution is
obtained from the strain-gage hole drilling measurements for sandblasted steel samples [32].
Furthermore, to investigate the compressive residual stress effect on micro-crack formation
and crack size, the residual stress value at the surface is increased from −80 MPa to
−320 MPa, as reported experimentally for the grinding manufacturing process of 690
high-strength steel plate [1].

2.2. Ductile Fracture Criterion

In this simulation, the micro-mechanism-inspired phenomenological damage model
described in [28], which uses a fracture strain that is dependent on stress triaxiality, is em-
ployed for the evolution of damage. The damage model and calibration approach is briefly
presented in this section in order to describe the physical basis for and the parameters
that affect the numerical simulations carried out in this paper. The calibration approach
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employed, which is a new and efficient method, was explained in details in Ref. [27] by the
authors.

The criterion is constructed according to the damage accumulation induced by the
nucleation, growth and shear coalescence of voids [28], which can be written as follows:(

2τmax

σ

)C1

×
( 〈1 + 3η〉

2

)C2

× ε f = C3 〈x〉 =
{

x, when x ≥ 0
0, when x < 0

(1)

The model is founded based on the microscopic analysis of ductile fracture, where
void nucleation is explained as a function of the equivalent plastic strain, the void growth
is demonstrated as a function of stress triaxiality, as 1 + 3η, and the coalescence of voids is
represented by the normalized maximal shear stress, defined as τmax/σ. The influence of
nucleation, growth, and coalescence of voids is controlled by the two calibration exponents:
C1 and C2. The material constant C3 is equal to the equivalent plastic strain required to
fracture in uniaxial tension. This model is able to explain these various phenomena, and the
shape of the fracture locus can be easily controlled using the three material constants. Thus,
it is preferable to use this criterion. The aforementioned equation gives the fracture strain
for the full range of stress triaxiality.

Ideally, the input fracture criterion ε f in Equation (1) should be specified based on tests
covering the full range of stress triaxiality. For instance, in the study in which the fracture
model was introduced [28], the material constants C1, C2 and C3 were determined by fitting
a curve to the experimental data. The same approach is applied in this study, but only
uniaxial tension test data, together with single peak tensile load, are used. The input
fracture criterion in the uniaxial tension range is calibrated based on the equivalent plastic
strain computed at fracture initiation, failure strain ε f . The ε f at uniaxial tension η = 1/3
gives the value for material constant C3. This is calculated using an approach that first
computes the true stress-strain curve of S690 high-strength steel under uniaxial loading.
Then, the defined true stress-strain curve is implemented in the FE simulation using a
UMAT subroutine to compute the equivalent von Mises plastic strain at fracture initiation.
The algorithm of this approach is explained in detail in Reference [27]. In this study,
the numerical simulation is carried out with Abaqus version 6.14 (Dassault Systèmes
Simulia Corporation, Johnston, RI, USA).

To provide a full-range true stress-strain (σt − εt) curve for S690 high-strength steel
under uniaxial loading, the instantaneous area method is applied to analyze the data pro-
vided using a digital imaging correlation technique. This technique has been employed to
measure deformation fields of steel coupons during the whole range of deformation. Using
this approach, the constitutive model for S690 high-strength steel materials is introduced,
and the true strain is computed as follows [34]:

σt(ε)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σt = Eεt for εt ≤ εy

σt = Sy ×
[
1 + 3 × 10−3 ×

(
εt
εy
− 1
)]

for εy ≤ εt ≤ 6εy

σt = Sy ×
{

1.015 + 0.1 ×
[

1 − 0.01 ×
(

0.6
(

εt
εy
− 6
)
− 10

)2
]}

for 6εy ≤ εt ≤ 15εy.

σt = Sy ×
{

1.094 + 0.1 ×
(

εt/εy−15
100

)0.45
}

for 15εy ≤ εt ≤ 130εy.

σt = Sy ×
{

1.2 − 0.09 ×
[(

εt
εy
− 130

)1.1
/340

]}
for 130εy ≤ εt ≤ 1.2.

(2)

where E = 210 MPa and Sy = 770 MPa is the yield strength of the material, and εy, εt are
the strain at yielding and fracture, respectively. In this study, the ductile fracture criterion is
employed for damage initiation, and a fracture energy base criterion is applied for damage
evolution.

Using the proposed approach, the value of the material constant C3 is 1.2, which gives
a ε f at uniaxial tension of η = 1/3. Then, various values for C1, C2 were considered on
the basis of the common range (1 < C1 < 8 and 0 < C2 < 1) for these parameters [28].
Employing an inverse numerical–experimental approach proposed by the authors, C1,
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C2 can be calibrated in such a way that FE simulation for pre-notched specimens with
ductile damage can predict the micro-cracks observed from SEM images in the proximity
of the notch under peak load conditions [27]. The material constant C1 modulates the effect
of the normalized maximal shear stress on the shear coalescence of voids during plastic
deformation. As C1 increases, the influence of the maximal shear stress on ductile fracture
increases, and accordingly, the fracture strain at η = 0 decreases. The sensitivity analyses
for investigating the effects of the material constants C1 on the ductile fracture criterion and
micro-crack formation reveal that damage-induced micro-crack formation is insensitive
to the values of C1 under compressive peak load conditions [27]. A common mean value,
C1 = 4, is observed to give a reliable estimation for surface integrity analysis.

For negative stress triaxialities, the fracture is governed by the shear mode. Power
exponent C2 is added to the void growth function in order to represent void coalescence.
Therefore, if parameter C2 increases, void growth in compression will be greatly suppressed,
and the progress of void growth under shear stress will be slower, with void coalescence
being distinctly compressed. Since the surface has negative residual stress and micro-
defects and is subjected to the compressive overload, the damage occurs mainly on the
compression side of the fracture locus, and thus, C2 is the most influential parameter on
micro-crack formation, as depicted in Figure 2. This figure shows the calibrated fracture
locus for various values of C2. Employing an inverse numerical–experimental approach, the
correct value for the constant C2 is selected based on the micro-crack length obtained from
microscopic analysis of the surface. When the micro-crack length is known, the calibration
of the constants C2 is easy, since the length of the formed micro-cracks is sensitive to the
constant C2.
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Figure 2. Fracture locus for high-strength steel 690.

This new special approach is employed in this study, and the fracture locus constructed
using this calibration approach with the material constants C1 = 4, C2 = 0.01, C3 = 1.2 is
further used in the FE simulation, as shown in Figure 2. Moreover, a sensitivity analysis
is carried out on the effect of C2 as the most influential parameter with respect to micro-
crack formation and crack length under compressive overload conditions using different
fracture locus.

2.3. Numerical Simulation

The FE model was built using the two-dimensional real surface contour of the specimen
measured by profilometry to capture the complexity of the surface roughness as depicted in
Figure 3. The final dimensions of the model are considered to be 31.1 mm × 11.28 mm × 15 mm.
The size of the FE model was determined based on the length of the measured profile,
thickness (15 mm), and the width of the studied sample, in such a way to be large enough
as a representative model for the real engineering situation.
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Figure 3. Two-dimensional real surface topography model and local mesh [27].

Since the surface roughness consists of different micro-notches with sharp tips in
some areas, a free mesh cannot provide accurate results. It is important to use the well-
defined mesh especially close to the notch tip. Thus, the mesh element is refined in the
micro-defect root to be as small as possible while still being valid for continuum mechanics.
The minimum element size is defined as being three times the average grain size of the
material, which is equal to roughly 10 μm for the studied steel. With this approach,
the material model is valid for a group of grains instead of for an individual grain.

The residual stress effect is considered by proposing layer-wise global modeling with
a constant temperature in each layer following the measured residual distribution obtained
in the experiments. In Figure 4a, the measurement-based residual stress distribution
is shown as a solid smooth line, while the stepwise continuous lines demonstrate the
discontinuous residual stress distribution employed in the layer-wise FE model. Figure 4b
shows the applicability of the proposed modeling approach in defining layers with constant
temperatures using the estimated through-thickness residual stress distribution.

 
Figure 4. (a) Continuously approximated residual stress distribution (solid line) and discontinuously approximated residual
stress distribution with constant values in each layer (stepwise continuous line) [27], (b) layer-wise global modeling, (c) the
applied temperature field using the proposed approach.

In this method, several layers are defined in the FE model, and the residual stress
distributions are presented in the FE analysis as temperature fields [27]. The temperature
fields are determined using field distribution, field magnitude, and the thermal expansion
coefficient. A typical value of α = 1.2 × 10−5 (1/◦C) was used in this study for the thermal
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expansion coefficient for steel. The temperature field, applied using the proposed global
layer-wise approach, is depicted in Figure 4c for the measured residual stress distribution.
In this approach, the temperature field is applied discontinuously, with a constant temper-
ature in each layer following the initial measured distribution. The temperature field is
defined as a pre-step, and is applied to the initial undeformed mesh.

The loading condition for the FE simulation is considered to be a single compressive
peak load, as shown in Figure 5. The specimen is subjected to compressive loading in
order to relax or redistribute the residual stress. The compressive peak load is around
the yield stress (−1.1Sy), similar to a situation in which a ship is launched or finds itself
in severe weather conditions. Then, one tensile load cycle is considered for this material,
representing the typical fatigue loading in service.
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Figure 5. Loading condition in one cycle [27].

3. Results and Discussion

A sensitivity analysis was carried out for surface roughness, residual stress, and peak
load effects. Firstly, the residual stress effect on the damage initiation, evolution, and crack
formation was investigated. Moreover, the peak load effect on residual stress distribution
and relaxation behavior was studied. Secondly, the influences of peak load and the factors
affecting fracture locus were examined.

3.1. Influence of Residual Stress on Micro-Crack Formation

Figure 6 shows the damage initiation, evolution, and crack formation based on element
deletion for the most critical micro-notch caused by the surface roughness using ductile
fracture criteria without the residual stress effect. In Figure 7, the residual stress of −80 MPa
is also considered in the FEM, using layer-wise global modeling. The result in terms of
damage, i.e., formed crack size, is very similar to the analysis cases performed both with
and without residual stresses.

After the peak load, the sample is nickel plated, with the nickel layer having a thickness
of 20–30 μm, to preserve the surface geometry. Then, sample preparation and polishing are
carried out, and the top and the bottom side of the specimen are studied using scanning
electron microscopy (SEM). The experimental observations from SEM images after peak
load demonstrate the maximum damage size and micro-crack length to be an average of
75 μm; Figure 8a,b. The longest micro-crack on the top surface of the sample is shown with
the arrow.
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Figure 6. Damage initiation, evolution and crack formation for the most critical micro-notch at the surface without residual
effect.

 

Figure 7. Crack formation for the most critical micro-notch at the surface with residual effect, at −80 MPa.
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Figure 8. The SEM images from (a) the top and (b) the bottom side of the sample after peak load [27].

The obtained results, as presented in Figures 6 and 7, raise an important question and
demonstrate that further understanding and analysis are required in order to determine
the effect of residual stress on damage mechanisms. For this purpose, the first element
precisely below the critical notch was observed during damage with and without the
residual stress effect. Figure 9a shows the stress values versus time step for this element
with and without the residual stress effect. The loading time step is considered for the
compression peak load from point a to point b, as depicted in Figure 5. In the case in
which the residual stress effect is considered, there is a pre-step that we use to define the
residual stress. In this figure, the time step from −1 to 0 represents this pre-step. As shown
in this figure, the presence of residual stress as defined based on the temperature field in
the pre-step causes the element to experience a stress value of −328 MPa at the beginning
of the loading step, while in the other case, without the residual stress effect, the stress
values in the element start from zero at the beginning of the loading step. It can be seen,
at a time step of around 0.3, that the element in both the cases with and without residual
stress experiences the same stress values. Figure 9b shows the equivalent plastic strain
versus time step for the first element precisely below the critical notch with and without the
residual stress effect. If the equivalent plastic strains, which define the failure and removal
of the element, are also similar, then we cannot expect differences in the damage initiation
and crack formation for these two cases.

This phenomenon might be related to the relaxation of residual stress occurring under
this loading condition. The initial residual stress field inherent to or produced during the
manufacturing process may change and may not be constant during the operation life of
the finished component under residual stress. These residual stresses may be reduced and
redistributed, and this diminution is referred to as relaxation. If the sum of the applied
and residual stresses locally exceeds the yield stress of a material, residual stress relaxation
occurs. Thus, residual stresses do not remain constant, but are relaxed or altered and
redistributed during service. Generally, a large relaxation would be expected in the high-
stress region, similar to what occurred in this study with an external load value of −1.1 Sy.
Figure 10a depicts the stress distribution at different time steps of the loading. It can be
seen that the multi-layer residual stress distribution disappears at step −0.58 Sy of the
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loading, or around the middle of the loading step from point a to point b, as depicted in
Figure 10b.

 
Figure 9. (a) Stress values versus time step and (b) strain versus time step for the first element precisely below the critical
notch, without and with a residual stress of −80 MPa.

 

Figure 10. (a) stress distribution at different time steps of the loading with stress residual effect −80 MPa, (b) effective time
for residual stress before being relaxed.

For further analysis, the residual stress value is increased from −80 MPa to −320 MPa
in order to more precisely investigate the residual stress effect on the damage process.
With the increased value of residual stress, it can be seen that there are some differences
between the cases with and without residual stress with respect to the length of the crack,
as can be seen from a comparison between Figures 6 and 11; however, the crack size does
not significantly increase, i.e., the increase is from 75 μm to 84.7 μm. For higher residual
stress (−320 MPa), the notch stress value already reaches the yield stress of the material
during the pre-step, and the local stress value at the beginning of the loading time step is
(for the first element precisely below the critical notch) −947 MPa; see Figure 12.
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Figure 11. Crack formation for the most critical micro-notch at the surface with a residual stress effect of −320 MPa.
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Figure 12. Stress values versus time step for the first element precisely below the critical notch
without and with residual stress of −320 MPa.

The stress distribution at different time steps of loading for the case of a residual stress
of −320 MPa is shown in Figure 13. It can be observed that the global multi-layer residual
stress distribution remains effective at step 9 of loading, corresponding to −0.45 σy of
loading; however, it relaxes after some further time steps, corresponding to −1 σy of
loading. It can be concluded that the residual stress relaxation rate, in this case, is lower in
comparison with the other case with a lower residual stress value (−80 MPa), while the
elements do not undergo plastic deformation in the pre-step with the residual stress effect
at the beginning of the loading step. These results also clarify the reason for further crack
formation in the case with a higher residual stress value, compared to the case with a
lower value.
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Figure 13. Stress distribution at different time steps of the loading with stress residual effect −320 MPa.

Figure 14 shows the crack formation (crack length) as a function of normalized stress
value with the nominal yield strength of the material with different residual stress values,
i.e., −80 MPa and −320 MPa. The slope of crack length versus load is quite similar for both
cases; however, this slope is higher for the residual stress value of −320 MPa at the final
step of loading.
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Figure 14. Crack length versus normalized stress with the nominal yield strength of the material
with different values of residual stress (−80 MPa and −320 MPa).

3.2. Influence of Peak Load on Relaxation of Residual Stress

To investigate the influence of peak load values on residual stress relaxation and
distribution, further analyses were carried out in cases where there was no overload,
while considering the effect of residual stress. To this end, the load history, in this case,
was a-c-d, as depicted in Figure 5. Figure 15 shows the stress distribution at different
time steps of the loading. It was found that the residual stress remained effective at
the end of the loading step; however, it was redistributed during the loading time step.
Moreover, the predicted residual stress distribution at the beginning of loading and the
stress distribution at the end of the loading step along the path below the critical notch are
depicted in Figure 16. The predicted stress exhibits higher values closer to the notch tip

122



Metals 2021, 11, 320

due to the stress concentration factor and the high localized plastic deformation; however,
the residual stress remains effective at the end of the loading step without residual stress
relaxation. It can be concluded that in the presence of residual stress, the overload value
affects the residual stress relaxation rate and distribution.

 

Figure 15. The stress distribution at different time steps of the loading without peak load and with the effect of residual stress.

 

Figure 16. The predicted residual stress distribution at the beginning of the loading and the stress
distribution at the end of loading without peak load and with the effect of residual.

Further analyses are required to validate these findings; thus, the relaxation of resid-
ual stress for different overload values was considered with residual stress values of
−80 MPa and −320 MPa being induced in the material during the manufacturing process.
Figure 17a,b shows the stress distribution at different time steps of loading for a peak stress
magnitude of −1.15 Sy with residual stresses of −80 MPa and −320 MPa, respectively.
For the higher value of residual stress (−320 MPa), it can be observed that the residual
stress relaxation rate decreased significantly in comparison to the other case with a resid-
ual stress effect of −80 MPa. Figure 17c shows the duration of the residual stress effect
before relaxation at a peak stress magnitude of −1.15 Sy with residual stress −80 MPa and
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−320 MPa. It can be seen for a residual stress of −80 MPa that residual stress relaxation
occurs at the time step corresponding to −0.55 Sy, while for a residual stress of −320 MPa,
the residual stress relaxation occurs later, at the time step corresponding to −0.95 Sy.

 

Figure 17. The stress distribution at different time steps of loading for an overload magnitude 1.15 Sy before relaxation
of the residual stress: (a) with residual stress −80 MPa, and (b) with residual stress −320 MPa. (c) The effective time for
different residual stress values before relaxation.

3.3. Influence of Fracture Locus and Load Level on Micro Crack Formation

The role of material constants (C1, C2, C3) on the ductile fracture criterion has been
studied recently [27]. As discussed, C2 is the most significant material constant in the
ductile fracture criterion. Parameter C2 determines the equivalent plastic strain to fracture
at negative stress triaxiality in the fracture locus, as depicted in Figure 2. In this section,
the effect of C2 and overload on crack formation are investigated. The other material
constants, C1 and C3, were assumd to be 4 and 1.2, respectively.

Figure 18a,b show the crack size at the most critical notch against different C2 values
and their corresponding fracture locus with the overload values −1.1 Sy and −1.15 Sy
in cases of two different residual stress values: −80 MPa and −320 MPa, respectively.
This figure shows the effect of overload, the C2 parameter (fracture locus), and residual
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stress effects on the damage mechanism and crack size, simultaneously. It can be seen
that the influence of overload on damage formation and crack size is greater than the
residual stress effect, and there are significant differences in the crack size between the
overload values −1.1 Sy and −1.15Sy at a constant magnitude of residual stress (−80 MPa),
as shown in Figure 18a. However, there is no significant variance in the crack size between
the different magnitudes of residual stress, −80 MPa and −320 Mpa, with a constant
overload value, as depicted in Figure 18b. The relaxation of residual stress is the main
reason for this behavior.

 
Figure 18. Influence of (a) overload and (b) residual stress on the damage and crack size with the C2 parameter effect.

To further study the effect of the overload, five different magnitudes of peak stress,
ranging from −0.95 Sy to −1.15 Sy, were considered, and the crack sizes for C2 = 0.01 and
C2 = 0.03 with a residual stress of −80 MPa are presented in Figure 19. It can be seen that
there is no damage for overload values lower than −1 Sy, and then, the crack sizes increase
exponentially with increasing overload values.
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Figure 19. Crack length versus normalized overload values (overload/Sy) with different values of
the C2 parameter: 0.01 and 0.03.

To clarify the effect of surface integrity when the surface is subjected to peak load as a
part of loading before other fatigue loading scenarios, the behavior of different elements
located close to and far from the crack (see Figure 20a) were studied during the loading
time step (see Figure 20b) for three different magnitudes of peak stress, as depicted in
Figure 21a–c. It can be seen that the element located close to the crack (element number
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2) experienced high stress at time step 3, at the c point of the force-time profile; however,
the force magnitude subjected to the element at this stage is low. Thus, this element and the
other elements located in the region close to the crack tip are prone to damage even with
low magnitudes of loading in other load scenarios after the material has been subjected to
peak load. To define the size of the affected region close to the tip of the crack, the stress
magnitudes at different locations in the path below the crack tip are depicted in Figure 22a,b
for three various overload magnitudes and two different fracture loci, with C2 = 0.01 and
C2 = 0.03. This figure shows that the size of the affected region close to the crack tip is
more extensive for higher magnitudes of peak stress, especially in cases where the fracture
locus has a lower equivalent plastic on at the compression side when C2 = 0.01.

 

Figure 20. (a) Locations of five different elements close to and far from the crack, (b) loading
time profile.

 

Figure 21. Behavior of different elements located close to and far from the crack for three magnitudes of peak stress: (a)
−1.05 sy, (b) −1.1 sy, (c) −1.15 sy.

This study additionally establishes new research related to the effect of surface in-
tegrity when the peak load is applied to the surface before or during fatigue loading.
The existing analytical approach for cut-plate edges, as well as welded joints, uses the orig-
inal geometry as an initial point for fatigue assessment; meanwhile, the possible influence
of peak load on the geometrical parameters, residual stress state, and microcrack formation
has been neglected [35–37]. The findings of this study highlight this fact, indicating that
considering the original geometry without investigating the possibility of microcrack for-
mation when peak load is a part of the loading scenario can lead to significant inaccuracy
in fatigue life prediction. The degree of inaccuracy depends on the peak load magnitude.
Since it was found in this study that the crack size increases exponentially with increasing
magnitudes of peak load, this neglect could lead to catastrophic problems, especially when
engineering components and structures are exposed to high peak stresses and overloads
during normal operation and under severe conditions. It should be noted that this study
is focused on the numerical investigation of surface integrity, and its influence on microc-
rack formation of high-strength sandblasted steel under peak load conditions. In future
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work, further analysis considering the experimental aspects will be carried out in real engi-
neering situations in order to highlight the importance and effectiveness of the proposed
numerical approach.

 

(a) (b) 

Figure 22. Stress distribution along the path below the tip of the crack for (a) C2 = 0.03 and (b) C2 = 0.01, with a residual
stress of −80 MPa.

4. Conclusions

In this study, a new FEM approach and simulations were employed to characterize
the peak load effect on microcrack formation and residual stress state. The numerical
simulations simultaneously accounted for the influences of surface roughness and residual
stress on the performance of high-strength steel under peak load conditions with ductile
fracture criterion. By using this approach, it is possible to monitor and evaluate residual
stress relaxation in real time. The main findings of this study can be concluded as follows

• With increasing values of residual stress, the residual stress relaxation rate decreases
in comparison to the other studied case with lower magnitudes of residual stress.
The residual stress relaxation rate is an affecting parameter with respect to the damage
mechanism, and crack size increased with lower residual relaxation rates; however,
this effect was not very significant.

• Under peak load conditions, surface roughness has a far more important influence on
microcrack formation than residual stresses.

• The influence of compressive overload on damage formation and crack size is greater
than the residual stress effect, and there are significant differences in the crack size
between various overload values with constant residual stress magnitude. There was
no significant variance in crack size between different residual stress magnitudes
with a constant overload value. Meanwhile it was found that crack size increases
exponentially with increasing magnitudes of peak load in cases with a constant
magnitude of residual stress.

• Material areas located in regions close to the crack tip are prone to damage even with
low loading magnitudes in other load scenarios after subjecting the material to peak
load. The size of the affected region close to the crack tip is more extensive with higher
magnitudes of peak stress, especially in cases where the fracture locus has a lower
equivalent plastic strain on the compression side.
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Abstract: The local fatigue strength within the aluminium cast surface layer is affected strongly by
surface layer porosity and cast surface texture based notches. This article perpetuates the scientific
methodology of a previously published fatigue assessment model of sand cast aluminium surface
layers in T6 heat treatment condition. A new sampling position with significantly different surface
roughness is investigated and the model exponents a1 and a2 are re-parametrised to be suited for
a significantly increased range of surface roughness values. Furthermore, the fatigue assessment
model of specimens in hot isostatic pressing (HIP) heat treatment condition is studied for all sampling
positions. The obtained long life fatigue strength results are approximately 6% to 9% conservative,
thus proven valid within an range of 30 μm ≤ Sv ≤ 260 μm notch valley depth. To enhance
engineering feasibility even further, the local concept is extended by a probabilistic approach invoking
extreme value statistics. A bivariate distribution enables an advanced probabilistic long life fatigue
strength of cast surface textures, based on statistically derived parameters such as extremal valley
depth Svi and equivalent notch root radius ρi. Summing up, a statistically driven fatigue strength
assessment tool of sand cast aluminium surfaces has been developed and features an engineering
friendly design method.

Keywords: cast aluminium; fatigue strength assessment; surface layer porosity; areal roughness
parameter; hot isostatic pressing; extreme value statistics; probabilistic long life fatigue strength

1. Introduction

For fatigue strength assessment of metallic castings in mechanical engineering the designer has to
consider a manufacturing process based on local material properties such as shrinkage pores or surface
texture based notches. Neglecting the effect of defects on fatigue strength will result in oversizing of
mechanical components to maintain globally sufficient component safety. As nowadays lightweight
construction demands and sustainable designs are encouraged, aluminium sand cast components
are often utilised which enable complex geometries and thus support significant weight savings
of up to 50% [1]. However, it is well known that aluminium castings inherit both internal casting
defects, particularly shrinkage pores, as well as surface texture related micro and macro notches
driven by the surface geometrical structure (SGS), affecting the local fatigue strength. Therefore,
applicable assessment methodologies, considering these local influences, are an advantageous tool in
fatigue design.
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In terms of porosity effect on the cast component fatigue strength various studies have been
conducted, thoroughly investigating crack growth behaviour [2–5] as well as statistical description
taking into account the effect of pore size, location and shape [6–21]. Therein, fatigue assessment
concepts like the

√
area-approach of Murakami [22], or threshold-based concepts like the concept of

Kitagawa and Takahashi [23], are frequently applied due to their engineering feasible applicability.
Defect size and spatial location within the components are thereby stated to be the driving forces in
terms of fatigue strength reduction effects. Other studies [15,16,22] point out that surface defects are
more critical than internal ones, which emphasises the crucial influence of the cast surface layer and its
defect distribution on the local fatigue resistance.

Aside from internal inhomogeneities, the surface texture, or surface roughness, plays a decisive
role on cast fatigue strength. Surface pits, caused by the SGS, basically act as micro and macro
notches and increase the stress concentration, thus reducing the local fatigue strength. Therefore,
cast mechanical components are often additionally surface finished by machining or by polishing,
in order to counteract the detrimental surface roughness effect. Thus, many studies contribute to
the surface roughness effect on fatigue strength, investigating machined surfaces obtaining periodic
surface textures [24–29]. As in the literature [30,31] various analytical equations are introduced to
characterise geometrical notches, these formulations are adapted to assess machined [32–35] or even
cast [36–38], and more recently also additively manufactured [39] surfaces.

As stated in [37,38] for cast surfaces, areal roughness parameters should be used in order to
characterise the surface texture thoroughly. The areal roughness evaluation methodology published by
the authors of [38] enables such a holistic characterisation of cast, as well as of additively manufactured,
surface textures. The presented sub-area analysis provides additional information about local
roughness parameters, which focusses on more distinctive, and therefore more fatigue crack-initiating
surface pits. A modification of Peterson´s stress concentration factor [31] and its application on
investigated sand cast aluminium surfaces lead to an engineering feasible areal fatigue assessment
approach, as presented in [36]. The modified stress concentration factor Kt,mod, as introduced in [36],
is given in Equation (1) and utilises the local surface pit depth Svlocal , the mean value of the crack
initiating cast surface pit depth Svrev and an equivalent notch root radius ρ. Taking the local notch
sensitivity into account, the surface fatigue notch factor K f ,s can be subsequently evaluated. Figure 1
depicts the result of an exemplary areal fatigue assessment for a sand cast surface layer, leading to
sub-area based K f ,s values. The red cross marks the technical crack initiation point of the tested sample,
evaluated by means of fracture surface analysis. The presented concept also features the assessment
of surface layer porosity, that is, pores directly beneath the surface which are partly broached by the
surface texture and therefore interact with the surface roughness based notches.

Kt,mod = 1 + 2

⎛⎜⎝
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Svlocal
Svrev

)a1 · Svrev
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Figure 1. Exemplarily mapping of the surface fatigue notch factor K f ,s with 1 mm × 1 mm sub-areas.
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This methodology may be validated even further by additional datasets, which should provide
significantly different cast surface textures in order to broaden the applicability of the method towards
a wider range of surface roughness values. In addition, as this areal sand cast surface characterisation
method is based on local roughness values, the fatigue designer has to have knowledge about these
manufacturing process dependent values. However, such as localised information is in general not
available for cast surface structures. Therefore, this concept is extended by a probabilistic approach
as previously recommended in [36]. Moreover, the effect of sub-area size ought to be investigated to
cover miscellaneous evaluation area magnitudes as well.

Therefore, this paper scientifically contributes to the following key parts.

• Extension of the assessment methodology presented in [36] utilising an additional aluminium
sand cast surface exhibiting a significantly varying surface roughness structure.

• As-cast surfaces in the T6 heat treatment condition were the main research target in [36];
the applicability of the assessment model to cast specimens with additional hot isostatic pressing
(HIP) heat treatment is evaluated.

• Robustness study of the presented method in terms of sub-area magnitude or sample size and
their effect on the evaluated statistical distribution.

• Statistical characterisation of the sand cast surface texture and subsequently probabilistic
evaluation of the manufacturing process related surface fatigue strength as design
recommendations of cast components.

2. Investigated Material

The investigated aluminium alloy‘s EN numerical designation is EN AC-46200. The gravity sand
cast components are crankcases, manufactured by means of the core package system (CPS) casting
process [40–43]. For details about the specimen geometry and the nominal chemical composition
of the material the authors refer to the work in [36] as reference. As an additional different surface
roughness texture is investigated for validation in this study, the specimen series with this new
sampling position is denoted by P2, while the original specimen series investigated in [36] are labelled
as P1 in the following. Beside the variation of the specimen position the effect of an additional HIP
heat treatment (HIP+T6), as also studied in [44], is investigated and compared to T6 heat treatment
condition. The HIP+T6 specimens are subsequently labelled as HIP. Due to the HIP process, shrinkage
pores within the bulk material shall be closed and its effect on the surface layer will be studied.
Typically applied HIP parameters for aluminium alloys [44–48], such as temperature T, pressure p and
time t, are given in Table 1.

Table 1. Typical hot isostatic pressing (HIP) parameters for Al alloys [44–48].

T [◦C] p [MPa] t [h]

510–521 103 2–6

Metallographic analysis revealed that the HIP specimens do not differ in microstructure in terms
of secondary dendrite arm spacing (DAS) in comparison to T6 specimens, thus matching the findings
in [49,50]. The DAS has been evaluated as described in [51], and the mean values of sampling position
P1 and P2 in T6 as well as HIP heat treatment condition are listed in Table 2. For both, T6 P1 (Figure 2b)
and HIP P1 (Figure 2a) a mean DAS of about 26 μm was evaluated. For specimens at sampling position
P2 a slight DAS gradient is observable, see Figure 2c. This is caused by the increased solidification
rate within the surface layer at this sampling position. Near the surface a DAS of about 21 μm was
measured, which slowly increased to about 28 μm at a distance of 9 mm measured from the cast
surface. This matches the results of Aigner [49], investigating the bulk material of EN AC-46200
at sampling position P2. Although in Figure 2c a specimen with T6 heat treatment is presented,
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the HIP micostructure in terms of DAS is identical as the process only affects the bulk material porosity.
However, as DAS does not affect the fatigue strength in the presence of defects according to [6,13],
differences in DAS can be neglected.
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Figure 2. Microstructure of (a) HIP P1, (b) T6 P1 and (c) T6 P2.

Table 2. Evaluated mean dendrite arm spacing (DAS) for T6 and HIP at P1 and P2.

Measurement Position T6 P1 HIP P1 HIP P2 T6 P2 [49] HIP P2 [49]

surface DAS [μm] 27.3 26.5 21.4 - -
bulk DAS [μm] 26.1 25.1 28.8 27.5 27.2

The tested material properties of both HIP and T6 heat treatment are opposed in Table 3. While the
ultimate tensile strength Rm as well as Vickers hardness HV10, Young‘s modulus E and yield strength
RP0.2 only differ slightly, the elongation at rupture A is significantly increased, which matches the
findings in [20,44].

Table 3. Tested material properties of EN AC-46200 with T6 and HIP heat treatment.

Alloy HV10 [-] E [MPa] Rm [MPa] RP0.2 [MPa] A [%]

EN AC-46200 T6 123 74,300 300 285 0.51
EN AC-46200 HIP 124 74,600 320 260 1.78

3. Experimental

Within this work, fatigue tests were performed on HIP sand cast surfaces at sampling positions P1
and P2. Although three test series have been experimentally investigated (HIP P1, HIP P1(2), HIP P2),
only two of them (HIP P1 and HIP P2) will be presented in detail to enhance clarity. However, fatigue
test results such as S/N-parameters are evaluated and tabulated for all three investigated series.

All testing series possess cast surfaces and the fatigue tests were performed identically to the
procedure described in [36] utilising a Rumul Cracktronic®. Due to the load stress ratio of R = 0
under bending load the highly tensile-stressed region of the specimen is set to the cast surface layer.
The S/N-curves are statistically evaluated following the procedure applied in [36]. Figure 3 depicts
the nominal bending S/N-curve of the HIP test series at the new sampling position P2, possessing a
significantly reduced surface roughness, as discussed in Section 5. Within all S/N-figures, the stress
amplitude σa is normalised to the material‘s near defect-free long life fatigue strength σLLF,0. As stated
in [36], the value of σLLF,0 was experimentally evaluated by means of HIP specimens with machined
and subsequently polished surface condition. Thus, the observed fatigue strength is unaffected both
from porosity effect and surface roughness effect.
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Figure 3. Normalised S/N-curve of the specimen series HIP P2.

The crack initiation cause is marked red if the crack initiated at a combination of a surface pit and
a micropore located directly within the surrounding area (Cast-M), and blue if only the cast surface
texture (Cast-S), that is, surface roughness, caused technical crack initiation. Figure 4 exemplary
depicts the fractographically evaluated crack initiating defects of Cast-S and Cast-M specimens of the
HIP P1 and HIP P2 testing series by means of scanning electron microscopy (SEM). Fractographic
images of HIP P1 are also representative for the T6 P1 testing series of [36]. For almost all Cast-M
specimens shrinkage porosity was observed to participate in crack initiation. Only few cases revealed
gas pores, bifilms or intermetallic phases to be critical. In contrast with the locations of the pores of
Cast-M P1 specimens, those of Cast-M P2 rarely have been broached, but were found to be located
about 10 μm to 30 μm beneath the surface. This may be caused by the elevated solidification rate
within the surface layer at this sampling position. For Cast-n.d. specimens, no distinct crack initiation
cause could be clearly determined by fracture surface analysis, which is why they are not subsequently
taken into account for validation.

The S/N-curves (Figures 3 and 5) are given with their 90% and 10% probability of survival and
the stress scatter index TS,1e7 is calculated according to [52] by means of Equation (2) at ten million
load cycles. The evaluated S/N-curve provides in Table 4 the value of the inverse slopes k1 and k2,
which is five times k1 [53], the transition knee point NT and the normalised long life fatigue strength
σa,Ps50 as well as the stress scatter index TS,1e7.

TS,1e7 = 1 :
σa(Ps = 10%)

σa(Ps = 90%)
(2)

Figure 5 depicts the evaluated S/N-curve of the HIP specimen series at sampling position P1,
which is similar to the original sampling position presented in [36]. The coloration of the markers is
the same as in Figure 3. The accompanying fracture surface analysis revealed great similarity to those
samples of the T6 P1 testing series in [36]. As the evaluation of the long life fatigue strength of the HIP
P1 specimen series by means of the arcsin

√
p method [54] would lead to a smaller scatter within the

long life region compared to the finite life region, the normalisation process of S/N-curves was applied
as proposed in [52,55], and also accordingly executed in [36]. The evaluated S/N-curve results are
listed in Table 4 as well. Additionally, within Figure 5 the evaluated long life fatigue strength σa,Ps50 of

135



Metals 2020, 10, 616

the T6 testing series with cast surface, as sketched in [36], is highlighted by the purple dash-dotted line
for comparison.

100 μm (a) HIP P1 Cast-M 100 μm (b) HIP P1 Cast-S

100 μm (d) HIP P2 Cast-S100 μm (c) HIP P2 Cast-M

Figure 4. Defect cases: (a) HIP P1 cast-M, (b) HIP P1 Cast-S, (c) HIP P2 Cast-M and (d) HIP P2 Cast-S.

Figure 5. Normalised S/N-curve of the specimen series HIP P1.
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At this point, it must be stated that the fact that Cast-M specimen fatigue results are similar to
Cast-S specimens does not imply that surface layer porosity can be neglected. Both surface layer
porosity and the cast surface texture showed similar fatigue results if the are evaluated independently.
Thus, they both affect the fatigue strength in a comparable manner. However, if the cracks initiate
combinatorial, as observed in Cast-M specimens, see Figure 4a,c, they lead to similar fatigue test
results even if the defects are smaller. Summing up, smaller surface layer inhomogeneities and less
detrimental surface texture combinatorial considered may be more crucial than a single, distinct
surface pit. Therefore, they may be treated in a combined manner. For more information regarding the
combinatorial failure mechanism see the work in [36].

Table 4. Evaluated results of the fatigue tests of the investigated specimen series.

Specimen Series k1 [-] k2 [-] σa,Ps50 [-] NT [-] TS,1e7 [-]

T6 P1 [36] 3.97 19.85 0.435 927.960 1:1.290
HIP P1 4.14 20.68 0.452 779.323 1:1.168
HIP P1(2) 3.29 16.48 0.411 734.094 1:1.150
HIP P2 5.11 25.56 0.614 641.770 1:1.167

HIP Effect on the Cast Surface Layer

While the HIP process leads to significantly enhanced fatigue strength results in terms of bulk
material testing [45,50,56–59], this effect was not present for any of the investigated HIP cast surface
series. While for one HIP P1 testing series the evaluated long life fatigue strength σa,Ps50 was above the
T6 value (as presented in Figure 5), the other HIP P1(2) testing series the σa,Ps50 was slightly lowered,
but both within the 90% and 10% stress scatter band of HIPped samples. In terms of Cast-S specimens,
it was found that the evaluated surface roughness values, and therefore the estimated fatigue strength
by means of the introduced fatigue assessment model, was comparable to those of the cast T6 P1 series.
Therefore, it is reasonable that the Cast-S points of the HIP P1 specimens in Figure 5 fit to the cast T6 P1
S/N-curve. However, regarding the Cast-M specimens, one may expect a significantly higher fatigue
strength due to closed shrinkage porosity. Investigations on metallographic T6 specimens revealed a
higher porosity within the surface layer, especially up to a certain depth, see Figure 6. Almost without
exception these were shrinkage pores evolving during the solidification process. The left sub-figure
shows the detected micropores, while on the right diagram the evaluated degree of porosity is plotted.
By means of a user defined routine, pores are detected on a metallographic specimen, which have
been captured by means of a digital optical microscope. The degree of porosity was then evaluated by
counting the black pixels of the picture, which have been determined as pores, in relation to the white
pixels within the same horizontal line. Subsequently, mean values of the degree of porosity have been
calculated within a vertical range of 250 μm. It is clearly recognisable that the highest degree of porosity
occurs in about 1 mm to 2 mm depth measured from the cast surface. To achieve information about
the spatial distribution of the micropores, the metallographic specimen was subsequently grinded,
thereby removing about 100 μm, and subsequently evaluated again. This methodology hast been
carried out several times for four T6 specimens, resulting in 140 metallographic analysis in total.
It emerged that the trend of degree of porosity, as depicted in Figure 6, is representative for the T6 P1
specimens series. An increased degree of porosity near the cast surface of AlSi castings was also stated
by Leitner et al. [60]. This increased porosity formation may be reasoned by the oxide entrainment
mechanism as a result of turbulent mould filling, see [61–63]. However, a comprehensive insight in the
degree of porosity can be more properly evaluated by means of XCT-scans [21,60].

The same investigations and evaluation procedure have been conducted for four HIP specimens,
again resulting in 140 metallographic analysis slices. A representative result is depicted in Figure 7. It is
clearly recognisable, that the HIP process lead to significantly reduced, or even partially completely
suppressed porosity within the bulk material. Only within the first mm in depth, porosity was still
observable whereat the HIP process did not close these micropores. As this is within the highly stressed
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region of the specimen, crack initiation is still caused by those surface roughness and microporosity
mixed cases (Cast-M), thus resulting in similar long life fatigue strength values as previously discussed.

1000 μm

Figure 6. Detected pores and degree of porosity of an exemplary cast surface T6 P1 cross section.

1000 μm

Figure 7. Detected pores and degree of porosity of an exemplarily cast surface HIP P1 cross section.

The comparably high possibility of observing a mixed (Cast-M) defect case becomes visible by a
comparison of the cast surfaces in T6 and HIP condition by means of SEM. Figure 8a,b depicts SEM
images of the cast T6 surface at sampling position P1. Both sub-figures show that the cast surface is
frequently broached by cavities, or shrinkage pores. Those cavities can be found both within surface
pits as well as at surface peaks. In Figure 8b, even the dendritic structure of the α-phase is observable.
Thus, a relatively high chance of crack initiation occurring at a combination of both surface pits due to
the surface roughness and surface layer porosity is present.

In Figure 9, the SEM images of the investigated cast surfaces in HIP condition are illustrated for
both sampling position P1 and P2. For cast surface texture comparison purpose, Table 5 lists the mean
values Samean of the global Sa roughness parameter of all specimens, in respect to the sampling position.
Additionally, the 10–90% scatter values are given. The cast surface of P1 (Figure 9a) is basically identical
to the cast surface in T6 heat treatment condition presented in Figure 8a. Especially broached pores are
again observable in a similar amount. Those cavities and dendritic canals, created by the solidification
process, can reach down to about 1 mm in depth in some cases, as those micropores can not be closed
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by the HIP process. This matches the statement of Atkinson [56] on surface connected porosity. Thus,
it can be stated that if, subsequently to the casting process, the machined surface finish is conducted
with the aim of removal of surface near porosity, the process has to cover a certain depth. For the
exemplified case of Figure 7, removing only 0.5 mm of the cast surface would lead to a broached pore.
As broached pores essentially decrease the local fatigue strength as well, such a machining process
would not have the intended favourable fatigue effect and lead to similar fatigue strength results as
those including cast surface, as presented in [36]. For the cast surface in HIP condition at sampling
position P2, see Figure 9b, no broached pores were recognisable on the surface. This matches the
results of the HIP P2 fracture surface analysis, where predominantly surface layer pores have been
observed which are not broaching the cast surface, but are located about 10 μm to 30 μm beneath.
As already mentioned, this might be caused by the significantly increased solidification rate at this
sampling position P2 compared to P1.

100 μm(a) Cast surface in T6 condition 10 μm(b) Increased magnification of the surface

Figure 8. SEM image of the specimen series T6 P1 investigated in [36].

200 μm(a) Cast surface in HIP condition; P1 100 μm(b) Cast surface in HIP condition; P2

Figure 9. SEM image of the specimen series (a) HIP P1 and (b) HIP P2.

Table 5. Mean value Samean of the global Sa values with its 10–90% scatter.

Roughness Parameter T6 P1 HIP P1 HIP P2

Samean [μm] 17.9 ± 6.4 18.7 ± 8.0 9.3 ± 3.6

4. Fatigue Assessment Model

This section contributes to the alteration of the fatigue assessment model as originally presented
in [36] on HIP surfaces as well as on sampling position P2, which possesses a significantly different
surface roughness. Thereby, the model‘s application range in terms of surface roughness parameter
values is studied.
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4.1. Modification of the Model

First, the local roughness values Svlocal and ρ at the crack initiation point as well as the modified
parameter Svrev were evaluated. Originally, Svrev was introduced as the mean value of crack initiating
surface pits and it has been substituted as a statistical parameter, based on the most critical surface pits.
It represents the value with 50% probability of occurrence of the five biggest Sv sub-area valley depth
distribution (Svi GEV), which is referenced in detail within Section 5. It was found, that the in [36]
presented exponents of a1 = 0.6 and a2 = 2 caused too conservative results for Cast-S specimen failures
taken from sampling position P2. Thus, these parameters have been adapted to a1 = 0.4 and a2 = 1.8
instead, to improve the range of applicability of the basic assessment concept.

For the Cast-M specimen failures, the introduced neural network (NN) in [36] has been adapted
to only four neurons and four input variables. The pore location and elongation parameters
emin, emax and α have been replaced by the statistical roughness value Svrev. Thus, the overall condition
of geometry dependent distinct roughness values is now considered by Svrev. Therefore, only the defect
size

√
area, the local maximum pit height Svlocal , the equivalent notch root radius ρ and the statistical

pit depth with 50% probability of occurrence Svrev act as input variables. The network was further
trained by four specimens of the HIP P2 testing series in addition to the twenty-five T6 P1 specimens
from [36]. The coefficient of determination for the training set was R2 = 0.988, resulting in the interaction
coefficients ψ, listed in Table 6. Therein, the mean values ψmean as well as its standard deviation ψstd
and the minimum ψmin and maximum ψmax values are listed in detail. The individual interaction
coefficient ψ of each Cast-M specimen is subsequently used within Equation (4) for calculation of
the mixed fatigue strength reduction factor K f ,m by taking the fatigue strength reduction factor K f ,p
of surface layer microporosity and the surface fatigue notch factor K f ,s of surface roughness-based
notches as combinatorical defect case into account. K f ,p is calculated by Equation (3), as introduced
in [36].

Table 6. Evaluated interaction coefficients of the NN training series of T6 P1 [36] and HIP P2.

Training Series ψmean [-] ψstd [-] ψmin [-] ψmax [-] Sample Size [-]

T6 P1 [36] 0.598 0.034 0.547 0.674 25
HIP P2 0.420 0.025 0.384 0.473 4

K f ,p =
1.6 · HV

C1 · HV+C2
(
√

area)1/6

(3)

K f ,m = (K f ,s · K f ,p)
ψ (4)

4.2. Validation of the Model

After modification of the concept in order to improve the overall performance, the model was
validated by means of the HIP P2 Cast-S data as well as the remaining two Cast-M specimens,
which have not yet been taken into account for training of the modified neural network. The fatigue
assessment result is depicted in Figure 10. The fatigue strength is normalised by the material‘s near
defect-free long life fatigue strength σLLF,0, which was evaluated at a load stress ratio of R = 0 under
bending load at ten million load cycles. The black dashed line marks the long life fatigue strength with
50% probability of survival, taken from the fatigue testing, see Figure 3. The fatigue strength values for
each specimen, received by the fatigue assessment model, are depicted in blue for Cast-S specimens
and in red for Cast-M specimens. Additionally, for each specimen, the experimental fatigue test data
point is extrapolated to one million load cycles and additional plotted into the Figures 10 and 11
represented by σa,1e7. Overall, the fatigue strength assessment is 7% conservative, regarding the fatigue
strength σLLF,∗,Ps50 with a probability of survival of 50% in respect to the experimental fatigue strength
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result σa,Ps50. The evaluated fatigue strength σLLF,∗,Ps10 with a probability of survival of 10% is 6.1%
conservative as well. The stress scatter index TS,1e7 of the model results was evaluated by Equation (2).
At this stage, only six specimens from the HIP P2 testing series were available for validation; however,
the model lead to sound fatigue results so far for both, Cast-M specimens, as well as Cast-S specimen,
where no neural network was involved for prior fatigue strength assessment. The experimental and
model-based fatigue strength results of the validation series HIP P2 are compared in Table 7.

Figure 10. Long life fatigue strength assessment result of the validation series HIP P2.

To prove the fatigue assessment model‘s applicability to HIP-treated cast surfaces even further,
the specimen series HIP P1 was used for additional validation. Figure 11 shows the calculated fatigue
assessment results. Again, Cast-S specimens with crack initiation at a surface pit due to the surface
roughness are marked in blue, and Cast-M specimens representing a combinatorial defect case with
surface roughness and surface layer porosity interaction are marked in red colour. The model‘s long
life fatigue strength at 10%, 50% and 90% probability of survival as well as the evaluated stress scatter
index TS,1e7 and the experimental fatigue strength of the associated S/N-curve σa,Ps50 represented
by the dashed black line, are again diagrammed. Both Cast-S as well as Cast-M specimens are well
assessed, resulting in an overall 9.3% conservative long life fatigue strength design with a probability
of survival of 50%. The stress scatter index increased compared to HIP P2, but still shows sound results
as it is below the value of the associated S/N-curve, see Figure 5. An overview of the validation results
of the HIP P1 series is also given in Table 7.

Table 7 also lists the validation results of the specimens series HIP P1(2) utilising 16 specimens.
Further, as the assessment of Cast-S as well as of Cast-M specimens has been adapted, the validation
data set of [36] with 14 specimens has been re-evaluated and is also given in Table 7, labelled as T6 P1.
Utilising the modified fatigue assessment model, the result of T6 P1 becomes slightly more conservative
compared to the results in [36] and the stress scatter index increased. However, the overall applicability
in terms of sand cast aluminium surface layers with different heat treatment conditions, possessing
cast surface textures and surface layer porosity is confirmed by this comprehensive validations sets.
Summing up, the results of the estimated fatigue strength are about 6% to 9% conservative. Therefore,
the introduced model supports an engineering feasible local fatigue assessment concept, to assess
distinctions in cast surface roughness structures and their effect on cyclic endurance limit.
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Figure 11. Long life fatigue strength assessment result of the validation series HIP P1.

Table 7. Validation series results and re-evaluation of the T6 P1 validation series from [36].

Validation Series
Experiment Model Difference Model Sample Size

σa,Ps50 [-] σLLF,∗,Ps50 [-] Δ [%] TS,1e7 [-] [-]

T6 P1 [36] (re-evaluated) 0.416 0.336 −7.9 1:1.189 14
HIP P1 0.452 0.360 −9.2 1:1.150 17
HIP P1(2) 0.411 0.353 −5.8 1:1.158 16
HIP P2 0.614 0.544 −7.0 1:1.032 6

5. Probabilistic Fatigue Strength Assessment

The proposed surface fatigue assessment model utilises local roughness values evaluated at crack
initiation points, identified by means of fracture surface analyses after fatigue testing. However, in
engineering design, no a priori knowledge about surface texture is available, instead probabilistic
values of the surface layer act as link to the manufacturing process dependent surface layer properties.
Moreover, the random variable Svrev, a parameter based on the distribution of distinctive Sv sub-area
values, is an important factor for an appropriate long life fatigue strength calculation. Svrev should be
evaluated with accurateness, necessitating a statistically based recommendation about the sample size
of surface measurements.

Thus, this section contributes to the probabilistic assessment of crack initiating surface roughness
pits. Previously conducted experiments on Cast-S specimens revealed that for mostly all cases, crack
initiation occurred at one of the five deepest surface pits, respectively, one of the five highest Sv values.
However, not strictly the maximum value Svmax of all evaluated sub-areas initiates a crack, as the notch
root radius interacts in terms of notch stress effect. Concluding, the authors suggest to consider the
five highest Sv values of each investigated surface to be representative for statistical surface roughness
effect. Subsequently, these surface valley series of five deepest depths is denoted by Svi with 1 ≤ i ≤ 5.
The following sections discuss the effect of sub-area size, statistical distribution, recommendable
sample size of surface measurements and demonstrate finally a fatigue strength assessment based on
probabilistic surface values.
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5.1. Sub-Area Size Effect

First, for statistical characterisation of cast surface textures based on sub-area values, the required
sub-area size has to be chosen. The effect of the selectable sub-area size is depicted in Figure 12.
It shows the course of the unified mean value of the five deepest surface pits Svi,mean over the sub-area
size. The five deepest surface pits are normalised against the ultimate valley depth of the surface
Svmax. Four randomly selected surfaces have been investigated covering both T6 as well as in HIP heat
treatment condition, subsequently labelled as specimens 1 to 4. To study the effect of sub-area size,
the surface structures are evaluated for the same scope of each specimen. The three pictures (panels
(a–c)) within Figure 12 all have the same dimensions and show the same region of the cast surface of
specimen 1. In terms of 1 mm × 1 mm sub-area size (Figure 12c), the roughness pit is covered basically
by a single patch. As originally published in [36], the Sv value of a sub-area size Asub is evaluated
according to Equation (5).

Sv = |min
Asub

z(x, y)| (5)

Thus, the five extremal Svi valley depth values characterise five different surface pits. Comparing
the result to the 0.25 mm × 0.25 mm sized sub-area evaluation in Figure 12a, it is recognisable, that at
least two or more of the five patches now capture the same surface roughness pit in an adjacent manner.
Therefore, no independent statistical description is achieved as the chosen sub-area regions are related.
This effect of increasing characterisation of the same surface pit is also indicated within the diagram
in Figure 12, as the unified ratio suddenly increases from 0.5 mm sub-area side length to 0.25 mm
sub-area side length. Following this trend of continuously decreasing sub-area size, one would end
at a ratio of nearly one, when all five sub-areas reflect the deepest spot within the deepest pit of the
surface by their value. Of course, this sub-area characterisation also depends on the location of the
sub-areas based on the original definition of the surface measurement frame. On the other hand, if the
sub-area size is too big, possible crack initiating pits may get neglected, for example, let us assume
three critical surface pits are close to each and they may be covered by only one pattern instead. Thus,
also not leading to sufficient extreme value characterisation.

Finally, the recommendable sub-area size can also be linked to the sand grain size used in the
mould which are typically within the range of 100 μm to 300 μm according to Campbell et al. [40].
As the sand grain sizes, observable in Figures 8 and 9, are up to several hundred μm, a sub-area side
length of 0.25 mm would be too small to reliable characterise a single surface pit. Taking these findings
into account, the applied sub-area size of 1 mm × 1 mm is an appropriate and recommendable choice
for the investigation of the present sand cast surface textures. At this point it should be mentioned that
the measured surface should cover a large area of the cast surface to obtain enough sub-area entries
reflecting the casting manufacturing process itself. Based on the chosen sub-area size, an amount of at
least 100 patches should be evaluated. Within this study, approximately 240 sub-areas are within the
investigated cast surface area per cast T6 or HIP-treated specimen.
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(a) (b) (c)

Figure 12. Size effect of (a) 0.25 mm, (b) 0.5 mm and (c) 1.0 mm sub-area side lengths.

5.2. Distribution Parametrisation

For statistical analysis, fatigue-initiating defects can be characterised by means of an extreme
value distribution [64]. In terms of limiting extreme value distributions, originally three types have
been defined by Gnedenko [65]: the Gumbel distribution (type 1), the Fréchet distribution (type 2) and
the Weibull distribution (type 3). The applicable type is thereby determined by the distribution of the
basic population from which the extreme value sample has been taken. Jenkinson [66] introduced the
General Extreme Value (GEV) distribution, which covers those three types, and is therefore suitable for
extreme value statistics. The formulation of the cumulative distribution function of the GEV is given
in Equation (6). Therein, δ is the standard deviation (scale parameter), μ is the mean value (location
parameter) and ξ is the shape parameter of the distribution. They are often estimated by means of the
maximum likelihood method [67,68]. Based on the value of ξ, the type of the distribution is assigned,
as the most appropriate GEV type is given by the data itself. Thus, the GEV distribution is frequently
used to statistically describe the crack initiating extremal defect size [7,8,14].

P(X ≤ x) =
∫ x

−∞
exp

{
−
[

1 + ξ

(
y − μ

δ

)]− 1
ξ

}
dy (6)

According, the probability of occurence of an assessment value greater than a chosen threshold
value x. is denoted as.

P(X ≥ x) = 1 − P(X ≤ x) (7)

As outlined before, the five highest surface pit depth values Svi are well suited for parametrisation
of a GEV distribution. As both sampling positions as well as the heat treatment of the surface vary, GEV
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parameters are evaluated to characterise each manufacturing process-based surface texture. Within
Figure 13, three examples of GEV distributions are depicted. The green dash-dotted line symbols
the GEV distribution of the T6 P1 validation series, whereas the other two HIP series are marked as
yellow dashed line for sampling position P1 and as black continuous line for sampling position P2.
Additionally, the Svi values of each evaluated surface are plotted within the diagram. The HIP P2 series
showed the lowest extremal values Svi. However, comparing the GEV distributions of the HIP P1 series
and the T6 P1 series at the same sampling position, the HIP P1 series exhibited higher values of Svi
instead. It was observed that the HIP post treatment may affect the extremal Svi distribution but keeps
the basic population mostly unchanged. It should be noted that the population itself is dependent
from the local casting condition and thus no general course of surface valley depth is feasible, but the
extremal values can be well parametrised to reflect the local casting process. Table 8 lists the evaluated
distribution parameters of the Svi GEV distribution as well as the statistical parameter Svrev. The
value Svrev is based on the associated Svi GEV distribution and is calculated as the value with 50%
probability of occurrence (Svrev = Svi(P = 50%)). This characteristic value is subsequently used in the
derived fatigue strength model and characterises the extremal surface pits in a probabilistic manner.

Figure 13. Visualisation of the function P(Svi ≥ y) of the Svi GEV distributions.

Moreover, for a probabilistic fatigue assessment, the distribution of the equivalent notch root
radius ρ has to be evaluated as well. The ρ values are taken from the identical sub-areas as the Svi
values, thus characterising the notch root radius of the five deepest, most critical surface pits, and thus
subsequently denoted by ρi. In order to check for a linear dependency of the population of Svi and
associated ρi, the coefficient of determination R2, which is the squared Pearson correlation coefficient
(SPCC) [69], was calculated as a measure for the strength of an assumed linear relationship. It is
defined as the ratio of the covariance of two random variables A and B to their standard deviations SA
and SB, see Equation (8).

R2(A, B) =
cov2(A, B)

S2
AS2

B
(8)

The results in a coefficient of R2(Svi,ρi) = 0.01, which deduces, almost no dependency between Svi
and ρi. Thus, they are treated as two independent random variables. The evaluated GEV distributions
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of ρi are diagrammed in Figure 14 and the fitted distribution parameters are also listed in Table 8. As,
in terms of targeted fatigue strength, small notch root radii values are more crucial, the probability of
occurrence has to be plotted inversely. Thereby, the T6 P1 series shows the lowest, respectively most
critical notch root radii, while the HIP P2 series seems to possess mostly shallow notch curvatures.

Figure 14. Visualisation of the function P(ρi ≤ x) of the ρi General Extreme Value (GEV) distributions.

Table 8. Statistical parameter Svrev and evaluated GEV distribution parameters of Svi and ρi.

Specimen Series
Svi GEV Svrev [μm] ρi GEV

ζ [-] μ [μm] δ [μm] Svi(P = 50%) ζ [-] μ [μm] δ [μm]

T6 P1 [36] −0.22 99.78 43.04 114 0.27 79.26 23.41
HIP P1 −0.45 128.10 51.11 145 0.07 119.43 40.91
HIP P1(2) −0.26 126.15 60.95 148 0.03 84.23 29.90
HIP P2 0.24 45.07 8.94 48 −0.28 228.20 82.94

5.3. Impact of Sample Size

For engineering feasibility it is essential for the design engineer to know how many surfaces
should be assessed in order to receive statistically reliable information about the cast surface texture.
To evaluate an adequate sample size of surface measurements for an assumed basic population, the
following methodical procedure is suggested by the authors. The overall workflow is depicted in
Figure 15, exemplified for the Svi GEV distribution by means of the T6 P1 specimen series. The Svi GEV
distribution of the T6 P1 specimen series, presented in Figure 13, has been already obtained by means of
34 cast surfaces resulting in 170 Svi values in total (five values for each specimen). The evaluated GEV
distribution parameters ζ, μ and δ in Table 8 are subsequently treated as main population parameters
and support the generation of synthetic, random sample sizes. The dataset S1 acts as reference set as it
is based on the original distribution parameters, while the set S2 is randomly derived. Both datasets
are parametrised as GEV distributions, implying a stepwise evaluation of probability of 0.5%, leading
to 200 equally distanced values. The two datasets S1 and S2 are assessed by means of the coefficient of
determination R2.
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Exemplary, let the synthetic sample size be one, and thus five random Svi values will be
generated. This synthetically generated random values simulate new samples and thus are applicable
for comparison. In the next step, the five random Svi values are fitted by a GEV distribution resulting
in another ζ2, μ2 and δ2 of the synthetic sample set. Based on that distribution, the synthetic dataset
S2 is computed by calculation of n = 200 Svi values at equally distanced, stepwise (0.5% per step)
increased probability of occurrence (0.5% ≤ P ≤ 99.5%). Finally, the two datasets S1 and S2 can be
opposed and assessed by the value of R2(S1, S2). If, in this exemplary case, the GEV distributions of S1
(based on the originally evaluated basic population inheriting a quantity of 34 samples) and S2 (based
on only one sample) would match, the coefficient of determination would be one. To obtain statistically
reliable correlation measures, the procedure of randomly calculating and subsequent evaluation of S2
is repeated several times. In detail, this R2(S1, S2) evaluation procedure has been conducted 100 times
for sample size one before the sample size is stepwise increased as well.

T6 P1
Sv

i
- GEV

random

, , 

Synthetic
sample size

GEV

fitting
2
, 

2
, 

2

n = 200

, , 
S1 S2

R2(S1, S2)

n = 200

2
, 

2
, 

2

Figure 15. Workflow of the R2(S1, S2) evaluation exemplified for the T6 P1 Svi-GEV distribution.

The result of the sample size effect is depicted in Figure 16a for the distribution of Svi of the T6
P1 specimen series. Therein, the mean values of the coefficient of determination R2

mean(S1, S2) are
given for each sample size. Furthermore, the area of R2(S1, S2) values with a probability of occurrence
higher than 10% is highlighted by the red area. Once the user-defined criteria (R2(S1, S2) with
P ≥ 0.1)≥ 0.99 is fulfilled, a satisfying correlation between the sets S1 and S2, respectively, between
the GEV distributions of the original and the synthetic samples, is achieved. This area is marked in
grey within Figure 16a and was reached for sample size of nineteen in this case. It is clearly visible that
the scatter of the R2(S1, S2) value decreases as the sample size increases. Thus, the original sample
size of 34 investigated specimens has most likely already lead to a basically stable distribution.

The confidence interval of the distribution can be evaluated as well as a measure for change in
mean Svi values. As for probabilistic fatigue assessment, both Svrev and Svi rely on the distribution,
a tight confidence interval has to be aspired. As Svrev is defined as Svi(P = 0.5), the 80% confidence
interval at P = 0.5 has been studied. For each sample size the evaluation loop of 100 repetitions
lead to a certain scattering of the Svi values. Figure 16b shows the confidence intervals behaviour
of the distributions based on the synthetic sample sets. The mean values of the upper and lower
Svi confidence bounds are marked as red triangles per sample size, as well as their overall 10–90%
Svi(P = 0.5) area bordered by the black dotted line. The Svrev value of 114, as listed in Table 8,
is represented by the bold continuous black line. The evaluated sample size threshold from Figure 16a
is also drawn, as well as the grey highlighted area whereat the user defined criterion is fulfilled. This
indicates that, at the current sample size threshold, the Svrev value is within 100 μm ≤ Svrev ≤ 128 μm.
This refers to a scatter index of ± 12% for sample size nineteen, respectively TSvi = 1 : 1.28. If a tighter
confidence interval is aspired, the sample size of surface measurements has to be increased.
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(a) (b)

Figure 16. Sample size effect on (a) Svi-GEV distribution. (b) Confidence interval.

5.4. Fatigue Strength Assessment

Utilising both the Svi GEV distribution of the roughness parameter Sv and the ρi GEV distribution
of the notch root radius, a bivariate distribution can be evaluated. As it has been proven that Svi
and ρi can be handled as independent random variables, the combined probability of occurrence
P(Svi ≥ y, ρi ≤ x) can be calculated by multiplication of the two single probability functions following
Equation (9).

P(Svi ≥ y, ρi ≤ x) = (1 − P(Svi ≤ y)) · P(ρi ≤ x) (9)

The bivariate cumulative distribution function is exemplary diagrammed in Figure 17 for the T6
P1 specimen series. Figures A1–A3, depicting the bivariate cumulative distribution function of the
other investigated specimens series, are added in the Appendix A. The projected GEV distributions of
Svi and ρi are additionally plotted as red lines and the surface mesh color depends on the value of
P(Svi ≥ y, ρi ≤ x). The available Cast-S specimens of this series are marked in blue.

Figure 17. T6 P1 bivariate distribtion of Svi GEV distribution and ρi GEV distribution.

Concluding, the surface fatigue assessment model can be applied utilising this probabilistic surface
texture values. The result is the probabilistic cast surface long life fatigue strength σLLF,s(P(Svi ≥
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y, ρi ≤ x)), which is normalised to the near defect-free long life fatigue strength σLLF,0, as diagrammed
in Figure 18. The mesh colour again highlights the combined probability of occurrence P(Svi ≥
y, ρi ≤ x). The 3D-view is additionally depicted from all three axis projections (Figure 18a–c) to
show the model‘s fatigue life dependency. By comparison of the ρi-plot (Figure 18a) with the Svi-plot
(Figure 18b) it is recognisable that, although both parameters do have an effect on the fatigue strength
result, the notch depth, respectively, surface pit depth Sv, is more pronounced.

This probabilistic fatigue assessment procedure facilitates an engineering feasible fatigue design
by providing reliable calculation of the long life fatigue strength, utilising the probability of occurrence
of the two statistical model parameters Svi and ρi. Based on the fatigue design safety requirements, the
designer can obtain the long life fatigue strength by comparably low effort in surface measurements
and surface texture evaluation.

(a) (b) (c)

Figure 18. T6 P1 probabilistic cast surface long life fatigue strength σLLF,s(P(Svi ≥ y, ρi ≤ x))
with views: (a) ρi - σLLF,s (b) Svi - σLLF,s (c) ρi - Svi.

6. Discussion

The presented fatigue strength assessment approach, reparametrising the model introduced by
Pomberger et al. [36] for sand cast aluminium surface layers with T6 heat treatment, has been applied
on two HIP-treated testing series at similar sampling positions (HIP P1 and HIP P1(2)). Furthermore,
another cast surface with significantly reduced surface roughness has been investigated (HIP P2).
By means of the reparametrised exponents a1 and a2, the HIPped validation specimen series, refer
to Table 7, as well as the validation series from [36] (T6 P1) showed sound results in terms of long
life fatigue strength estimation. Due to the diversification of measured surface roughness data, this
concept is now valid to a wider range of cast surfaces. Moreover, current research investigations apply
the introduced method also on additively manufactures surface textures.

The HIP-treated cast surfaces revealed that the surface layer pores have partly not being closed.
This is caused by the high amount of broached cavities, as depicted in Figures 8 and 9. Metallographic
analyses revealed shrinkage pores as cavities reaching depths of up to one millimetre. Therefore, when
machining the cast surface, it should be considered that surface layer pores may be broached by the
machining process and may result in similar long life fatigue strength reduction as observed for the
cast surface texture.

149



Metals 2020, 10, 616

To assess not only surface initiating cracks as in Cast-S specimens, but also surface layer porosity,
the neural network has been retrained by means of four input variables on four neurons. The input
variables are now the pore size

√
area, the local surface pit depth Svlocal , the equivalent notch root

radius ρ and the statistical surface roughness parameter Svrev. As this methodology may not be
available to designers, and therefore is not easily engineering feasible, the authors study also on the
simplified deduction of the interaction coefficient. The first results indicate that the application of
the mean values presented in Table 6 for the whole associated sampling series leads to sufficient
approximations.

Regarding a probabilistic Cast-S specimen fatigue assessment, the five biggest values Svi of
the surface pit depth Sv are valid for extreme value statistics. The evaluated distributions of the
probabilistic fatigue model parameters Svi and ρi depend on the selected sub-area size. As illustrated,
a too small sub area sized may not contain sufficient information about the amount and depth of
critical surface pits, but is increasingly characterising only the most critical one and would lead to
more conservative assessment. Within this study, it was found that for the investigated sand cast
surface textures, a sub-area size of 1 mm × 1 mm is valid. It should be noted that this recommended
value is a multiple of the sand grain size. Manufacturing processes resulting in finer surface structures,
such as additively manufacturing, may use 0.5 mm × 0.5 mm sub-areas instead. As the presented
surface long life fatigue assessment model uses the statistical surface roughness parameter Svrev,
the population of the data for distribution fitting should be substantial enough in order to facilitate
sound distribution conformity. Within this study, it was found that evaluating about twenty specimens,
with five Svi values each, leads to stable distribution parameters of the extremal values. As both
fatigue model parameters extremal notch valley depth and averaged notch root radius can be handled
as independent random variables, their probabilities of both distributions can be multiplicatively
combined, leading to a combined probability of occurrence P(Svi ≥ y, ρi ≤ x) and subsequently to
the probabilistic cast surface long life fatigue strength σLLF,s(P(Svi ≥ y, ρi ≤ x)). Thus, the presented
methodology provides a statistically applicable design tool to assess the cast surface effect on the local
fatigue strength.

7. Conclusions

Based on the results presented in this paper, the following conclusions can be drawn.

• The presented surface layer fatigue assessment model is valid for aluminium sand cast surfaces
in T6 and HIP treatment condition within the investigated range of Sv = 30 μm to 260 μm. Long
life fatigue strength estimation results are approximately 6% to 9% conservative.

• The HIP process does not reliably close surface layer pores within the first millimetre of surface
layer depth. Therefore, in the investigated manufacturing showcase, the machining process has
to remove at least one millimetre of the surface layer to increase the endurable long life fatigue
strength by remove surface layer porosity.

• Extremal surface roughness pits may become deeper, respectively, more critical, due to the HIP
process. However, this is not compulsory for all investigated surfaces.

• For probabilistic fatigue strength assessment, the sub-area size is meaningful. Sub-area side
lengths have to be chosen properly according to the present cast surface texture. For the
investigated sand cast aluminium surfaces, a sub-area size of 1 mm × 1 mm is valid. For statistical
characterisation, the measured cast surface texture should cover about one-hundred sub-areas
at least.

• The statistically assessed surface texture parameters, used in the cast surface fatigue strength
assessment model, Svi and ρi are independent variables and can both be statistically described
by a GEV distribution. To reliably fit the distribution, at least 20 specimens should be measured,
resulting in 100 Svi and ρi values. By means of a bivariate distribution, a probabilistic cast surface
long life fatigue strength σLLF,s(P(Svi ≥ y, ρi ≤ x)) can be subsequently calculated and used in
fatigue design applications.
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Abbreviations

The following abbreviations are used in this manuscript:

ρ Equivalent notch root radius of a sub-area Asub
ρi Notch root radii at extremal surface pit depths Svi with 1 ≤ i ≤ 5√

area Defect size of Murakami’s approach
σa Stress amplitude
σa,1e7 Experimental SN-point extrapolated to 1e7 load cycles
σLLF,0 Near defect-free long life fatigue strength
σa,Ps∗ Experimental long life fatigue strength with *% probability of survival
σLLF,∗,Ps∗ Estimated long life fatigue strength with *% probability of survival
σLLF,s(P(Svi ≥ y, ρi ≤ x)) Probabilistic cast surface long life fatigue strength
ψ Interaction coefficient
ψmean Mean value of the interaction coefficient
ψstd Standard deviation of the interaction coefficient
ψmin Minimum value of the interaction coefficient
ψmax Maximum value of the interaction coefficient
ζ Shape parameter of the GEV distribution
δ Scale parameter of the GEV distribution
μ Location parameter of the GEV distribution
A Elongation at rupture
Asub Sub-area size
a1,a2 Exponents in modified stress concentration factor
E Young‘s modulus
emin,emax, α Pore elongation and location parameters
HV10 Vickers hardness
k1,k2 Inverse slopes of the S/N-curve
Kt,mod Modified stress concentration factor
K f ,s Surface fatigue notch factor
K f ,p Fatigue strength reduction factor
K f ,m Mixed fatigue strength reduction factor
NT Transition knee point of the S/N-curve
Nrupture Load cycles at rupture
P(Svi ≥ y); P(ρi ≤ x) Probability of occurrence
P(Svi ≥ y, ρi ≤ x) Combined probability of occurrence
Rm Ultimate tensile strength
RP0.2 0.2% offset yield strength
Samean Mean value of the global arithmetical mean height Sa
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Sv Maximum pit height of the scale limited surface
Svlocal Local maximum pit height of the sub-area Asub
Svmax Maximum surface pit depth value of the investigated surface
Svi Extremal surface pit depth values of the investigated surface with 1 ≤ i ≤ 5
Svi,mean Mean value of Svi
Svrev(Svi(P = 50%)) Svi GEV distribution based value with 50% probability of occurrence
TS,1e7 Stress scatter index
CPS Core Package System
DAS Secondary dendrite arm spacing
GEV Generalised Extreme Value
HIP Hot isostatic pressing
NN Neural network
SPCC Squared Pearson correlation coefficient
R Load stress ratio
R2(A, B) Coefficient of determination of two random variables A and B
R2

mean(A, B) Mean value of R2(A, B)
SGS Surface geometrical structure
SEM Scanning electron microscopy

Appendix A

The following figures depict the bivariate distributions of the specimen series HIP P1 (Figure A1),
HIP P1(2) (Figure A2) and HIP P2 (Figure A3).

Figure A1. HIP P1 bivariate distribution of Svi GEV distribution and ρi GEV distribution.
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Figure A2. HIP P1(2) bivariate distribution of Svi GEV distribution and ρi GEV distribution.

Figure A3. HIP P2 bivariate distribution of Svi GEV distribution and ρi GEV distribution.
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Abstract: Imperfections due to the manufacturing process can significantly affect the local fatigue
strength of the bulk material in cast aluminium alloys. Most components possess several sections of
varying microstructure, whereat each of them may inherit a different highly-stressed volume (HSV).
Even in cases of homogeneous local casting conditions, the statistical distribution parameters of failure
causing defect sizes change significantly, since for a larger highly-stressed volume the probability for
enlarged critical defects gets elevated. This impact of differing highly-stressed volume is commonly
referred as statistical size effect. In this paper, the study of the statistical size effect on cast material
considering partial highly-stressed volumes is based on the comparison of a reference volume V0

and an arbitrary enlarged, but disconnected volume Vα utilizing another specimen geometry. Thus,
the behaviour of disconnected highly-stressed volumes within one component in terms of fatigue
strength and resulting defect distributions can be assessed. The experimental results show that
doubling of the highly-stressed volume leads to a decrease in fatigue strength of 5% and shifts the
defect distribution towards larger defect sizes. The highly-stressed volume is numerically determined
whereat the applicable element size is gained by a parametric study. Finally, the validation with a
prior developed fatigue strength assessment model by R. Aigner et al. leads to a conservative fatigue
design with a deviation of only about 0.3% for cast aluminium alloy.

Keywords: aluminium casting; fatigue assessment; shrinkage porosity; statistical size effect; extreme
value statistics; highly-stressed volume

1. Introduction

Complex cast aluminium parts possess a severely heterogeneous microstructure and therefore it is
essential to consider its interaction with the highly stressed volume (HSV). The result of elevated highly
stressed volumes in terms of cyclic loading is generally a reduced the fatigue strength. According
to References [1,2], size effects can be classified into technological, geometrical, statistical and surface
technology size effects. Larger components, respectively larger HSV, increase the probability of critical
defect sizes, thus lessening the endurable fatigue strength. The aim of this work is the validation
of the statistical size effect with consideration of the microstructural properties, as introduced as
probabilistic design method for aluminium castings in References [3–5]. In general, the local fatigue
strength correlates well with the dedicated microstructure because of the statistical distribution of the
defects, apparent in preliminary studies [6–11]. Therefore, it is essential to consider the local pore size
distribution in the fatigue design process. Fatigue initiating defects in cast parts can be described well
with extreme value statistics, like the generalized extreme value distribution (GEV) or the Gumbel
distribution [12–14]. Further methodologies to assess the statistical size effect with regard to volumetric
dependencies and highly stressed surface models are given in References [15–22]. In these latter cases,
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a highly stressed volume, which is defined as the volume with a particular percentage of the maximum
stress node, is taken into account. One of these approaches is the volumetric model of Sonsino [16],
who invokes the 90% highly-stressed volume V90 and the Weibull exponent κ to assess the size effect
related fatigue strength, represented in Equation (1).

σLLF,0

σLLF,1
=

(
V90,1

V90,0

) 1
. κ

(1)

In this equation, σLLF,0 and σLLF,1 represent the long-life fatigue strength of the highly-stressed
volumes V90,0 and V90,1. The material dependent Weibull exponent κ specifies the slope in the double
logarithmic σLLF-Vα-plot and therefore the reduction of the fatigue strength against the highly-stressed
volume. Its value and can be taken either by a common guideline [23], which defines the parameter
as κ = 10 for aluminium castings, or be calculated dependent on the probability distribution of the
fatigue data, represented by TS [17], see Equation (2). In this equation, TS is the scatter index of the
high cycle fatigue region at ten million load cycles, defined as the stress ratio between a 10% and
90% probability of survival. In Reference [24], Sonsino proposed a threshold volume V∞ = 8000 mm3

for cast aluminium material, implying that no further noticeable decrease in fatigue strength may be
observed.

κ =
1.3151
log(Ts)

. (2)

The weakest link model of Weibull [25] as well as the discussed volumetric model are in good
accordance to the experimental fatigue data [26]. Studies on artificial defects in References [27,28]
exhibit that the highly-stressed volume approach is more suitable to investigate the statistical size
effect. Both, the common engineering guideline [23] and short-crack growth findings in Reference [1]
recommend a highly stressed surface model but refer additionally to highly-stressed volume models.
Hence, the model of Sonsino [16] is used in this study for the validation of the statistical size effect.
Kitagawa and Takahashi recommended in Reference [29] that the long life fatigue strength σLLF can be
related to a dedicated crack length a, respectively to equivalent defect size, which can be defined as
equivalent circle diameter (ECD) or by the equivalent edge length of a square (

√
area), see Equation (3).

The sound applicability of the model from Kitagawa and Takahashi has been proven in several studies,
see References [3,4,7,30–36].

ΔσLLF =
ΔKth,lc

Y
√

πa
. (3)

In this equation, ΔKth,lc is the long crack threshold and Y a geometry factor depending on the
geometrical shape and location of the defects, as discussed in preliminary studies such as that in
Reference [37]. The design strength is limited on the one hand by the long life fatigue strength of
the near defect free material Δσ0, evaluated at specimens with hot isostatic pressed (HIP) condition
with T6 heat treatment (HIP + T6). Otherwise, the fracture mechanical approach takes into account
the long crack threshold value ΔKth,lc and the effective crack threshold value ΔKth,e f f . These crack
threshold values come into effect for flaw sizes becoming larger than a intrinsic crack length a0,e f f ,
respectively a0,lc. Further improvements of the Kitagawa Takahashi diagram by El Haddad [38,39] and
Chapetti [40] are considering the crack resistance curve. A schematic representation of the Kitagawa
Takahaschi diagram (KTD) and its modifications are given in Figure 1.

The crack extension from the intrinsic threshold ΔKth,e f f to the long crack threshold ΔKth,lc can be
represented by applying the cyclic crack resistance curve (R-cureve), as introduced by Reference [41].
The build-up of the crack resistance from the intrinsic ΔKth,e f f to the long crack threshold ΔKth,lc with
elevating crack length is caused by crack closure effects [42,43], whereat a premature contact of the
crack faces generally leads to a minor real effective load ΔKe f f for further crack propagation, see
Equation (4).

ΔKe f f = Kmax − Kop. (4)
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Figure 1. Schematic set up of the Kitagawa Takahashi diagram with its modifications and exemplary
defect distributions of a volume V0 and an enhanced volume Vα.

Crack closure effects can be classified into plasticity-, roughness-, and oxide-induced crack
closure fractions as the most pronounced ones, whereat an explicit separation of these effects is not
possible [44–49]. Maierhofer recommended in Reference [41] a procedure to describe the R-curve in a
unified manner as given in Equation (5).

ΔKth,Δa = ΔKth,e f f +
(

ΔKth,lc − ΔKth,e f f

) [
1 −

n

∑
i=0

νi · exp
(
−Δa

li

)]
, (5)

with
n

∑
i=0

νi ≡ 1.

In this equation, the crack closure effects are considered using the parameters νi and li, implying
that if the crack reaches length li the corresponding closure effect νi is completely developed.
By inserting Equation (5) in Equation (3), the cyclic R-curve can be implemented in the KTD whereby
this extension of the KTD is useful to assess both, physically short and long, cracks. Therein, the crack
length a is substituted by the equivalent defect size

√
area. Murakami introduced in Reference [50] the√

area-parameter, which is the cross section of a defect in respect to the load direction. According to a
study in Reference [51], the stress field surrounding the defect correlates well with the

√
area-parameter.

Hence, this parameter is used to assess the crack initiating defects. Preliminary studies [5,52,53]
contributed to the measurement methods of defects in cast aluminium alloys, as also applied within
this study.

In References [12–14,54] it was shown that the statistical distribution of defect sizes follow an
extreme value distribution. The Generalized Extreme Value (GEV) distribution includes the Frechet,
Gumbel and Weibull distribution [55] and is applicable for characterizing crack initiating defect
sizes [12]. Its cumulative distribution function (CDF), see Equation (6), is defined by three parameters,
named as location μ, scale δ and shape ξ parameter which can be estimated by using the maximum
likelihood method, applied in the studies [12,53,56,57]. The shape parameter ξ determines the type of
extreme value distribution, differentiating between three cases: ξ → 0 indicates a Gumbel, ξ < 0 a
Weibull and ξ > 0 a Fréchet distribution, see Reference [13].
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As published in a previous study [3], the CDF of an α-times enlarged volume Vα of the defect
distribution Pα can be derived based on the distribution of the reference volume V0 according
to Reference [58], expressed in Equations (6)–(12).

V0 ∼ P(
√

area; μ, δ, ξ) = exp

⎧⎨⎩−
[

1 + ξ

(√
area − μ

δ

)]− 1
ξ

⎫⎬⎭ (6)

Vα ∼ Pα, (7)

with

ξα = ξ (8)

δα = δ · αξ (9)

μα = μ +
δ

ξ
·
(

αξ − 1
)

, (10)

which leads to

Pα = exp

⎧⎪⎨⎪⎩−
[

1 + ξ

(√
area − (μ + δ

ξ (α
ξ − 1))

δαξ

)]− 1
ξ

⎫⎪⎬⎪⎭ (11)

Vα ∼ P
(√

area; μ +
δ

ξ

(
αξ − 1

)
, δαξ , ξ

)
. (12)

Detailed methodologies to calculate the maximum defect in geometries with enlarged HSV are
given in References [59,60], whereat it is shown that the most extremal defects are commonly Gumbel
distributed, applied in Equation (13), using the location parameter μ and scale parameter δ.

P(
√

area) = exp
{
−exp

[
−
√

area − μ

δ

]}
. (13)

Now the size of a critical defect in an enlarged control volume Vα, which is considered by the ratio
of the enlarged volume Vα divided by the reference volume V0, can be calculated by Equation (14).

√
area(α) = μ − δ · ln

[
−ln

(
1 − 1

α

)]
(14)

with the return perid α denoted as:

α =
Vα

V0
. (15)

Complex components exhibit various HSVs whereas, mostly, each of them features differences in
microstructure due to dependency on local casting process conditions. Thus, a local fatigue assessment
considering the microstructural characteristics is beneficial. Even in case of the same microstructure,
respectively basic defect distribution, the HSV depends on the component geometry and load condition,
which lead to the question if single HSVs may be added together, resulting in a HSV of the whole part
and fatigue strength design according to Equation (1), or if each HSV has to be considered individually
for all unconnected ones. This paper clarifies this task regarding size effect based fatigue strength
design in cast aluminium. Summing up, this paper scientifically contributes to the following points:

• The influence of disconnected highly-stressed volumes as statistical size effect based on
accumulated highly-stressed volumes.
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• The impact of the highly-stressed volume on the defect distribution and its associated parameters
is verified for samples with not-yet investigated casting process conditions. This enhances the
existing database and strengthens the a priori established model framework of probabilistic
fatigue strength design.

• The effect of the element size during numerical evaluation of the highly-stressed volume is
studied and supports recommendations for engineering applicability.

• The work validates the prior developed statistical size effect approach which depends not only
on the return period of the highly-stressed volume but takes also the defect distribution of the
fractograpic analysis and the material resistance as probabilistic values into account.

2. Investigated Alloy

The material is taken out of a gravity cast automotive part, manufactured using the core package
system casting process [61,62]. The components are made of EN AC-46200 with T6 heat treatment [63],
whose nominal chemical composition is given in Table 1. In general, applied steps for T6 heat
treatment at aluminium alloys are solution treatment, quenching and age hardening, following defined
temperature and time conditions [61,64,65]. First, solution treatment is conducted at high temperatures
of approximately 490 °C to 510 °C for about 0.5 h to 8 h to dissolve Cu-rich particles [64–68].
The following quenching in water at ambient temperature, or at 60 °C, leads to a over-saturated solid
solution [64,69]. In the third step, the age hardening process is conducted at temperatures from 160 °C
to 210 °C for about 4 h to 18 h, whereat in case of higher temperatures a reduced time span is needed to
reach the peak hardness, which is the overall aim of T6 treatment [64,67,70–74]. Furthermore, the peak
hardness decreases with increasing age hardening temperature [64]. The specimens are manufactured
from two different sampling positions, denoted as A and B, where A possesses a highly-stressed
volume V0 and B an increased highly-stressed volume V1. Further information about these positions
and its local microstructural and mechanical properties are given in detail in References [3,53,75,76].
Within these preliminary studies, the fundamental KTD was built up.

Table 1. Nominal chemical composition of the investigated cast alloy in weight percent [63].

Alloy Si [%] Cu [%] Fe [%] Mn [%] Mg [%] Ti [%] Al [-]

EN AC-46200 7.5–8.5 2.0–3.5 0.8 0.15–0.65 0.05–0.55 0.25 balance

The secondary dendrite arm spacing (SDAS) in position A and B is almost identical and differ
by only five percent, resulting in a negligible technological size effect between these two positions.
The SDAS was evaluated through an automated procedure described in Reference [77] for linking
the microstructural properties to quasi-static [78–80] and fatigue properties [7,73,81,82]. Thus, the
chosen positions A and B feature specimens of varying geometric sizes but with almost identical
microstructural and mechanical properties. The investigated samples possess the same basic circular
cross section, but their total length differ. For clarification, specimen A is taken from position A and
specimen B is manufactured out of position B. Subsequently, only the specimens are denoted as A and
B. To reduce the stress concentration factor within the cross section transition region, the specimens
have been numerically shape optimized resulting in a stress concentration factor of only 1.04.

The difference between specimen A and specimen B is, that in case of specimen B, the basic
geometry of sample A has been invoked two times in a row. Thus, it is the same as two specimens
of type A. Figures 2 and 3 depict the two specimen geometries for high cycle fatigue testing under
uniaxial tension load.

The highly-stressed volume of specimen geometry B is roughly doubled in comparison to
geometry A. Thus, considering the sum of both sections, a noticeable statistical size effect is
expected. To determine the return period of the highly-stressed volumes more accurately, a numerical
study regarding the applicable element seed is conducted. A linear elastic finite element analysis
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has been set-up featuring an uni-axial tension load with couplings to match the experimental
clamping conditions.

Figure 2. High cycle fatigue (HCF) specimen A with dimensions in [mm].

Figure 3. HCF specimen B with dimensions in [mm].

The element types employed are 20-node quadratic brick C3D20R and 10-node quadratic
tetrahedron C3D10 elements with 8 up to 116 elements on each circumference. Additionally,
axisymmetric CAX8R elements are used with the same element dimensions to significantly reduce
the simulation time. This results in an average element size of approximately 0.24 mm to 3.5 mm in
the HSV-region, see Figure 4. Another possibility to define the element seed, respectively number of
elements per unit length, is the deviation factor, which is defined as the ratio between height h of the
segment and the chord length L with n as element number on the circumference, see Equation (16).

h
L
=

1
2
· tan

( π

2 · n

)
. (16)
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Figure 4. Effect of element seed on numerically determined highly-stressed volume (HSV).

Thus, a number of about 32 elements on circumference, or a deviation factor of 0.03, leads to a
sound compromise between simulation time and accuracy. The numerically evaluated volume results
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in a value of V0,90% = 647 mm3 for specimen A and V1,90% = 1284 mm3 for specimen B, see Figure 5.
Concluding, a 90 % highly-stressed volume ratio of α = 1.98 is obtained for specimen A and B.

Figure 5. Finite Element (FE) analysis of specimens A and B with 90% HSV determined with C3D20R
elements.

In the first phase of the testing procedure the experiment is carried out by clamping part 1 and 3
of the entire specimen with subsequent high cycle fatigue testing until rupture, either at the upper
(section 2–3) or the lower (section 1–2) specimen fraction, as depicted in Figure 6. Next, the fractured
part is removed (shorter specimen part of section 1 or section 3). Subsequently, the specimen is
clamped at the middle part (section 2), see secondary clamping in Figure 6, and the test is continued
at the same load level until rupture of the remaining short specimen. It should be highlighted that
this shortened specimen possess a HSV which is equivalent to specimen geometry A. The result of
this testing procedure are two points in the S/N diagram, which will be discussed in more detail in
Section 3.

Figure 6. First and second testing of specimen type B.

In order to ensure a homogeneously distributed surface quality with prevention of human
influence by polishing, the specimens are polished by a vibratory finishing process. After the CNC
machining process, the components are placed in an oscillating bowl containing polishing media.
Thereby, the specimens are precision grinded and polished with different abrasive media for several
hours until the required surface quality is obtained.
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3. Experimental Results

3.1. Fatigue Strength

The fatigue strength of the material is determined at a resonant testing machine with a testing
frequency of about 108 Hz with compression/tension loading at a stress ratio of R = −1. In order to
focus on the long life fatigue region, the run-out number was set to ten million load cycles. Previous
investigations [3] indicated that the transition knee point is close to about two million load cycles
for such unnotched samples made of aluminium alloy. As proposed in Reference [83] and applied in
preliminary studies [3,76,83,84], the slope of the S/N-curve in the long life region k2 scales with the
slope in the finite life region k1 and therefore it is assigned with k2 = 5 · k1. The S/N curve in the finite
life region is evaluated by the statistical procedure given in the standard [85]. The long life region is
assessed by the arcsin

√
P methodology, as proposed in Reference [86]. In the following, the long life

fatigue strength of specimen A, taken out of position A, at ten million load cycles and at a probability
of survival PS = 50 % is used as unifying reference value. Figure 7 presents the statistically evaluated
S/N curve of specimen A series including the 90% and 10% scatter band. Be aware that specimen A
inherit the highly-stressed volume V0.

 

Figure 7. S/N curve of specimen A.

Next, the evaluated fatigue data of specimen B at first failure is depicted in Figure 8, again with
the 90% and 10% scatter band of the high cycle fatigue region. Thus, the mean long-life fatigue strength
σLLF of position B decreased by approximately five percent compared to specimen A. The doubling of
the highly-stressed volume in position B reveals an evaluable decrease in fatigue strength contributed
as statistical size effect.

The evaluated slope k1 at position B in the finite life region is somewhat higher with respect to
position A. Additionally, the number of load cycles NT of the transition knee-point is slightly enhanced.
Comparing the scatter indices TS of the positions A and B, an increase at disconnected highly-stressed
volumes is observed. The evaluated long life fatigue strength σLLF is listed in Table 2, where all fatigue
strengths are normalized by position A with a probability of survival Ps = 50 %. Furthermore, the
slope k1 of the finite life region, the number of load cycles for the transition knee-point NT and the
statistically evaluated fatigue scatter index TS are given in Table 2.
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Figure 8. S/N curve of specimen B (evaluation only first failures).

Table 2. Results of the fatigue tests of specimen A and B.

Specimen HT Volume k1 [-] σLLF,50% [-] NT [-] TS [-]

A T6 V0 7.84 1.00 1,100,000 1:1.08
B T6 V1 10.73 0.96 1,900,000 1:1.23

Thus, the statistical size effect may be clearly identified for such samples possessing an increased
highly-stressed volume, even though this volume is not coherent as shown in Figure 5. On the other
hand, if the highly-stressed volume would be considered separately, which means that no statistical
size effect occurs in case of non-coherent highly-stressed volume, both S/N curves in Figures 7 and 8
must coincide. Therefore, the experimental point σB,Ps50 should be congruent with the point σA,Ps50 for
the same connected highly-stressed volume. But the experimental point of specimen B (V1) with two
separated highly-stressed volumes V0 is below the fatigue strength of specimen A (V0).

Therefore, as main finding based on the presented experiments, the entire highly-stressed volume
has to be considered for the statistical size effect. Thereby, the entire highly-stressed volume V1 is
calculated by the sum of the separated, non-coherent highly-stressed volumes whereat the failure of
one single highly-stressed volume leads to a collapse of the specimen. The working hypothesis for first,
and second, fatigue failure of specimen B and a theoretical discussion is given in detail in Appendix A.

3.2. Fractography

The crack initiating defect sizes of the HCF specimens are evaluated subsequently to the
fatigue testing utilizing a digital optical microscopy for macroscopic inspection and scanning
electron microscopy respectively for magnification enhanced, local analysis. According to previous
investigations [5,53], defect sizes are evaluated by their precise contour in contrast to the coarser
method proposed by Murakami in Reference [59], where a smooth hull contour, which envelopes
the original shape, is utilized. This measurement methodology leads to smaller, but more precisely
evaluated defect sizes, and it minimizes the distortive effects of projected pore shape onto the statistical
evaluation of defect sizes. Therefore, a spline is drawn manually at the contour of the defect using
the software Fiji, allowing to calculate the enclosed area. The analysis of the initiating cracks of the
specimen A and B revealed that in most cases the technical crack initiates at surface near defects, as
depicted in Figure 9. Thus, the increased stress intensity of surface-intersecting defects and surface near
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defects lead to a lowered crack initiation phase compared to closed defects within the bulk volume [53].
With the existence of superior internal defects in a few samples, in the majority of them specimen B
cases, origin of fracture is shifted into the centre of the specimen, exemplary see Figure 10.

Figure 9. Fracture initiating defect at specimen A.

Figure 10. Fracture initiating defect at specimen B.

As depicted in Figure 11, in a few cases another failure mechanism is recognizable. According to
previous studies [5,87] large slip plane areas can operate as failure reason for load amplitudes within
the finite life region. This is more likely to happen for increasing loads. It is stated in References [88,89],
that in fine microstructures with a small SDAS, the dislocations are able to move across the cell
boundaries of the dendrites, since there are no particles to block them. This is in contrast to larger
SDAS values by means of coarse microstructures where the dendrite cell is isolated by a thick eutectic
wall blocking the dislocations. Due to that, a critical defect size exists, below that the crack initiates at
slip bands instead of interdendritic shrinkage pores. From preliminary studies [5,53] it can be assumed
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that this failure mechanism only occurs at specimens with lower SDAS and quite high load levels of
the S/N-curve.

Figure 11. Slip plane area that occurs in both positions.

Summing up the experimental work, the fractographic analysis revealed that in most cases the
crack initiation starts at interacting shrinkage porosity near the surface, see Figure 9. Therefore,
defects are regarded as interacting if the distance between two defects is less than the size of
the smaller defect, as proposed in Reference [90]. For the subsequent statistical evaluation of the
critical defect sizes the generalized extreme value distribution is applied, following the proposal
of Reference [13]. The associated cumulative distribution function (CDF) is given in Equation (6).
Following Reference [91], a Kolmogorov-Smirnov (KS) test is conducted to evaluate the goodness of fit
for the statistical assessment of the distribution. A perfect compliance for the fit is given with a value
of pKS = 1.00 in the KS-test.

The evaluated probability of occurrence POcc of casting defects for the reference volume V0 as well
as the two times enlarged volume V1, reflecting specimen A and B, is drawn in Figure 12. Assuming
that the failure of one section causes the failure of the whole component, only the first fracture and
its associated flaw size are utilized for the evaluation of the distribution parameters. In addition, the
parameters for the distributions in Figure 12 are statistically evaluated using the maximum likelihood
estimation, as proposed in Reference [56]. The evaluated parameters of the distributions from specimen
A and B, the result of the Kolmogorov-Smirnov test and the evaluated defect size with a probability of
occurrence of 50% are listed for comparison in Table 3.

Table 3. Statistically evaluated distribution parameters of the generalized extreme value distribution (GEV).

Position Volume μ [μm] δ [μm] ξ [-]
√

area(POcc=0.5) [μm] pks [-]

A V0 95.1 20.1 0.43 103 0.93
B V1 118.4 28.1 0.36 129 0.69

B (model) V1 111.3 27.1 0.43 122 0.58
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Figure 12. Probability of occurrence of critical defect sizes in specimen A and B.

As mentioned before, in this study only the first failures per specimen are considered for the
validation of the statistical size effect. The probability of occurrence POcc of a critical defect for an
α-times enlarged volume Vα can be estimated based on the statistical distribution of the reference
volume as reasoned in Reference [3] and shown in Equation (17). The evaluation of the location μα,
shape ξα and scale δα parameter for the distribution Pα is given in Equations (8)–(10). The parameters
of the distribution Pα are listed in Table 3.

Pα = exp

⎧⎨⎩−
[

1 + ξα

(√
area − μα

δα

)]− 1
ξα

⎫⎬⎭ . (17)

4. Verification of Size-Effect Related Fatigue Strength

In order to study the size effect as influence of the highly stressed volume, the probabilistic model
of the preliminary work [3] has to be applied to evaluate the local Weibull factor κ. It depends on
the return period α of the highly-stressed volume and the local defect population μ0. As the same
aluminium alloy with T6 heat treatment was used also in the previous model development regarding
fatigue strengths, the diagram can be easily rebuilt for the varying return period, respective defect
population within the highly-stressed volume. The local Weibull factor κ(μ0, α) can be obtained by
transforming Equation (1). This results in a value of κμ0,α = 15.27 based on the experimental results for
the α-times enlarged volume in case of specimen B, see Equation (18).

κ(μ0, α) =
log(α)

log(ΔσLLF,V0)− log(ΔσLLF,Vα)
. (18)

In the fundamental work of Reference [3], the Kitagawa-Takahashi diagram (KTD) was used
to assess the fatigue strength ΔσLLF,V0 and ΔσLLF,Vα depending on defects, respective microcracks.
Therein, crack propagation tests have been conducted with specimens manufactured from the identical
positions as used in this study to minimize microstructural deviations. To extend the KTD for physically
short and long cracks, the crack-resistance curve was implemented [4]. A summary of the fracture
mechanical variables, determined by crack propagation tests from previous studies [4], is given in
Table 4 for the investigated alloy. No statistically feasible difference in fracture mechanical material
properties of position A and B has emerged.
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Table 4. Parameters resulting from crack propagation tests in position A and B for a probability of
occurrence of POcc = 50%.

ΔKth,lc [MPa
√

m] ΔKth,e f f [MPa
√

m] ν1 [-] ν2 [-] l1 [mm] l2 [mm]

3.95 1.06 0.4 0.6 0.03 0.75

The long life fatigue strength of the near defect free material Δσ0, which defines the upper limit
of the left side of the KTD, was evaluated with specimens in HIP treatment condition at the same
position. In this model the fatigue strength ΔσLLF,V0 is determined using the R-curve extension [40] for
a defect size represented by the size of an defect am of the reference volume V0 implying a probability
of occurrence of POcc = 50%. The critical defect size for an enhanced volume can be estimated by
application of Equations (6)–(12). This results in a fatigue strength ΔσLLF,Vα for an enhanced volume
Vα using the given defect distribution (μα,δα) with a specific defect size am,α.

ΔσLLF,V0 =
ΔKth,Δa

Y · √π · am
, (19)

with

ΔKth,Δa = ΔKth,e f f +
(

ΔKth,lc − ΔKth,e f f

) [
1 −

n

∑
i=0

νi · exp
(
−Δa

li

)]
, (20)

am = μ0 + δ0 (−log(−log(P))) , (21)

Δa = am − a0,e f f , (22)

a0,e f f =
ΔKth,e f f

(Y · Δσ0)
2 · 1

π
. (23)

Thus, the long life fatigue strength of the reference volume V0 with a certain defect distribution
can be calculated using Equations (19)–(23). Moreover, the fatigue strength of an enlarged volume Vα

can be determined by means of Equation (24) to (27), (20) and (23), as exemplified in Reference [3].

ΔσLLF,Vα =
ΔKth,Δa

Y · √π · am,α
, (24)

with
am,α = μα + δα (−log(−log(P))) , (25)

Δa = am,α − a0,e f f , (26)

μα = μ0 + log(α) · δ0, (27)

δα = δ0. (28)

Now, the local Weibull factor κ(μ0, α) can be derived as a function of inhomogeneity population
represented by its location parameter μ0 in a control volume Vα. The course of the local Weibull factor
κ is plotted in dependence of α and μ0 in Figure 13. It is evident that κ increases with rising return
period α and defect population μ0. This relationship is a significant improvement compared to the
common guideline [23], where the Weibull factor is determined with a constant value of ten.

Hence, this generalized model of Aigner et al. [3] can be used to check on the size effect of the
return period α, thereby validating the influence of disconnected highly-stressed volumes, as discussed
in Section 3.2. Therefore the evaluated defect distribution for the reference volume V0 in Section 3.2
and the return period of α = 1.98 are utilized and leading to a model-based local Weibull factor of
κ(μ, α) = 13.8, as depicted in Figure 13 as red marked triangle.
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Figure 13. Weibull factor κ depending on the return period α and the defect population μ0 and
evaluated point of the current test series of specimen B.

By applying the common guideline [23], respectively, the volumetric model of Sonsino [16],
(Equation (1)), the fatigue strength of an elevated HSV with return period α, defined as Vα, can be
calculated as a function of a reference volume V0 and its associated parameters. The calculation is done
for the HSV of specimen B.

Aside from the discussed volumetric approaches, the estimation of the Weibull factor can be
related to the scatter index of the experimental fatigue strength distribution only [17], see Equation (2).
Substantiated by the high manufacturing quality of the samples and quite homogeneous manufacturing
process conditions within the HSV, a comparably small fatigue scatter index TS in the long-life fatigue
region is obtained. This approach leads to a value of κ = 39.3, resulting in non-conservative fatigue
data. This is depicted as dash-dotted line in Figure 14.

In Figure 14, all three different approaches [3,17,23] are compared, where each of them leads to
different Weibull factors κ resulting in differing fatigue strength values. Table 5 lists the normalized
fatigue strength results from the three different κ-values. The fatigue assessment model proposed
in Reference [3] fits the experimental data with a value of κ = 13.8 best, plotted as continuous line
in Figure 14. The common guideline (dotted line in Figure 14) leads to a more conservative fatigue
design compared to the experimental results, because a constant weibull factor κ is defined for groups
of materials. The model published by Reference [17] leads to an improper, non-conservative fatigue
design due to the small scatter band of the fatigue data.

Table 5. Comparison of the normalized fatigue strength resulting from different Weibull parameters κ

using a return period of α = 1.98 (specimen B in this study).

σLLF,50% [-] Δ κ [-] Model

0.96 Reference - Experiment
0.93 −2.28% 10.0 [23]
0.98 +2.84% 39.3 [17]
0.95 −0.42% 13.8 [3]

To summarize, the fatigue assessment model of Reference [3] is validated for EN AC-46200 in
sand cast condition for volume ratios up to a value of α about two, leading to an enhanced fatigue
assessment avoiding an over-conservative design. The updated size effect model, utilizing a highly
stressed volume of 90%, now covers a return period of about two and up to six [3]. Nevertheless, other
return periods shall be investigated to approve the statistical method even further.
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Figure 14. Comparison of HSV-based fatigue assessment models for S/N-results of specimen A and B.

5. Conclusions

This paper evaluates the size-effect based fatigue strength design of EN AC-46200 in T6 heat
treatment condition. Therefore, a special specimen geometry was designed, which possess a
non-coherent highly-stressed volume. Volumetric approaches are reviewed and their applicability for
conservative fatigue designs is discussed. Overall, the following conclusions can be drawn:

• Based on a numerical parameter study, a deviation factor of about 0.03 is recommendable for
numerical evaluation of the highly-stressed volume (HSV) in engineering applications.

• If several independent HSVs with the same microstructural properties are attached as one
component and loaded simultaneously, the failure of each HSV leads to failure of the whole
component. Hence, the aggregated sum of disconnected HSVs has to be considered as size effect
in fatigue strength design. But in the case of varying microstructures between the individual
highly-stressed volumes, the local microstructure has to be considered as well.

• The conducted validation of the aforesaid defect based probabilistic fatigue assessment model,
originally published in Reference [3], is based on samples with a return period of about two.
The results confirm that the model assesses the fatigue strength in terms of statistical size effect
best by applying the local Weibull factor κ depending on the return period α and defect population
μ0. Thus, the verified probabilistic approach is recommendable for engineering design of complex
parts, whereat the HSV has to be linked to the local microstructural properties for proper fatigue
strength design.

Current work focuses on the design strength related interaction between HSV and associated
microstructure in cast aluminium alloys, especially in case of service load cases which enforces locally
varying HSV and subsequent feasible damage sum calculations. Moreover, the applicability of the
design concept for notched components considering different load cases and local stress gradients will
be investigated.
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Abbreviations

The following abbreviations are used in this manuscript:
√

area Defect size of Murakami’s approach
α Return period of the highly-stressed volume
κ Weibull factor
σLLF Long life fatigue strength
σLLF,V0 Long life fatigue strength of the reference volume V0

σLLF,Vα
Long life fatigue strength of the α-times enlarged volume Vα

σLLF,50 Estimated long life fatigue strength with 50% probability of survival
σ*,Ps50 Experimental long life fatigue strength at position * with 50% probability of survival
Δ Deviation of model to experiment
Δσ0 Fatigue range of near defect free material
δ Scale parameter of the GEV distribution
δ0 Scale parameter of the GEV distribution for the reference volume V0

δα Scale parameter of the GEV distribution for the α-times enlarged volume Vα

μ Location parameter of the GEV distribution
μ0 Location parameter of the GEV distribution for the reference volume V0

μα Location parameter of the GEV distribution for the α-times enlarged volume Vα

ξ Shape parameter of the GEV distribution
ξα Shape parameter of the GEV distribution for the α-times enlarged volume Vα

νi Weighting factor for crack closure effect i
li Crack elongation, where the crack closure effect νi is completely build-up
ΔKth,lc Long crack threshold range
ΔKth,Δa Crack threshold range in respect to the crack extension
ΔKth,e f f Effective crack threshold range
ΔKe f f Effective stress intensity factor range
Kmax Maximum stress intensity factor
Kop Opening stress intensity factor
Δa Crack extension
a Crack length
a0,e f f Intrinsic crack length
a0,lc Crack length at the transition to long crack behaviour
am Crack length of the reference volume V0 for a probability of occurrence of 50%
am,α Crack length of the reference volume Vα for a probability of occurrence of 50%
h Segment height of a circle
L Chord length of the segment
n Number of elements on circumference
P Probability
POcc Probability of occurrence
PS Probability of survival
Pα Defect distribution of α-times enlarged volume Vα

V0,V1 Highly stressed volume of specimen A and B
V90,0,V90,1 90% highly stressed volume of specimen A (V0) and B (V1)
V∞ Threshold volume
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Vα α-times enlarged highly stressed volume
pks p-value of the Kolmogorov-Smirnov test
Y Geometry factor
k1 Inverse slope of the S/N-curve in finite life region
k2 Inverse slope of the S/N-curve in long life region
TS Fatigue scatter band of the S/N-curve
NT Transition knee point of the S/N-curve
R Load ratio
R-curve Cyclic crack resistance curve
HSV Highly stressed volume
SDAS Secondary dendrite arm spacing
GEV Generalized extreme value distribution
CDF Cumulative distribution function
KTD Kitagawa Takahashi diagram
ECD Equivalent circle diameter
FE Finite element
HCF High cycle fatigue
HIP Hot isostatic pressing

Appendix A. Fatigue Failure Hypothesis

Lets assume that there is a cube containing a homogeneous defect distribution. Therefore,
specimens manufactured from this cube, containing a certain highly stressed volume V0, named
specimen geometry A in this hypothesis, see Figure A1. This homogeneous distribution of defects
results in a fatigue strength σLLF,V0 , inheriting a defect distribution GEVV0 , evaluated by means of
a fractographic analysis. Next, specimens possessing a connected doubled highly-stressed volume
V1 are manufactured from the same cube, which results in a fatigue strength σLLF,V1 with associated
defect distribution GEVV1 . According to [3], this defect distribution GEVV1 is shifted to larger defect
sizes compared to the GEVV0 caused by the increased probability for larger, extremal defects in an
increased highly-stressed volume. In the third step, two cubes containing a highly stressed volume V0

are linked together as specimen B, to get a disconnected highly-stressed volume, which is two times
V0, see Figure 3. This results also in a lowered fatigue strength σLLF,V1 considering only the first failure
of each specimen.

Figure A1. Schematic representation of the specimens manufactured from a cube possessing a
homogeneous defect distribution and sketch of expected fatigue strength results.
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Additionally, the fatigue strength of the second failures should result towards the higher value
σLLF,V0 . Considering the defect distributions in the third case, the fractographical evaluated defect
distribution of the first failures is supposed to coincide with GEVV1 and the defect distribution of the
second failures should coincide with GEVV0 .

References

1. Hertel, O.; Vormwald, M. Statistical and geometrical size effects in notched members based on weakest-link
and short-crack modelling. Eng. Fract. Mech. 2012, 95, 72–83, doi:10.1016/j.engfracmech.2011.10.017.
[CrossRef]

2. Tomaszewski, T.; Sempruch, J. Size effect in high-cycle fatigue. J. Mach. Constr. Maint. Probl. Eksploat. 2017,

1, 29–35.
3. Aigner, R.; Pomberger, S.; Leitner, M.; Stoschka, M. On the Statistical Size Effect of Cast Aluminium. Materials

2019, 12, 1578, doi:10.3390/ma12101578. [CrossRef]
4. Aigner, R.; Pusterhofer, S.; Pomberger, S.; Leitner, M.; Stoschka, M. A probabilistic Kitagawa-Takahashi

diagram for fatigue strength assessment of cast aluminium alloys. Mater. Sci. Eng. A 2019, 745, 326–334,
doi:10.1016/j.msea.2018.12.108. [CrossRef]

5. Aigner, R.; Leitner, M.; Stoschka, M. Fatigue strength characterization of Al-Si cast material incorporating
statistical size effect. In Proceedings of the MATEC Web Conference, Poitiers, France, 27 May—1 June 2018;
Volume 165, p. 14002. [CrossRef]

6. Yi, J.Z.; Gao, Y.X.; Lee, P.D.; Lindley, T.C. Microstructure-based fatigue life prediction for cast A356-T6
aluminum-silicon alloys. Metall. Mater. Trans. B 2006, 37, 301–311. [CrossRef]

7. Iben Houria, M.; Nadot, Y.; Fathallah, R.; Roy, M.; Maijer, D.M. Influence of casting defect and SDAS on the
multiaxial fatigue behaviour of A356-T6 alloy including mean stress effect. Int. J. Fatigue 2015, 80, 90–102,
doi:10.1016/j.ijfatigue.2015.05.012. [CrossRef]

8. Stroppe, H. Calculation of the S-N curve for cast aluminium alloys based on static tensile test and
dendrite arm spacing: Berechnung der Wöhler–Linie für Aluminium–Gusslegierungen aus dem statischen
Zugversuch und dem Dendritenarmabstand. Mater. Werkst. 2009, 40, 738–742. [CrossRef]

9. Brueckner-Foit, A.; Luetje, M.; Wicke, M.; Bacaicoa, I.; Geisert, A.; Fehlbier, M. On the role of internal
defects in the fatigue damage process of a cast Al-Si-Cu alloy. Int. J. Fatigue 2018, 116, 562–571,
doi:10.1016/j.ijfatigue.2018.07.012. [CrossRef]

10. Brueckner-Foit, A.; Luetje, M.; Bacaicoa, I.; Geisert, A.; Fehlbier, M. On the role of internal defects
in the fatigue damage process of a cast Al-Si-Cu alloy. Procedia Struct. Integr. 2017, 7, 36–43,
doi:10.1016/j.prostr.2017.11.058. [CrossRef]

11. Atxaga, G.; Pelayo, A.; Irisarri, A.M. Effect of microstructure on fatigue behaviour of cast Al–7Si–Mg alloy.
Mater. Sci. Technol. 2013, 17, 446–450, doi:10.1179/026708301101510023. [CrossRef]
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Abstract: Wire and arc additively manufactured (WAAM) parts and structures often present internal
defects, such as gas pores, and cause irregularities in the manufacturing process. In order to describe
and assess the effect of internal defects in fatigue design, this research study investigates the fatigue
strength of wire arc additive manufactured structures covering the influence of imperfections, partic-
ularly gas pores. Single pass WAAM structures are manufactured using titanium alloy Ti-6Al-4V
and round fatigue, tensile specimen are extracted. Tensile tests and uniaxial fatigue tests with a load
stress ratio of R = 0.1 were carried out, whereby fatigue test results are used for further assessments.
An extensive fractographic and metallographic fracture surface analysis is utilized to characterize
and measure crack-initiating defects. As surface pores as well as bulk pores are detected, a stress
intensity equivalent ΔKeqv transformation approach is presented in this study. Thereby, the defect
size of the surface pore is transformed to an increased defect size, which is equivalent to a bulk
pore. Subsequently, the fatigue strength assessment method by Tiryakioğlu, commonly used for
casting processes, is applied. For this method, a cumulative Gumbel extreme value distribution is
utilized to statistically describe the defect size. The fitted distribution with modified data reveals
a better agreement with the experimental data than unmodified. Additionally, the validation of
the model shows that the usage of the ΔK modified data demonstrates better results, with a slight
underestimation of up to about −7%, compared to unmodified data, with an overestimation of up
to about 14%, comparing the number of load cycles until failure. Hence, the presented approach
applying a stress intensity equivalent transformation of surface to bulk pores facilitates a sound
fatigue strength assessment of WAAM Ti-6Al-4V structures.

Keywords: wire arc additive manufacturing; fatigue assessment; Ti-6Al-4V; defects; statistical distribution

1. Introduction

Novel, innovative manufacturing technologies, such as additive manufacturing, have
the potential to become a time- and cost-efficient method of producing more or less complex
high-tech parts and structures using expensive and hard-to-manufacture materials [1–4].
In contrast to commonly used powder-bed processes, such as selective laser melting, wire-
based technologies offer high deposition rates and high material utilization. Wire arc
additive manufacturing is one possible wire-based AM technique particularly used for
large components, where the deposition material is fed as a wire, melted by means of an
electrical arc and added layer-by-layer on a substrate.

Due to its benefits regarding a buy-to-fly optimization and lightweight design po-
tential, the titanium alloy Ti-6Al-4V is of interest in the aerospace industry [5–8]. Despite
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the main advantages and the potentials of WAAM, technological challenges are currently
under investigation. For example, some challenges are process stability, component design,
formation and simulative prediction of residual stresses and distortion and the mechanical
material behavior itself [8–10]. Reproducible quasi-static mechanical and fatigue proper-
ties are an essential requirement for the use of additively manufactured components in
aerospace industry and, therefore, need to be investigated in detail. Studies on the fatigue
performance of additively manufactured parts pointed out a comparably large scatter
in fatigue life and a reduced fatigue strength compared to conventional manufactured,
e.g., forged parts, due to process induced defects, such as pores, as-built surfaces and
a different microstructure [8,11–13]. Failure critical aerospace components are always
machined to avoid a critical, rough surface. Due to the machining of the rough surface,
crack initiating defects are found to be on inner areas or surfaces near pores [14].

Preliminary studies showed that the fatigue strength of additively manufactured
structures is reduced with the presence of defects to the same extent as traditionally manu-
factured structures. Basically, the origin of crack initiation does not differ to conventional
processes and fatigue failure should occur at the largest defect in the tested volume. Fa-
tigue assessment methods developed for traditional processes, such as casting and using
the statistics of extremes, seem to be applicable for AM parts. Therefore, concepts for
conventional manufacturing processes using extreme value statistics can be adopted and
used for determination of the fatigue strength of AM parts [15,16]. In [12,17–19], different
statistical extreme value distributions are utilized for the occurring defects in additively
manufactured parts and structures.

The objective of this study is to investigate the finite fatigue strength of additively man-
ufactured Ti-6Al-4V structures with the presence of process induced defects. Three struc-
tures are manufactured and fatigue tests are carried out of this material followed by a
holistic fracture surface analysis. The Gumbel extreme value distribution is fitted to the
size of the observed failure critical pores/defects. In order to compare surface defects to
inner defects, a concept for the transformation of surface pores to inner pores is utilized
using a stress intensity equivalent approach. Finally, the proposed assessment method of
Tiryakioğlu is applied and validated with experimental data from fatigue tests out of wire
arc additive manufacturing structures.

The scientific contribution of this paper is to extensively investigate the impact of
porosity on the finite fatigue strength of additively manufactured Ti-6Al-4V structures, the
transformation of surface pores to inner pores by an stress intensity equivalent approach
and the application and validation of the fatigue assessment methodology by Tiryakioğlu
for material out of a Ti-6Al-4V WAAM structure.

2. Materials and Methods

2.1. Material and Manufacturing

The investigated material within this study is the titanium alloy Ti-6Al-4V, which is
commonly used for parts and structures in aerospace industry. Ti-6Al-4V is used for the
wire as well as for the substrate. The substrates material condition was conventionally
processed by hot-rolling. The nominal chemical composition out of the suppliers data
sheets for the wire and the substrate is given in Table 1.

Table 1. Nominal chemical composition of the used material in weight %, comparable to [20,21].

Al V Fe O N C H Ti

Substrate 5.50–6.75 3.50–4.50 <0.30 <0.20 <0.05 <0.08 <0.015 Balance
Wire 6.00 4.00 <0.15 0.18 <0.03 <0.05 <0.01 Balance

In structure manufacturing, a diameter 1.2 mm wire was added layer-by-layer on
a bolt clamped substrate with the dimensions of 250 × 150 × 12.4 mm3. The process
is carried out using a Fronius Cold Metal Transfer welding machine combined with a
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Yaskawa Motoman welding robot, see Figure 1. In order to protect the weld pool and the
heat affected zone from oxidation and other undesirable gaseous elements, a local trailing
shield purged with 99.9999% pure Argon was used. In Table 2, the process parameters
used for the manufacture of the pieces are shown. Dwell times between layers are defined
in order to ensure a constant interpass temperature of about 150 °C.

Figure 1. Experimental setup for additive manufacturing.

Table 2. Used WAAM building parameters.

Process Parameter Unit Value

Current A 92.0
Voltage V 18.1

Travel speed mm/s 2.5
Wire feed speed m/min 5.0
Wire diameter mm 1.2

In total, three structures are built, with each structure consisting of twenty layers with
a total length of about 130 mm in deposition direction. These walls are manufactured
utilizing a single layer strategy without oscillation and with the same deposition direction
in each layer. The overall measured height of the WAAM structure is about 110 mm, and
the effective wall thickness is measured to be about 8.5 mm. An exemplary twenty layer
WAAM structure is shown in Figure 2.

Quasi-static tensile and fatigue test specimens are extracted horizontally, and it is
parallel to the deposition direction (see Figure 2). The positions of specimens in building
direction are defined in order to neglect any starting effects related to, e.g., heating up
the base plate and, hence, obtaining a comparable microstructure within all specimens,
starting with extraction above the sixth layer. To statistically evaluate the mechanical
material properties and the fatigue strength of this AM material, in total 19 fatigue and six
tensile specimen are cut out of the three manufactured WAAM structures. By polishing
the surface of the extracted and machined test specimen before testing, any influence of a
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surface roughness on the experimental investigations can be avoided. Tensile and fatigue
tests were conducted at room temperature. The geometry of the tensile test specimens (see
Figure 3a), is defined according to the requirements of standard EN ISO 6821 [22] with an
initial test length of 25 mm. An uniaxial, servo-hydraulic cylinder from Instron-Schenk
with a maximum load capacity of 25 kN is used for the tensile tests. All tests are strain-rate
controlled until failure of the specimen and carried out with an touching extensometer and
a strain rate of 2.5 × 10−3 s−1.

Figure 2. Additively manufactured structure for experiments and schematic specimen positions.

The fatigue tests are utilized on a resonant test machine RUMUL Microtron with a
resonance testing frequency of about 130 Hz. The dimensions of the investigated round
fatigue specimen geometry are illustrated in Figure 3b, with a diameter of 4 mm in the
test area. Specimens are cyclically tested in a pulsating tension load range with a load
stress ratio of R = 0.1. The abort criterion was set to total fracture of the specimen or a
defined number of ten million load-cycles without failure. This study focuses on the finite
life region; thus, the applied load for the fatigue tests is relatively high. After fatigue tests,
an extensive fracture surface analysis was carried out to evaluate the failure origin using a
digital optical microscope.

(a) (b)

Figure 3. Geometry of test specimen in [mm]. (a) Quasi-static tensile test. (b) Fatigue test.

2.2. Assessment Methodology

In order to determine the survival probability of components, it is of utmost impor-
tance to consider local pore size distributions in the fatigue assessment process. Different
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statistical distributions were investigated in [23,24] for crack initiating defects in cast mate-
rials. These studies revealed that the defect size can be well described by extreme value
statistics using the extreme value distribution of type one, which is also called Gumbel
distribution and enables the assessment of the largest values of the distribution [25]. Better
fit results are found using a Gumbel extreme value distribution compared to commonly
used lognormal or Weibull distributions [26,27]. Further studies [28,29] for cast materials
revealed a good agreement of the assessed fatigue strength to the experimental data with
the proposed methodology according to Tiryakioğlu. To quantify the size of irregularities
or pores, the projected area is measured. A relationship between the projected defect area
Aproj and the equivalent diameter deqv can be determined using Equation (1), whereby deqv
equals the diameter of a circle, which covers the same area as the defect itself. The size
of the critical defects is commonly measured subsequently after fatigue testing by inves-
tigations of the fractured surfaces or non-destructive by using X-ray tomography before
fatigue testing. At the latter, the minimum detectable defect size has to be considered.

deqv =

√
4
π

· Aproj (1)

As mentioned before, the Gumbel distribution can be used to describe the distribution
of defects, with the cumulative Gumbel probability P for a defined equivalent defect
diameter is given in Equation (2) [25]. There, λ is a pore size dependent location and δ a
scale parameter.

P(deqv) = exp
[
−exp

(
deqv − λ

δ

)]
(2)

In order to link the cumulative defect distribution of the failure initiating defect size
to the finite fatigue life of parts and structures containing defects, Tiryakioğlu suggests a
new methodology. In this fatigue assessment methodology, the crack propagation law of
Paris–Erodgan [30] for stable crack growth is combined to the cumulative Gumbel defect
distribution (see Equation (3)) [23]. Based on this methodology, failure probability Pf can
be determined dependent on a specified number of load cycles until failure Nf . Because
cracks from structural defects start to grow immediately after the first cycle, the number of
cycles to initiate a crack is set to 0 in this study [23,31].

Pf (Nf ) = 1 − exp

⎧⎨⎩−exp

⎡⎣λ

δ
− 2

δ · √π

( Nf

B · σ−m
a

) 2
2−m

⎤⎦⎫⎬⎭ (3)

Within Equation (3), λ and δ are the previously introduced location and scale parame-
ters of the Gumbel extreme value distribution, σa is the nominal stress amplitude and B
and m are material dependent constants. Crack propagation slope is represented by m in
the stable crack growth region and B is a offset parameter. The survival probability Ps can
be calculated by the following.

Ps(Nf ) = 1 − Pf (Nf ) (4)

3. Results

3.1. Quasi-Static and Fatigue Test Results

Quasi-static tests are carried out to investigate the mechanical properties of the WAAM
material at room temperature. As mentioned in the previous section, all tensile tests are
strain controlled. In Figure 4, a representative stress–strain curve of a horizontally extracted
tensile test is presented. The exemplary stress–strain curve shows a distinctive plastic
deformation with a small amount of work hardening.

All important and necessary mechanical properties are subsequently determined out
of the experimental data using a common guideline out of the standard EN ISO 6892-1
for tensile tests [22]. The experimental data of the six static tests are afterward statistically
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analyzed using simple descriptive statistics. The results of the strain controlled tensile
tests are summarized in Table 3. At room temperature, mean YS is found to be about 867
MPa, the mean UTS equals 957 MPa and A equals 6%. A comparison of data from the
literature [32–35] with the material tested in this paper shows a good agreement of the
mechanical properties and lays in the same range (see Table 3).

Figure 4. Representative tensile test with specimen extracted in horizontal direction.

Table 3. Summarized mechanical properties of tensile tests extracted in horizontal directions.

Condition Orientation UTS [MPa] YS [MPa] A (%) References

As-built Horizontal 957 ± 4 867 ± 16 6 ± 1 This study
As-built Horizontal 923–995 840–909 5–11 [32–35]

As mentioned in the previous section, uniaxial fatigue tests are utilized on a resonant
testing rig. The stress amplitude σa for the fatigue tests is defined in accordance with the
stress–strain curves. Additionally, all specimen are tested in the finite life region in order to
assess the fatigue strength with the method of Tiryakioğlu. The experimental fatigue test
points in the finite life region are statistically evaluated by applying the standard by ASTM
E 739 [36] to determine the S-N curves for the survival probabilities of Ps = 10%, Ps = 50%
and Ps = 90%. In Figure 5, the fatigue test results and the statistically evaluated S-N curves
for different survival probabilities are presented.

The statistically estimated S-N parameters are given in Table 4, whereby the evaluated
S-N curve reveals a stress amplitude of σa = 261.6 MPa for Ps = 50% at Nf = 1 × 105 load
cycles. Additionally, the comparably high slope of the S-N curve in the finite life region is
found to be about k = 4.4, which is in a good agreement with data from the literature [37]
and proves the presence of process-induced, crack-initiating defects. In accordance to the
common definition in [38], the scatter bands for stress 1:TS and load cycles 1:TN of the S-N
curve are evaluated, whereby the ratio of Ps = 10% to Ps = 90% is used. Moreover, the
evaluated scatter index reveals the presence of defects, comparable to [37].
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Figure 5. Experimental fatigue test results.

Table 4. Evaluated fatigue test data.

Condition Orientation σa,Ps50,N1 × 105 [MPa] Slope k 1:TS 1:TN

As-built Horizontal 261.6 4.40 1.43 4.78

3.2. Fractography

After fatigue testing, all specimens were analyzed by means of an extensive fracture
surface analysis using a digital light microscope. Within the analysis, the crack initiating
defect of each tested specimen is evaluated and additionally relevant geometric defect
parameters, such as area, diameter and position are measured and subsequently deter-
mined. In cases of all specimens, gas pores were found as failure critical defects. On the
one hand, pores were located inside the specimen; on the other hand, pores at the surface
were found. In Figure 6, a characteristic gas pore inside of a specimen is presented, and in
Figure 7, a representative gas pore at the surface is shown. A summary of all pores is given
in Table 5, whereby the position of the pore is presented as well as the projected area Aproj,
the estimated equivalent diameter deqv, calculated according to Equation (1), and the stress
intensity equivalent defect diameter dΔK,eqv are shown.

Crack initiating pores are found in the bulk material as well as at the surface of
specimens. In fact, surface near pores are more critical than bulk pores in terms of a higher
stress intensity factor [15,39]. Experimental data are often divided into two sample batches
dependent on the position of the failure. Furthermore, fatigue assessment methods are
applied separately for each sample batch dependent on position of the defect. To assess the
fatigue strength of the WAAM material by using one approach for bulk and surface pores,
a stress intensity equivalent ΔKeqv transformation is applied. This approach is based on the
stress intensity, which can be determined using Equation (5) [40]. In Equation (5), σa is the
applied stress amplitude, Y is a defect based geometry factor and a is the defect or initial
crack size.

ΔK = 2 · σa · Y · √π · a (5)
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It is assumed that the transformed inner pore has the same stress intensity as the
surface pore; therefore, the stress intensity of the surface pore ΔKSur f ace,max equals the
stress intensity of the inner pore within the bulk material ΔKBulk,max.

ΔKSur f ace,max = ΔKBulk,max (6)

The insertion of Equation (5) into Equation (6) and the reduction in the constant stress
amplitude σa leads to Equation (7).

YSur f ace,max ·
√

π · deqv = YBulk,max ·
√

π · dΔK,eqv (7)

After rearranging Equation (7), the stress intensity equivalent diameter dΔK,eqv can be
determined dependent on the square of the ratio between the geometry factor of a surface
pore YSur f ace,max to the geometry factor of a bulk pore YBulk,max as shown in Equation (8).

dΔK,eqv =

(YSur f ace,max

YBulk,max

)2

· deqv (8)

The scheme of the stress intensity equivalent ΔKeqv approach for the transformation
of a surface pore to an inner pore is illustrated in Figure 8. To sum this methodology
up, when a pore at the surface is detected, the projected area Aproj is measured and the
equivalent diameter deqv calculated in the same manner as for a bulk pore. Equivalent
diameter deqv is then transformed to dΔK,eqv with Equation (8). The geometry factors for
the surface pore YSur f ace,max and the bulk pore YBulk,max are taken out of the literature
and are estimated based on the literature data for surface pore YSur f ace,max = 0.75 and
for bulk pore YBulk,max = 2

π [41]. Overall, the transformation factor is determined to be(YSur f ace,max
YBulk,max

)2
= 1.39.

Figure 6. Gas pore within bulk material as representative inner defect.

After extensive characterization of the occurring critical defects, the statistical Gumbel
extreme value distribution is fitted to them. To do so, the cumulative extreme value
distribution according to Gumbel (see Equation (2)) is fitted to the experimental data
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and the Gumbel parameters are evaluated by using a maximum likelihood function fit
introduced in [42]. In order to evaluate the goodness of the fit and the improvement of the
distribution regarding the ΔKeqv modification, two additional fit tests are carried out. On
the one hand, Anderson–Darling goodness [43] and Kolmogorov–Smirnov goodness [44]
are utilized.

Figure 7. Gas pore at surface as representative surface defect.

Figure 8. Schematic illustration of the surface to bulk pore transformation.

Additionally, to validate the stress intensity equivalent transformation of surface to
bulk pores, the distribution fit was performed for two datasets. The first dataset is the
original data without transformation and the second dataset is the ΔKeqv modified set with
the transformed surface pores. The scale δ and location parameter λ of the cumulative
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Gumbel distribution for the equivalent defect diameter and the Anderson–Darling A2
AD

and Kolmogorov–Smirnov pkol goodness-of-fit test results are shown in Table 6. Both
goodness of fit tests reveal significantly better results of the Gumbel distribution fit in the
case of the ΔKeqv modified dataset. A value of pkol =1 means that the distribution perfectly
fits the data. Additionally, if the Anderson–Darling test variable is below A2

AD <0.75, then
the distribution fit is valid [45]. Figure 9 outlines the cumulative probability of occurrence
for both data sets and the data points for the fits. Thereby, an equivalent defect diameter of
about 237 μm will occur with a 50% probability of occurrence in case of the original dataset
and an equivalent defect diameter of about 276 μm in case the ΔKeqv modified set. Hence,
the equivalent diameter with 50% occurrence probability increases by about 16% with the
use of the surface to bulk pore transformation, and additionally better fit results are found.

Figure 9. Cumulative probability of occurrence dependent on equivalent and ΔK-equivalent defect size.

Table 5. Position, size and equivalent diameter of the detected pores.

Specimen Pore Position Area [μm2] deqv [μm] dΔK,eqv [μm]

1 Bulk 38,360 221 ⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
=̂

2 Bulk 14,314 135
3 Bulk 11,310 120
4 Bulk 53,502 261
5 Bulk 76,945 313
6 Bulk 45,239 240
7 Bulk 52,685 259
8 Surface 59,155 274 381
9 Surface 50,636 253 353
10 Bulk 61,757 280 }

=̂11 Bulk 66,508 291
12 Surface 71,227 301 418
13 Bulk 431,247 741 }

=̂14 Bulk 174,234 471
15 Bulk 11,499 121
16 Surface 55,623 266 370
17 Surface 10,311 114 159
18 Bulk 33,329 206 }

=̂19 Bulk 6793 93
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Table 6. Estimated Gumbel distribution parameters and goodness of fit test.

Dataset λ [μm] δ [μm] A2
AD pKol

Original 202.3 96.3 0.74 0.61
ΔKeqv Modified 232.9 119.8 0.33 0.97

3.3. Fatigue Assessment Methodology

In order to estimate the fatigue life in the finite life region, the assessment model
according to Tiryakioğlu was utilized, as introduced in Section 1. The necessary constants
for the model in Equation (3) are the fitted Gumbel distribution parameters and the material
constants B and m. The constant m is estimated to be 4 based on the literature data [46], and
parameter B is evaluated to be about 3 × 1018 by a best-fit approach. The assessment model
is used for both datasets to validate the surface to bulk pore transformation, whereby the
parameters of the Gumbel distribution are different. To validate assessment methodology,
three different load levels and number of load cycles are used and subsequently compared
to the experimental S-N data. In cases of a constant stress amplitude, the stress amplitudes
are 200 MPa, 300 MPa, and 350 MPa, and in case of a constant number of load cycles, the
chosen numbers of load cycles are 1 × 105, 5 × 105 and 1 × 106.

The results of the assessment for constant amplitudes are presented in Figure 10.
Thereby, the probability of survival PS is calculated in accordance to Equation (3) with
a constant amplitude σa as a function of the number of load cycles until failure Nf . Ad-
ditionally, the experimental S-N data are plotted in Figure 10 to validate the assessment
model. A comparison of results of the two different datasets with the experimental data
is given in Table 7, whereby the number of cycles until failure for a probability of 50%
and the scatter band are compared for different stress amplitude levels. The model with
the original data overestimates the number of load cycles until failure. By comparison,
the ΔKeqv-modified model provides a slight underestimation. When the scatter bands are
compared, the model with the modified data delivers a better agreement when compared
with the original data. The assumption can be made that the model with the transformed
dataset delivers results in good agreement with the experimental data, and it is necessary
to use stress intensity-equivalent pore transformation.

Figure 10. Model validation for constant stress amplitude.
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Table 7. Fatigue assessment model validation for constant stress amplitude.

Dataset
σa = 200 MPa σa = 300 MPa σa = 350 MPa

Nf ,Ps=50%
1:TN Nf ,Ps=50%

1:TN Nf ,Ps=50%
1:TN

Experiment 3.3 × 105 4.78 5.5 × 104 4.78 2.8 × 104 4.78

Model Original 3.7 × 105 4.39 6.2 × 104 4.38 3.2 × 104 4.38
Deviation 13% 13% 14%

Model ΔKeqv Modified 3.1 × 105 5.12 5.1 × 104 5.12 2.6 × 104 5.12
Deviation −6% −6% −6%

The results of the assessment with a constant number of load cycles until failure are
shown in Figure 11. For the evaluation of the survival probability in case of a constant number
of load cycles, the stress amplitude is used as control variable. A comparison of the results
for the two different datasets with the experimental data is given in Table 8, where the stress
amplitudes for a survival probability of 50% and the scatter bands are compared for different
numbers of load cycles until failure. The comparison of the assessed stress amplitude with
the experimental data points out that the modified dataset delivers better results with a slight
deviation of about 2%. Similar behavior as in the previous comparison for a constant stress
amplitude arises: the model with the original data overestimates the experimental data, and
the modified data delivers better results with a slight underestimation.

Figure 11. Model validation for constant load cycles.

Table 8. Fatigue assessment model validation defined number of load cycles.

Dataset
Nf = 1 × 106 Nf = 5 × 105 Nf = 1 × 105

σa,Ps=50%
[MPa] 1:TS σa,Ps=50%

[MPa] 1:TS σa,Ps=50%
[MPa] 1:TS

Experiment 155 1.43 182 1.43 262 1.43

Model Original 159 1.40 187 1.40 269 1.40
Deviation 3% 3% 3%

Model ΔKeqv Modified 153 1.45 179 1.45 258 1.45
Deviation −2% −2% −1%
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4. Discussion

Within fractographic and metallographic investigations, pores are found as failure
origins in all specimens. These pores are detected on the surface as well as in the bulk of
the specimen. To compare pores independent of their position, a transformation routine
was successfully developed. The used Gumbel extreme value distribution is in a good
agreement with the experimental measured pore sizes, when the size of surface pores is
stress intensity equivalent transformed to a size of an inner pore. For an extended statistical
validation of the defect distribution, future work will focus on non-destructive, computer
tomographic scans of wire arc additive manufacturing structures. In the presence of defects,
the assessment method developed by Tiryakioğlu, validated for cast material, is applicable
to additive manufacturing material and delivers well suitable results when the presented
surface pore transformation is utilized.

Comparison of assessment results with and without ΔKeqv modification reveals in
general an overestimation without modification and an underestimation with modification.
In Figure 12, the modeled data are presented dependent on the experimental data. Both
evaluations for constant stress amplitude σa (Figure 12a) and constant number of load cycles
until fracture Nf (Figure 12b) reveal that the original model lies above the ideal coherence
and the ΔKeqv modified model lies slightly below or shows almost ideal coherence. The
model without modification delivers an overestimation up to 14% and the model with
ΔKeqv modification an slight underestimation of up to −7%. This behavior can be described
with the lower occurring defect size (50% probability) of about 237 μm without modification
compared to 276 μm with ΔKeqv modification.

For the final application of additive manufacturing components in aerospace, the proof
reliability is of utmost importance and must be taken into account. The impact of reliability
calculations is investigated in [47,48] for additive manufacturing parts in aerospace. There,
a new assessment methodology is proposed taking reliability into account in addition to
the probabilistic defect size distribution.

(a) (b)

Figure 12. Comparison of results by experimental and model. (a) For constant load stress amplitude
σa. (b) For constant number of load cycles Nf .

5. Conclusions

Based on the conducted investigations and presented results, we conclude the follow-
ing:

• Imperfections, in particular gas pores, significantly influence the fatigue strength of
WAAM structures and should be taken into account within fatigue assessment methods.

• A stress intensity equivalent transformation approach of surface pores to inner bulk
material pores is presented and successfully validated.

• A cumulative extreme value distribution by Gumbel fit extremal pore sizes. The fitted
distribution reveals a sound agreement with the experimental defect size data with a
goodness of fit test value of pkol = 0.97, when the ΔKeqv transformation of surface to
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inner pores is used. In contrast, the distribution fit with the unmodified defect sizes
shows a lack of fit to the measured defects sizes with an goodness of fit test value of
pkol = 0.61. Thus, the ΔKeqv transformation of surface to inner bulk pores leads to a
significant improvement in the goodness of the distribution’s fit.

• The used fatigue assessment method according to Tiryakioğlu is well applicable for
this defect containing, additive manufacturing system structures. By utilizing the
ΔKeqv transformation, the fatigue assessment reveals a sound agreement with an
underestimation of up to −7% compared to the experiments. Fatigue assessed with
the original data reveals an overestimation of up to 14%. Therefore, fatigue estimation
can be significantly improved by considering the ΔKeqv transformation of surface
pores to inner bulk pores.

Ongoing research focuses on non-destructive investigations of the defect sizes in
WAAM structures, whereby computer tomographic scans are planned and will be used
for a better statistical generation of the chosen cumulative extreme value distribution.
Additional work is focusing on fracture mechanical crack growth tests to evaluate and
validate the necessary parameters for the used assessment methodology. Further research
is planned on additional effects on the fatigue strength of structures, such as residual
stresses and their impact on the effective load stress ratio as well as the effect of different
microstructures and the effect of anisotropy due to the directional solidification during
additive manufacturing [49,50].
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Abbreviations

The following abbreviations and symbols are used in this manuscript:

Aproj Projected defect area of pore;
A2

AD Goodness of fit test value of the Anderson-Darling test;
a Crack length;
B Offset parameter;
dΔK,eqv Stress intensity equivalent diameter of defect;
deqv Equivalent diameter of defect;
δ Scale parameter of the Gumbel distribution;
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ΔK Stress intensity factor;
ΔKeqv Equivalent stress intensity factor;
ΔKSur f ace,max Stress intensity factor of surface pore;
ΔKBulk,max Stress intensity factor of bulk pore;
k Slope of S-N curve in finite life region;
λ Location parameter of the Gumbel distribution;
m Slope of crack propagation in stable crack growth region;
Nf Number of load cycles until failure;
P Probability;
POcc Probability of occurrence;
Ps Probability of survival;
Pf Probability of failure;
pkol Goodness of fit test value of the Kolmogorov–Smirnov test;
R Load ratio;
σa Stress amplitude;
TN Scatter band of load cycles of the S/N-curve;
TS Scatter band of stress amplitude of the S/N-curve;
Y Geometry factor;
YSur f ace,max Geometry factor of surface pore;
YBulk,max Geometry factor of bulk pore;
A Elongation at fracture;
UTS Ultimate tensile strength;
WAAM Wire arc additive manufacturing;
YS Yield strength.
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23. Tiryakioğlu, M. Statistical distributions for the size of fatigue-initiating defects in Al–7%Si–0.3%Mg alloy castings: A comparative

study. Mater. Sci. Eng. A 2008, 497, 119–125. [CrossRef]
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Abstract: Alloy 718 for forged parts can form a wide range of microstructures through a variety of
thermo-mechanical processes, depending on the number of remelting processes, temperature and
holding time of homogenization annealing, cogging and the number of forging steps depending on
the forming characteristics. In industrial practice, these processing steps are tailored to achieve specific
mechanical and microstructural properties in the final product. In the present work, we investigate
the dependence of the threshold of stress intensity factor range ΔKth on associated microstructural
elements, namely grain size and distribution. For this purpose, a series of tests with different starting
microstructures were performed at the falling stress intensity factor range, ΔK, and a load ratio of
R = 0.1 to evaluate the different threshold values. Fracture initiation and crack propagation were
analyzed afterward using scanning electron microscopy of the resulting fracture surfaces. In order to
obtain comparable initial conditions, all specimens were brought to the same strength level by means
of a two-stage aging heat treatment. In the future, this knowledge shall be used in the context of
simulation-aided product development for estimating local fatigue crack propagation properties of
simulated microstructures obtained from forging and heat treatment modeling.

Keywords: alloy 718; threshold value; threshold of stress intensity factor range; fracture surface;
microstructure

1. Introduction

For structural components in the aircraft industry made of alloy 718, which are manu-
factured via cast and wrought routes, there are high demands on mechanical properties,
especially on fatigue crack resistance and fracture toughness. In addition to the charac-
terization of mechanical properties, the microstructural influence on fatigue crack growth
and on fracture mechanical parameters ought to be well known. Although components
from production routes such as selective laser melting [1–4] or electron beam melting [5]
exhibit significantly lower fatigue crack growth threshold and lower fracture toughness,
a production route with polycrystalline microstructures using a forging or thermomechani-
cal forming process [6–8] show improved parameters and are more suitable for components
subjected to fatigue loading. Through thermomechanical processing, the microstructure of
alloy 718 with low stacking fault energy and pronounced recrystallization behavior [9–12],
which is typical for nickel-based superalloys, can be specifically adjusted. In this work, the
influence of the microstructural constituents such as the grain size [13–15], as large as (ALA)
grains, yield and ultimate tensile strength of the heat-treated state on the threshold of stress
intensity factor range (ΔKth) have been characterized. For this purpose, high-resolution
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SEM images of the fracture surfaces of different initial states with specific microstruc-
tural parameters have been performed and considered in detail in the results. From these
findings, a tentative phenomenological model for the dependence of the fatigue crack prop-
agation properties on the microstructural and strength parameters is derived. In addition,
the exposed fracture surfaces in the transition area from the long crack fatigue regime are
compared to the surfaces of the residual ligament and the fracture toughness samples with
the same microstructure.

2. Materials and Methods

For the series of experiments and differentiation of the individual microstructural
elements, the used material was chosen from the same manufacturer and adjusted to
representative extreme cases in forging production by means of variation in the process
route and grain sizes. In order to maintain comparability within the test series, all samples
were adjusted to a similar strength level by means of two-stage aging heat treatments; at
least three experiments with the same microstructure were conducted.

2.1. Materials

The initially cast and wrought polycrystalline material made of alloy 718 was processed
into four different microstructural states in terms of grain size, ALA grains, precipitates
and strength by means of targeted thermomechanical processing. A difference in adjustable
grain size is shown in Figure 1. The difference in equivalent circle diameter (ECD) is already
well apparent from the figure and is quantified in Table 1. Further key parameters such
as yield strength, tensile strength and fracture toughness in the same direction of crack
propagation are also represented in the table and are the average of three measurements
of the same material (Tensile test: ASTM E8 [16]; Fracture toughness: ASTM E399 [17]).
Material A, B and C are double melted (Vacuum Induction Melted + Vacuum Arc Remelted)
initial materials, whereas Material D was triple melted (Vacuum Induction Melted + Electro
Slag Remelted + Vacuum Arc Remelted). This difference should help to adjust the size
variation of the precipitates in terms of the niobium and titanium precipitates and affecting
in this way the ΔKth. The difference between Material A and B is used to study the grain
size influence at the same strength level, whereas Material B further has a broader range of
grain size distribution (heterogeneities) and a varying unknown amount of plastification
due to the processing and position of the sample from a forged billet. Differences between
Material B and C shall show the effect on ΔKth at the same grain size with slight variation in
strength; Material D represents the smallest grain size with the highest obtainable strength
during the forging process for aircraft parts.

Figure 1. Electron backscatter diffraction (EBSD) grain maps with inverse pole figure (IPF) coloring
and removed twins: (a) Material A: coarse microstructure; (b) Material B: fine microstructure.
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Table 1. Microstructural constituents and mechanical properties from all tested materials.

Material
ECD
[μm]

ALA
[μm]

Rp0.2

[MPa]
UTS

[MPa]
KIC

[MPa
√

m]
Validity

Material A 11.83 36.20 1237 1432 128 not valid
Material B 9.29 28.66 1274 1466 128 not valid
Material C 9.99 29.48 1174 1469 116 not valid
Material D 7.67 21.97 1390 1530 107 valid

2.2. Experiments

The experiments for determining the fatigue crack growth threshold ΔKth by using
the continuous load shedding (K-decreasing) procedure [18] were conducted in an air-
conditioned testing room with a room temperature of 22 ± 2 ◦C and relative humidity
of 49 ± 3%. The used sample size was 100 mm × 20 mm × 6 mm with a radial crack
propagation direction; this is the same direction as for the specimens from which the
fracture toughness values in Table 1 had been obtained. By controlling temperature and
humidity, it is ensured that any observed variation in the experimental results is not due to
a variation in the environmental conditions. The experiments were performed at a resonant
testing rig (Rumul Testronic 150 kN, Russenberger Prüfmaschinen AG, Neuhausen am
Rheinfall, Switzerland) at a frequency of ~90 Hz by using an eight-point bending mount.
The crack growth was measured using the direct current potential drop (DCPD: Matelect
Crack Growth Monitor DCM-2, Matelect LTD, Newdigate road, UK) technique.

To exclude effects from manufacturing and to avoid short crack effects, the load
shedding tests were started after a total crack length of a = 6.5 mm was reached by keeping
ΔK constant and somewhat lower than the ΔK value used for starting the subsequent load
shedding experiment. The load shedding tests were conducted by using an automatized
ΔK-decreasing procedure with a normalized stress intensity factor gradient of −0.04 mm−1

and a crack extension increment of Δa = 50 μm. The stress intensity factor K was calculated
from force and crack length according to ISO 12108 [19].

3. Results

In the following subsections, the results of the load shedding experiments are consid-
ered separately for each material, and the result plots are presented. Afterward, the factors
influencing the threshold value and the crack propagation are compared with each other
and analyzed on the basis of the corresponding fracture surfaces. The specimen geometry
and the driving mode of the experiment also allowed conclusions to be drawn about the
Paris region of the long crack.

3.1. Threshold of Stress Intensity Factor Range for Fatigue Growth

The threshold values were determined by the falling mode of the tests (K-decreasing)
and the respective resulting parameter of each material is represented in Table 2. In addition,
the beginning of the Paris regime (transition from I to II, [6]) was recorded during the
experimental procedure; the constants of the Paris law (Equation (1)) were also determined
for each material and their results are also given in the table.

da/dN
[mm/cyc]

= C

⎛⎝ ΔK[
MPa√m

]
⎞⎠m

(1)

Note that this is a quantity equation, with ΔK to be inserted in units of [MPa
√

m] and
da/dN in units of [mm/cyc]. Accordingly, the parameters of this equation, viz. C and m,
are dimensionless.
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Table 2. Summarized results for the fatigue crack growth threshold stress intensity factor range ΔKth

and the parameters C and m describing fatigue crack growth in the early Paris regime.

Material
ΔKth

[MPa
√

m]
C
[-]

m
[-]

Material A #1 8.13 7.41 × 10−14 6.91
Material A #2 7.90 1.20 × 10−13 6.77
Material A #3 8.23 8.91 × 10−14 6.94

Material B #1 7.96 6.92 × 10−14 6.96
Material B #2 7.75 9.55 × 10−14 6.90
Material B #3 7.51 1.29 × 10−12 6.13
Material B #4 7.00 2.69 × 10−12 5.92

Material C #1 7.71 3.89 × 10−16 9.59
Material C #2 7.47 8.51 × 10−15 8.25
Material C #3 7.64 5.13 × 10−15 8.37

Material D #1 7.00 2.75 × 10−13 7.11
Material D #2 7.50 4.07 × 10−15 8.81
Material D #3 6.99 2.24 × 10−14 8.13
Material D #4 6.84 2.75 × 10−16 9.96
Material D #5 7.33 4.90 × 10−16 9.87

3.1.1. Material A

The first displayed and evaluated Material A represents the reference for the present
investigations. This material had the coarsest microstructure (highest ECD) and also the
largest ALA grains. The curves (Figure 2) nearly coincide in the initial part of the linear
(Paris) regime and all have a threshold value ΔKth between 7.90 and 8.23 MPa

√
m.

Figure 2. Fatigue crack growth curves for Material A; ECD: 11.83 mm; ALA: 36.20 mm; UTS:
1432 MPa; KIC: 128 MPa

√
m—not valid.

200



Metals 2022, 12, 710

3.1.2. Material B

In comparison, Material B shows a significantly larger scatter of the measured curves.
This scatter is likely to be linked to plastification due to the processing of the specimens
during the adjustment of the microstructure and possible local fluctuations. Material
B had a significantly lower ECD at the same strength as Material A, but the grain size
distribution was significantly more inhomogeneous. The scatter of the curves (Figure 3)
already indicates the influence of these elements and is discussed in detail in the chapter
fractography. The ΔKth varies here between 7.0 and 8.0 MPa

√
m.

Figure 3. Fatigue crack growth curves for Material B; ECD: 9.29 mm; ALA: 28.66 mm; UTS: 1466 MPa;
KIC: 128 MPa

√
m—not valid.

3.1.3. Material C

Another state is represented by Material C, in which the microstructure is similarly
fine to that of Material B, but much more homogeneous and, due to different distribution
and quantity of precipitates, somewhat lower in absolute strength; therefore, the curves
of these samples in Figure 4 are again more similar to each other. The abrupt end in
the threshold regime has experimental reasons due to the sample geometry and a small
remaining ligament with a high particle density. This higher density, combined with the
size of the precipitates in Material C, led to an abrupt final rupture so that no measurement
points below 4 × 10−7 mm/cyc could be recorded.

3.1.4. Material D

The lowest threshold was consistently provided by Material D, which was defined
by the lowest ECD and the highest strength. After comparison with the literature [14],
this behavior is explainable by roughness-induced crack closure. The curves shown in
Figure 5 nearly coincide with the Paris regime; however, there is a noticeable scatter range
for ΔKth between 6.8 and 7.5 MPa

√
m. For a more precise description of the influence of

the constituents from the microstructure, an evaluation of the results based on the fracture
surfaces is also necessary.
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Figure 4. Fatigue crack growth curves for Material C; ECD: 9.99 mm; ALA: 29.48 mm; UTS: 1469 MPa;
KIC: 116 MPa

√
m—not valid.

Figure 5. Fatigue crack growth curves for Material D; ECD: 7.67 mm; ALA: 21.97 mm; UTS: 1530 MPa;
KIC: 107 MPa

√
m—valid.
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3.2. Fractography

In order to link the differences in the previous results to microstructural elements, the
fracture surfaces were investigated with respect to the propagation of the fatigue crack.
The fractographic investigations were performed with a scanning electron microscope
from TESCAN (MAGNA) using an accelerating voltage of 15 kV and a secondary electron
detector. First, Figure 6 shows the overview of the entire samples of Material A compared to
Material B with the lowest measured threshold value of this series. The length of the crack
surface of the long crack and the shortness of the overload fracture surface, determined by
the position of the transition marked in the figures, indicate a microstructure effect on the
threshold value since both materials have the same strength and fracture toughness, but
with different grain size (ECD and ALA).

 

Figure 6. Overview images of the fatigue crack surfaces (20 mm × 6 mm) from the notch to the
transition into final fracture: (a) Material A: coarse microstructure; (b) Material B: fine microstructure.

The marked areas in Figure 6 are pointed out at higher magnification in Figure 7.
Based on the declared position of the crack propagation of the sample (notch—0%, center—
50% and transition—100%), this progress can be assigned to the decreasing progress of
ΔK (Figure 3 for Material A and Figure 4 for Material B). In the complete regime of crack
growth with generally low ΔK throughout the test, roughness-induced crack closure is
dominant, which can be deduced from the appearance of the fracture surface. In addition,
no other components of the microstructure (carbides, nitrides or delta phase) were exposed
or detectable in higher amounts in the region from the specimen’s notch, center and the
beginning of the transition. In the area of the transition to the final fracture (rupture), the
first particles are exposed in Material B and indicate a change of the fracture mode from
fatigue to rupture.
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Figure 7. Comparison of fracture surfaces with comparable ΔK at the notch, center and transition
area of Material A and Material B.

Due to the large variation within the series of Material B, additional experiments
were carried out with load-increasing crack growth with the same R-value to analyze the
differences in the threshold regime as well as in the early Paris regime. Since the ECD only
reflects the mean grain diameter of a measured representative area but not its distribution,
individual ALA grains are not reflected by this quantity. Figure 8 shows the impact of
ALA grains on the roughness of the fracture surface and thus on the crack propagation
and explains the differences in the curves in Figure 3. Furthermore, due to the process
route of the corresponding pre-material billet involving cogging, a varying degree of plastic
deformation, i.e., cold work, is present in the samples, which is an additional reason for
the scatter of the measured curves. This cannot be investigated in detail by the applied
methods but is considered in the threshold determination.

3.3. Fracture Toughness

In order to compare the threshold values and crack propagation behavior with fracture
toughness KIC, a comparative test series was carried out for Material B (same initial condi-
tion and same crack propagation direction). Results show a completely different picture
in terms of the fracture surfaces, where mainly clusters of carbides are exposed, which
are clearly the decisive microstructural feature for KIC. Figure 9a provides an overview of
a characteristic fracture surface, while (b) shows in detail the band structure of the particles,
which is determined by the material flow during the melting process and subsequent
thermomechanical treatment where the microstructure is finally set.
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Figure 8. Grain size inhomogeneity of Material B from crack propagation samples with increasing
ΔK: R = 0.1; (a) coarse area—ALA grains, (b) homogeneous fine microstructure.

 

Figure 9. Fractography of a CT specimen for fracture toughness testing of Material B: (a) overview
of complete fracture sample; (b) detailed view showing the orientation of niobium carbides on the
fracture surface in the transition area of the pre-crack to the overload fracture surface.
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3.4. Modelling Approach

To derive the microstructure–property relations, the data from Tables 1 and 2 are
merged and subjected to an exploratory data analysis. This analysis will serve for knowl-
edge discovery, i.e., for identifying relevant correlations between the various microstruc-
tural, strength and crack growth parameters. Given the fact that, except for the dependence
of the intrinsic threshold contribution on Young’s modulus, so far, no physically based
quantitative relations between the fatigue crack growth properties and microstructural and
strength properties exist (cf. [18]), this pragmatic approach seems justifiable. Although
it is phenomenological in nature, it might well prove useful for mechanical design pur-
poses. A similar approach has been followed by Ashby in his classical work on materials
selection in mechanical design [20]; in contrast to Ashby, who gives comparisons across
various material classes, we limit ourselves here to different treatments of a single alloy,
viz. alloy 718.

Regarding the kinetics of fatigue crack propagation, the well-known correlation be-
tween log C and m [20] is observed also in the present data set, see Figure 10. Note,
however, that the values for m and C are exceptionally high and low, respectively. This is
due to the fact that the load shedding experiments have concentrated on the near-threshold
region and have started only in the very early linear (Paris) regime; keeping in mind the
S-shape of the da/dN vs. ΔK curve, it is easily reasoned that the slope in the very early
Paris regime is higher than in the center of that regime.

Figure 10. Linear correlation between the parameters log C and m describing the kinetics of fatigue
crack growth; the samples from the plastically deformed Material B are marked by asterisks.

Proceeding to the microstructure–property relations, it turns out that ECD, ALA and
UTS are nearly linearly correlated. This means that each of the two microstructural proper-
ties ECD and ALA, as well as the mechanical property UTS, will give similar performance
as an explanatory variable for the fracture mechanical properties ΔKth, log C, m, and KIC.
So, Rp0.2 is the only remaining mechanical property possibly adding explanatory value;
however, no strong correlation between Rp0.2 and any of the other properties is observed;
therefore, we choose, in what follows, the variables from ECD, ALA and UTS that correlate
best with the respective fracture mechanical property of interest.

As can be seen from Figure 11a,b, ΔKth exhibits a marked negative correlation with
UTS and a positive correlation with ALA. As the threshold increases, its scatter decreases
somewhat. A notable exception is Material B (indicated by triangles in the diagrams),
which shows very high scatter; as mentioned above, this may be due to locally varying
plastic deformation.
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(a)

(b) 

Figure 11. Linear correlations between (a) the mechanical parameter UTS and the fracture mechanical
parameter ΔKth, (b) the microstructural parameter ALA and the fracture mechanical parameter ΔKth;
the samples from the plastically deformed Material B are marked by asterisks.

In this context, it is of interest to note that there is a marked positive linear correlation
between ALA and KIC for Materials A, C and D, which are produced via the standard
route, see Figure 12; however, KIC is much higher for the plastically deformed Material B
compared to Material C, which has nearly the same ALA.

Finally, the Paris exponent m describing fatigue crack growth kinetics does not show
any significant correlation with the microstructural and mechanical properties; see Figure 13
as an example plot of m vs. ALA; however, the scatter of m decreases with increasing ALA
(and ECD) and decreasing UTS, respectively.

207



Metals 2022, 12, 710

Figure 12. Linear correlation between the microstructural parameter ALA and the fracture mechanical
parameter KIC for materials produced via the standard route; the sample from the plastically deformed
Material B is marked by an asterisk and does not follow this correlation.

Figure 13. No clear correlation is observed between the microstructural parameter ALA and fatigue
crack growth kinetics parameter m.

4. Discussion

By investigating four batches with different microstructural parameters, we sought
to identify the relevant microstructural parameters influencing the fatigue crack growth
parameters. Lacking physically based quantitative relations between the fatigue crack
growth properties and microstructural and strength properties, a phenomenological ap-
proach has been pursued. First promising correlations between grain size, tensile strength
and threshold have been observed in this first test series on wrought alloy 718. Given the
still very limited amount of data and their scatter, these linear correlations may serve as a
valuable first step towards modeling the influence of microstructure and strength on the
fatigue crack growth properties of alloy 718.

Specifically, the difference in the mode of crack propagation between fatigue and
fracture toughness testing could be shown by a thorough analysis of the fracture surfaces.
The fractography confirms the hypothesis of grain size dependence of the threshold, which
may be attributed to the mechanism of roughness-induced crack closure.
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Clearly, further evaluations need to be supplemented in the future in order to distin-
guish between the influences of grain size, size distribution of γ′ and γ” precipitates and δ

phase and contents of alloying elements influencing solid solution hardening on the fatigue
crack growth properties, as it has been shown for the static strength in [21]; however, it
will be hardly possible to derive an experimental design controlling all those parameters.
Rather, it should be sought to build a database covering a large variety of different batches,
and therefore different parameter combinations, and then to extract statistically relevant
correlations in an attempt at knowledge discovery. In the next step, this may serve as
useful phenomenological input for developing a physically based theory of microstructural
influences on the threshold behavior.

In addition, a description of the mean stress influence (load ratio), as well as higher ΔK
loads for a better description of the Paris regime (C and m), might be of interest; however,
since the Paris regime is not of high relevance for typical rotating machinery applications
of forged alloy 718, efforts should rather concentrate on the threshold behavior. The load
ratio, on the other hand, is important for modeling the residual stress influence; for the
specimens investigated in the present work, the residual stresses are negligible due to the
small specimen size [22].

5. Conclusions

From a series of experiments with material batches of different grain sizes and produc-
tion routes, we have shown that the threshold value ΔKth depends only on the grain size.
This means that ΔKth is mainly governed by roughness-induced crack closure.

Furthermore, marked negative correlations between grain size and UTS and hence
also between UTS and ΔKth are observed. Interestingly, the plastically deformed material
batch follows the same correlation, i.e., added plastic deformation does—other than adding
notable scatter—not influence UTS and ΔKth.

In contrast, plastic deformation seems to influence the fracture toughness KIC advan-
tageously. It remains to be further investigated how this finding can be related to our
fractographic observations, viz., that fracture is driven by the density of second phase
particles, whereas fatigue crack growth is largely independent of these particles. More
specifically, not a single precipitate (carbides and nitrides) was exposed and no δ-phase
was seen on the fracture surfaces of samples from threshold tests. The opposite is true for
the samples from fracture toughness tests, where the particles are predominantly visible on
the fracture surface and thus appear to control the fracture.

While the present work offers first interesting insights into the microstructure–property
relations of alloy 718, further in-depth research is clearly needed; an outline of a possible
methodological approach for knowledge discovery towards the development of a complete
set of microstructure–property relations for the fatigue crack growth behavior of this
superalloy has been given.

Author Contributions: Conceptualization, C.G. and P.R.; methodology experiments, J.M., A.H. and
R.P.; methodology modeling, H.-P.G.; methodology fractography, A.H.; validation A.S. and H.-P.G.
writing—original draft preparation, C.G.; writing—review and editing, P.R. and A.S.; supervision,
R.P. All authors have read and agreed to the published version of the manuscript.

Funding: The research leading to these results has received funding from the TakeOff program.
TakeOff is a Research, Technology and Innovation Funding Program of the Austrian Federal Ministries
for Climate Action, Environment, Energy, Mobility, Innovation and Technology (BMK) (867403). The
Austrian Research Promotion Agency (FFG) has been authorized for the Program Management.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author. The data are not publicly available due to restrictions from industrial partners.

Conflicts of Interest: The authors declare no conflict of interest.

209



Metals 2022, 12, 710

References
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