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Preface to “Heat Transfer and Heat Recovery Systems”

In the domain of modern engineering, heat transfer is universally present, playing a vital
role in boosting the efficiency of energy conversion systems. The mechanisms of heat transfer
are primarily responsible for determining the efficiency and overall performance of these energy
conversion processes. Thus, a profound understanding of these mechanisms is crucial for cultivating
sustainable and efficient energy management practices.

Moreover, the retrieval of waste heat is considered the leading approach to achieving sustainable
energy management by reducing energy consumption. The capturing and recycling of waste heat
from various sources is an increasingly popular strategy for enhancing energy efficiency. Waste
heat recovery technologies are progressively adopted in numerous industrial processes, enabling
the repurposing of heat that would have otherwise been lost. This approach holds significant
potential in lowering energy consumption and greenhouse gas emissions, promoting sustainable
energy management.

This reprint aims to highlight the latest advancements in heat transfer technology and heat
recovery systems for sustainable development. Although heat recovery systems have received
considerable attention, a persistent demand for innovative solutions to address challenges in this
field remains. An extensive analysis of the chapters in this reprint reveals four primary categories that
represent the majority of the content: heat transfer and heat exchangers, heat recovery, renewables,

and domestic hot water preparation systems.
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1. Introduction

Heat transfer is present in all modern engineering applications and plays a fundamen-
tal role in improving the efficiency of energy conversion systems. Within these systems,
the efficiency and overall performance of various energy conversion processes are pre-
dominantly determined by the mechanisms of heat transfer. Hence, a comprehensive
understanding of these mechanisms is essential for the development of sustainable and
efficient energy management practices.

In addition, the mitigation of energy consumption via the retrieval of waste heat is
deemed as the predominant course of action towards accomplishing sustainable energy
management. One promising strategy to improve energy efficiency is to capture and recycle
waste heat from different sources. Waste heat recovery technologies have been increas-
ingly adopted in several industrial processes to retrieve and repurpose heat that would
otherwise be lost to the surroundings. This approach holds immense potential in reduc-
ing energy consumption and greenhouse gas emissions, thereby promoting sustainable
energy management.

The goal of this Special Issue is to showcase the latest developments in the field of
heat transfer technology and heat recovery systems that promote sustainable development.
While considerable attention has been paid to heat recovery systems, there remains a
persistent demand for innovative solutions to address the vast array of challenges in this
field. Therefore, this Special Issue endeavors to emphasize and provide novel solutions for
these challenges.

2. A Review of the Contributions in This Issue

A word cloud has been created to offer a more comprehensive grasp of the content
featured in the Special Issue, as depicted in Figure 1. This figure presents a visual repre-
sentation of the frequently used words in the titles and abstracts of the published research
papers, revealing insights into the key topics explored in this collection. Upon conducting a
thorough examination of the articles featured in this Special Issue, four primary categories
that encapsulate the majority of the content were identified. These categories consist of
heat transfer and heat exchangers, heat recovery, renewables, and domestic hot water
preparation systems.

2.1. Heat Transfer and Heat Exchangers

Baig et al. investigated a slotted fin minichannel heat sink (SFMCHS) to manage high
heat flux generated in microprocessors [1]. The SEFEMCHS was developed by modifying a
conventional straight integral fin minichannel heat sink (SIFMCHS). The study numerically
compared SEMCHSs with fin spacings of 0.5 mm, 1 mm, and 1.5 mm with SIFMCHSs. Two
slots per fin minichannel heat sink (SPFMCHS) reduced the base temperature by 9.20%,
8.74%, and 7.39% for 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, compared to
SIFMCHSs. The 0.5 mm-spaced SPFMCHS had better heat transfer performance compared
to 1 mm and 1.5 mm fin spacings, with a uniform temperature distribution at the heat sink
base observed in all cases.
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Figure 1. A word-cloud created from the articles published in the Special Issue.

Zhao et al. aimed to optimize the flow and heat transfer performance of channels with
frustums of a cone by using Response Surface Methodology (RSM) and multi-objective
genetic algorithm [2]. Central composite face-centered design (CCF) was used for the
experimental design of channel parameters, and response surface models were constructed.
The sensitivity of the channel parameters was analyzed using Sobol’s method. Four
optimized channels were selected from the Pareto solution set. The response surface
models had high accuracy with an RSME of less than 0.25 and R? of greater than 0.93.

Basok et al. analyzed the heat transfer and aerodynamics in a high-temperature
recuperation system’s duct [3]. The research involved a flat duct with a thickness-to-height
ratio of 1:10, length of 400a, and one-sided heat input, and mixed air movement. The
objective was to determine the average temperatures, air temperature distribution, and heat
flow densities along with the heat exchange coefficients and Nusselt numbers. The research
method comprised mathematical numerical experimentation and physical modeling. The
results showed a difference in the intensity of convective heat transfer between the hot and
non-heated surfaces of the duct. The findings suggest that the resistance of the boundary
layer in high-temperature heat exchangers and recuperation systems will not exceed 10%
of the total pressure losses in the system.

Moreover, the use of plate fin-tube heat exchangers is prevalent in various industries,
including air conditioning and refrigeration systems. However, during the manufacturing
process, errors can lead to the formation of an air gap between the tube and fin. The effect
of the air gap on heat transfer was studied by Lecki et al. [4] using numerical simulations
for a symmetric section of the heat exchanger under periodic flow conditions. The results
showed that the fin discontinuity along the circumference reduces the heat transfer rate
compared to the perfect fin-tube contact case. The location and size of the gap also affect
heat transfer, with the rear gap position being the worst scenario. Reversing the flow
direction can lead to up to a 15% increase in heat transfer, especially if the rear gaps
are present.

Pavlenko and Koshlak discussed the dynamic interaction between boiling particles in
an emulsion, which leads to droplet breakup [5]. They analyzed the forces that determine
the breaking of non-boiling and boiling droplets and determine the displacement, deforma-
tion, and fragmentation of the dispersed phase. They also studied the dynamics of bubbles
in a compressible liquid with consideration for interfacial heat and mass transfer and the
effect of standard and system parameters on cavitation processes. The study proposed
a new method to assess dynamic effects, which considers all determining factors and
accurately represents thermophysical system parameters. The method was validated using
superheated emulsion boiling with a sharp decrease in pressure. This study should be
considered as the initial stage of rational designs and optimal operating modes of cavitating
devices for solving various technological problems.
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The process of two-phase expansion, where a fluid undergoes a pressure drop in the
liquid-vapor dome, is gaining interest for various processes, especially in low-temperature
two-phase heat-to-power cycles. However, modeling and understanding the phenomena
in volumetric two-phase expanders are still limited. This topic was reviewed by van Heule
et al. [6]. While screw expanders can be modeled using the homogeneous equilibrium
model, reciprocating expanders require further investigation. The boiling delay model and
homogeneous relaxation model are promising techniques, but more research is needed
to apply them. More experimental data on different expander types is also required to
understand the impact of design parameters. The review provided a comprehensive
overview of available data and modeling techniques, but more research is necessary to
achieve efficient volumetric expansion machines.

2.2. Heat Recovery

Liu et al. analyzed the potential of a combined heat and power (CHP) system for
heating a building with an indoor swimming pool in Korea, which traditionally uses boilers
and heat storage tanks that emit greenhouse gases [7]. The CHP system uses electricity and
waste heat from a Phosphoric Acid Fuel Cell (PAFC) system and was analyzed for energy
savings, CO, reduction, efficiency, and economic feasibility. A dynamic simulation model
was developed, and results showed that the CHP system can save up to 15% of energy
compared to the conventional heating system, and the FTO model presents the highest
efficiency and CO; reduction. The FTO model also presents a better economic feasibility
than the ELT model.

Manouchehri and Collins validated a model that can predict the performance of
drain water heat recovery (DWHR) systems, which are used in residential buildings to
recover energy from greywater [8]. The model was implemented into software to perform
energy simulations and analyze the impact of different plumbing configurations on energy
savings. The study found that the plumbing configuration significantly affects the energy
savings expected from DWHR heat exchangers, with the greatest savings achieved in equal-
flow configurations. However, the mains temperature could dictate which configuration
provides higher energy savings, and designers should consider this when implementing
a DWHR heat exchanger. Manufacturers are encouraged to adjust the coil diameter to
improve heat transfer rates and increase energy savings when equal flow rates through the
heat exchanger are not possible.

The low-grade waste heat generated by data centers is difficult to recover due to its
decentralized and low-quality nature, making it a challenge to maximize energy efficiency
and utilize heat recovery. However, absorption chiller systems are a promising solution
for this issue. In the study by Amiri et al. [9], the feasibility of using an absorption chiller
system for waste heat recovery from data centers was analyzed. The proposed system
could save 4.3 GWh/year and 13.0 GWh/year of electricity, resulting in a reduction of 3068
and 9208 tons of CO, equivalent greenhouse gas emissions annually. The payback period
for investors was estimated to be 2.76 and 2.56 years for a 4.5 MW and 13.5 MW data center,
respectively. The study highlights the need to consider technical and economic aspects
simultaneously. Future research could focus on employing higher-performance absorbers
and generators to enhance the capacity of the absorption chiller system.

2.3. Renewables

The depletion of fossil reserves has led to a shift towards renewable energy sources,
particularly solar power plants. However, the construction of these plants requires a
feasibility study to estimate the solar potential in a particular region. Ayaz et al. [10]
compared ground-based measurements of global horizontal irradiance (GHI) and direct
normal irradiance (DNI) in Peshawar, Pakistan, with satellite-based model SUNY. The
data revealed a significant difference between the two, with maximum differences of
42.90% for GHI and 55.86% for DNL. The study recommends establishing more ground
measurement stations across the country to assess solar resources more accurately. It
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also recommends future studies in different locations with longer time series data. The
difference between satellite and ground-based measurements is considerable, and relying
solely on satellite-modeled data is not recommended for establishing solar energy programs
in Pakistan. Real-time ground measurements are necessary for accurate estimates of solar
energy resources.

The feasibility of a desiccant dehumidification-based Maisotsenko cycle evaporative
cooling (M-DAC) system for greenhouse air-conditioning in Multan, Pakistan was inves-
tigated by Ashraf et al. [11]. Traditional cooling methods were deemed unsuitable for
greenhouse production due to their high energy costs and inability to provide an optimum
microclimate. The M-DAC system was proposed as an alternative solution. The study
aimed to evaluate the system’s thermodynamic performance in relation to temperature
gradient, relative humidity, vapor pressure deficit (VPD), and dehumidification gradient.
Results showed that the M-DAC system achieved a maximum air temperature gradient of
21.9 °C at 39.2 °C ambient air conditions, which was considered optimal for most green-
house crops. The system also created a dehumidification gradient of 16.8 g/kg at 24 g/kg
ambient air conditions, which was within the optimum humidity range for greenhouse
growing conditions.

Air conditioning is responsible for consuming around one-fifth of the total power used
in buildings worldwide. To reduce energy consumption and its impact on the environment,
Earth-to-Air Heat eXchangers (EAHX) are being utilized. Greco et al. reviewed the different
applications and peculiarities of EAHX and focused on the hybrid applications where
EAHXs are coupled with advanced systems [12]. An IoT-based EAHX control system was
proposed to optimize energy efficiency and thermal comfort under different operating
conditions. EAHXs utilize geothermal energy, which is renewable and sustainable, and
do not emit greenhouse gases. Different parameters such as pipe diameter, length of pipe,
and number of pipes affect the performance of EAHX. EAHXs are effective in heating
the air during winter and cooling it during summer. Hybrid EAHX systems based on
Phase-Change Materials and an Air-Source Heat Pump, finned vertical solar chimney, and
placed upstream of air conditioning systems” AHU can achieve improvements in terms of
energy performance and reduce greenhouse gas emissions.

Michalak analyzed the impact of air density variation on the operation of earth-to-air
heat exchangers (EAHE) coupled with the ventilation system of a residential building [13].
The analysis took into account air density variation with ambient air temperature as Polish
hourly typical meteorological years do not contain atmospheric pressure. The energy use
for space heating and cooling was computed using the 5R1C thermal network model of EN
ISO 13790. Depending on the chosen method, a reduction in annual heating and cooling
needs of 7.5% to 8.8% in heating and from 15.3% to 19% in cooling was obtained. The study
shows the need to include atmospheric pressure in typical Polish meteorological years and
indicates the need for future consideration about an assessment of air humidity impact on
the simulated EAHE performance.

2.4. Domestic Hot Water Preparation Systems

A comparison of various methods for calculating the peak power required for domestic
hot water (DHW) preparation in buildings was presented by Amanowicz [14]. The study
highlighted that DHW has become an important component of energy consumption in
buildings, and its peak power can be as high as that required for heating and ventilation.
This makes it necessary to select the correct peak power of the heat source, particularly
when using renewable energy sources, as it affects the size, investment cost, and economic
efficiency of the system. The study showed that accumulative systems with hot water
storage tanks are more suitable for modern buildings as they are less sensitive to design
errors and result in acceptable peak power for DHW.

Zukowski and Jezierski used a mathematical approach to investigate the impact of
various factors on the thermal performance of solar domestic hot water (SDHW) systems
in different European climates [15]. They created three deterministic mathematical models



Energies 2023, 16, 3258

using data from computer simulations of SDHW systems in Madrid, Budapest, and Helsinki.
The models consider the influence of five factors: volume of heat storage tanks, solar
collector total area, maximum efficiency, heat loss coefficient of solar collector, and daily
consumption of DHW on the annual useful energy output. The results of the optimization
procedure indicate that the maximum annual useful energy output is 1303 kWh/m? for
Madrid, 918.5 kWh/m? for Budapest, and 768 kWh/ m? for Helsinki.

Zelazna and Gotebiowska proposed a multi-criteria analysis for selecting system
parameters such as collector type and solar tank volume [16]. A model of the SHW
system was used to calculate possible solutions, ensuring the same comfort of usage for
several design options. Three indicators, Simple Payback Time (SPBT), Primary Energy
consumption (PE), and IMPACT 2002+, were calculated for the analyzed model. The
most favorable solution included a heat-pipe-evacuated tube collector, copper pipes, and a
200 dm? water tank. The multi-criteria analysis can be used as a tool for the optimization of
selection in the green designing process, significantly improving the environmental balance
of analyzed technologies.

3. Conclusions

The heat transfer and heat exchangers category of the Special Issue discusses the
development of new heat sink designs and the optimization of existing heat exchangers to
improve the efficiency of heat transfer mechanisms in various industrial processes. The heat
recovery category highlights the importance of capturing and recycling waste heat from
different sources to reduce energy consumption and greenhouse gas emissions. The studies
examine combined heat and power systems, acid fuel cells, and drain water heat recovery
systems in residential and commercial buildings. The renewables category explores the use
of renewable energy sources such as solar thermal energy, biomass, and geothermal energy
to provide sustainable energy solutions. The domestic hot water preparation systems
category focuses on developing efficient water heating systems for residential buildings.
The studies emphasize the importance of reducing energy consumption in water heating
processes and developing sustainable solutions.

The articles in this Special Issue provide innovative solutions to address the challenges
in heat transfer technology and heat recovery systems, promoting sustainable development
and energy efficiency. These solutions can be applied in various settings to improve energy
management practices and reduce greenhouse gas emissions.
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Abstract: Due to high heat flux generation inside microprocessors, water-cooled heat sinks have
gained special attention. For the durability of the microprocessor, this generated flux should be
effectively removed. The effective thermal management of high-processing devices is now becoming
popular due to high heat flux generation. Heat removal plays a significant role in the longer operation
and better performance of heat sinks. In this work, to tackle the heat generation issues, a slotted fin
minichannel heat sink (SFMCHS) was investigated by modifying a conventional straight integral
fin minichannel heat sink (SIFMCHS). SFMCHSs with fin spacings of 0.5 mm, 1 mm, and 1.5 mm
were numerically studied. The numerical results were then compared with SIFMCHSs present in the
literature. The base temperatures recorded for two slots per fin minichannel heat sink (SPFMCHS),
with 0.5 mm, 1 mm, and 1.5 mm fin spacings, were 42.81 °C, 46.36 °C, and 48.86 °C, respectively,
at 1 LPM. The reductions in base temperature achieved with two SPFMCHSs were 9.20%, 8.74%,
and 7.39% for 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, as compared to SIFMCHSs
reported in the literature. The reductions in base temperature noted for three SPEMCHSs were 8.53%,
9.05%, and 5.95% for 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, at 1 LPM, as compared to
SIFMCHSs reported in the literature. In terms of heat transfer performance, the base temperature
and thermal resistance of the 0.5 mm-spaced SPFMCHS is better compared to 1 mm and 1.5 mm fin
spacings. The uniform temperature distribution at the base of the heat sink was observed in all cases

solved in current work.

Keywords: slotted fin minichannel heat sink; base temperature; thermal management; numerical simulation

1. Introduction

With the rapid development in the information technology sector, the thermal man-
agement of electronic devices is becoming essential due to the high generation of heat
flux. The world is advancing rapidly towards compact devices; however, this presents
the challenging task of the effective and timely removal of unwanted heat. Therefore,
this problem has attracted many researchers to create efficient cooling techniques while
avoiding any losses in functioning of the devices. The heat transfer can be increased either
by enhancing the thermal physical properties of ordinary fluid or by optimizing the heat
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sink surface to volume ratio. Previously, air was used for the removal of heat from the
electronic devices, but it is now unable to remove high heat fluxes. Therefore, attention
is now being focused upon liquid cooling techniques, due to their higher efficiency when
compared to air.

Saeed and Kim [1] numerically investigated the thermal performance of a water-cooled
straight fin minichannel heat sink with varying fin spacings, fin thicknesses, and fin heights.
In 1981, Tuckerman and Pease [2], for the first time, circulated water directly through a
microchannel. Huang et al. [3] numerically investigated the thermal performance of paral-
lel, staggered, and trapezoidal stagger slotted microchannel heat sinks. Knight et al. [4]
proposed a scheme to optimize the geometry of microchannels in both turbulent and
laminar regions. Gawali et al. [5] used a straight microchannel heat sink to absorb a large
quantity of heat. Wang et al. [6] suggested a numerical model to examine the thermal per-
formance of a microchannel heat sink. They optimized the channel number, channel aspect
ratio under a fixed pressure drop, volume flow rate, and pumping power. Hung et al. [7]
investigated the thermal performance of a porous microchannel heat sink with rectangular,
block, trapezoidal, thin rectangular, and sandwich distributions. Gunnasegaran et al. [8]
studied the different geometrical effect on microchannel heat sinks. They found a high heat
transfer coefficient using a rectangular shape followed by a trapezoidal and a triangular
shape. Qu et al. [9] performed an experimental study on heat transfer enhancement in a
trapezoidal silicon microchannel. Kumar and Singh [10] investigated pressure drop and
heat transfer in a microchannel heat sink with a trapezoidal shape.

Minichannel heat sinks are popular due to lower pressure drops in comparison to
microchannel heat sinks. Xie et al. [11] performed a numerical study for heat sinks with
normal, mini, and microchannels with bottom dimensions of 20 mm x 20 mm, by using
water as a coolant. Dixit and Gosh [12] performed an experimental study on minichannel
heat sinks to investigate the thermal performance of diamond, offset, and straight heat
sinks. They observed that the pressure drop for an offset minichannel is lower than in a
diamond minichannel. Saini and Webb [13] found that an impinging flow can dissipate
94.4 W as compared to duct flow, which can dissipate 84 W. Naphon and Wiriyasart [14]
studied the liquid cooling of a minichannel rectangular heat sink with and without a
thermoelectric effect. They found that thermoelectric material has a great impact on CPU
temperature, as well as on energy consumption. Saeed and Kim [15] performed both
numerical and experimental studies on minichannel heat sinks with fin spacings of 0.5 mm,
1 mm, and 1.5 mm using Al,O3-H,O nanofluids. Al-Taey et al. [16] investigated whether
the CPU temperature has a direct relationship with the cooling fluid (water). They also
noticed a direct relation of mass flow rate with heat transfer rate and Nusselt number
but an inverse relation with thermal resistance. Yu et al. [17] performed both numerical
and experimental studies to compare a plate fin heat sink with a plate-pin fin heat sink
using air as a cooling fluid. Tariq et al. performed experimental and numerical studies to
investigate the thermal performance of cellular structures using air [18], water [19], and
nanofluids [20]. Valueva and Purdin [21] numerically investigated the effect of aspect ratio
of a rectangular channel on pulsating flow dynamics. Valueva and Purdin [22] developed
a numerical model for the heat exchange between stationary and pulsating laminar flow
inside a rectangular channel.

Many interrupted fin geometries have reported achieving high heat transfer as com-
pared to integral fin geometries. Khoshvaght-Aliabadi et al. [23] calculated the hydrother-
mal performance of plate and plate-pins in triangular, trapezoidal, and sinusoidal config-
uration in a minichannel. Rezaee et al. [24], in their numerical and experimental studies,
evaluated the effects of variable pin length and longitudinal pitch in a pin-fin heat sink.
Khoshvaght-Aliabadi et al. [25] found that the hydrothermal performance of an interrupted
fin is higher as compared to integral fin geometry. Ali et al. [26], in their experimental
and numerical studies, investigated the thermal performance of integral-fin and pin-fin
heat sinks.
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Many studies addressing the thermal performance of minichannel heat sinks can
be found in the literature. However, work on minichannel slotted fin heat sinks using a
numerical study is rare. In this study, the thermal performance of heat sinks with varying
fin spacings of 0.5 mm, 1 mm, and 1.5 mm was numerically investigated. These fin spacings
were selected from the literature, and these geometries were optimized by creating slots
inside the heat sinks. These were named slotted per fin minichannel heat sink SPEMCHSs.
These selected SPFMCHSs were then compared to the straight integral fin minichannel heat
sink (SIFMCHS) present in the literature [1] using the same heating power of 325 W. In this
study, the conventional SIFMCHS was replaced by a novel SPFMCHS, which had varying
fin spacings. To the best of the authors” knowledge, none of the previously mentioned
studies have reported the effect of slots and slot thickness in a minichannel heat sink with
integral fin spacings of 0.5 mm, 1 mm, and 1.5 mm. Numerical simulations were performed
using ANSYS Fluent as a solver. The Reynolds number range for this study was 1900,
2900, and 3800, respectively. Uniform temperature distribution was observed at the base
of the heat sink. The selection of both the slot thickness and the number of slots was also
discussed in detail.

2. Numerical Model

The problem of the conjugate heat transfer was solved numerically using ANSYS
Fluent. Assumptions made in this study were as follows: incompressible flow, turbulent
model (k-epsilon), no viscous heating, no inside heat generation, and the same thermal
properties during the flow. Absolute velocity formulation was used, along with a pressure-
based solver. For this study, transport equation K-¢, with realizable and standard wall
functions, was used. Velocity and pressure coupling was controlled by a Semi-Implicit
Method for Pressure-Linked Equations (SIMPLE). For pressure, a second-order spatial
discretization scheme was used, while for the turbulent dissipation rate, turbulent kinetic
energy, and discretization of momentum, a second order upwind scheme was used. The
outlet was at zero gauge pressure. For the conjugate problem inside the solid region,
velocities were zero everywhere [11,27]. The selected base temperature was 46.424 °C, and
the inlet temperature was 27 °C. The following governing equations were used for the
conservation of energy, mass, and momentum [28]. For validation, conventional SIFMCHSs
with 1 mm spacing were solved numerically by applying the same methodology, and the
results were then compared with the literature [1], as shown in Figure 1.
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where “k” is kinetic turbulence energy, “€” is turbulence rate of dissipation and “G” is the
generation of kinetic turbulence energy.
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Figure 1. Validation of numerical model.

2.1. Boundary Condition

The following boundary conditions were used to solve the conjugate heat transfer problem:
No-slip conditions at the wall.

Uniform velocity was considered as the inlet of the heat sink
Aty=h,u=0,v=-Uy w=0 6)
Heat flux was provided at the bottom of the heat sink
Aty:O,—)\g—;:q 7)
The right and left surface walls were considered as adiabatic.

Atx=0, 2% =0

7 dx - 8
At x = wg, ;ac—; =0 ®

The fluid inlet temperature was considered as constant
Aty=h, T=T, )

2.2. Data Reduction

The following procedure was adopted for data evaluation. The removal of heat from
the heat sink was calculated using Equation (6).

Q = mCp(T, — Ti) (10)

The log of mean temperature difference can be calculated from Equation (7).

T, —T;i) — (T, — T
LMTID = ( b l)(T (T)b 0) (11)
p—Ti
11'1( (Ty—To) )
Thermal resistance of the heat sink was calculated using Equation (8).
LMTD
Ryp = — (12)
Q

10
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2.3. Independent Mesh Study

An intensive study was carried out to ensure that the solution is independent of the
mesh. The mesh is considered independent when the temperature difference (between
the maximum base temperature and the inlet temperature) shows less than 1% deviation
as shown in Figure 2. Six cases with a different number of elements were examined, the
number of elements being 2138709, 2358425, 2525411, 2700599, 2912432, and 3102635. The
results obtained for case 5 and case 6 were very close to each other, showing a deviation of
0.3% in temperature difference. The number of elements for case 5 was used for the entire
study to save computation time and memory.
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Figure 2. Temperature difference with number of elements.

2.4. Heat Sink

The heat sink was designed on an ANSYS Design Modeler. All of the heat sinks were
modeled according to dimensions obtained in the literature [1]. A cubic chip was made
at the bottom of the heat sink with dimensions of 28.7 mm x 28.7 mm x 0.5 mm in order
to provide 325 W of heat. The dimensions of two SPFMCHSs with 1 mm fin spacing are
shown in Figure 3. The details of all the cases solved in this numerical study are provided
in Table 1. The isometric view of two SPFMCHSs, three SPFMCHSs, and SIFMCHSs, along
with a co-ordinate axis, is shown in Figure 4. SIFMCHSs with varying fin spacings of
0.5 mm, 1 mm, and 1.5 mm are shown in Figure 5. The propagation of flow through two
SPFMCHSs from the inlet to outlet is shown in Figure 6.

11
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I,= 65 mm

Figure 3. Dimensions of two SPFMCHSs with 1 mm fin spacing.

Table 1. Detail of cases solved with numerical simulations.

No. of Slots Per Fin fs (mm) t¢ (mm) h¢ (mm) St (mm)
2 0.5 1 3 0.5
2 1 1 3 0.5
2 1.5 1 3 0.5
3 0.5 1 3 0.5
3 1 1 3 0.5
3 15 1 3 0.5

000 00
T 00w I
0015 I I (BN
1 X 1 x 0083 ors 0015 006

Figure 4. Isometric views for 0.5 mm fin spacing: (a) SIFMCHS [1], (b) two SPFMCHSs, and (c) three SPFMCHSs.

12
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Figure 5. SIFMCHSs: (a) 0.5 mm, (b) 1 mm, and (c) 1.5 mm fin spacing.
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Figure 6. Propagation of flow through two SPEMCHSs.

2.5. Uniformity in Temperature Distribution

For the longer operation and durability of electronic devices, temperature uniformity
was essential. All cases that were examined had a uniform temperature distribution
inside the heat sink. The contours of the base temperature for two SPEMCHSs and three
SPFMCHSs are shown in Figures 7 and 8.
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(a)
Figure 7. Base temperature distribution of two SPFMCHSs with 1 mm fin spacing: (a) 0.5 LPM, (b) 0.75 LPM, and (c) 1 LPM.

13



Energies 2021, 14, 6347

Temperature
Comg:r 1

4.615e+001

4.503e+001
4.392e+001

4.280e+001 ANMNMMAN

4.169e+001

4.057e+001 LUULLL

3.946e+001
3.834e+001

3.723e+001 [|[|[]1/1/1

3.611e+001

3.500e+001 [~~~

(€]

(@)

O

O

Temperature

Contour 1 () Zmﬁr?mre
4.727e+001 5.010e+001
4.604€+001 4.859¢+001 ||
4.481e+001 4.708e+001
4.359¢+001 4.557e+001
4.236e+001 4.406e+001
4.113e+001 4.255e+001 |
3.991+001 4.104e+001
3.8686+001 I 3.953e+001
3.745+001 3.802e+001 ||
3.6236+001 3.651e+001
3.500+001 3.500e+001 |

[c) Q (cl Q
(b) (c)

Figure 8. Base temperature distribution of three SPFMCHSs with 1 mm fin spacing: (a) 0.5 LPM, (b) 0.75 LPM, and

(c) 1 LPM.

2.6. Selection of Slot Thickness

The flow becomes developed at one quarter of the distance from the entrance between
the fins of heat sink. At this stage, the fluid velocity reaches the maximum at the center
and the minimum at the boundaries of the flow. To reinitialize the velocity boundary layer,
slots were added into the straight integral fins. This made a good contact between the flow
and fins. The fully developed flow in between the fins in a 2D plane is shown in Figure 9.
The slots were of varying thickness from 0.3 mm up to 1 mm, and the base temperature
was recorded against each slot thickness. The thickness of the slot was selected finally as
0.5 mm for both the cases (two and three SPFMCHSs), as the minimum base temperature
was recorded using 0.5 mm-thick slots. The formation of vortices took place inside the
slots. This led to turbulence and enhanced heat transfer. There was a notable increment in
the base temperature recorded for slot thicknesses of 0.5 mm to 0.6 mm. This is the point
where the base temperature started to increase instead of decrease. The details are shown
in Figure 10. The temperature distribution for two and three SPFMCHSs with 1 mm fin
spacing is shown in Figures 7 and 8.

Velocit
Vector

6.452e-001
4.839e-001

3.226e-001

[m s”-1]

Figure 9. Two-dimensional pictorial view of the fully developed flow in between the fins.
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Figure 10. Base temp vs. slot thickness.

3. Results and Discussion
3.1. Heat Transfer

A direct relation was observed between the flow rate and the heat transfer, as shown in
Figure 11. The graph shows that heat transfer is dependent on fin spacing and the number
of slots. Increasing fin spacing resulted in a reduction in heat transfer. The maximum
heat transfer observed in two SPFMCHSs, with 0.5 mm fin spacing, was 316 W at 1 LPM.
The minimum heat transfer rate observed in three SPFMCHSs, with 1.5 mm fin spacing,
was 280 W at 0.5 LPM. The heat sinks with two SPEMCHSs showed a higher heat transfer
as compared to three SPFMCHSs with varying LPM and fin spacings. There was little
difference in the heat transfer recorded for two and three SPFMCHSs with 1 mm fin
spacing. When comparing two SPFMCHSs to three SPFMCHSs at 1 LPM, the percentage
enhancement in heat transfer recorded for 0.5 mm, 1 mm, and 1.5 mm fin spacings was
0.95%, 0.32%, and 0.68%, respectively.

3.2. Base Temperature Drop

The base temperature drop for two and three SPFMCHSs was calculated by subtracting
the base temperature of a conventional SIFMCHS [1] from two and three SPFMCHSs with
varying fin spacings and LPM, as shown in Figure 12. The maximum temperature drop
was recorded in two and three SPFMCHSs with 1 mm fin spacing. The maximum base
temperature drop value was 6.31 °C for three SPEMCHSs with 1 mm fin spacing at 0.5 LPM.

The minimum base temperature drop value was 3.14 °C for three SPFMCHSs with 1.5 mm
fin spacing.

15
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Figure 11. Heat transfer with volumetric flow rate.
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Figure 12. Temperature drop with volumetric flow rate.

3.3. Base Temperature

The base temperatures of SPEMCHSs at different volumetric flow rates are shown in
Figure 13. The base temperature increases by increasing the fin spacing as the active area
of the heat sink decreases. The minimum base temperature noted for two SPFMCHSs with
0.5 mm fin spacing was 42.81 °C at 1 LPM. The maximum base temperature, observed in
two SPFMCHSs with 1.5mm fin spacing, was 53.51 °C at 0.5 LPM. An inverse relation was
observed between the flow rate and the base temperature. The reduction in base tempera-
ture using SPFMCHSs was greater than that in SIFMCHSs [1]. This clearly highlights the
importance of making slots in straight integral fins. The base temperature recorded for
two SPFMCHSs with 0.5 mm and 1.5 m fin spacings was lower than for three SPFMCHSs

16



Energies 2021, 14, 6347

with the same fin spacing. For three SPFMCHSs, the percentage reduction in the base
temperature was recorded as 8.53%, 9%, and 5.95% for 0.5 mm, 1 mm, and 1.5 mm fin
spacings, respectively, compared to SIFMCHSs [1] at 1 LPM with the same fin spacing.
The base temperature recorded in two SPFMCHSs with 0.5 mm, 1 mm, and 1.5 mm fin
spacings at 1 LPM was 42.81 °C, 46.36 °C, and 48.87 °C, respectively, which is 9.20%,
8.74%, and 7.39% lower than the reported values in the literature [1] for SIFMCHSs. The
base temperature distribution is shown in Figures 7 and 8 for two and three SPFMCHSs,
respectively, with 1 mm fin spacing.
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60 A ® SIFMCHS 1 mm fin spacing [1]
J A SIFMCHS 1.5 mm fin spacing [1]
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Flow Rate (LPM)
Figure 13. Base temperature with volumetric flow rate.

3.4. Pressure Drop

The pressure drops observed for SPEMCHSs across various volumetric flow rates are
shown in Figure 14. By increasing the flow rate, the pressure drop increases. An inverse
relationship was observed between the flow rate and the pressure drop. Increasing fin
spacing results in a decreased pressure drop at varying LPM. The pressure drops recorded
for two and three SPFMCHSs with varying fin spacings were found to be equal. The
percentage reduction in the pressure drop observed at 0.5 mm, 1 mm, and 1.5 mm fin
spacings for two SPEMCHSs was 0.64%, 20.68%, and 27.12% respectively, when compared
to SIFMCHSs at 1 LPM. The percentage difference noted for three SPFMCHSs was 1.50%,
21.26%, and 27.93% at 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, when com-
pared to SIFMCHs. The minimum pressure drops recorded for two SPFMCHSs and three
SPFMCHSs with 1.5 mm fin spacing were 356.7 Pa and 352.68 Pa, respectively, at 0.5 LPM.
The maximum pressure drops recorded for two and three SPEMCHSs with 0.5 mm fin spac-
ing were 1127.65 Pa and 1117.96 Pa, respectively, at 1 LPM. The pumping power increases
as the pressure drops to maintain the desired flow rate. The pressure drops recorded for
two and three SPFMCHSs with 0.5 mm fin spacing at varying LPM were found to be equal
to the reported value in [1] for SIFMCHSs.
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Figure 14. Pressure drop with volumetric flow rate.

3.5. Thermal Resistance

The effect of thermal resistance with volumetric flow rate for SPEMCHSs with two
and three SPFMCHSs is shown in Figure 15. The thermal resistance decreases as the flow
rate increases. By increasing the fin spacing, the thermal resistance also increases. The
minimum thermal resistance recorded in two SPFMCHSs with 0.5 mm fin spacing was
0.036 °C/W at 1 LPM. A similar level of thermal resistance was recorded in two and three
SPEMCHSs with various fin spacings. The maximum thermal resistance was recorded in
three SPFMCHSs with 1.5 mm fin spacing at 0.5 LPM. The reduction in thermal resistance
was recorded as 11.24%, 4.48%, and 8.80% in two SPFMCHSs with 0.5 mm, 1 mm, and
1.5 mm fin spacings, respectively, as compared to the reported values for SIFMCHSs [1] at
1 LPM. The reduction in thermal resistance was observed as 6.31%, 4.83%, and 7.83% in
three SPFMCHSs with 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, as compared
to the reported values for SIFMCHSs [1] at 1 LPM.
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Figure 15. Thermal resistance with volumetric flow rate.

4. Conclusions

A thermal investigation of SPFMCHSs with fin spacings of 0.5 mm, 1 mm, and 1.5 mm

was conducted numerically and compared to the SIFMCHS, using water as the cooling
fluid, present in the literature. The findings of this detailed numerical study are:

The base temperature recorded in two SPFMCHSs with 0.5 mm, 1 mm, and 1.5 mm
fin spacings at 1 LPM was 42.81 °C, 46.36 °C, and 48.869 °C, respectively. This
was 9.20%, 8.74%, and 7.39%, respectively, less than the SIFMCHSs. The minimum
base temperature was recorded in two SPFMCHSs with 0.5 mm fin spacing, and the
maximum base temperature was recorded in SIFMCHSs with a fin spacing of 1.5 mm
at varying LPM. The reduction in the base temperature recorded for 0.5 mm, 1 mm,
and 1.5 mm in two SPFMCHSs was 9.2%, 7.61%, and 7.39%, respectively, and in three
SPFMCHSs was 8.23%, 7.22%, and 5.95%, respectively, from the reported value in
the literature [1].

The maximum heat transfer was recorded in two SPFMCHSs as compared to three
SPFMCHSs with 0.5 mm fin spacing. The minimum heat transfer recorded was for
1.5 mm fin spacing in three SPMCHSs at 0.5 LPM. The percentage increase in the
heat transfer recorded for 0.5 mm,1 mm, and 1.5 mm in two SPFMCHSs was 1.6%,
1.16%, and 1.02%, respectively, and for three SPEMCHSs was 0.64%, 0.52%, and 0.44 %,
respectively, from the reported value in the literature [1].

The percentage reduction in the base temperature recorded in three SPFMCHSs
with 0.5 mm, 1 mm, and 1.5 mm fin spacings at 1 LPM was 8.53%, 9%, and 5.95%,
respectively, when compared to SIFMCHSs.

The reduction in the thermal resistance was observed as 11.24%, 4.48%, and 8.80%
in two SPFMCHSs with 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively, when
compared to SIFMCHSs at 1 LPM. The minimum thermal resistance was recorded in
two SPFMCHSs with 0.5 mm fin spacing, and the maximum thermal resistance was
recorded in SIFMCHSs with 1.5 mm fin spacing.

The reduction in the thermal resistance was observed to be 6.31%, 4.83%, and 7.83%
in three SPFMCHSs with 0.5 mm, 1 mm, and 1.5 mm fin spacings when compared to
SIFMCHSs at 1 LPM. The reduction in the thermal resistance recorded for 0.5 mm,
1 mm, and 1.5 mm fin spacings in two SPFMCHSs was 11.33%, 9.1%, and 8.83%,
respectively, from the reported value in the literature [1]. In three SPEMCHSs, the
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reduction in the thermal resistance for fin spacings of 0.5 mm, 1 mm, and 1.5 mm was
6.40%, 5.84%, and 4.85%, respectively, from the reported value in the literature.

e The percentage reduction in the pressure drop observed for 0.5 mm, 1 mm, and
1.5 mm fin spacings in two SPEMCHSs was 0.64%, 20.68%, and 27.12%, respectively, as
compared to SIFMCHSs at 1 LPM. The percentage difference noted in three SPEMCHSs
was 1.50%, 21.26%, and 27.93% at 0.5 mm, 1 mm, and 1.5 mm fin spacings, respectively,
when compared to SIFMCHS.
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Nomenclature

Cp = specific heat, k] /kg °C

Wy = width of heat sink, mm

Is = length of heat sink, mm

I¢ = length of fin, mm

t = Thickness of fin, mm

St = slot thickness, mm

hy, = height of heat sink base plate, mm
h¢ = height of fin, mm

I = length of chip, mm

te = thickness of chip, mm

It = total length, mm

fs = fin spacing, mm

LMTD = log of mean temperature difference, °C
m = mass flow rate, kg/s

Q = heat transfer rate, W

Ry, = thermal resistance, °C/W

Ty = base temperature, °C

T; = fluid inlet temperature, °C

T, = fluid outlet temperature, °C
Abbreviations
SFMCHS = slotted fin minichannel heat sink

SIFMCHS = straight integral fin minichannel heat sink
SPFMCHS = slots per fin minichannel heat sink

LPM = liters per minute
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Abstract: In this study, Response Surface Methodology (RSM) and multi-objective genetic algorithm
were used to obtain optimum parameters of the channels with frustum of a cone with better flow
and heat transfer performance. Central composite face-centered design (CCF) was applied to the
experimental design of the channel parameters, and on this basis, the response surface models
were constructed. The sensitivity of the channel parameters was analyzed by Sobol’s method. The
multi-objective optimization of the channel parameters was carried out with the goal of achieving
maximum Nusselt number ratio (Nu/Nug) and minimum friction coefficient ratio (f/f). The results
show that the root mean square errors (RSME) of the fitted response surface models are less than
0.25 and the determination coefficients (R2) are greater than 0.93; the models have high accuracy.
Sobol’s method can quantitatively analyze the influence of the channel parameters on flow and heat
transfer performance of the channels. When the response is Nu/Nu, from high to low, the total
sensitivity indexes of the channel parameters are frustum of a cone angle («), Reynolds number (Re),
spanwise spacing ratio (Z,/D), and streamwise spacing ratio (Z; /D). When the response is f/f,
the total sensitivity indexes of the channel parameters from high to low are Re, Z1/D, « and Z,/D.
Four optimization channels are selected from the Pareto solution set obtained by multi-objective
optimization. Compared with the reference channel, the Nu/Nuj of the optimized channels is
increased by 21.36% on average, and the f /f( is reduced by 9.16% on average.

Keywords: channels with frustum of a cone; multi-objective optimization; Response Surface Methodology;
Sobol’s method; sensitivity analysis

1. Introduction

To cope with severe global climate change and reflect the responsibility assumed by
a major country, “carbon peak and carbon neutrality” is an important national strategic
goal. Therefore, it is urgent to develop more efficient thermal energy equipment to reduce
carbon emissions and improve energy efficiency. Plate air heat exchangers are a compact
and efficient piece of heat exchange equipment that is widely used in the chemical industry,
electric power, metallurgy, and other industrial sectors.

Selecting appropriate channel parameters can effectively improve the flow and heat
transfer performance of heat exchanger channels. Response Surface Methodology (RSM)
can be used to obtain the combination of design variables under the optimal target re-
sponse through the explicit functional relationship between design variables and response.
Refs. [1,2] used the CCF method combined with response surface method to optimize the
rib structure of a steam-cooled rectangular channel, and reported that the multi-objective
optimization for lower pressure drop and higher heat transfer could be achieved at Re
of 90,000, « of 41.515, ¢/D of 0.116 and P/D of 0.975. Izadi et al. [3] numerically analyzed
the natural convection of a porous enclosure under a nonuniform magnetic field using
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the Local Thermal Non-Equilibrium (LTNE)model. The results indicated that the Nusselt
numbers of the two phases of porous material converged when increasing the power ratio
of the two magnetic sources, and these two thermal indices varied when reducing the
power ratio of the two magnetic sources. Jeong et al. [4] numerically analyzed the cooling
performance of a cooling channel with a V-shaped rib structure, and then optimized the
structural parameters of the V-shaped rib using RSM. Seo et al. [5] used the genetic algo-
rithm and RSM to optimize a cooling channel with a boot-shaped rib. Mamuria et al. [6]
used RSM to analyze the sensitivity of four variable parameters of a solar heat exchanger.
Bu et al. [7] studied the structural parameters of typical matrix channels by RSM, and
fitted the polynomial expressions of channel friction coefficient ratio and Nusselt number
ratio with respect to rib angle and rib density. Shi et al. [8] used RSM to optimize the
geometric parameters of microchannels with secondary flow, and selected five optimized
structures from the optimized Pareto solution set. Wen Jian et al. [9] combined RSM and
the multi-objective genetic algorithm to optimize the structure of a serrated fin, studying
the effects of fin-height, fin-distance and fin-thickness on flow and heat transfer in the fin
channel, finally obtaining three optimized structures. Zheng et al. [10] conducted numerical
research on a channel with discrete inclined ribs, studying the effects of Reynolds number,
rib-spacing and rib-height ratio on the flow and heat transfer performance of the channel,
and analyzed the sensitivity of parameters based on RSM.

However, the research on turbulent channels in the above references focuses on the
flow and heat transfer performance of the channels, and rarely considers the strength of
the turbulent structure. With improvements in the performance of turbulent channels,
the problem of fluid excitation can no longer be ignored [11]. High-strength plates can be
obtained by the hot stamping forming process [12], and parallel high-strength plates can
form a turbulent channel for flow and heat transfer. Considering the fluid excitation in the
turbulent channels and the advantages of the hot stamping forming process, our research
group proposed a new frustum of a cone structure that can be formed by hot stamping
formation [13]. Nevertheless, Ref. [13] only studied a channel with frustum of a cone under
a certain structure, and the results showed that the flow and heat transfer performance of
the channel was poor. Hence, based on this research, in order to obtain the parameters for
a channel with frustum of a cone with better flow and heat transfer performance, RSM and
the multi-objective genetic algorithm were used to optimize the channel parameters. The
experimental design of the channel parameters, including Reynolds number (Re), frustum
of a cone angle («), streamwise spacing ratio (Z; /D), and spanwise spacing ratio (Z,/D),
was carried out by using central composite face-centered design (CCF). In addition, on
this basis, the second-order polynomial was selected to construct the response surface
model. With respect to global sensitivity analysis, Sobol’s method was used to analyze the
sensitivity of the channel parameters, with the responses being the Nusselt number ratio
(Nu/Nug) and the friction coefficient ratio (f /f() of the channels. To maximize the Nu/Nug
and minimize the f /f of the channels, the non-dominated sorting genetic algorithm with
elite strategy (NSGA-II) was used. These research results can serve as a reference for the
parametric multi-objective optimized design of channels with frustum of a cone.

2. Physical Model and Numerical Methods
2.1. Physical Model

The research object of the present study is the channel with staggered frustums of a
cone proposed by our research group [13], and the purpose is to carry out multi-objective
optimization of the channel parameters. Since the thickness of the channel metal plates is
only 1 mm, ignoring the thermal conductivity of the plates, the fluid domain is taken out
separately for research. After a certain number of frustum of a cone structures, the fluid
will develop into a typical periodic convective heat transfer. For convenience, the minimum
periodic model of the channel with frustum of a cone was taken out separately for research.
Figure 1 shows the physical model of the periodic channel with staggered frustums of a
cone, in which Figure 1a is the diagram of the heat exchanger, Figure 1b is the overall fluid
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domain model, Figure 1c is the periodic model with central symmetry, and Figure 1d is the
side view of the periodic model. As can be seen from Figure 1a, the frustums of a cone have
the function of supporting the channel. It can also be seen from Figure 1 that the bottom
diameter of each frustum of a cone is D, the height is H, the angle is &, the streamwise
spacing and spanwise spacing are Z; and Z; respectively, and the channel height is 2H.

Support structure

> b w . am— - — (A8
o I D X T R e Air
\ (a) Diagram of the heat
Plates exchanger
Periodic Air outlet

model

Flow direction ) \s_\'nuncn}'

(c) Periodic model

q S

(d) Side view of the model

©OO§OD O

Air inlet

(b) Overall fluid domain model
Figure 1. Physical model of the periodic channel with staggered frustums of a cone.

2.2. Numerical Methods

The three-dimensional incompressible Reynolds time-averaged Navier Stokes (N-5)
equation is solved by FLUENT software. The expressions of continuity, momentum, and
energy equations were introduced in detail in Ref. [14]. References [15,16] reported that
the Renormalization Group RNG k-¢ turbulence model can better simulate the flow and
heat transfer performance of the turbulent channels. Therefore, the RNG k-¢ turbulence
model was selected to study the performance of the channels with frustum of a cone in this
study. In the calculation, the Semi-Implicit Method for Pressure Linked Equation SIMPLEC
algorithm was used to solve the velocity and pressure coupling equation, and the discrete
format of momentum and energy equation was set as the second-order upwind format.
It is required that the energy residual converges to 1078, and the velocity, continuity, k
parameter and ¢ parameter residuals converge to 10-°. The continuity, momentum and
energy Equations are as follows:

0
aTc,»(p”i) =0 1)
0 9, duy ap
aTCi(P”z”k) = an”aTﬂ e ()
d Jd ,AJT
aTCi(PuiT) = Bixl(aaixl 3)

where p is the fluid density; u; is the vector velocity; # is the viscosity, p is the pressure; T is

the temperature; A is the thermal conductivity of the fluid; ¢, is the specific heat capacity at

constant pressure; x is the turbulent kinetic energy equation; d is the diffusion equation.
The RNG k-¢ turbulence model is as follows:

0 0 0 ok
5; () + (—Txi(Pkui) = o <“kﬂeffaxj> + Gy — pe 4)
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d 0 d oe I3 €2
g(Pé’) + a—xi(peui) = Fro (”‘E.ueffa_xj> + ClsE(Gk + C3:Gyp) — Copz =Re )

where . and a, are the inverse effective Prandtl numbers for k and ¢, respectively, Gy is the
generation of turbulence kinetic energy, and j, ¢ is the effective viscosity coefficient.

Figure 2 shows the specific calculation model of the channel with frustums of a
cone. Referring to the setting of periodic convective heat transfer boundary conditions in
reference [17], the inlet and outlet of the channel were set as periodic boundary conditions,
and the mass flow was given. The left and right sides of the channel were also set as
periodic boundary conditions. Different from Ref. [17], for convenience, the center of the
calculation model was set as a symmetric boundary condition in the present study. The
lower wall surface of the channel, including the surface of the frustum of a cone, was the
heat transfer wall, which was set to a uniform heat flux of 1000 W x m~2. In addition, the
average inlet temperature of the air was set to 300 K.

Periodic boundary =~ Symmetric boundary

~N

ol

Flow direction  Uniform heat flux

Figure 2. The calculation model of the channel.

Figure 3 shows the grid diagram of the calculation model. The model was divided
into hexahedral structured meshes using ICEM software. The mesh near the wall was
encrypted. The grid size of the first layer was 0.02 mm, the grid expansion ratio was 1.2,
and the maximum grid size was 1 mm. The value of y+(symbol indicating the sparsity
of near wall mesh division) near the wall was less than or equal to 1, and the enhanced
wall function was used. Such an arrangement can better obtain the flow and heat transfer
information near the wall.

Figure 3. The grid diagram of the calculation model.

26



Energies 2022, 15, 1240

The numerical method in the present study was verified using the experimental
data for the channel with frustum of a cone presented in Ref. [13]. Figure 4 shows the
comparison of the experimental and numerical results of the Nusselt number ratio and
friction coefficient ratio of the channel under different Reynolds numbers. It can be seen
from Figure 4 that the distribution trends of the experimental and numerical results are
basically consistent. Through calculation, the maximum deviation of the Nusselt number
ratio is 5.1%, and the maximum deviation of the friction coefficient ratio is 4.3%. These
demonstrate the accuracy and feasibility of the numerical method in the present study.
Therefore, this numerical method was used in the subsequent numerical studies of the
channels with different frustum of a cone structures. In addition, the grid independence of
the calculation model was verified. Five sets of grids were divided for the calculation model;
when meshing, set the grid size of the first layer to 0.02 mm, and change the number of grids
by changing the grid growth ratio (1.5-1.1) and the maximum grid size (0.8 mm-0.4 mm).
The total numbers of grids were 75,000, 150,000, 300,000, 600,000 and 1,200,000, respectively.
When the number of the grid was 600,000, the deviations of the Nusselt number ratio
and friction coefficient ratio of the channel were less than 2%, indicating that the grid met
the requirement of independence. The mesh generation strategy mentioned above was
adopted in the subsequent calculation models.

T T T T T T T
194 71, Nu/Nu, 419
—a— Experimental results —@®— Experimental results
1 —0— Numerical results —O— Numerical results
1.8 —41.8
§° 1.7 417 %
=,
1.6 —416
1.5 —415
T T T T T T T
0.4 0.8 1.2 1.6
Rex10™*
Figure 4. Verification of the numerical method.
2.3. Data Reduction
Reynolds number Re is defined as
Re=VP/v (6)

where V is the average inlet velocity of airflow; P is the characteristic length, and the height
of the channel is selected in the present study; v is the kinematic viscosity of air.
The local Nusselt number Nu, is defined as

Nux = qxP/[AM(Tw — T)] @)

where g, is the local heat flux; A is the thermal conductivity of air flow; Ty, is the local
temperature of the wall; T; is the reference temperature, and its value is the average
temperature of inlet and outlet airflow.

The average Nusselt number Nu is defined as

Nu = / NuydA/A ®)
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where A is the area of the heat transfer wall.
The friction coefficient f is defined as

f = ApP/(20LV?) ©)

where L is the channel length, Ap is the pressure drop at the inlet and outlet of the channel;
p is the air density.

Nugp and fj are the average Nusselt number and friction coefficient of smooth parallel
plate channel, respectively [18], and the calculation formulas are as follows:

~ (fo/2)(Re - 500)Pr
O 1 127(f/2) A (P — 1)

(10)

fo = (1.58InRe —2.185) > 11)

3. Optimization Methods
3.1. Response Surface Methodology and Experimental Design

Response Surface Methodology (RSM) can be used to obtain explicit functional re-
lationships between design variables and responses in the global scope by testing local
design points. The optimal combination of design variables can be obtained through RSM
to achieve the optimal target response. The relationship between system response and
design variable is as follows:

Y=fX)+e=XB+¢ (12)

where Y is the response, X is the design variable, f(X) is the approximate function of the
target, B is the fitting coefficient, and ¢ is the prediction error.
The formula for the sum of squares of system residuals is as follows:

SSe(B) = (XB-Y) (XB-Y) (13)

Through the principle of the least square method, calculate the derivative of function
SSe(B) with respect to vector B and set it to zero. We can draw:

;;ssb-(ﬁ) — 2XT(XB—Y) = 0 (14)
After finishing Equation (9), the coefficient § of the response surface with minimum
sum of squares of residuals can be obtained:

g=(xTx)"'xTy (15)

The commonly used second-order polynomial response surface model with high
accuracy was selected as the approximate function f(x), and the formula is as follows:

k k k=1 k
f(x) = Bo+ 2 Bixﬁ—z ﬁiixiz—k 2 Zﬁijxixj (16)
i=1 i=1 i=1i<j
where coefficient 8 = [Bo, - .., Bx, B11, - - - Biks B12s - - -, BX (k—1)k]T
variables; k is the number of design variables.

To evaluate the fitting accuracy of the obtained response surface model to the test data,
the root mean square error (RMSE) and determination coefficient (R?) were selected to
evaluate the response surface model. The specific expression of the evaluation index is
shown in Ref. [19]. If RMSE is closer to 0, the error of the response surface model is smaller.

; x; and x; are the design
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If R? is closer to 1, the accuracy of the response surface model is higher. RMSE and R? are
calculated as follows:

(17)

(18)

!
N
I
—
|
Ieiilyle

Il
—_

where k is the number of sample points, y; is the test result of the ith sample, ¥ is the average
of the test results of all samples, and y; is the calculated value of the response surface model
of the ith sample.

The fitting accuracy of the response surface model also depends on the selection
of design sample points, so it is necessary to carry out experimental design for design
variables. The design variables in the present study are the channel parameters. For
convenience of research, frustum of a cone structures with a constant height and bottom
diameter were selected, in which the height H was 10 mm and the bottom diameter D
was 30 mm. The optimal channel parameter configurations were obtained by changing
Reynolds number Re, frustum of a cone angle «, streamwise spacing Z; and spanwise
spacing Z,. During the study, the streamwise spacing Z; and spanwise spacing Z, were
dimensionless variables treated as Z; /D, and Z,/D. The variation ranges of the design
parameters are shown in Table 1.

Table 1. Variation range of channel parameters.

Channel Parameters Variation Ranges
Reynolds number Re 5000 to 15,000
Frustum of a cone angle «/° 0to 30
Streamwise spacing ratio Z; /D 1to1.5
Spanwise spacing ratio Z, /D 1to15

Central composite face-centered design (CCF) is one kind of central composite design
(CCD,) that can fit the complete quadratic model and obtain the response surface model with
high precision through fewer test points. Therefore, CCF was selected for experimental
design in the present study. Table 2 shows the central composite face-centered design
table, mainly including order, design variables, and responses. Since there are four design
variables, 24(16)cubic points, 2 x 4(8)axial points and one center point can be obtained
using CCF design, so there are 25 sample points in total.

3.2. Parameter Sensitivity Analysis Based on Sobol’s method

Many factors affect the flow and heat transfer performance of channels with frustums
of a cone, including Reynolds number, frustum of a cone angle, streamwise spacing, and
spanwise spacing. Therefore, exploring the impact of the changes of these parameters on the
channel performance is of great help to the subsequent parameter optimization. Compared
with the local sensitivity analysis method for linear models, the global sensitivity analysis
method is suitable for nonlinear complex models. Sobol’s method based on variance is a
global sensitivity analysis method proposed by the mathematician Sobol [20]. Compared
with other global sensitivity analysis methods, Sobol’s method can quantitatively analyze
the impact of input variables on system output. Its outstanding advantage is that it has no
special requirements for analysis function and has a wide range of applications [21].

29



Energies 2022, 15, 1240

Table 2. Central composite face-centered design table.

Order Design Variables Responses
Re 14 Zl/D Zz/D f/f() Nu/Nuo
1 5000 0 1.50 1.50 1.38 1.39
2 10,000 15 1.25 1.25 1.91 1.65
3 5000 0 1.00 1.50 1.46 1.28
4 15,000 0 1.50 1.50 1.53 1.46
5 10,000 15 1.25 1.00 2.30 1.60
6 10,000 0 1.25 1.25 1.79 1.37
7 5000 0 1.50 1.00 2.10 1.40
8 15,000 15 1.25 1.25 2.09 1.71
9 15,000 30 1.00 1.00 4.96 2.45
10 10,000 15 1.00 1.25 2.65 1.85
11 10,000 15 1.25 1.50 1.64 1.64
12 15,000 0 1.00 1.00 3.26 1.15
13 15,000 0 1.50 1.00 2.38 1.41
14 5000 30 1.00 1.00 2.99 2.04
15 15,000 30 1.50 1.50 2.46 2.35
16 5000 30 1.00 1.50 1.91 1.90
17 15,000 30 1.50 1.00 2.51 1.99
18 15,000 0 1.00 1.50 2.88 1.80
19 5000 15 1.25 1.25 1.69 1.56
20 15,000 30 1.00 1.50 3.29 2.45
21 10,000 15 1.50 1.25 1.74 1.67
22 5000 30 1.50 1.00 217 1.93
23 10,000 30 1.25 1.25 3.04 2.37
24 5000 0 1.00 1.00 2.39 1.28
25 5000 30 1.50 1.50 1.49 1.82

The core idea of Sobol’s method is to decompose the model into a single parameter
and functions composed of parameters. The basic principle of Sobol’s method can be seen
in Ref. [22]. Assuming that x=[x1, ..., X;] is an independent input variable defined on I"”,
then I" can be expressed as:

I"=(x|0<x;, <Liy=1,2,--- ,m) (19)

Assuming that the model F(x) is a square-integrable function, it can be decomposed
into the sum of 2, sub-functions:

m

F(x) :Fo—l-i Z Fil___it(xil,...,x,»t) (20)

=1 i <<y

where 1 =i <... <i;... <iy =m, m is the number of variables and F; is a constant.
If the conditions are met, it can be obtained:

1
/ Fil,,.it(x,-l,...,xl-t)dxl-n =01<n<t (21)
0

The total variance M and partial square deviation M
by integrating the squares of Equation (20):

of the F(x) can be obtained

it

m m
M=Y Y M., (22)
=iy <<y
Mil--.it = /Fizlwitdxli A dxit (23)
According to the definition, the sensitivity index of the variable S;, ...;, is defined as:
D, ..
Siyis = —p (24)
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Then, the sum of sensitivity indexes of all variables is 1. It can be expressed as follows:

m m

Y Y Si=1 (25)

f=1ip<-<iy

Equation (25) can be rewritten as follows:

m
YSi+ X Siitr S, =1 (26)

t=1 1<g<t<m

According to the definition, the total sensitivity index of an input variable St;, is:

m
Sti, = Siy + Y Sigiy + -+ + Siyiy (27)
a7t

where §;, is the first-order sensitivity index, which represents the impact of input variable
xj, on system output; the second-order sensitivity index S; ;, represents the influence of
the interaction between input variable S; and variable S;, on the system output. The
total sensitivity index St;, indicates the common influence of input variable S; and its
interaction with other input variables on system output. When the first-order sensitivity
index of the input variable S;, is quite different from the total sensitivity index, it indicates
that the interaction between the variable S;, and other input variables has a great influence
on the system output.

3.3. Optimization Process of the Channel with Frustums of a Cone

Figure 5 shows the flow chart for the parameter optimization of the channel with
frustums of a cone. As can be seen from Figure 5, the present study optimizes the four
design parameters of the channel with frustums of a cone, including Reynolds number Re,
frustum of a cone angle «, streamwise spacing ratio Z; /D, and spanwise spacing ratio Z, /D.
CCF was used for the experimental design of design parameters, and 25 sample points were
obtained. The reliability of the numerical method in the present study was verified by the
experimental data. Then, 25 sample points were numerically simulated by CFD to obtain
the responses (the Nu/Nug and f /f of the channels). On this basis, the response surface
models were constructed by the second-order polynomial. Root mean square error (RMSE)
and determination coefficient (R?) were selected to evaluate the response surface models.
If the models did not meet the requirements, the experimental design of the parameters
was optimized, and the simulation was run again according to the above procedure. Then,
based on the response surface model, Sobol’s method was used to analyze the sensitivity
of the parameters. Aiming at achieving minimum f/f( and maximum Nu/Nu in the
channels, NSGA-II was used to carry out the multi-objective optimization of the parameters.
Finally, the optimized channels were selected from the Pareto solution set.

Genetic algorithm (GA) is a family of global optimization algorithms that simulate
natural selection and the genetic mechanism based on biological evolution. Among them,
the non-dominated sorting genetic algorithm with elite strategy (NSGA-II) was proposed by
Deb based on the non-dominated sorting genetic algorithm (NSGA). It has the advantages
of low computational complexity, fast running speed, and good convergence of solution
set [23]. It is worth noting that the multi-objective optimization algorithm does not have a
unique global optimal solution, but a set of optimal solutions, namely the Pareto solution
set. In practical application, one or more solutions can be selected from the Pareto solution
set as the final result.
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4. Results Analysis and Discussion
4.1. Construction of Response Surface Model

The second-order polynomial response surface model was obtained based on CCF
fitting. The specific test design table is shown in Table 2. The design parameters were Re, «,
Z1/D and Z;, /D, and the responses were Nu/Nug and f /f(. The coefficients of the response
surface model are given in Table 3.

Design parameters: Re. o~ Zy/D. Zy/D

|
l

. . Verify the reliability o
Experimental design of the numerical method

parameterls by CCD by expelriments

The response f/fy and Nu/Nu, are
solved by CFD

Use second-order polynomials to
construct the response surface mode

!

The response surface model | No
meets the requirements

Optimize the
experimental design

| Yes
Use Sobol 'method to Apply NSGA- ]
analyze the sensitivity to optimize the
of parameters channel parameters

Select the optimal
channel parameters from
the pareto solution set

Figure 5. Flow chart of the optimization of the channel parameters.

Table 3. Coefficients of response surface model.

Coefficients Nul/Nuyg flfo

Bo 0.230 9.66

B1 0.240 x 10~* 0.355 x 1073

B2 0.239 x 1071 0.800 x 1073

B3 -1.78 —9.75

B4 3.09 -3.04

B11 0.000 0.000

B 0.758 x 103 0.188 x 102

B33 0.980 3.28

Bas -1.26 -0.320

B12 0.100 x 1072 0.200 x 107>

B13 —0.340 x 10~* -0.195 x 1073

B4 0.650 x 1074 0.230 x 10~
) -0.149 x 107! -0.319 x 107!
3

B4 —0.955 x 1072 -0.990 x 102

Bas —0.218 1.76
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Figure 6 shows the comparison between the numerically calculated values of the
sample points of the experimental design and the corresponding RSM predicted values. In
the figure, the dotted line represents a deviation of & 10% from the numerical calculation
values, the straight line represents the numerical calculation values, and the scattered points
represent the RSM prediction values. Figure 6a,b presents a comparison of the values when
the responses are Nu/Nug and f/f, respectively. It can be seen from Figure 6 that the
RSM predicted values are distributed near the numerically calculated values, and the
errors are basically less than 10%. After calculation, the root mean square error RMSE and
determination coefficient R? of the response surface model can be obtained. The calculation
results are shown in Table 4. When the responses are Nu/Nug and f /f, the RMSE of the
models is less than 0.25 and R? is greater than 0.93, showing that the fitted response surface
model has small error and high accuracy.
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Figure 6. Comparison between numerical calculation and RSM prediction: (a) Nu/Nuy; (b) f/fo.

Table 4. Fitting accuracy of response surface model.

Evaluation Index Nul/Nuy flfo
RMSE 0.1048 0.2445
R? 0.9491 0.9399

4.2. Effect of Channel Parameters on Flow and Heat Transfer

The three-dimensional surface and contour map of the Nu/Nug and f/f( of the channels
are shown in Figures 7 and 8, respectively, to reveal the influence of channel parameters on
the heat transfer performance and flow performance of the channels with frustums of a
cone. Figure 7a—f show the influence of the combined action of Re-«, Re-Z1/D, Re-Z,/D,
a—21/D, a—Z»/D and Z1/D-Z/D on the response in turn.

As can be seen from Figure 7a, when Re is constant, increasing « increases the Nu/Nu
of the channel, while when « is constant, the increase of the Nu/Nuj of the channel along
with the increase of Re is not very significant. When Re is 5000 and « is 0°, the Nu/Nu of the
channel reaches its minimum value, while when Re is 15,000 and « is 30°, the Nu/Nug of the
channel reaches its maximum value. As can be seen from Figure 7b, when Re is constant,
increasing Z; /D makes the Nu/Nug of the channel first increase and then decrease. It can be
seen from Figure 7c that the increase in Z; /D under different values of Re and the increase
in Re under different values of Z, /D can improve the Nu/Nug of the channel. As can be
seen from Figure 7d,e, when « is constant, the Nu/Nug of the channel remains basically
unchanged with increasing Z1/D and Z,/D. When Z; /D and Z, /D remain unchanged,
increasing a can significantly increase the Nu/Nug of the channel. As can be seen from
Figure 7f, when Z1/D is constant and Z,/D is increased, Nu/Nug of the channel first
decreases and then increases. When Z, /D is constant, increasing Z1/D causes the Nu/Nu
of the channel to first increase and then decrease.
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Figure 7. 3D surface and contour map of Nu/Nuy: (a) Re—«; (b) Re-Z1/D; (¢) Re-Z,/D; (d) «—Z1/D;
(e) a=Z/D; (f) Z1/D-Z5/D.

As can be seen from Figure 8a, at low Re, the f/fy of the channel first decreases and
then increases with increasing «, while at high Re, increasing « leads to an increase in the
f/fo of the channel. When « is constant, the f/f of the channel increases with increasing Re.
It can be seen from Figure 8b,c that increasing Re and decreasing Z1/D and Z; /D result in
an increase in the f/f of the channel. As can be seen from Figure 8d, when « is constant and
Z1/D is increased, and when Z1/D is constant and « is increased, the f/fy of the channel
first decreases and then increases. According to Figure 8e, when « is constant, the f/f of the
channel decreases with increasing Z,/D. When Z, /D remains unchanged, the f/f, of the
channel first decreases and then increases with increasing a. As can be seen from Figure 8f,
increasing Z,/D and Z; /D reduces the f/f of the channel.

The above research shows that when analyzing the flow and heat transfer performance
of channels with frustums of a cone, the information obtained limited to a fixed channel
parameter is not sufficient to describe the performance of the channels. Building the
function of channel performance related to channel parameters based on response surface
method is of great significance to studying the influence of channel parameters on channel
performance and guiding the parameter optimization and structural design of channels
with frustums of a cone.

4.3. Sensitivity Analysis of the Channel Parameters

Figure 9 shows the first-order sensitivity index and total sensitivity index of channel
parameters when the response is Nu/Nug. The first-order parameter sensitivity index
represents the influence of a single parameter on the Nu/Nug of the channels. The total
sensitivity index represents the combined influence of a single parameter and its interaction
with other parameters on the Nu/Nuj of the channels. As can be seen from Figure 9a,
when the response is Nu/Nuy, the first-order sensitivity indexes of the channel parameters
from high to low are &, Re, Z,/D and Z;/D. Among them, the changes of « and Re have
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an important influence on the Nu/Nuy of the channel. According to Figure 9b, the total
parameter sensitivity indexes are &, Re, Z, /D and Z; /D from high to low, which is the same
as the ranking of the first-order sensitivity indexes of the channel parameters. Through
calculation, the difference between them is less than 0.02, indicating that the interaction
between a single parameter and other parameters of the channels has no significant impact
on the Nu/Nugy of the channels. In addition, the proportions of « and Re in the total
sensitivity index are 50.6% and 47.9%, indicating that « and Re have a greater impact on

the Nu/Nug of the channels compared with Z1/D and Z,/D.
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Figure 8. 3D surface and contour map of f/fy: (a) Re—a; (b) Re-Z1/D; (c) Re-Z,/D; (d) a—Z1/D;

(e) a=Z,/D; (f) Z1/D-Z,/D.
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Figure 9. Sensitivity of the parameters when the response is Nu/Nuy: (a) first-order sensitivity index;

(b) total sensitivity index.
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Figure 10 shows the sensitivity index of the channel parameters when the response
is f/fo, where Figures 10a and 10b are the first-order sensitivity index and total sensitivity
index, respectively. It can be seen from Figure 10a that when the response is f/f, the
first-order sensitivity indexes of the channel parameters are Re, Z1 /D, « and Z,/D from
high to low. Among them, the first-order sensitivity index of Re is significantly higher
than other channel parameters, and the first-order sensitivity indexes of &, Z1 /D and Z, /D
are basically the same, all distributed around 0.15. According to Figure 10b, the total
sensitivity indexes of the parameters are Re, Z1/D, « and Z, /D from high to low, which
is the same as the first-order sensitivity indexes. Through calculation, it can be seen that
the difference between the two is less than 0.021, indicating that the interaction between
a single parameter and other parameters of the channels has no significant impact on
the f/fo of the channels. In addition, the proportion of Re in the total sensitivity index is
57.4%, while the proportions of the total sensitivity coefficient of the other three channel
parameters are all about 15%, which indicates that Re has the greatest impact on the f/f of
the channels, while &, Z1 /D and Z; /D have a fairly small impact.
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Figure 10. Sensitivity of the parameters when the response is f/f(: (a) first-order sensitivity index;
(b) total sensitivity index.

4.4. Multi-Objective Optimization Results of the Parameters

With the aim of obtaining the maximum values of Nu/Nuy and the minimum values
of f/fo for the channel, the NSGA-II was used to find the optimal combination of channel
parameters in the global range. The population number of the genetic algorithm was 12,
the genetic algebra was 40, the crossover probability was 0.9, the mutation probability was
0.1, the crossover distribution index was 10, and the mutation distribution index was 20.
The specific settings can be found in Ref. [24]. After the operation, a total of 481 solutions
were generated, of which the Pareto solution set, the set of optimal solutions, had a total of
130 solutions. Figure 11 shows the solution set of multi-objective optimization. In Figure 11,
the blue dots represent all of the solution sets, and the red curve represents the Pareto front
connected by the Pareto solution sets. According to Figure 11, when the f/f( of the channel
is constant, the Nu/Nug of the channel of the point on Pareto front must be at its maximum.
Similarly, when the Nu/Nuj of the channel is constant, the f /f of the channel of the point
on the Pareto front must be at its minimum.

On the basis of the sensitivity analysis of the parameters, the parameter Re has the
greatest impact in the performance of the channel in terms of the flow and heat transfer
performance of the channel. Consequently, the K-means clustering algorithm was used
to cluster the Pareto solution sets under different values of Re. Figure 12 illustrates the
results of K-means clustering of the Pareto solution set. As can be seen from Figure 12, the
Pareto solution sets can be divided into four categories—A, B, C and D—under different
values of Re. Without considering the influence of «, Z; /D and Z; /D, when Re increases,
the Nu/Nug and f/f( of the channel under the Pareto solution set increase slightly.
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3.6 Pareto solution set

« All solution sets

Nu/Nu

Figure 12. Result of K-means clustering of the Pareto solution set.

An optimal solution was selected from each of the four categories A, B, C and D
in Figure 12 for comparative analysis. The specific optimal parameter combinations are
provided in Table 5. According to Table 5, the Nu/Nuy of optimization points A, B, C
and D increased by 9.70%, 21.82%, 26.06% and 27.88%, respectively, compared with the
reference channel. In addition, the f/f of the optimization points decreased by 19.89%,
1.05%, —7.85% and —9.42%, respectively, compared with the reference channel. Among
them, the Nu/Nuy and f/f( of optimization points A and B were optimized, while the
Nu/Nug of optimization points C and D was considerably improved, but the f/f( had
increased moderately. This is because the values of Re for optimization points C and D are
large. When the Nu/Nug increases, f/fy will also increase. Overall, compared with the
reference channel, the Nu/Nuy of the optimized channels increased by 21.36% on average,
and the f /f( decreased by 9.16% on average. This shows that the optimization results of
the channel parameters in the present study are good, and can serve as a reference for the
multi-objective optimization of channels with turbulent structures.

Table 5. Optimal channel parameters.

Type Re 14 Z,/D Z,/D Nul/Nuy flfo
Reference channel 10,000 15 1.25 1.25 1.65 191
Optimization point A 5030 29.94 1.29 1.49 1.81 1.53
Optimization point B 7723 29.88 1.39 1.46 2.01 1.89
Optimization point C 12,433 26.62 1.42 1.44 2.08 2.06
Optimization point D 14,730 26.10 1.40 1.49 2.11 2.09
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To further explore the influence of channel parameters on the flow and heat transfer
performance of the channels, Figure 13 shows the comparison of surface streamline, tem-
perature distribution, and Nu distribution of the heat transfer walls of the reference channel
and optimization point C. Figure 13a,c shows the reference channel, and Figure 13b,d gives
the optimization points C. It can be seen from Figure 13a,b that the high-temperature area
of the heat transfer wall is mainly distributed upstream and downstream of the convex
and upstream of the bottom of the concave. In comparison, the temperature of the high-
temperature region of the optimized channel is lower and the area with high temperature is
smaller. There are large vortexes upstream of the bottom of the concave and upstream and
downstream of the convex in the reference channel, while the vortexes in the optimized
channel are improved. The improvement of the vortexes will reduce the frictional resistance
of the channel and the accumulation of airflow, thus reducing the local temperature of the
heat transfer wall and reducing the area with high temperature. According to Figure 13c,d,
contrary to the temperature distribution of the heat transfer wall, the high-temperature area
had a lower Nu and the low-temperature area had a higher Nu. In comparison, the Nu value
of the high-Nu region of the optimized channel was higher and the area with high Nu was
larger. The results show that the optimized channel improves the vortexes at the bottom of
the concave and upstream and downstream of the convex, so that the heat transfer wall of
the channel has a lower temperature distribution and a higher Nu distribution.

T/K:

310 314 318 322 326 330 334 338 342 346 350

(a) (b)

© 20 33 46 59 72 85 98 111 124 137 150

(c) (d)

Figure 13. The Comparison of Reference Channel and Optimization Point C: (a) Surface Streamline
and Temperature Distribution of the Reference Channel; (b) Surface Streamline and Temperature Dis-
tribution of the Optimized Channel; (c) Nu Distribution of the Reference Channel; (d) Nu Distribution
of the Optimized Channel.
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5. Conclusions

The multi-objective parameter optimization of channels with frustums of a cone was
carried out. The design variables were Re, «, Z1 /D and Z,/D. The optimization objective
was to maximize the Nu/Nuy and minimize the f/f. Firstly, the experimental design of
the channel parameters was carried out, and the second-order response surface model
was constructed. Then, the accuracy of the response surface model was tested. Once
the response surface met the requirements, the sensitivity of the channel parameters was
analyzed, and the Pareto solution set was obtained. The Pareto solution set was analyzed
by K-means clustering, and finally, four optimization channels were selected. The main
conclusions can be drawn as follows:

(1) The second-order response surface models obtained by CCF have small errors and
high accuracy. When the response is Nu/Nujg, the RMSE of the model is 0.1048 and R?
is 0.9491. When the response is f /fo, the RMSE of the model is 0.2445 and R? is 0.9399.

(2) Compared with Z;/D and Z,/D, « and Re have the greatest impact on the Nu/Nug
of the channels. Parameter Re has the greatest influence on the f/fy of the channels,
while &, Z1/D and Z; /D have the same, small influence on the f/f( of the channels.

(3) By comparing the reference channel with the optimized channel, the results show
that the optimized channel improves the vortexes at the bottom of the concave and
upstream and downstream of the convex, so that the heat transfer wall of the channel
has lower temperature distribution and higher Nu distribution.

(4) Compared with the reference channel, the Nu/Nu of the four optimized channels
are increased by 9.70%, 21.82%, 26.06% and 27.88%, respectively; the f /fy decreased
by 19.89%, 1.05%, —7.85% and —9.42%, respectively. The Nu/Nuy of the channels
increased by 21.36% on average and the f/f declined by 9.16% on average, which
demonstrates that the optimization method of the channel parameters in the present
study has a good effect.
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Nomenclature

RSM Response Surface Methodology
Nu/Nuy  Nusselt number ratio

ffo Friction coefficient ratio
RSME Root mean square errors
R? Determination coefficients
o Frustum of a cone angle (°)
Re Reynolds number

Z>/D Spanwise spacing ratio
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Z1/D Streamwise spacing ratio

NSGA-II  Non-dominated sorting genetic algorithm with elite strategy
CCF Central composite face-centered design

D Bottom diameter of the frustum of a cone (mm)
N-S Navier Stokes

GA Genetic Algorithm

k Turbulent kinetic energy equation

€ Diffusion equation

CCD central composite design

RNG Renormalization Group

SIMPLEC  Semi-Implicit Method for Pressure Linked Equation
Z; Spanwise spacing (mm)

H Height of the frustum of a cone (mm)

71 Streamwise spacing (mm)

Vv Average inlet velocity of air flow (m/s)

P Characteristic length (mm)

v Kinematic viscosity of air (m?2/s)

Nuy Local Nusselt number

Jx Local heat flux (W/m?)

Tw Local temperature of the wall (K)
Ty Reference temperature (K)

Nu Average Nusselt number

A Area of heat transfer wall (m?)

f Friction coefficient

L channel length (mm)

Ap Pressure drop (Pa)
0 Air density (kg/m?)
A Thermal conductivity of air (W/m K)
Nug Average Nusselt number of smooth parallel plate channel
fo Friction coefficient of smooth parallel plate channel
Y Response
X Design variable
f(X) Approximate function of the target
B Fitting coefficient
€ Prediction error
F(x) A square integrable function
M Total variance of the F(x)
M, .., Partial square deviation of the F(x)
Siyoui; Sensitivity index of the variable
S;, First order sensitivity index
S iyiy Second-order sensitivity index
Sti, Total sensitivity index
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Abstract: The purpose of the research is to study the aerodynamics and heat transfer in the duct of
a high-temperature recuperation system. The object of the research is a flat duct with a thickness-to-
height ratio a:b = 1:10, length c = 400-a with one-sided heat input to the duct surface, complicated
heat transfer and mixed air movement in the duct. The objectives of the research are to determine:
(a) average temperatures on the duct surfaces; (b) air temperature distribution along the length of
the duct; (c) local and average integral temperature values along the length of the duct; (d) local and
average integral heat flow densities on the duct surfaces; (e) local and average integral heat exchange
coefficients and Nusselt numbers on the duct surfaces; and (f) pressure distribution along the length
and total pressure drop in the duct. The research method is based on conducting a mathematical
numerical experiment in a stationary three-dimensional Cartesian formulation and physical modeling
of processes on a prototype. It is established that the dominant heat transfer between the duct walls
and the air is a complicated convective heat transfer, in which forced convection is affected by free
convection. There is a 1.5-2.0-fold difference in the values of the heat flow density on the hot and non-
heated surfaces of the duct. Generalizing dependences of Nusselt numbers, temperature pressures
and friction resistance coefficients as functions of a dimensionless coordinate are obtained.

Keywords: radiation-convective heat transfer; high-temperature recuperation system

1. Introduction

Issues of high-temperature recuperation have an attitude to the processes of trans-
ferring of substance and energy, which are complicated by the simultaneous action of
various factors. These are and different kinds and regimes of substance motion, and dif-
ferent mechanisms of transferring heat in the objects that are investigated. Many works
are devoted to studying complicated heat transfers in compact high-temperature heat
exchangers of various types [1-4]. The dominant mechanisms of transferring in them are
convective and radiative heat transfer [5-10]. The feature of the work consists of the ap-
plied nature of the research aimed at studying the conditions of flow and heat transfer
in an air-cooled duct, which is the basis of heat recuperation devices for high-temperature
industrial plants. The formulation of the research tasks most fully describes the conditions-
temperature, magnitude and direction of the heat flow density, the type of coolant and its
mass flow, the geometry of the duct and the main physical and mechanical characteris-
tics of its surfaces observed in modern high-temperature processes for the production of
glass and stone fibers. The research and processing of the results were carried out using
classical methods [11,12]. At the same time, for each of the duct surfaces involved in heat
transfer and differing in the magnitude and direction of the supplied heat flow, Nusselt
numbers and temperature pressures are determined. The results of the research were
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compared with the case of convective heat transfer in pipes and ducts with symmetrical
heat supply to the duct surfaces, which allowed us to establish the nature and magnitude
of the influence of complicated heat transfer on the characteristics of the process, in order to
obtain their qualitative and quantitative indicators. The generalized dependences obtained
make it possible to calculate the aerodynamic drag, temperature and energy parameters of
the process, with complicated heat transfer and mixed motion necessary for the design of
high-temperature heat recuperation systems in order to increase the energy efficiency of
production processes. Utilization and reduction of heat losses in high-temperature indus-
trial plants in order to increase their energy efficiency is implemented on the basis of the use
of innovative heat exchange devices or heat recuperation systems. Heat transfer processes
in them are carried out at high temperature heads, one-sided heat input, complicated
radiation-conductive-convective heat transfer and mixed motion of air as a heat carrier.

Problem definition.

The simplified scheme of heat flow densities for a fragment of the lining is shown,
which is typical for high-temperature heat recuperation systems with an air heat curtain,
Figure 1.

J
0[17/7177
I ; 4
g v
Gras 2 [ﬁj % Geonv 2 2
K RSO R T Dlv, 4 Y R
N gy z
i i
5

q[zmt/ 4 grad 4

Figure 1. Scheme of heat transfer: 1—internal space of the technological equipment; 2—air duct for
recuperation of the heat loss, type the heat curtain; 3—lining; 4—thermal insulation of the lining to
reduce dissipative heat loss; 5—environment; 4.9, 1, Jcond 3—conductive heat flow; §conv 2, Geonv 3
Jeono a—convective heat flow; 4,44 2, 704 4—Tradiation heat flow.

In the summary conductive heat flow through the lining g.,,,4 1, one consists of losses
with convective gy, 2 and radiation g,,4 » heat flows from the internal surface of the air
duct Geond 1 = Geonv 2 + Grad 2; the radiation heat flow g,,; , makes up for convective heat
transfer from the surface of the duct gy 3 and heat loss by conductive 4., 3 through
thermal insulation §,,7 2 = Gconv 3 + Geond 3- The heat losses through thermal insulation
Jeond 3 consists from convective gy, 4 and radiation g,,4 4 heat flows from external surface
of the equipment to environment. As can be seen, the heat losses to the environment
comprise complicated radiation-convective heat transfer. For an integral description of all
heat flows, the classical expressions presented in [13-16] are used to calculate the value of
the convective and radiation heat exchange coefficients. It is assumed that each of the heat
transfer mechanisms is independent, and there is no interaction between them.

2. Methodology of the Research

The complicated heat transfer in the air duct is determined by the action radiation
and convective mechanisms of the transfer. Cases of such heat transfer do not have
universal generalizing correlations, so they should be studied individually for each variant
of technological equipment [13,17,18]. In particular, for our problem, the conditions that
determine the features of complicated heat transfer in the duct are as follows:

- the Boltzmann criterion is much larger than 1, Bo € (102 ; 3-103), so the

- mechanism of heat transfer between the duct surfaces and the air flow is
- convection;

- the high temperature of the hot surface of duct-up to 700 °C;
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- presence of a temperature difference between the duct surfaces;

- radiation transfer of heat from the hot wall of the duct to the cold one;

- turbulent flow regime, Re € (4~103 ; 104) ;

- the combined influence of free and forced convection on heat transfer in the
- duct, Ra € (10%;6-10°).

Research objective. The research objective is to determine: (a) average temperatures
on the duct surfaces; (b) distribution of air temperature along the duct length; (c) local
and average integral temperature heads along the duct length; (d) local and average
integral heat flow density on the duct surfaces; (e) local and average integral heat exchange
coefficients and Nusselt numbers on the duct surfaces; and (f) pressure distribution along
the length and total pressure drop in the duct.

The object of the research is a flat duct with the ratio of sides of thickness to height a:b
=1:10, length ¢ = 400-a with one-sided heat input (boundary conditions of the 2nd kind)
and complicated heat transfer with mixed air motion, Figure 2.

<

a
(inlet)

<>

heat flow <
(source) <

b=10a
heat flow

(sink)

ar
(ouflet)

Figure 2. Scheme of the modelling area.

The subject of the research is the aerodynamics of air flow and heat transfer in the duct.
The research is based on mathematical and physical modeling of processes. The mathe-
matical numerical experiment is performed on a stationary three-dimensional Cartesian
model. Physical modeling of the operation of the air-cooling system is carried out during
pilot tests.

3. Physical Model of Complicated Heat Transfer and Mixed Air Motion in the
Flat Duct

Features of the problem are: (a) one-sided heat input, as a result of which traditional
convective heat transfer in the duct is complicated by radiation heat transfer between
the hot surface (source) and other surfaces of the duct that are not heated; (b) air is
considered as a diathermal medium; and (c) multidirectional action of vectors of volume
forces and pressure forces. The research is conducted using a CFD package for turbulent
flow. In particular, to describe radiation heat transfer in the duct, the surface-to-surface
(52S) model of radiation heat transfer in space bounded by gray diffuse surfaces is used.
The main assumption in the S2S model-absorption, radiation or scattering by a gas medium-
is ignored, and only surface radiation is considered in the analysis. A non-isothermal flow
is modeled, turbulent flow regime is considered, the air flow is taken as a Newtonian liquid
and the dependence of the thermophysical properties of air on temperature is considered.
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Mathematical model of flow and complicated heat transfer in the duct with mixed mo-
tion of air. In a general view, the expressions for the 525 model are written as follows [15,16]

energy flow transmitted by other surfaces—A-g;, = Z]-I\il AjGout,j Fir;

mathematical formulation of the principle of reciprocity—A;-Fjx = Ag-Fyj;

heat flow that is gotten on the surface k from surfaces N — g;,, x = Z]-Iil Gout,j*Fjks

factor of mutual influence F;; between the two surfaces with final sizes i and j—

cos 6;- cos()]
Fj = A// s Ad Ay

radiation energy flow that transfers from surface k

4 N
Goutk = €k Tg + pr: Zj:l Gout,j Fje

where Ay—area of the surface k; Fy—factor which consider geometrical features position
of the surfaces k and j and influence on the part of the energy that transmitted from surface
J to surface k; g, y—heat flow that get in the surface k from environmental; J;;—defines
the visibility dA; to dA; (6;; = 1 if dA; is visible from dA; or 0 otherwise); ¢y—radiant
emittance of the surface k; pyp—radiant reflectance of the surface k; c—Stefan-Boltzmann
constant. Indexes: in, out—indexes refer to data that get in or get out, correspondingly;
i, j, k, N to refer to the surfaces i, j, k, N, correspondingly.

In convective heat transfer, the equations of continuity, momentum transfer, energy,
kinetic energy dissipation and kinetic energy dissipation rate were used.

The following boundary conditions were set

b b oT
X = —5,‘ ye€ |: 2 2] Z€ [0 C] qo = _)\ah'(ax)x_ . +‘7mdﬁ%/

2

X=5iye {—z; z};ze [0;c], 0= —A, (i>xg ~ Grad 8
xe{—z;%};y:g;ze[o;c] OzAﬂir<3§>y_gqmd,;z,;
xe[—i;ﬂ;y:—g;ze[o;c} O——Aair<g;>y_ g,
xe[ g,q,ye{ Z ﬂ z2=0; Giet =Go; T =Tippes; u=0v=0;

a a b b oT
xe{—z;z};ye[—z;z];z—c; P = 0; Goutiet = Gintet; u=0v=20; (az>2_c—0/

where g € [5000; 6000] W/m?, Gjer € [100;200] kg/h, tir = 30 °C, ¢ = 13.0 m—the
parameters of the pilot plant; radiant emittance of duct surfaces ¢ = 0.93.

4. Data Processing and Displaying Technique

Results of the research are viewed as integral characteristics, namely: average heat
exchange coefficient from the duct surface in the i section & = (tj wr) ; average heat flow

b
density at the wall of the duct 7, = % /2, qw(y)dy; average temperature of the wall of
~2

. — _ Jypwtadf
the duct f, = f 2b (y)dy; average mass air temperature f,;, = T pdf ; average mass
2
. — Jppwdf .
air flow rate w = j oaf s average integral heat exchange coefficient over the length of
f

the ductw = 1 foc a(z)dz; average integral temperature head Af = 1 foc(tw (z) — ta(z))dz;
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average integral temperature of air t,, = fo t,(z)dz; dimensionless average integral

temperature head ® = AL f[’tzu(z—t”g))dz Nusselt average number Nu = a-% pressure

fai Jotalz
_ =2
losses in the duct caused by friction, Darcy-Weisbach formula, Ap = ¢-&-£5-; average
8T, rw

coefficient of friction resistance ¢ = and Nusselt local number Nu = a-%, where

a, b, c—linear dimensions of the duct, respectwely. width, height and length; g, (y)—local
heat flow density on the wall in the i section, is determined by the numerical experiment; t,—
temperature of air, is determined by the numerical experiment; t,(y)—local temperature
of the wall in the i section, is determined by the numerical experiment; w—air velocity, is
determined by the numerical experiment; x, y, z—coordinates along the axes, respectively,
OX, OY, OZ; X—characteristic linear duct size; a(z)—average heat exchange coefficient
from the duct surface; A, p—the coefficient of thermal conductivity and density, respectively,
depend on the air temperature; T,—average tangential stress on the duct wall is determined
by the experiment for the hot surface and the unheated surface. Indexes: air—value is
determined for the air flow; and w—value is determined for the duct wall.

For the analysis of the obtained results of a numerical experiment and the convenience
of comparing them with the known results of convective heat exchange in pipes under
turbulent flow [19-22], the data are presented in a criterion form. The thermophysical
properties that are part of dimensionless complexes are determined for the average mass
temperature of the flow in this section. The hydraulic diameter is used as the charac-
teristic linear size of the duct cross-section. The effect of free and forced convection on
the heat transfer intensity is determined from the Rayleigh (Ra) and Peckle (Pe) complexes,
respectively. The intensity of heat transfer in the dimensionless view is presented by
Nusselt number.

Generalization of the results of the numerical research was carried out by: dimension-
less local coordinate—Z = Re-Pr -%X; average dimensionless coordinate Z = Re-Pr -X; aver-
age Reynolds integral number along the length of the calculated region Re = 1 fo Re )dz;
reduced heat transfer intensity from the hot surface (Nu1/Nu); dimensionless temperature
head from the hot surface ®;; dimensionless temperature head from the unheated surface
©,; average coefficient of friction resistance, where is: Re(z)—local Reynolds number based
on the results of a numerical experiment; Pr—the average Prandtl integral number along
the length of the calculated region, determined by analogy with the number Re. Indexes: 1,
2—the value refers to the hot surface and the non-heated surface, respectively.

Verification of the adequacy of the mathematical model is carried out according to
the test research, in which the intensity of convective heat transfer is determined for
the described duct geometry under turbulent flow, double-sided heat input and boundary
conditions of the 2nd kind. Radiation heat transfer in the duct is not considered. Other
characteristics of the test research model correspond to the values taken for the main
research. The heat flux density for double-sided heat input is chosen by the condition—
q1 = 0.5q9, where g is the heat flux density for double-sided heat input (main research).

The results of the test research are presented in a generalized form in the Z — Nu
coordinate system and compared with the existing results of the research of convective
heat transfer in pipes with turbulent flow at small heat flow densities, when there is still
no effect on heat transfer of non-isothermicity through natural convection and there is no
change in the thermophysical properties of the heat carrying agent [22]

Ni__ (@/8RePr o

o 2
K; + Kz\/§<Pr3 - 1)

whereis K =1+ %, Ky, =127.
The coefficient of hydraulic friction resistance is calculated as follows:

¢ = (1.821g(Re) — 1.64) .
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Limits of application of expression (1): Re = 4-10% +5-10% Pr = 0.5 = 5.0 [22].
The discrepancy between the experimental data and the results of calculations using
expression (1) does not exceed 8%.

5. Results of Research Aerodynamics and Heat Transfer for One-Sided Heat Input

The initial data and algorithm for performing a numerical experiment are selected
from real experiments of testing a pilot plant, and are shown in Table 1.

Table 1. Plan for performing the numerical experiment with one-sided heat input.

Mass Flow Rate of Air, kg/h

Heat Flow Density, W/m? Notes
100 150 200
5000 5000_100_1  5000_150_1  5000_200_1 Hot surface
5000 5000_100_2  5000_150_2  5000_200_2  Non-heated surface
5500 5500_100_1  5500_150_1  5500_200_1 Hot surface
5500 5500_100_2  5500_150_2  5500_200_2 Non-heated surface
6000 6000_100_1  6000_150_1  6000_200_1 Hot surface
6000 6000_100_2  6000_150_2  6000_200_2  Non-heated surface

The designations of experiments are given in Table 1, and are used as captions in the fig-
ures (Figures 3-18). Figures 3-6 show the velocity and temperature distributions in the air
flow, in the vertical ZOY and horizontal ZOX central-section of the duct. The profiles are
constructed for cross-sections located at a distance of 10, 100 and 200 calibers from the entry
plane. As the caliber, the value of the hydraulic diameter of the duct X is taken.

0.15 2 05 ©
C .‘. g 90,8
0.1 = & &
C g 3
C S
005 | S :
0 e - T
0 2 S 4
0.05 [ B
01 g
: &
015 0——09% 0

05000 100 10x ©5000 100 100x ©5000 100 200x

Figure 3. Air velocity profiles in the vertical central-section ZOY at 100 kg/h (y [m], u [m/s]), curves
from left to right, respectively: 10x; 100x; 200 x.
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Figure 4. Air velocity profiles in the horizontal central-section of ZOX at 100 kg/h (x [m], u [m/s]),
bottom-up curves, respectively: 10x; 100x; 200 x.
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Figure 5. Air temperature profiles in the vertical central-section ZOY, 100 kg/h (¢t [°C], y [m]), curves
from left to right, respectively: 10x; 100x; 200 x.
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Figure 6. Air temperature profiles in the horizontal central-section ZOX, 100 kg/h (x [m], ¢ [°C]):
bottom-up curves, respectively: 10x; 100x; 200x.
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For the results obtained for the mass flow rates of air of 100, 150 and 200 kg/h, an asym-
metry of the temperature profiles relative to the central axes (cross-sections) of the duct
symmetry is observed. The influence of free convection in the central part of the duct
on vertical temperature profiles (Figure 5) is observed—the profiles are more filled than
in the lower part, below the plane of symmetry. It is observed a higher temperature at
the end of duct with a lower air flow rate, than with a higher air flow rate. It is observed
decreasing the temperature difference between the duct surfaces as the air temperature
increases. The surface temperature of the source (with one-sided heat input) is higher than
the temperature of the non-heated surface along the entire length of the duct (Figure 6).
Along the perimeter of the duct cross-section, its surface temperature does not have the same
value, just as local heat exchange coefficients differ along the duct perimeter. Processing of
the results of the research consisted in determining local, average heat exchange coefficients
over the duct cross-section. At the same time, considered that the average duct surface
temperatures have different values, the heat exchange coefficients are determined separately
for the hot surface and the non-heated surface. In Figure 7 shows graphs of changes in the av-
erage temperatures (main axis on the left) of the hot surface and the non-heated surface
and air along the length of the duct. In addition, this figure shows the temperature heads
(auxiliary axis on the right) to the hot surface and the non-heated surface along the length of
the duct.
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Figure 7. Change of the temperature ¢ [°C] and the temperature head At [°C] by the length of the duct
z[m] (G = 100 kg/h, g_0 = 5000 W/m?): 100-1—the average temperature of the hot surface; 100-2—
the average temperature of the non-heated surface; 100-3—the average temperature of air; 100-4—the
temperature head to the hot surface; and 100-5—the temperature head to the non-heated surface.
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Figure 8. Distribution of the heat flow density g [W/m?] by the length of the duct z [m]: go — Const;
G — Varia.
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The qualitative valuation, which is obtained for one-sided heat input at go = 5000 W/m?,
is also observed for cases of heat transfer at gy = 5500 and 6000 W /m?.

It is the lower the mass flow rate of air, than is the higher the overall temperature level
of the process: (a) higher temperatures of the surfaces of the duct; (b) higher air temperature
at the outlet of the duct; (c) smaller temperature difference between the hot surface and
the non-heated surface at the outlet of the duct; and (d) smaller difference in temperature
heads on the hot surface and on the non-heated surface. It should be expected that at
the lower mass flow rate of air, at the end of the duct, the heat transfer rate on the hot
surface of the duct and on the non-heated surface will approach a certain equal value.
The different pattern of change in the value of the temperature head along the length of
the duct on its hot surface and the non-heated surface indicates a qualitative difference
in the heat transfer processes on these surfaces. It should also expect different patterns of
changes in local heat exchange coefficients on these surfaces along the length of the duct.
The distribution of the heat flow density along the length of the duct on the hot surface
and the non-heated surface for different conditions of the experiment is shown in Figure 8.
The results obtained have well-defined sections with a non-monotonous change in the value
of the heat flow density—sections at the inlet/outlet of the duct. The non-monotonicity
of the g value at the beginning of the duct-% < 10-is due to the influence of the initial
hydrodynamic and thermal regions, as well as the conditions for formulating a numerical
experiment. The non-monotonicity of g at the end of the duct-218 < % < 236-is due only
to the conditions of the numerical experiment. When processing the results of the research,
empirical correlations are approximated by power dependences of the species-q(z) = Az?
(approximation reliability R? > 0.96). When constructing approximation dependencies,
the plots % < 10 and 218 < § < 236 are excluded from consideration. Further processing
of the research results is carried out using approximation dependencies.

In Figure 9 shows the results of calculating local heat exchange coefficients («) along
the duct length (z), on the hot surface of the duct and on the non-heated surface of the duct.
The present results demonstrate that: (a) the behavior of changes in heat exchange coef-
ficients is different, if for the hot surface it qualitatively approaches the process of forced
convection, then for the non-heated surface, such an analogy is not observed; (b) the heat
exchange coefficients on the non-heated surface are greater than the heat exchange co-
efficients on the hot surface; and (c) as the air heats up, the difference between the heat
exchange coefficients on opposite duct surfaces decreases.
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Figure 9. Changing the local heat exchange coefficients o [W/(m?-°C)] along the length of the duct z
[m] go = 5000 B /2, G — Varia.
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Figure 10. Changing the Grashof numbers along the length of the duct z [m] g9 — Varia; G — Const.

Further generalization of the research results is carried out in the form of dimensionless
complexes. Evaluation of the influence of gravitational and inertial forces on the intensity of
heat transfer in the duct begins with determining the value of the Grashof Gr and Reynolds
Re numbers along the length of the duct. As noted above, the thermophysical properties
that make up dimensionless complexes are determined for the average mass temperature
of the flow. The behavior of the Grashof numbers along the length of the duct, on the hot
surface of the duct and on the non-heated surface for different regimes of the experiment
is shown in Figure 10. The behavior of the Grashof numbers remains the same for all
cases provided for in the experiment plan (Table 1). By analogy with the Grashof number,
dependencies are also obtained for Reynolds number. The Reynolds numbers dynamics is
shown in Figure 11, and is similar for all experiments performed.
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Figure 11. Changing the Reynolds numbers along the length of the duct z [m] g9 — Varia; G — Const.
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Figure 12. Changing the Nusselt numbers along the length of the duct z [m] g9 — Const; G — Varia.

The greatest influence of gravitational forces on the heat transfer intensity is observed
in one-third of the duct (10 < ¥ < 100). At the hot surface, the effect of gravitational forces
is 1.5-4.0 times higher than at the non-heated surface. The absolute values of the Grashof
numbers allow us to assume about the undisputed effect of free convection on the intensity
of convective heat transfer in the duct and about the expected differences in the values
of heat exchange coefficients for mixed convection from their values for purely forced
convection. Absolute values and the behavior of changes in Reynolds numbers indicate
a developed turbulent flow regime along the entire length of the duct. The Reynolds number
weakly depends on the value of the heat flux density on the hot surface. The difference
in local values of the Reynolds numbers increases along the length of the duct, but does not
exceed 8% of the initial value.

The dependence of the local Nusselt numbers along the length of the duct on the hot
surface and on the non-heated surface is shown in Figure 12. The summary graph of
the results of the research of complicated heat transfer in one-sided heat input and mixed
motion of air is presented in Figure 13. The results are presented as the dependence
of the local Nusselt numbers on the value of the dimensionless coordinate Z, which is
determined by the expression Z = Re-Pr %
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Figure 13. Dependence of the local Nusselt numbers on the dimensionless coordinate.
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Figure 14. Generalizing dependences of average Nusselt numbers on the dimensionless coordinate.
Curve 1—symmetrical two-sided heat input, curve 2—one-sided heat input, the hot surface; curve
3—one-sided heat input, the non-heated surface.

The intensity of convective heat transfer on the hot surface is less than the intensity
of ones on the non-heated surface. The intensity of convective heat transfer on the hot
surface is more affected by the mass flow rate of air in the duct than by the value of the heat
flow density on the surface. On the summary graph Figure 13, it can be seen that the local
Nusselt numbers on the hot surface for different values of the gy value almost coincide.
With sufficient accuracy for technical calculations, it can be argued that in the range of
values g9 € [5000; 6000] W/m?, the intensities of convective heat transfer are the same.
For the non-heated surface, the local Nusselt numbers depend on both the mass flow rate
of air in the duct and the value of the heat flow density. In this case, the dependence
from the heat flow density gq is more significant than for the hot surface. As the g¢ value
increases, the local Nusselt number curves on the non-heated surface approach similar
curves on a hot surface. As the Z coordinate decreases, the difference in the values of local
Nusselt numbers decreases for different heat flow densities gy and different air mass flows
in duct G.

Before plotting generalizing dependences of the average Nusselt numbers (Nu) as
functions on the dimensionless coordinate (Re-Pr -%), it is verificated the mathematical
model and calculation methods used on the traditional problem of convective heat transfer
in the duct with symmetric two-sided heat input.

The research of aerodynamics and heat transfer in symmetric two-sided heat input
and turbulent flow regime in the duct (Table 2) has the following goals:

- verification of the mathematical model and computational methods;

- comparison of the results of the research with existing solutions for convective heat
transfer in pipes and ducts;

- comparison and generalization of the results of the research of flow and heat transfer
in the duct under turbulent flow regime and symmetric two-sided heat input with
the results of the research of one-sided heat input, complicated heat transfer and
mixed motion.
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The following boundary conditions were set

a b b aT
X = _2;%{_2; 2};26 [0;c] 0= —Mn(ax)x_g —y=—0x=—2 = q0/2;

bb oT
X = Z;ye{ Y 2] ze[0;c] 0= —Mir<ax>x — Ox=gix=1 = q0/2;

NIR

a a b oT
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=C

where is gg = 5000 W/m?; G;,1,1€[100; 200] kg/h; tier = 30 °C; ¢ = 13.0 m.

Table 2. Plan for performing the numerical experiment with two-sided heat input.

. Mass Flow Rate of Air, kg/h
Heat Flow Density, W/m? Notes
100 150 200

Two-Sided Heat Input

2500 2500_100 2500_150 2500_200 Symmetrical heating

The results of the test computational experiment are presented in a dimensionless form.
They are compared with the results of the computational experiment on the complicated
heat transfer and mixed motion of air (Figures 14-16). Figure 14 shows local Nusselt
numbers on the hot surface, the non-heated surface and surfaces with symmetric two-
sided heat input, respectively. Figure 15 shows the reduced Nusselt numbers on the hot
surface and the non-heated surface, respectively. Figure 16 shows dimensionless average
integral temperature heads for the three cases described above. Figures 14 and 16 obtained
the qualitatively identical situation—the objective function under symmetric two-sided
heat input occupies the intermediate position between the values of the corresponding

objective functions on the hot surface and the surface that is non-heated.
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Figure 15. Dependence of relative Nusselt numbers on the dimensionless coordinate. Curve 1—one-
sided heat input, hot surface; curve 2—one-sided heat input, non-heated surface.
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Figure 16. Generalizing dependence of dimensionless average integral temperature heads on the di-
mensionless coordinate. The designation of curves is similar to Figure 15.

Further final processing of the research results consisted in plotting the generalizing
dependence of the average Nusselt numbers (Nu) on the value of the dimensionless coordi-
nate (Re-Pr -£). On the graph, Figure 14 presents the results of researches of complicated
heat transfer with the mixed motion of air on the hot surface (curve 2) and the non-heated
surface (curve 3); the results of the test research and the results of convective heat transfer
in pipes and ducts under turbulent flow regime, published in [22] (curve 1).
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Figure 17. Distribution of tangential stresses 7, [Pa] on the duct walls along its length z [m] (g0 —
Const; G — Varia).
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Figure 18. Generalized dependence of average coefficient of resistance of friction & on the dimension-
less coordinate Re.

The average Nusselt numbers (Nu1) and (Nuj) are calculated using the known de-
pendence for the average Nusselt number (Nu), which describes convective heat transfer
in pipes and ducts under turbulent flow regime, but using correction factors

oo

B [ X\
(NH]/NM) - ”(R6P7L> ’ (2)
(Niia/Ni) = 0.99-¢[4261074(Re-Pr - §)"] )

where is ml—average Nusselt number on the hot surface, curve 2; mz—average Nusselt
number on the non-heated surface, curve 3; m—average Nusselt number on the symmetrical
two-sided heat input, curve 1, Formula (1). The accuracy approximation is (R*> > 0.98).

The change in the dimensionless average integral temperature head along the length
of the dimensionless coordinate for the hot surface (curve 2) and the non-heated surface
(curve 3) is shown in Figure 16. For comparison, the same graph shows the dependence of
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the average integral temperature head for the case of symmetric two-sided heated input

(curve 1).
1

1 /— __ X\18
@1 = 19(R€PT L) , (4)

the accuracy approximation is (R? > 0.99).
@)= — ¢ [~ 55587 (Re-Pr - )] (5)

the accuracy approximation is (R? = 0.90).

The distribution of tangential stresses on the walls along length of the duct, for different
experimental conditions (g9 = 5000 W/ m2, G = 100; 150; 200 kg/h), is shown in Figure 17.

The distribution plotting of the value T, obtained for the value of the heat flux density
go = 5000 W/m? remains relevant for another values gg. It can be seen that there is
the minimal difference in the values of 7, obtained for different duct surfaces. The observed
difference may not be considered, and the values of tangential stresses on the walls may be
considered the same.

The results of the research are presented in the form of the generalizing dependence
of the average coefficient of friction resistance on the value of the dimensionless coordinate
(Figure 18). The generalizing graphical dependence is satisfactorily approximated by
the power dependence (6), the accuracy approximation is (R? > 0.99).

_ 3.633\ %!
i~ (=) ©

6. Conclusions

It is established that in the considered range of values of heat flow density and mass
flow rate of air, the dominant heat transfer between the walls and air is complicated con-
vective heat transfer, in which forced convection (Re > 4000) is affected by free convection
(10% < Gr < 107).

There is the difference in the intensity of convective heat transfer on the hot surface
and on the non-heated surface. The difference in the density of heat flux transmitted
by convection to air on the hot surface, and the non-heated surface is proportional to
the expression ((Nu1-01)/(Nu,-®,)) and is 1.5-2.0.

Generalizing dependences are obtained that allow calculating the average Nusselt
numbers and average temperature heads on the duct surfaces. Limits for applying depen-
dencies (2)-(5): Re = 4-10% + 10%; Pr = 0.68 + 0.70; 10° < Gr < 107.

The generalizing dependence of the value of the coefficient of friction resistance as
a function of the value of the dimensionless coordinate (6) is obtained. The obtained
values of the resistance value allow us to assume that in the hardware design of high-
temperature heat exchangers and heat recuperation systems, the value of pressure losses to
overcome the resistance of the boundary layer will not exceed 10% of the total pressure
losses in the system.

The research results became the basis for the creation of the engineering methodology
for calculating the heat engineering indicators of high-temperature heat exchangers and
heat recuperation systems, which are widely used in the production of basalt and glass
fibers at the enterprises “Chernivtsi plant of thermal insulation materials” (Chernivtsi,
Ukraine) and “Innovation Basalt Technology Sp. z.0.0.”(Gdansk, Poland). Their use in heat
technologies allows you to return part of the heat with heated air to the technological cycle,
provide controlled cooling of the equipment lining and obtain secondary energy resources
in a form that is convenient for further use for one’s own technological needs or sanitary
needs of production.
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Abstract: Plate fin-tube heat exchangers are widely used in air conditioning and refrigeration
systems and other industry fields. Various errors made in the manufacturing process can result in
the formation of an air gap between the tube and fin. Several numerical simulations were carried
out for a symmetric section of plate fin-tube heat exchanger to study the influence of air gap on
heat transfer under periodic flow conditions. Different locations and sizes of an air gap spanning
1/2 circumference of the tube were considered for the range of airflow velocities. Velocity and
temperature fields for cases with air gap were compared with ideal thermal contact cases. Blocking of
heat flow by the gap leads to the reduction of heat transfer rate. Fin discontinuity in the front of the
tube causes the smallest reduction of the heat transfer rate in comparison to the ideal tube-fin contact,
especially for thin slits. The rear gap position is the worst in the smallest gap range. Therefore,
reversing the flow direction can lead to up to a 15% heat transfer increase, if mainly the rear gaps
are present. The introduction of a thin slit in the front of the tube leads to convective heat transfer
enhancement, which should be further investigated.

Keywords: heat exchanger; plate-fin tube; tube-fin contact; CFD

1. Introduction

Plate-fin and tube heat exchangers are most widely used as evaporators and con-
densers in refrigeration systems (commercial refrigeration) and in other applications where
heat transfer between liquid or evaporating/condensing fluid and gaseous working fluid is
required. Proven technology, reliability, and relatively low cost of manufacture make plate-
fin and tube heat exchangers very popular, not only as components of refrigeration units
but also as gas coolers/heaters, recuperative heaters, dryers or heat pipe, thermosyphon
radiators [1-3]. Nowadays, when detailed numerical simulations of fluid flow with heat
transfer are within reach, many of the researchers carry out Computational Fluid Dynamics
(CFD) studies to optimize the geometry of plate-fin and tube heat exchangers [4,5]. The
majority of these works assume an ideal tube fin contact that in practice has to be created
during the manufacturing process. The contact is usually achieved by a tube expansion
(plastic deformation of the tube by moving the expansion die or by applying pressure at its
inner surface). These mechanical methods of expansion cause additional thermal resistance
at the tube—fin interface, due to the gaps between the contact surfaces of the fin collars
and tubes [4]. Formation of the gap can be also a result of the nonideal joint formation
process or assembly requirements. For the egg-crate-type heat exchangers, which are used
as evaporators in domestic refrigerators, slits between the tubes are introduced to allow
one to pull the whole tube coil through the plate-fin packet [6]. In this case, the lack of
contact is always present at approximately 1/2 perimeter of the tube, and it is a feature
essential for the assembly of the heat exchanger.
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The gaps can be also created because of the wear of the heat exchanger, e.g., as
the result of corrosion by exposure to difficult weather conditions or by strong chemical
interactions. In Figure 1, one can see a picture (courtesy of Blygold company [7]) of a
corroded heat exchanger surface with gaps on the circumference of the tube. In this case,
fin discontinuities are just one of the factors affecting heat transfer; there are also white
corrosion products around the tubes that impede heat transfer (AIOH thermal conductivity
is smaller than for Al).

Figure 1. Gaps in the fin on the circumference of the tube created by a corrosion process, marked areas in the Figure (photo

provided by courtesy of Blygold company [7]).

The quality of the joint can be improved by brazing the tube to the fin (the soldering
process and its impact on heat transfer are discussed in detail in [8-10]). Because of
the additional amount of energy needed for the soldering process and some technical
difficulties (ensuring high purity of soldered surfaces), mechanical methods of expansion
are most frequently chosen. Non-ideal tube fin connection can cause significant thermal
contact resistance which deteriorates heat transfer. Therefore, some of the researchers
have undertaken studies taking into account the realistic fin-tube thermal contact and its
impact on the thermal efficiency of heat exchangers. Aside from the experimental research
aimed at estimating the thermal contact resistance [11,12], its value is also obtained through
semiempirical methods, partly based on numerical analysis. Taler and Oclon [13] and
Taler and Cebula [14] changed iteratively the value of contact resistance in their CFD
model in such a way that the thermal and flow quantities obtained from the numerical
solution agreed with the measured ones. Less attention has been paid to cases where
there is a lack of contact with the plate-fin along a part of the tube perimeter (no contact
between the fin collar and tube). Recently, the topic was addressed by Singh et al. [15]
who proposed a CFD model of a finned heat exchanger with a variable contact surface
area between the tube and the fin. They considered several cases of gaps of different sizes.
They found that the presence of gaps influenced heat transfer and flow (pressure drop) in a
significant way. In contrast to [15], where several triangular gaps are distributed evenly
along the joint circumference, our work presents a CFD analysis of plate-fin and tube heat
exchanger, where there is a lack of contact between the tube and the fin at the half of the
tube’s circumference. The present study aims to numerically investigate the effect of the
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lack of contact on the energy efficiency of the heat exchanger for variable parameters, such
as different air velocities and various positions of the gap relative to the flow direction.
The CFD model is developed with the assumption of periodic flow boundary conditions.
The novelty of the present work lies mostly in the consideration of the different locations
and sizes of the gaps between the tube and fin relative to the flow direction. Because
of the nonuniform heat transfer coefficients on the fin and tube surfaces, the expected
degree of heat transfer deterioration is a function of the position of the cavity. Only in [15]
was a similar CFD analysis done, but evenly distributed triangular voids excluded the
possibility of dependency on the flow direction; additionally, the authors of [15] considered
a slightly different geometry of the plate-fin tube heat exchanger than the typical one (with
slitted fins). The present work assumes more realistic positions of gaps resulting from wear
(corrosion) or erroneous tube expansion in the classic type of plate-fin tube heat exchanger.
It contributes to the current area of research by expanding knowledge about the magnitude
of heat transfer deterioration (fin efficiency) caused by the lack of contact between fin and
tube depending on flow conditions. It can help to understand and predict the thermal
effects of wear and manufacture errors on the functioning of compact heat exchangers.

2. Numerical Model of a Heat Exchanger

The heat exchanger under consideration works as a condenser in a refrigeration
system. It is a plate-fin and tube heat exchanger, in which tubes are arranged in-line. It
was recognized that the location of the gap relative to the flow direction is an important
parameter because of the variation in the local heat transfer coefficients on the surface
of the fin and the locally variable velocity field [16]. The gap location along tube-fin
joint circumference should therefore have a significant impact on heat exchange and flow
patterns. Figure 2 shows the analyzed configurations.

I:J\> air flow direction [:J>
contact contact
@ -
gap
y
case I case II
X
Z
2ap
contact,
gap
contact
case III case IV

Figure 2. Different positions of the gap with respect to airflow: Case I—without gap; Case II—the gap
in the front of the tube; Case Ill—the gap in the top position; Case IV—gap in the back of the tube.

Case I (without a gap—thickness of discontinuity § = 0 mm) is treated as a reference.
The slit position is nondimensionalized as 8/180°, where 6 is an angular position. In the
second case, the gap spans the front side of the circumference (6 = 0°). In Case 111, it is placed
on the upper half perimeter (6 = 90°), in the last IV variant—in the back of the tube (6 = 180°).
The angles indicate the centers of the gaps, taking into account the slit circumference span
the corresponding angle ranges are front gap (90° < 0 < 270°), top gap (0° < 6 < 180°),
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and back gap (—90° < 6 <90°). Four gap thicknesses were taken into account: 0.25, 0.5, 1.0,
and 2 mm, corresponding to the following dimensionless values (relative to tube diameter):
0.03125, 0.0625, 0.125, and 0.25. Numerical simulations were carried out for airflow through
the heat exchanger equal to 1, 2, 3, 4, and 5 m/s average velocities at the flow area directly
upstream of the entrance to the device under consideration.

2.1. Geometry of the Computational Domain

The computational domain is a repeatable slice of the heat exchanger geometry, which
is shown in Figure 3. The length and width of the domain are equal to the distance between
axes of the tubes Ly. The thickness of the fin in the computational domain is half of the
actual fin thickness d, as the temperature field is symmetric at the opposite half of the fin
(see the symmetry plane in Figure 3). Tube length in the domain equals % of the distance
between fins. Taking the half of inter-fin spacing is a consequence of the flow symmetry
assumption. The actual domain boundary is marked in Figure 3 by a dashed line and spans
up to the symmetry plane. The specific dimensions of the domain are given in Table 1.

O
' domain
+ boundary
— A
<
L symmetry plane L,
Figure 3. The geometry the simulated slice of the heat exchanger.
Table 1. The dimensions of the domain for the analyzed cases.
Description Symbol Value [mm]
Length and width of the fin Lf 25
Tube length Lt 2.5
Outside diameter of the tube D 8
Internal diameter of the tube di 6.2
Fin thickness of 0.05
Gap thickness o 0.25-2.0
Tube spacing Xi 12.5

2.2. Boundary Conditions and Governing Equations

The shear stress transport (SST) turbulence model was chosen to solve Reynolds
(time) averaged Navier-Stokes equations (RANS). SST combines the best features of k-¢
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and k-w models. In the near-wall region, approximately up to half of the boundary layer
k-w formulation is used, which does not require any damping functions, while for the
outer zone of the boundary layer k-¢ is the governing turbulence model—it eliminates the
problem of k-w sensitivity to values of w in the freestream (outside the boundary layer).
The other advantage of SST is the accurate prediction of the boundary layer separation by
application of the turbulence production limiter in stagnation regions [17]. The SST model
is also characterized by very good accuracy of the numerical solutions for wall-bounded,
complicated geometry flows, obtained with relatively low computational power. Recently,
Lindqvist et al. have performed an extensive analysis of RANS turbulence models in
the application to numerical simulation of airflow and heat transfer in plate-fin and tube
heat exchangers [18]. The k-w SST was chosen as optimal and used for further validation
against experimental data. It was utilized in many works where CFD analysis of the heat
transfer for finned and enhanced surfaces was carried out [4,13,19-21].
The following simplifying assumptions were made in the present work:

Steady-state fluid flow and heat transfer;

Fluid flow and heat transfer are periodic (fully-developed), meaning that pattern of
flow /thermal solution has a periodically repeating nature (this condition is generally
fulfilled for tube rows greater than the fourth row);

Thermophysical properties of air are temperature-dependent (ideal gas);

Natural convection was not considered as the highest Richardson number calculated
for simulation conditions is Ri = (g-8-AT-L)/u® = 0.025 (for Ri < 0.1 mechanism of
natural convection can be typically considered negligible).

Numerical calculations were carried out using the commercial ANSYS CFX code
capable of solving the Navier-Stokes equations [22]:

au,’ .
oY (1)
d Ip 9

where T is a stress tensor in the fluid, and pi;; are Reynolds stresses (turbulent), which
depend on average velocity gradients (Boussinesq hypothesis):

____ ou; au] 2 ouy
— puil;j —.“t<axj+axi> - 3(Pk+ﬂtaxk 0ij 3)

where k—turbulence kinetic energy and p;—turbulent viscosity.

The SST turbulence model allows for obtaining turbulent viscosity by using two
transport equations of kinetic turbulence energy k and specific dissipation rate w. Due to
the extensive definition of the model, it will not be presented here; its formulation can be
found in [17]. The turbulent viscosity is calculated using the equation:

k
pe=p_ 4)
The energy equation for fluid is given by:
0 0 cppt \ OT
aTCi[“z(P-e +p)l = o [(A + Prt) ij] ©)
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where e—total fluid energy, T—temperature, A—thermal conductivity, c,—specific heat at
constant pressure, and Pry—turbulent Prandtl number for energy (assumed value: 0.9). In
the solid body (fin and tube domain), the heat is exchanged by means of steady conduction:

0 oT
2 () 0

The computational domain is divided into three parts: air (fluid), fin, and tube (solids).
It was assumed that the thermal conductivity of the solid (aluminum) is constant in the
tested temperature range, which is A =202.4 W/m/K. A periodic flow was solved with the
following boundary conditions and parameters:

Average air temperature at the inlet: Tjy =22 °C,

1 =0m/s on the fin and tube surfaces (no-slip condition),

Uniform temperature at the inner surface of the tube wall: Ty, = 40 °C—which corre-
sponds to the condensation conditions of the working fluid flowing inside the tube.

On the other surfaces of the computational domain, a symmetry boundary condition
was assigned, which can be expressed mathematically as:

g =0, un =0, Vki =0, Vw7 =0 @)

where 71 is a normal vector to the surface on which the boundary condition was set.
Additionally, on the solid—fluid contact surfaces, a coupled boundary condition was present,
ensuring the energy balance is satisfied between domains.

The periodic condition of the velocity in the x-direction can be written as:

M1(7)ZM1(7+Z):M1<7+2Z):... (8)

where 7—position vector and L—the periodic length vector (equations in the rest of the
Cartesian directions are analogous).
For viscous flows, the pressure field is considered periodic if the following condition
is met:
Ap=pF)—p(F+L)=pF+L)—p(F+2L) =... )

The pressure gradient is divided into two parts: a periodic gradient and a linear gradient:

_ L o
Vp(r) = ﬁm +Vp() (10)
where p(7) is so-called periodic pressure and ﬁ%—linearly variable pressure component.

Periodic pressure is the remainder after subtracting the linear pressure. On the other hand,
the linearly variable component results in a force acting on the fluid in the momentum
equations. During the solution process, the value of the coefficient j is iteratively changed
until the desired convergence between the set and the calculated mass flow is obtained.
The temperature field is analogously divided into two components for periodic simulation:

T(7) = o|7| + T(7) (11)
where: .
. Q

7= m-cp-L (12)

and Q—net heat transfer rate in a periodic domain.
At the inlet and outlet, the periodic boundary condition has the form:

T(F) =T(F+L), p(F) = p(F+L), us(7F) = uy (F + L) (13)
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The above-mentioned conditions for the periodicity of the airflow are practically
implemented in the Ansys-CFX CFD software. The boundaries named in Figure 4 as
periodic inlet and periodic outlet are coupled as two flow interfaces; the target mass
flow can be specified, which is obtained by iteratively changing the pressure gradient .
Negative heat flux has to be fixed at the periodic outlet boundary to balance the heat transfer
rate gained by air flowing through the domain, as the outflowing fluid is “returned” to the
inlet (Figure 4). If a heat sink is not introduced, the air temperature rises infinitely during
the solution process of the numerical simulation, causing the solver to crash after reaching
some maximum temperature level. In the case of numerical simulations carried out within
this research, the domain was properly thermally balanced to keep the inlet temperature at
an approximately constant level of 22 °C. The symmetry boundary condition is applied at
domain boundaries that were not marked in Figure 4 (for both solid and fluid surfaces).

Periodic
outlet

Twall=400C

Periodic
inlet T;,=22°C

Figure 4. Boundary conditions for the computational domain.

2.3. Computational Grid

Numerical simulations of the fluid flow with coupled heat exchange process were
carried out using ANSYS CFX CFD software. The computational grid for the case I is
shown in Figure 5. It was created for the repetitive slice of heat exchanger with the use of
ANSYS-Meshing application.

Figure 5. View of the computational mesh.
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1.25

The grid independence study was performed using a methodology similar to used
in works [23,24]. The five grids were tested, namely, coarse, average, fine, very fine, and
the finest corresponding to mesh sizes: 0.2 x 106, 1.8 x 10°, 2.14 x 10°, 2.48 x 10% and
2.80 x 10° nodes. For all of the five meshes, the prism layer elements number at the wall
was gradually increased, starting from 10 for the coarse grid by 25, 30, 35, up to 40 for the
finest one. The Y* parameter and percent change of mean heat transfer coefficient /¢, were
presented in Figure 6. The ho, is the relative difference between the obtained average heat
transfer coefficient for the ith mesh refinement level and i — 1 refinement (the one-step
coarser mesh). The change does not exceed 0.5%; therefore, the average mesh (1.8 x 100
nodes) was chosen as optimal because it also satisfies the maximum Y* < 1 condition
(maximum Y™ = 0.44, average Y* = 0.24).
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+
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Figure 6. Dependence of an average and maximum Y™ in the computational domain, and percent change of mean heat

transfer coefficient ko, versus the number of mesh nodes.

2.4. Validation of the Numerical Model

The computational model was validated against data published in the work of Saboya
and Sparrow [16] as their paper is widely acknowledged as the standard for validation
of the studies of heat transfer from finned surfaces. They used the naphthalene subli-
mation technique [25] to obtain local mass transfer coefficients (Sherwood numbers Sh)
on the fin surface of the one-row plate-fin tube heat exchanger. The Sherwood number
distribution can be converted to heat transfer coefficients by utilization of the heat-mass

transfer analogy:
Pr\" (A
Mmass = Sh- (SZ) : (dh> (14)

where Sc—Schmidt number, d,—hydraulic diameter according to Kays and London [26],
and n—heat-mass transfer analogy exponent. Rosman et al. [27] have chosen the value of
the n = 0.4 based on his experiment and measurements available in the literature. However,
the latest careful measurements have reaffirmed that the most suitable value of the exponent
for both laminar and turbulent boundary layers is approximately n = 0.33 [23]. Prandtl
number and thermal conductivity are assumed as for pure air (Pr=0.7, A = 0.026 W/m/K)—
the concentration of naphthalene is too low to significantly influence the thermophysical
properties of the fluid. Saboya and Sparrow [16] assumed Sc = 2.5, yet it is an outdated
value, and for room temperature the Sc = 2.28 is now recommended [25]. Local Sherwood
numbers [16] were converted to heat transfer coefficients according to (14) and prepared to
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validate the CFD simulation. On the left side of Figure 7, the distribution of heat transfer
coefficients on the fin surface is shown obtained from [16] for Re = 214. The distribution of
local h is only known along the horizontal black lines where the mass transfer coefficients
are measured—a 2D contour map is a result of an inverse distance interpolation made in
Tecplot 360 EX software [28]. On the right side, there are results from numerical simulation
for analogous flow and thermal conditions as in the experimental work. This setup allows
a direct comparison between two contour maps. As can be seen, the ranges of heat transfer
coefficient values are nearly the same. Near the front edge of the fin, the convective heat
transfer seems to be more intensive in the case of the numerical results, but the lower h are
a consequence of the interpolation of the Saboya and Sparrow’s [16] data from the location
significantly upstream of the edge of the fin.

h [Wim¥/K)
Simulation Experiment ;go
[ [/ 7
ifr— e 70
o Y] ) A~ 60
/ / 50
40
30
AN i
TUBE) >~ 0
—
' e N o e
[ K =
REEEEEEEN) (R
air flow direction air flow direction

Figure 7. Comparison of local /i on the surface of the fin between numerical simulation and experi-
ment [16] for Re = 214.

The accordance of the simulation’s local & with the experiment is shown in Figure 8.
Four lines were chosen, where the measurements were taken exactly—at the front (line 1),
back (line 4), and middle segments (lines 2, 3) of the fin. Most of the experimental data is in
very good agreement with the CFD solution (maximally £20% and better). The greatest
discrepancies are noted in the near tube region, but they can be caused by the fact that in
the experiment [16] the tube surface was adiabatic. The uncertainty of the experimental /1
was also plotted in the form of error bars. It was based on the estimation of the uncertainty
of Sherwood number measurements done in [29] (uncertainty within 7.3%).
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Figure 8. Local heat transfer coefficients from experiment versus CFD simulation at four lines transverse to the airflow at

the front (line 1), back (line 4), and middle segments (lines 2, 3) of the fin for Re = 214.

The validation presented above was made to test the ability of the model to predict
local coupled heat and fluid flow phenomena. Because the experimental flow arrangement
(one-row tube-fin) is not adequate to the simulation settings (periodical flow—more than
four-row inline tube-fin geometry), additional validation was performed. Mean heat
transfer obtained from the simulation was compared against VDI correlation [30], which is

true for three rows inline heat exchangers:

A comparison between simulation heat transfer coefficients and VDI correlation is
presented in Figure 9. The two data sets” values are very close. The relative difference

Nup = 0.20Re%6<

A ) —0.15

Ay

varies from 4.9% for the lowest Re to 1.8% for the biggest airflow.
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Figure 9. Comparison between heat transfer coefficients obtained from numerical simulation to the
ones calculated with VDI correlation valid for three-row inline heat exchangers.

3. Results and Discussion

The results of the numerical simulations were put together in a form of a series
of graphs, allowing for the evaluation of the thermal efficiency of the cases with the
presence of the gap to perfect fin-tube contact example. In Figure 10, the ratios of heat
transfer rates (discontinuity to no-slit heat transfer rate) are presented in the function of
the dimensionless gap thickness (gap thickness to diameter). For each Reynolds number, a
curve approximating the numerical data is presented. For the gap in the back and front,
the minimal ratio of heat transfer rate is approx. 0.75 for the considered airflow span,
whereas the side gap attains a slightly lower minimum of 0.72. For the front and side
gap localization, there is a bigger spacing between the curves (stronger influence of the
airflow velocity) than for the rear position. This effect is the strongest for smaller gaps.
For é/D > 0.1, there is no significant difference between curves spacing for all examined
cases. The shapes of the curves are similar for all the arrangements, although for the
fin discontinuity in the rear of the tube the heat transfer ratio drop from unity (6/D = 0)
is much steeper than for the other locations. Heat transfer rate ratios are significantly
lower for back orientation, especially for small gap thickness and small Re. Usually the

higher the Reynolds number the lower value of Q/ Qo although there is an exception for
the lowest considered Reynolds number curve for nearly all gaps, excluding the biggest
fin discontinuity.
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Figure 10. Heat transfer rate ratio in the function of dimensionless gap thickness.

For the rear-positioned slit at Re = 671 Q / QO values are below these for Re = 2013.
One can see a nearly monotonic decrease of the heat transfer rate ratio with increasing
gap thickness, being the sharpest in the lower /D range and reaching practically a plateau
for 6/D > 0.1. The data points are connected by a piecewise linear function, instead of
polynomial fit, because higher-order curve fitting produced slight inflection in the plateau
range, which was a misleading artifact of the method.

A clearer picture of how the flow velocity influences heat transfer emerges from

Figure 11. A decreasing trend of Q/Qy is seen with increasing Reynolds number, excluding
the smallest Re departing from this pattern. In the range of Re > 1342, there is a nearly
linear negative slope. However, in the span of Re = 671-1342, the decrease of heat transfer
rate ratio is smaller or even there is a reverse trend (increase), indicating there can be a
change of the flow regime. The curve for the smallest gap is placed remarkably higher than
the other ones for the side and front location. Other /D cases, for all slit positions, exhibit

72



Energies 2021, 14, 3779

similar trends, with the /D = 0.125 curve approaching or even crossing J/D = 0.25 with
decreasing Re.
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Figure 11. Heat transfer rate ratio in the function of Reynolds number.

The influence of the dimensionless gap position 6/180° on the Q/Qq is addressed
in Figure 12. In the case of the smallest gap, the front and side locations exchange nearly
equal heat transfer rates, with a significant decrease that can be seen for slit in the back
(6/180° = 1). For the rest of the considered gap thicknesses, there are very small differences
between the tube circumference and gap locations. The weak dependence in the range
of 6/D = 0.0625-0.25 is the most evident for the highest Re = 3355. The back and front slit
cases indicate moderately higher, nearly equal thermal throughputs relatively similar to
the side example.

73



Energies 2021, 14, 3779

0.92F =
0.88F =
0.84F :
0.8F _
0.76 ]
0.72F ;
| | - | |
Re=2013
F T T L S BN A T 4
0.92F ]
0.88 — E
o r A—-—__ ]
e - A ] Ly 1
L ‘ _____ - - ’ 4
o6 T T > ————— E
0.72F ]
1 | T SR T R S T IR S S R S S
Re=3355
R R R
0.92F E
0.88F E
0.84f E
5 'x-\ 5
08F . . 3
o Ay A .
0.76 e 3
: - v ~ z
0.72F T T ———— >~ ————" - 3
I TN TN TN NN SN SN SR TN [N T SN ST SN AN SRR SR T SN ST ST SRR T TR N T
0 0.2 0.4 0.6 0.8 1
—MB—35/D=0.03125 ---A---§/D=0.0625 —V—35/D=0.125 — - —§/D=0.25
0/180°

Figure 12. Heat transfer rate ratio in the function of gap position.

In Figure 13, the ratio of mean heat transfer coefficient with the gap presence to heat
transfer ratio without any fin discontinuity is presented in the /D function. The front
and side location results in enhancement of the mean convective heat transfer for the
smallest discontinuity. This effect is not present in the rear location. For the remaining /D
values, h/hg is below 1.0 (decrease of k). Besides, the local maximum at §/D = 0.03125 heat
transfer coefficients ratio decreases nonlinearly with the increasing gap thickness, except
for 4/D = 0.25 where a slight increase can be observed. For the rear slit location, there is no
local maximum and h/hg is at an approximately constant level of 0.9.
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Figure 13. Heat transfer coefficient ratio in the function of dimensionless gap thickness.

In Figure 14, the h/hy dependence on the Reynolds number is shown. For the side and
front cases at /D = 0.03125, the convective heat transfer enhancement is existing at the
whole range of Re numbers. For all slit thicknesses, there is a weak decrease of /i/hy with the
increase of the flow velocity. The smallest discontinuity heat transfer coefficients diverge
from the wider gap cases, being at least 4% higher, whereas for the rest of the example
values are adjacent to each other. There is not any enhancement for the rear position; the
highest I/hg are noted for 6/D = 0.25 at a nearly constant value of h/hy = 0.95 for the whole
range of Reynolds numbers, diverging from the rest of the considered cases. At the lowest
Re, for the remainder examples, the hi/hj reaches a minimum of approx. 0.88, with a local
maximum at Re = 1342, and for the rest of the volumetric flow range there is a decrease
with the increase of Re.
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Figure 14. Heat transfer coefficient ratio in the function of Reynolds number.

The dependence on the gap position is shown in Figure 15. At /D = 0.03125, there
is the highest difference between the front, side, and back locations. The remaining slit
thicknesses exhibit a very weak dependence on 6/180°, typically slightly reducing, with a
maximum for the front and minimum for the back case.
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In Figure 16, the contour map of a local heat transfer coefficient, which is defined as:

__ 1
= 7 (16)

where T;, is periodic inlet air temperature, is presented for different gap sizes at the
lowest Reynolds number (Re = 671) for front fin discontinuity location. Figure 16 was
arranged to investigate the convective heat transfer enhancement relatively to no gap
case. Intensification is present for the thinnest slit (6/D = 0.03125)—for bigger gaps, this

effect diminishes (Figure 10). The contours are similar for all cases shown; therefore, the
analysis starts with a description of common map characteristics. There is a high h, zone
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at the inlet edge of the fin—this is the region where the thermal boundary layer is the
thinnest. The area of this region is reduced at the center because of the presence of the
fluid circulation flow spanning from the leading edge of the fin to the surface of the tube
(Figure 17). This circulation is caused by the trace flow downstream of the upstream tube—
being a result of boundary layer detachment. In Figure 17, one can see the circulation
regions visualized by streamlines. The circulation area is wider in the rear region of the
fin (behind the tube) than upstream of the tube (air flows from the bottom to the top in
Figure 17). Because the circulating fluid moves with reduced velocity, local heat transfer
coefficients are significantly lower. On the sides of the tube, air flows with increased
velocity (Figure 17)—this corresponds to the high ki, region in Figure 16 (contour level: 4,

hy = 18-24 W/m?2/K).

6/D = 0.0625 6/D =0.125

Contourlevels: 1 2 3 4 5 6 7 &
he 6121824303642 48

Figure 16. 11, map on the surface of the fin for various gap sizes at Re = 671 for the front location of the gap.
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Figure 17. The top view of streamlines with the vector field showed on the face A upstream of the tube, at Re = 2013, for the

ideal tube-fin contact case.

At the fin surface zone near the front part of the tube circumference, there are two
bands of intensified heat transfer (placed symmetrically on the sides). This local enhance-
ment is caused by a horseshoe vortex, which is visible in Figure 17, where the velocity
vector field is visualized at plane A. The swirl of the fluid can be observed at the base of
the tube. For the one-row or staggered arrangement plate-fin tube heat exchangers, the
horseshoe vortex spans the whole half of the tube’s circumference. In the present analysis,
periodic flow simulations are equivalent to the inline arrangement. Therefore, the wake
behind the preceding tube divides the horseshoe vortex in two (Figure 16—46/D = 0). There
is also a thin region of enhanced heat transfer coefficient at the trailing edge, widening
at the middle of the fin. This is the effect of the implementation of periodic heat transfer
conditions in the simulations. Because the negative heat flux is set on the outlet, the small
backflow of colder fluid causes this “artificial” heat transfer intensification. This effect
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is practically of the same magnitude for all cases—it cancels in the comparative analysis.
Even the h, contour maps share the same characteristics; for 6/D = 0, the strength of the
heat transfer enhancement caused by the horseshoe vortex is the greatest. With the increase
of the gap thickness, the horseshoe intensification becomes weaker. The thinnest slit covers
partially the area of vortex action, whereas in the 6/D = 0.125 case the vortex is present
completely over the gap, which results in only moderately increased local /1 on the edges of
the fin discontinuity. The introduction of the gap improves the heat transfer on the leading
edge of the fin and changes somewhat the flow and heat transfer characteristics in the
region downstream of the tube.

For 6/D = 0.03125 and 6/D = 0.0625, this alteration is not significant, yet for §/D = 0.125
there is a dramatic change—low heat transfer coefficient region (contour 3 in Figure 16)
doubles its size and merges with the smaller one at the upstream part of the tube. The
combined effect of the enhancement on the leading edge with still strong horseshoe vortex
intensification can explain the observed augmentation of mean HTC for the thinnest slit
relatively to no-gap example (Figure 13). The mean of heat transfer enhancement with thin
slits cut in the front of the tube (for low airflow velocities) should be further studied. It
could be a promising method of heat transfer intensification in compact heat exchangers.

The enhancement of &y, by the presence of the slit, relative to ideal fin-tube contact
example is not enough to cancel the negative effects of the fin discontinuity at its base
(tube-fin junction)—in Figure 11 one can observe at least 6% lower heat transfer rate in
the respect to 6/D = 0. In Figure 18, the most obvious consequence of the introduction of
the gap can be seen—the blockage of heat flow in the fin area adjacent to the discontinuity.
This effect is visualized by dimensionless temperature excess ® contour map, where:

Tr = Tin
) To— T, (17)

The fin is the most isothermal for the no-gap example, and the contour map is the
most symmetrical. In Figure 18, the heat flux blockage is evident for the cases with the
gap—O is significantly lower for nearly half of the fin on the side of the slit. For the gap in
the front, the reduction of temperature is the smallest, while for the side location it is the
highest (lowest fin efficiency). The mean & on the sides of the fin is the highest, and that is
the reason for the severe temperature decrease. The @ is the biggest on the average for the
front case because the heat flux is directed backward (low ki region) and the enhancing
effect of the horseshoe vortex in the front of the tube is partially blocked. Analyzing the
back gap position, the @ is significantly lower on average. Heat flux is directed towards the
front where the heat transfer intensification regions cause effective cooling of the fin. The
result is substantially lower fin temperature in the back. In a conclusion, the gap placement
in the front blocks the heat flow in the direction of the enhanced convective heat transfer
area, which is not beneficial, although it results in higher fin efficiency than for the gap in
the back. This can explain why there is a sudden heat transfer rate ratio drop for the rear
slit position. The effect of low fin efficiency seems to combine with poorer convective heat
transfer relatively similar to other discontinuity placement cases (Figure 10). The side gap
position is the worst of the considered positions in terms of the fin temperature contour.
The colder fin area is slightly bigger than the gap in the back. As the heat flux is directed to
the side where high-velocity flow increases the intensity of heat transfer, the fin is efficiently
cooled there. As the mean heat transfer coefficient is nearly as high as for the gap in the

front, Q/Q is slightly lower than the front gap for thin slits. The enhanced convective
heat transfer compensates for the low fin efficiency. Figure 19 shows the influence of the
flow Reynolds number on the hy. The h, contour maps are presented at four Reynolds
numbers for a 1 mm thick gap in the back. The heat transfer intensification caused by the
presence of the horseshoe vortex is less significant for the lowest Re, and it gets increasingly
distinctive as the airflow velocity increases. The thermal boundary layer becomes thinner
at the leading edge of the fin with the raising Re, which is visible as the wider high &, area.
As the Re increases, the /i, contours change their values proportionally, but the overall
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topology (shape of the contours) is analogous for all airflow velocities. In Figure 14, one
can see that for Re = 671 h/hy is the lowest—this is mainly caused by the low activity of the
horseshoe vortex (Figure 19).

e oy,

0.90

—0.88

Front gap position Side gap position

Back gap position Ideal tube-fin contact

B [ | R

®: (.75 0.77 0.79 0.81 0.82 0.84 0.86 0.88 0.90

Figure 18. Dimensionless temperature excess ® contour at Re = 2013 and J/D = 0.03125 for different gap positions.

81



Energies 2021, 14, 3779

Re=2013 Re=2684

Contour levels: 12345067
B 6 152433425160

Figure 19. h, map on the surface of the fin for various Reynolds numbers, with the gap size: §/D = 0.125 and back
gap position.
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4. Conclusions

To sum up the key findings from the numerical simulation, the fin discontinuity
along the circumference reduces the heat transfer rate relatively to the perfect fin-tube
contact case. The placement of the gap reduces the skin friction locally to zero, which
can promote beneficial flow structures, which causes enhancement concerning the no-gap
case, especially for small slit sizes. However, the convective heat transfer enhancement

is overpowered by the heat flux blockage effect which leads to Q/Q, < 1 for all the cases.
Fin discontinuity in front of the tube causes the smallest reduction of the heat transfer
rate in comparison to the ideal tube-fin contact, especially for thin slits. Even the heat
transfer rate ratio minimum is obtained for the gap at the side position (approx. 0.72), it
performs slightly worse for the small gap range than the front location. The rear gap is

characterized by the mean Q/Qy = 0.8 for all the gap sizes and therefore is considered
the worst scenario, without the advantage of the smallest gap range. For gaps wider than
6/D > 0.1, the heat transfer rate reduction becomes nearly constant for a specified Reynolds

number. Generally, the higher the airflow, the Q/ Qo becomes lower. For multirow plate-fin
tube heat exchangers with small fin discontinuities, reversing the flow direction can result
in an even 15% heat transfer increase if most of the gaps are in the rear of the tube (low
airflow velocity). Realistically, obtaining this maximum is not very probable, although
the present study shows that reversing the flow can have a positive effect on the plate-fin
tube heat exchanger performance, and its longevity depends on the nature of the origin
of the discontinuities (are they, and how fast they enlarge). The convective heat transfer
enhancement for thin slits in the front should be further investigated to test the possibility
of the introduction of fin cut-outs as heat transfer intensification structures in compact
heat exchangers.

Author Contributions: Conceptualization, A.N.G. and M.L.; methodology, A.N.G. and M.L.; soft-
ware, G.G,; validation, M.L., AN.G. and D.A.; writing—original draft preparation, M.L. and D.A.;
writing—review and editing, G.G.; visualization, D.A.; supervision, A.N.G. All authors have read
and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

A finned side heat transfer surface, m?

Ay bare outside tube surface, m?

CFD computational fluid dynamics

Cp specific heat at constant pressure, ] /kg/K

d diameter, m

dp, (4-(Ly — D)-Li-Lg )/ 2 [L# — (7-D?/4)] + 7v-D-Ly)—hydraulic diameter, m
D outer diameter of the tube

e total fluid energy, ] /kg

g gravitational acceleration, m/s?

h heat transfer coefficient, W/m?2 /K

hy local heat transfer coefficient

ho, (h; — hi_1)/h;, relative change of heat transfer coefficient, %

k 0.5-u;"-u;’—kinetic energy of turbulence m? /s?
L length, m

L periodic length vector, m

m mass flow, kg/s

n heat-mass transfer analogy exponent

n vector normal to a surface

Nu Nusselt number
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p pressure, Pa
P periodic pressure, Pa
Pr Prandtl number
Pr; turbulent Prandtl number
q heat flux (vector), W/m?2
Q heat transfer rate, W
7 position vector, m
Re V.dj/v—Reynolds number
Ri (g-B-AT-L)/V>—Richardson number
Sc Schmidt number
Sh Sherwood number
SST shear stress transport
T temperature, K
T periodic temperature, K
14 average velocity (scalar), m/s
u velocity vector, m/s
u time-averaged velocity vector, m/s
X cartesian coordinates vector, m
Xy tube spacing, m
Y* non-dimensional distance between the first mesh node and the wall
Greek symbols
B volumetric expansion coefficient, 1/K
6 gape thickness, thickness, spacing, m
djj Kronecker delta
A difference of a quantity
0 the gap placement angle
(©) temperature excess
A thermal conductivity, W/m/K
H dynamic viscosity, kg-m/s
v kinematic viscosity, m?/s
0 density, kg/m?3
pu;u; Reynolds stresses, Pa
o linear temperature gradient, K/m
Tij stress tensor, Pa/m
w specific dissipation rate, 1/s
Subscripts
0 zero gap thickness
ave average
d based on the tube outside diameter
f fin
g gap
i inside, inner, for i-th mesh refinement
ij k indices (1, 2, 3)
in inlet
o outlet, outer
t tube, turbulent
w wall
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Abstract: In this paper, the authors consider the processes of dynamic interaction between the boiling
particles of the dispersed phase of the emulsion leading to the large droplet breakup. Differences in
the consideration of forces that determine the breaking of non-boiling and boiling droplets have been
indicated in the study. They have been determined by the possibility of using the model to define the
processes of displacement, deformation, or fragmentation of the inclusion of the dispersed phase
under the influence of a set of neighboring particles. The dynamics of bubbles in a compressible
liquid with consideration for interfacial heat and mass transfer has also been analyzed in the paper.
The effect of standard and system parameters on the intensity of cavitation processes is considered.
Physical transformations during the cavitation treatment of liquid are caused not only by shock waves
and radiated pressure pulses but also by extreme thermal effects. At the stage of ultimate bubble
compression, vapor inside the bubble and the liquid in its vicinity transform into the supercritical
fluid state. The model analyzes microflow features in the inter-bubble space and quantitatively
calculates local values of the velocity and pressure fields, as well as dynamic effects.

Keywords: breaking; desorption; force; speed; acceleration; pressure; dispersed phase

1. Introduction

Cavitation phenomena have been studied by many authors [1-6] and can be used
to intensify heat and mass transfer processes [7-9]. In order to develop an effective
method of a controlled cavitation effect on technological processes, one should have a
clear understanding of the physical nature of cavitation mechanisms and their relevant
description in spatial and temporal scales.

For years, cavitation has been considered one of the areas of hydrodynamics asso-
ciated with the elucidation and elimination of negative causes of erosion destruction of
the surfaces of propellers, hydraulic turbine blades, and hydraulic devices [10-12]. It was
determined that surfaces are eroded under the action of shock waves and cumulative jets
formed by the micro-explosions of bubbles, considered as hollow caverns in hydrody-
namics [13-15]. Within these mechanisms alone it is difficult to explain the destruction
of molecular and colloidal structures and other cavitation effects at the microlevel in the
liquid itself. When cavitation is analyzed within hydrodynamics, the impact of thermal
factors on the development and specific manifestation of cavitation effects is excluded. To
a certain extent, such an approach has been valid to date, although it has been determined
that at the maximum compression stage, the vapor—gas medium temperature inside the
cavitation bubble exceeds 5000 K, and the pressure increases up to 1000 MPa [16-18]. It
is assumed that the thermal energy released in the bubble volume is sufficient for the
excitation, ionization, and dissociation of water vapor molecules and gases present in the
bubble, the formation of free radicals, acceleration by 5-6 orders of magnitude of the rates
of gas-phase chemical reactions [19-21], and even initiation of nuclear fusion reactions in
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cavitation bubbles [22,23]. That is, under certain conditions, various physical or chemical
processes can be initiated in local zones of the liquid while concentrating energy to ab-
normally high values. The following problem is still to be solved: What conditions are
required for the appearance of such effects? At the same time, high-temperature processes
in the gas phase (in the cavitation region) do not explain the cavitation effect on disperse
inclusions present in the liquid phase (droplets of another liquid in emulsions, particles in
suspensions, etc.), assuming the existence of alternative mechanisms.

Reliable theoretical analysis of cavitation mechanisms is hindered, in the authors” opinion,
by the lack of generalizing mathematical models with maximum consideration of the main
physical factors. Modeling is usually performed with respect to the analysis of a specific
experiment without considering the interfacial heat exchange and kinetics of phase transitions;
the bubble compression process is assumed to be adiabatic [2,24,25]. The principles of a
mathematical model for the dynamics of bubble formation and development in emulsions
based on the laws of cavitation described above, with the effect of thermodynamic processes
in the cavitation region, are considered in [26,27]. The model validation in the analysis of
experimental results defines this approach as having potential.

The purpose of this study is to investigate the mechanisms of the cavitation effect on
water emulsions (Figure 1) containing micro-dispersions, molecular and colloidal structures
relevant to improving the design of cavitating devices, and substantiating their optimal
operating modes.

micro objects  sopm

(a) (b) (©)

Figure 1. Photos of emulsion: (a) fuel emulsion “water—fuel 0il” before thermal cavitation treatment,
(b) after hydrodynamic cavitation, and (c) after thermal cavitation treatment.

Figure 1 shows one example of how thermal cavitation treatment can be applied to
homogenization technologies for liquid fuels.

The tasks aimed at the efficiency increase of heat and mass transfer processes are
very important for almost all heat technologies. One of the most efficient methods used
to increase the intensification of heat and mass transfer processes is the use of emulsions
as operating media [28-32], containing various mutually insoluble liquids with certain
thermophysical characteristics. An increase in the emulsion temperature is accompanied
by their structure change, the breakage of dispersed fluid droplets, or their merging.
When thermolabile liquid boils, heat and mass transfer processes are intensified in the
emulsion due to the abnormally rapid change in the vapor phase volume and turbulence
transition of the medium flow; it undoubtedly increases the efficiency of these processes.
The phenomena similar to those described above (cavitation) occur in the vapor layer of the
boiling thermolabile part. They have been studied by many researchers [33-35], but these
phenomena require further consideration in terms of heat and mass transfer efficiency.
Moreover, the processes which induce abnormal values of pressures and temperatures in
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the case of thermodynamic cavitation and their application represent a separate important
problem. One of the possible issues to be solved using such thermal cavitation initiation is
homogenization technology.

It is worth mentioning that there is no general approach to the management of cavita-
tion processes to obtain the expected disperse structure. Our proposed thermal cavitation
method may be used to evaluate such effects. Its main ideas are described below.

2. Assessment of Dynamic and Thermal Cavitation Effects

Despite different and often contradictory definitions of cavitation, we will adhere
to the following general formulation. Cavitation is a set of phenomena in a liquid when
the pressure p, drops below the saturation pressure at temperature ps (T), and then it
rises sharply above this level. If p, < ps (T), it is possible to observe the formation and
growth of vapor bubbles both during hydrodynamic cavitation and thermal cavitation,
when the pressure in a liquid, preliminarily superheated under excess pressure, is sharply
reduced. Then, vapor bubbles appear at the interface of the dispersed inclusions of the
emulsion. At p, > ps (T) they get compressed and subsequently destroyed (explosion).
In both cases, a nonequilibrium process of the bubble system proceeds to the state of
thermodynamic equilibrium, making it possible to describe bubble boiling and cavitation
within the framework of one model, using the same Equations but under different initial
conditions.

This concept forms the basis of the mathematical model of bubble dynamics, presented
in [26,27].

The entire period of the cavitation effect development is accompanied by the growth
and subsequent destruction of bubbles. A pulsating cavitation cluster inevitably appears in
hydraulic turbines, pumps, and in various devices where the above conditions of pressure
drop are realized [36].

Let us consider the process of vapor bubble compression in water under condition
pe > ps (T). At the beginning of compression, the vapor pressure inside the bubble is p;,;; ~ ps
(T) and the pressure in a liquid at the bubble wall is p; = p;y — 20 (T)/R — u(T)-v/R, where
R is the bubble radius, v is the liquid radial rate at the bubble interface, and ¢(T) and
#(T) are surface tension and viscosity coefficients. As a result of the pressure difference
pe — pi, the liquid moves rapidly towards the bubble center, resulting in a sharp increase
in vapor pressure and temperature in the collapsing bubble. The compression rate is
regulated by interfacial heat transfer and vapor condensation on the “cold” bubble wall
with condensation heat release. When vapor pressure p;,;, compressed in the bubble,
exceeds external pressure p,, the liquid begins to decelerate, and its kinetic energy is
converted into the potential energy of the compressed vapor and into the potential energy of
the compressed liquid around the bubble. When kinetic energy is completely transformed,
the bubble compression stops while pressure in the liquid at its boundary reaches its
maximum value. The hydraulic hammer effect is realized, a compression wave propagates
from the bubble into the liquid volume at the velocity of sound and its amplitude decreases
with distance. Normally, when cavitation processes are modeled, the liquid is considered
incompressible, while the hydraulic hammer phenomenon is not considered. To analyze
the degree of the hydraulic hammer effect, the model [27] was modified taking into
account liquid compressibility. The liquid compressibility coefficient kg = f (T, p) and
the temperature coefficient of adiabatic compression « (T, p) = 9T /dp are introduced into
the model as new parameters. Taking into account the compressibility, the motion Equation,
included in the model’s basic system of Equations, is presented in the following form:

do __ Pint — Pext + 1-5(Pint - Pext)zk‘B - 1-5PUZ

== R (1)

where p(T) is the liquid density. The derived Equation (1) differs from the classical Rayleigh—
Plesset Equation usually used to describe cavitation processes in an incompressible liquid,
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by the term 1.5(p;,; — pe)zkﬁ in the numerator, considering the potential energy contribu-
tion of a compressed liquid, which is then realized in a force impulse form.

After the transition of the vapor parameters in the compressed bubble to the super-
critical region, (Tsteam > Teritical aNd Pstean > Peritica), the liquid—vapor interface disappears
(0 (Teritica) = 0) and a quasi-spherical local zone is formed in place of a bubble with R,;;,
radius within which water passes from a supercritical state to a condensed one. Similar
effects are observed when the above is exposed to high pressures, even if the water temper-
ature is below critical [37]. We can assert that the thermal cavitation effect is not limited
by the volume of a bubble with R,,;,, radius where, as it is believed, only the ionization of
vapor and gas molecules takes place, though covering a wider area.

When cavitation conditions are realized in a liquid, numerous vapor—gas bubbles
forming a cavitation cluster grow and then simultaneously explode. The cavitation action
effect is determined by the combined influence of all the cluster bubbles.

The superposition of shock waves from each individual bubble forms a single destruc-
tive shock wave. However, this concept fails to explain the destruction of micro objects
(micro objects in Figure 1) within the cluster itself. When cavitation cluster features are
modeled and analytical calculation methods for cavitation reactors are developed, the
temperature is often not even included in the model parameters [14,15]. In [27], regarding
the analysis of boiling processes, a model of the bubble ensemble dynamics is considered
based on a model of the single bubble dynamics. Considering the liquid compressibility, we
propose for it to be included in Equation (1), as this model makes it possible to predict the
evolution of a cavitation cluster at all stages of its development and to describe the nature
of microflows in the interbubble space of the cluster associated with bubble expansion or
contraction. Nevertheless, in this work, a uniform distribution of gas bubbles in a liquid is
assumed, which is practically unrealizable in real processes. Moreover, if we consider the
problem with the temperature effect, then cluster sizes should be different, as shown in
Figure 1 since the clusters have a more complex structure.

Figure 2 shows the distribution of microflow velocity vectors at local points around va-
por bubbles, modeled using the technique proposed in [27] (gas bubble radii R = 10-100 pm
(in the diagram, the size of each bubble increases by 10 pm)), with the maximum liquid
rate at the interface with bubbles being v; = 220 m/s (superheating temperature is 110 °C).
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Figure 2. Distribution of velocity vectors inside the cavitation cluster.

Due to the superposition of radial flows of all the bubbles in the cluster, the pattern
is quite complex. However, in real emulsions (Figure 1), with distance from the bubble,
the rate should change sharply in magnitude and direction, since the dynamics of bubble
development depend on its size and distance to the neighboring bubbles, as well as
their sizes.

Calculations show that shear rates in the interbubble space at local points at the
boundaries of the interaction between flows can reach 10* s~!, thus corresponding to
a shear stress of about 0.8 kPa if the dispersion phase is water (in these calculations, a
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water emulsion in fuel oil was used). However, if we use a procedure that focuses on
a uniform distribution of low-boiling liquid droplets, as shown in Figure 2, we will not
get the resultant flux. The dynamic effects are identical around each droplet and they
will be mutually compensated. It does not correspond to the effects in real emulsions,
where under similar conditions a circulating flow in the emulsion volume would occur.
It is thought that the values of local velocities and accelerations will be different as they
should also affect adjacent droplets. Since they have different sizes and are arranged in
a chaotic manner, these effects will differ in level and direction. The resulting effect can
be much more significant when the dynamic effects are directed towards the opposite
droplets. It is also important to bear in mind that depending on the size of the droplets,
dynamic effects can occur at different times. For example, if a small droplet evaporates
very quickly, resulting in a strong dynamic effect, it may already be realized before the
effect of a relatively larger droplet occurs; the resulting effect can be turbulization of the
fluid volume, an increase in heat flow, or emulsion homogenization.

It is essential that even at the stage of monotonic cluster expansion when the bubble
growth rate does not exceed 2 m/s, the shear rates in liquid local zones are quite high—in
the order of 7 x 103 s~!, comparable to the shear rates achieved in homogenizers. Thus,
if a high level of thermal action is realized only at the stage of maximum cluster bubble
compression, at a time interval of tens of nanoseconds, then the effective influence of shear
stresses manifests itself during the entire cluster lifetime. We can consider the additional
effect of liquid temperature on the above processes in terms of, for example, homogeniza-
tion technologies. We assume that the creation of cavitation effects through increasing the
superheated pressure with a subsequent sharp decrease will create anomalous dynamic
effects at the boundaries of growing vapor bubbles (at the moment of their explosion),
which make it possible to crush all the dispersed inclusions in a liquid. We refer to this
method as the thermal cavitation homogenization; Figure 1 shows the effect of such an
initiation (Figure 1c), as a result of which a homogeneous emulsion is obtained.

However, the method described in [27], used for the assessment of microflow intensity
and resulting dynamic effects, does not ensure a result ready for practical use but only
reflects some of the physical processes inherent in the model. To assess the real practical
effects, it is necessary to modify the model, as proposed in [27], taking into account the real
structure of the liquid.

Thus, cavitation effects can also be used for breaking secondary phases in liquids. To
do this, it is necessary to develop a quantitative assessment for these phenomena, which
would also be suitable for their management.

3. Determination of a Sufficient Level of Supplied Energy to Intensify Heat and Mass
Transfer Processes

There is a fundamental difference in the application of methods to affect a dispersed
system to crush the dispersed phase and intensify transfer processes. Dispersion breaking
is a one-stage action that can either take place instantly, if the intensification level is high
enough, or it will not proceed at all, even with an infinitely long energy impact, if the
intensification level is below a critical value. Heat and matter transfer in the system,
on the contrary, proceed even at the lowest levels of intensification, and any increase
in external action only proportionally increases the speed of these processes. However,
transfer processes at a certain energy level can also intensify a mass transfer (breaking
processes subject to the conversion of thermal energy into kinetic energy).

If, for example, the problem is solved using a certain mixing device to create an
emulsion with a given particle size of the dispersed substance in a small container, then
you can stir the liquid mixture as long as you like and spend a huge amount of energy,
but the required result cannot be achieved if the speed of the mixer (introduced power
Wy) is not high enough. At AT — oo energy, consumption is E = W x AT = . Itis
enough to slightly increase the number of revolutions to achieve the required power level
W, and under specified conditions, an emulsion with a given particle distribution will
be obtained in a very short time At,,;, with low energy consumption E = W,r¢ X ATyjp.

91



Energies 2021, 14, 7996

In this example, the result is achieved with the mandatory exceeding of a certain power
level W in the working volume of the apparatus, whilst Wer and ATy, are mutually
independent parameters.

Thus, with the intensification of mass transfer processes, a maximum power value is
also obtained. Therefore, when intensification methods are used to break up dispersions,
the specific power level must exceed a certain value W, f to ensure a positive effect of the
operation. To obtain the required effect with minimal energy consumption, it is necessary
to provide a specified power level (W > W, f) for a short time (AT — ATy, ) or, in other
words, convert the input energy into short but powerful impulses.

In this work, within the framework of the model of cavitation bubble growth, the
authors studied velocity fields and pressures in the liquid phase (in emulsion) at the final
stage of destruction (explosion) of the cavitation cluster, i.e., at the moment of transfor-
mation of the liquid thermal energy into the kinetic energy of motion at the vapor cluster
boundary. These processes take place in zones of low surface tension—at the interface be-
tween emulsion phases (Figure 3). When the vapor cavity expands, the pressure decreases
and, accordingly, the vapor temperature. Compression is accompanied by an increase in
temperature and pressure as well as the corresponding phase transitions. These processes
are considered by the authors to be an “internal” task, well addressed in previously pub-
lished works (e.g., [26,27]). An abrupt expansion of the vapor region boundary causes a
dynamic effect on the neighboring droplets and, as a result, they can split into smaller
(thermodynamically stable) clusters if the condition W > W, 7f is met. The combined
effect of these phenomena and the external effects, described in Sections 1 and 2, provide a
significant dynamic effect that can be used practically in homogenization technologies.

Speed, m/s Acceleration 106, m/s?
12 ' 100
Ro=30 um
10 A
Ro=30 um 80 1 /
8 -
Ro=60 um 60
6 -
_ 40 4
4 - Ro=100 pm Ro=60 pm
20
2 1 Ro=100 pm
0 - [ 04 4 -
- 2 T T T T T - 20 T T T T T
0 0.03 0.06 009 0.12 0.15 0 2 4 6 g 10
Time, 10° s Time, 10° s

(a) (b)

Figure 3. The rate (a) and acceleration (b) changes of the liquid—vapor interface for different initial
droplet radii.

The mathematical models, presented in the works cited above, enable qualitative
assessment of the described phenomena; however, they cannot be used to determine the
effective power in homogenization technologies and to predict the effect when such a
power is introduced into the emulsion.
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4. An Estimation Procedure for Dynamic Effects in a Cluster during the Liquid Boiling
Estimation of the Energy Input Level

We first demonstrate how to estimate the effects that can be achieved when energy is
input into the emulsion volume, e.g., by preheating and rapid pressure release, for a single
low-boiling liquid droplet.

Calculations have been shown in Figure 3, using the mathematical model given in [27],
taking into account the modified Equation (1) to determine the acceleration of the vapor-
liquid interface and the conditions below. The superheating temperature of the primary
emulsion (Figure 1) is 180 °C, for droplet sizes of the dispersed phase shown in Figure 2.

The resulting acceleration, taking into account (1), is calculated as follows:

dv
g(x, T) = E; (2)
& x;i — x)R;
gx, 1) =) [Pint — Pext + 1.5(pint — Pext)zkﬁ - 1-5P02} (17)31 3)
= pxd

where x; are the initial coordinates of droplet centers; d; = | x; — x| is the radius vector; x is
a coordinate of the acceleration calculation point; v is the oil-vapor interface motion rate
for the i-th droplet; and R; is the radius of the oil-vapor interface of the i-th droplet. The
higher the acceleration of the phase interface, the higher the force that occurs when water
starts boiling.

The graphs show that the smaller the initial droplet radius is, the more intensively
the vapor phase grows, i.e., the interface rate and acceleration are higher. Therefore, in
real emulsions where dispersed particles of different diameters are present, remote from
each other at different distances, the dynamic effects during boiling of the thermolabile
emulsion part (water in our example) will have different dynamics of cavitation effects.
In this case, the idealized picture of dynamic effects shown in Figure 2 and, accordingly,
their assessment methods, cannot be applied. At different droplet radii, both joint max-
imums (minimums) of the rate (acceleration) and significant differences in these rates
(accelerations) can be observed. Considering that rates (accelerations) for different initial
radii have different amplitudes and frequencies of variation in time, it can be assumed
that at some point in time Kelvin—-Helmholtz instability is possible, and, for acceleration,
Rayleigh-Taylor instability.

Let us analyze the conditions that can result in a certain instability. By joint analysis of
the Bond and Weber criterion [27], as well as their critical values, with the Rayleigh—Plesset
Equation, it follows that critical forces, resulting in Rayleigh-Taylor or Kelvin-Helmholtz
instability, respectively, are as follows:

Fgl, = 4070 R; (4)
Fyy, = 307oR;. (5)

Comparison of (4) and (5) shows that Fy/ = 1.33F};,, but these forces are caused by
various factors, and they cannot be identified.

Deformation and breaking of both the vapor layer and water droplets in water—oil
emulsions can be caused by different directions of both the acceleration vector and velocity
vector. Let us assume that deformation, breaking, or displacement will occur only if the
acceleration vector has a positive direction and, regardless of it, the rate vector is also
positive. If we consider the mutual influence of droplets No. 1 and No. 2 (Figure 4) located
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at a distance /, i.e., x; = 0, xp = [, then the acceleration tending to destruct the interface of

droplet No. 11is
2
Y g(x,7);k1 > 0k > 0;
i—1
2
g, ) =9 — ,Zlg(x, T);k1 < 0k <0; (6)
=

8(x )2 k1< 0k >0;
—8(x,T)p k1 > 0;ky < 0.

where g; is determined by Equation (7);

ki = [pint — Pext + 1.5(pint — Pext)zkﬁ - 1.5p02}; di = |x; — R;l. @)
A LG e
R 0 o ,I:"}}* ?.’1?’
>;:, |
7 .l
L3 & ' i : : h

Figure 4. To the calculated model of droplet breakup of the emulsion dispersed phase (characteristic dimensions in microns).

Then, the force caused by the flow acceleration or deceleration is
Fpo, = 4mp181R] ®)

Similarly, it can be written for the rate

2
Y v501 >0, v >0;
i=1

2

Up1 = — Y 001 <0, 02 <0; )
i=1
U0, 01< 0,02 >0;
—0yp; v1 > 0,07 < 0.

(xi—Ri)
7z
Then the dynamic head force is

— .2
where v;; = v;R;

Fyer = 67101R|[0p1 [0 (10)

As is known, the capillary force F,, regardless of a deformed droplet shape, is always
directed so as to restore the spherical shape, i.e., in order for Gibbs free energy to be minimal.
Therefore, if a deformed droplet takes the shape of an oblate ellipsoid, the capillary force
opposes the external force. If it is deformed into an oblong ellipsoid, then the capillary
force coincides in direction with the external force and the droplet will be unstable, while
the shape of an oblate ellipsoid can be quasi-stable.

The minimum of a given capillary force is possible. We will assume that this minimum
is determined by the Laplace force:

F,y = 8moR; (11)

94



Energies 2021, 14, 7996

Thus, if the dynamic action from the neighboring droplet exceeds the force F,, the
droplet will be deformed or broken; if the forces are equal, equilibrium will occur; and if
Fy > Fpo we, repulsion without deformation will take place.

Differences between Fp, w, and F, are equal:

AFg, = Fg, — Fy; AFw, = Fye — For (12)

Following the example of the force, resulting from flow acceleration or deceleration,
the following conditions can be written: AFg, > Fg —breaking; AFp, > 0—deformation;
AFp, = 0—equilibrium; and AFp, < 0—displacement.

The system of Equations (7)—(11) for particle No. 2, located at a distance of / from the
first particle, will take the following form:

2 2
— ¥ 8(x,7)isk1 > 0;ka > 0; — X 001 20,00 >0;
i=1 i=1
2 2
g(x,T)p2 = 21 §(x,T)isk1 <0 ky <0; vpp = Y 0,01 < 0,02 <0; (13)
i= i=1
S(xr)i k1 <0k >0; vp1;01 < 0,03 > 0;
—g(x,T)1;k1 > 0;kp < 0; —0,1;01 > 0,0, <0
where g(x,7); = kiiRi(‘)’Z;j); U, = viR?—(x;;j); andd; = |x; — jl;j =1 —Ry.
Fgo, = 4710282R3 (14)
Fwez = 67202R3|0p2 |02 (15)
E,, = 87m0oR, (16)

Thus, dynamic effects from neighboring droplets of low-boiling liquid can make them
move or break if critical values of the AFp, criterion are reached. If opposing forces are
approximately equal, abnormal pressure can be observed, as pointed out by the authors
of [16-18]. However, each liquid droplet forms its own local dynamic effect during boiling
and therefore the effect of all cluster particles shall be considered.

5. Condition for the Formation of a Superposition of Dynamic Effects and the
Resulting Effect

The above considerations are valid for the determination of the resulting force suffi-
cient to break the droplet. However, different situations of cluster development are possible.
For instance, if equal forces act on the droplet (No. 3, Figure 4) from all sides, or their

resultant does not exceed F;J;f , in this local vapor volume, it is possible to achieve the
anomalous pressure and temperature values mentioned at the beginning of this paper. It
is also important to evaluate the influence of the dynamic effect angle of action on the
droplet surface.

In this part, breaking processes of dispersed phase droplets, surrounded by other
droplets during their boiling up, will be analyzed. We take the emulsion shown in
Figures 1,4 and 5 as a study object. This figure shows that there are “small” droplets
between “large” droplets: the former serve as sources of increased dynamic forces at boil-
ing up, thus initiating breaking processes of larger droplets due to significant differences in
accelerations and growth rates between them.
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Figure 5. To the calculated model of droplet breakup of the emulsion dispersed phase (characteristic
dimensions in microns).

The main types of instability emulsion structure will be considered: Kelvin—-Helmholtz
instability caused by the difference in rates and Rayleigh—Taylor instability, resulting from
the difference in accelerations [27].

When analyzing the possibility of dynamic effects, one can assume that the main role
will be played by the forces acting along a normal component to the droplet surface, i.e.,
forces directed either towards the droplet center or away from it. Thus, the acceleration
and rate, acting on the particle surface and directed towards its center (from the center) can
be determined from the following Equations:

gnr(xOr]/O) = g(xOI]/O)knr (17)

Unr(xOIyO) = U(XO/]/O)knr (18)

where xq, Yo are coordinates of the droplet surface point and ky; is a correction for the
normal component.
Correction kj; can be determined by Figure 6:

(xi — xo)sinp + (yi — yo)cosp.

kypr = cosy = (0, 0 ) (19)

Y YAy y

‘_\K a 4
Xo, Yo \

d X
............. — '\
X

2/ X

X/

Figure 6. Determination of correction for the normal component and angle «.

The authors assume that acceleration and its resulting force are positive if they are
directed towards the center and negative if they are directed away from the center. The
rate (acceleration) vector of the liquid—vapor interface of the considered boiling up particle
is considered positive if it is directed from the droplet center and negative if it is directed
to the center.
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The acceleration and velocity of the phase interface movement are determined by the
following expressions:

N-1
gnr(XOI yO) = Z gi(xOI yo)knri} (20)
i=1

vur (X0, Y0) Z (x0, Y0)knr;, (21)
=1
where N is the total number of boiling up dispersed phase droplets.
Taking angle 5 as a variable (Figure 6), the coordinates of the required opposite points
of the particle surface may be represented, where dynamic effects are directed to

Xs1 = X+ AX; yq =y + Ay;
Xsp =X —Ax; Yo =y — Ay; ) (22)
Ax = RsinB; Ay = Rcosp; 0 < B < 180

where x, y are the particle coordinates; xs1, ys1 are coordinates of the droplet side surface
(0 < o0 < 180) from Figure 6; and xs3, ys» are the opposite side coordinates (180 < a < 360).
Then, correction k,, will be determined by the following expressions:

(x; — x51)sinp + (y; — ys1)cosp o
[ — S0< B <180; 23
" di(xslz]/sl ) 'B @)
knrz — (xi - st)SlTl‘B + (yl - ySZ)COS:B; 180 S ‘B < 3600 (24)

di <x52/ Ys2 )

In Equation (24), x5, ys, are calculated, taking into account 0 < & < 180 and ky at
B =p+180.

Let us consider how the magnitude and direction of the force acting on the surface of
the analyzed droplets (Figures 4 and 5) changes. Its value is determined by the acceleration
of the vapor cavity boundary when the pressure of the emulsion preheated to ty ~ 105 °C
decreases, to an atmospheric pressure equal to 10° Pa. For all droplets, a vapor layer equal
to 1 um at the initial moment of time is assumed. The acceleration change pattern on the
surface of the analyzed droplets shows in which direction and how the resulting force will
change. Calculation results for water—oil emulsion according to Equations (20)—(24) are
shown in Figures 7 and 8.

Acceleration, 10° m/s? Acceleration, 10°m/s?

8 5
g4 4 4 84
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Figure 7. The pattern of acceleration, acting on the surfaces of droplet No. 1 (a) and droplet
No. 2 (b) (Figure 4) and the resulting acceleration flow from neighboring boiling up particles (g./),
acceleration of the oil-vapor interface of the particle itself (g4) at initial pressure relief from 0.125 MPa
down to 0.1 MPa.
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Figure 8. The pattern of acceleration of the interface near the droplet No. 3 (a), No. 4 (b), No. 5 (c),
and No. 6 (d) with a decrease in pressure.

The graphs clearly show the relationship between the angles of the droplets and the
acceleration values of the interface. Thus, for example, for droplet No. 2 (Figure 4) there
are two acceleration maximums at once: angle 8 =~ 55  and B ~ 315, corresponding to
angles of the nearest neighboring droplet No. 1 and No. 3 arrangement, respectively. As
the Figures show, there are always several acceleration (force) maximumes.

Let us analyze a boiling emulsion droplet (Figure 9) affected by external forces.

If the maximum of two forces acting on opposite sides is F/ = F/; + F., and is at an
angle of B to axis y, the maximum force acting on one side is Fs; and at an angle of 5,
from axis y (F' > F, where F = F;; + F5). The force acting from the droplet side is F, with
F > F,,F > F,, F > Fy, F < F;1. Then, the opposing force will be able to mitigate all
forces, except Fs1. Therefore, only one difference will determine the resulting force, which
can cause either deformation or breaking. This force is equal to AF = F;; — F.

98



Energies 2021, 14, 7996

Figure 9. Forces acting on the emulsion droplet (designations are given in the text).

Thus, it is obvious that though the maximum of two opposing forces is at angle ; to
axis y, the determining maximum is the one caused by force F;; (angle j3,).

This is the distinguishing feature of our method used for the assessment of dynamic
effects from those cited in Sections 1 and 2. They basically do not consider the dynamic
effects from all cluster droplets and the superposition principle implies the coincidence of
the force vector direction, as shown in Figure 2. However, a (secondary) liquid droplet can
be deformed or even destructed when tangential stresses arise inside the cluster. Therefore,
the issue of what initiation level should be used to destruct the clusters and what sizes of
secondary liquid droplets in the emulsion will be formed under such an action is still to
be solved.

For a non-boiling droplet, the force acting on its surface, considering the assumed
conditions, is determined by the following acceleration:

851+ 32,2 > 0;
Ag =13 81;2<0; |gs1] >|gs2l; (25)
9:2;2< 0; |gs2| >|gs11,

_ 81
8s2 .
acceleration, acting on the inclusion surface at 0 < & < 180 ; and g5 is acceleration, acting

on the inclusion surface at 0 < a < 360°.
The force that can result in breaking of a non-boiling inclusion of a dispersed phase is
determined by the maximum acceleration:

where z is a coefficient, considering the direction of the acceleration action; g;; is

g4 = max{|Ag|}, 0<a <180 (26)

For a boiling up particle, two force maximums are determined due to accelerations,
acting on one side of the inclusion:

8515 |8s1] > 8525 27)

8y = max{|3il}, g = { 852 |8s1] < Igs2l; 0 < B < 180°;

and on opposing sides of the inclusion:

8s1 + 852, 2> 0; )
Ss1,s2 = 8s1,2< 0; [ga1| >|8s2;  &a, = max{|gs1,52]}, 0 < B <180 (28)
852, 2< 0; |gs2| >|8s1l;

The acceleration maximums g, and g4, correspond to accelerations gs1 and g2,
respectively.

Considering that the droplet dynamic effect cannot destruct the droplet itself, it is
possible to write Equations to calculate the acceleration and rates of flow in the cluster
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resulting in its destruction. If the resulting acceleration or rate is positive, then they cause
instability, and if they are negative, then there is no destabilizing effect. One may write

8s1— 845 84> 0; g1 = 0;
—8s1; 84 > 0; gs1 <O;
8s1; 8a< 0; 951 >0; (29)
84— 851, 84 <0; g1 <0,

8pl =

where g, is the resulting acceleration, acting on one side of the inclusion and g4 is the
acceleration of the oil-vapor inclusion interface.

For the opposite side, one can write an Equation similar to (29) but inserting g, and
¢s2 instead of g1 and g1, respectively.

Then, the resulting acceleration will be determined by the following Equation:

Aga =8, +8&p2 (30)
with the following required conditions:

0,z <0; |gs1| — |gs2| <O;

S =4 . [ 8>0 g1 >0 g0 > 0g0 — < 0; g2 — gu >0;
0,z>0:

81 <0; gs1 <0; g2< 0,81 — g4 >0; g2 — g4 < O;

(31)
0;z< 0; |gs1| — |gs2| >0;

g2=1 [ 848>081>0; 82> 081 — 84> 0 82— 84 <0;
0,z>0:

84 <0; g1 <0; 852 <0;851 —84< 0; g2 — 84 >0.

If the force maximums (accelerations, rates) do not coincide, acting on the opposite
sides of the inclusion and on the one side, we consider that the total force that is of greater
importance is determined by

Aga1; Aga1 > Aga;
8 { Agi; Aga1 < Aga, (32)

where g41, Agy is the resulting acceleration.
Similarly, we can get an Equation for the rate. At the same time,

Av =ky/|vp| (33)

1, vp 2> 0;
where k =
=1, vy > 0; vp = vp1|vp1 | + Vp2vpal.
It is generally accepted that the structural stability of the emulsion is determined by
the instability according to the Bond criterion [27]. The force, acting at 0 < a < 180, is
equal to

Fg = 47R3pgq1 (34)
For 180" < & < 360,
Fgp = 47R}pgs (35)

The opposing force from the oil-vapor interface of the droplet itself is
Fp = 47TRZpg4 (36)
The resulting force acting on the droplet is

Fp, = 47TR3084 (37)
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The critical force, resulting in Bond instability, is
F/f = 4070R,. (38)
The force determining a droplet deformation or displacement is
AFp, = Fpo — 870 Ry (39)
For each of the analysed droplets, the calculation is performed either until the condition
Fgo > Fy)/ (40)

is met, or until the mutual meeting of droplets, determined by condition

AR;; <0, 41

2 2

where ARi,]' = di,]' — (R41’ + R4]'), di,j = \/(Xi — X]) + (yl - y]) ;
i=1,2,... ,N;j=i+1,i+2,...,N;and i, j are droplet numbers with corresponding

coordinates x;, y;; Xj, ;-

6. Results and Discussion

The calculation results are presented in Figures 10-12. The performed calculations
(tp = 110 °C) showed that only droplets No. 2 and No. 6 will be destroyed at the initial
moment of pressure release. This means that the level of the supplied effective power
by emulsion superheating to the specified temperature is sufficient to break all emulsion
droplets larger than droplet No. 6. To break smaller droplets, the superheat temperature
must be increased.

5
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Figure 10. Changes in the forces acting on the surfaces of droplets No. 1 (a) and No. 3 (b) (Figure 4)
in time.
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Figure 11. Changes in the forces acting on the surfaces of droplets No. 4 (a) and No. 5 (b) (Figure 4)
in time.
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Figure 12. Change in the forces acting on the surface of droplet No. 6 (a) and change of oil-vapor
interface acceleration (b) of analysed droplets (Figure 4) in time.

The joint consideration of all the dynamic effects in a cluster makes it possible to
determine the force Fp, that can correspond to the level of effective impact on the cluster,
being the cause of the dispersed phase breaking. The figures show that for droplets No. 1,
3,4, and 5 with a positive value of force Fp,, only their mutual displacement is possible, as
indicated by a negative sign (at T 2 2:107% s).

To destroy these droplets, it is necessary to increase the supplied energy to the effec-
tive one. It can be achieved by raising superheating temperature and pressure (thermal
cavitation initiation). The same effect can be obtained by using mixing devices, where local
cavitation zones can appear on the blades at certain flow rates.

The calculations performed for overheating temperatures t, = 130 °C and ¢, = 170 °C
demonstrated that, at the moment of instantaneous pressure release, almost all large
droplets will be broken, while at ¢, = 110 °C only two droplets will be broken due to boiling
small neighboring particles.
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As for the intensification of heat transfer processes, attention should be paid to the
effect of heat accumulation by the high-boiling liquid. With a sudden drop in pressure
of the superheated emulsion, the low-boiling liquid, e.g., water, evaporates partially or
completely, depending on superheating level. The vapor temperature decreases during
expansion. At the same time, a high-boiling fraction of the emulsion transfers the stored
energy to vapor and water. Thus, we get an additional impulse of energy from the high-
boiling phase. Temperature T can be determined if we know the total liquid volume,
the proportion of emulsion phases, and the size and number of the low-boiling fraction
droplets. For example, if emulsion volume V is known to contain 30% water and 70% fuel
oil, the number of water particles is

0.75V
N = 42
R (42)
where R is the water droplet radius.

Then variation of fuel oil temperature in time is

dE Q
= —4nRAN= 43
dt 7R3 cm (43)

where m, c are fuel oil mass and heat capacity and Q is the fuel oil heat flow to be
determined by the methods proposed in [38].

For example, for an emulsion volume V = 0.3 x 10~3 m® with 30% water and an aver-
age droplet size of R = 100 um, the number of these droplets is approximately N=1.8 x 107.
The calculation results are shown in Figure 13.

Thermal flow, W
14 |

160 °C
1.2 |

1 - 130°C
0.8 1
0.6
110°C
0.4 7 ]
T

02 7]

0 1 2 3 4 5
Time, T-103, s

Figure 13. Local effect of the change in heat flow from high-boiling emulsion fraction in time.

Figure 13 shows that heat flow for the considered example is approximately 1 W per
particle. As the number of particles is N = 1.8 x 107, we can conclude that the heat exchange
process is high-intensive, which would allow more heat to be removed or supplied in
standard heat exchangers. Clearly, such effects can only be achieved with certain structural
parameters of the emulsion, which can easily be determined using this method.
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7. Conclusions

The study of hydrodynamic cavitation phenomena in relation to their targeted and
effective use for technological process stimulation and intensification requires a unified
approach that equally considers the hydrodynamic and heat and mass transfer aspects
of these phenomena. Within the framework of this concept, we proposed a new method
to assess dynamic effects. This method is based on an advanced model, considering all
determining factors and an accurate representation of thermophysical system parameters,
which relevantly describes the behavior of bubbles and bubble ensembles in the boiling
and cavitation processes. The study results show that the cavitation effect analysis will
involve liquid transition around the bubble, as well as the vapor-gas mixture in the bubble
itself, into the supercritical fluid state. To assess the spatial and time boundaries of the
supercritical region and to analyze the effects of a spherical hydraulic hammer in local
zones of the cavitation cloud, the liquid compressibility will be considered in modeling.

The method for assessment of thermal cavitation effects was validated using super-
heated emulsion boiling with a sharp decrease in pressure. At the interface of the liquid
phases (in the region of low surface tension, water in our example), vapor fluids are formed
with rapidly increasing volumes. Thus, conditions for dynamic effects on the emulsion
structure are provided. This method of local supply of energy W, makes it possible to
implement the task of heat and mass transfer or homogenization process intensification.
Moreover, the effect level is easy to regulate using the temperature and pressure of the
emulsion preheating. The same phenomena can be used in jet devices.

This study should be considered as the initial stage of substantiation of rational
designs and optimal operating modes of cavitating devices as a solution for solving various
technological problems.
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Abstract: Two-phase expansion is the process where a fluid undergoes a pressure drop through
or in the liquid-vapor dome. This operation was historically avoided. However, currently it is
studied for a multitude of processes. Due to the volume increase in volumetric expanders, a pressure
drop occurs in the fluid resulting in flashing phenomena occurring. These phenomena have been
studied before in other processes such as two-phase flows or static flash. However, this has not been
extensively studied in volumetric expanders and is mostly neglected. Even if data has shown this is
not always neglectable depending on the expander type. The thermal non-equilibrium occurring can
be modeled on different principles of flashing flows, such as the mixture model, boiling delay model,
and homogeneous relaxation model. The main application area in current literature for volumetric
two-phase expansion machines, is in low-temperature two-phase heat-to-power cycles. These cycles
have shown benefit over classic options if expanders are available with efficiencies in the range of
at least 75%. Experimental investigation of expanders in two-phase operation, though lacking in
quantity, has shown that this is an achievable goal. However, the know-how to accomplish this
requires more studies, both experimentally and in modeling techniques for the different phenomena
occurring within these expanders. The present work provides a brief but comprehensive overview of
the available experimental data, applicable flashing modeling techniques, and available models of
volumetric two-phase expanders.

Keywords: two-phase; volumetric expander; review

1. Introduction

Expansion processes generating work from two-phase liquid—vapor flows are typi-
cally avoided. Common issues ranged from condensation in steam engines [1] to liquid
impact erosion in turbomachinery [2]. Yet, this review handles exactly the particular
topic of utilizing two-phase fluid expansion, its possibilities, and the current status of
experimental knowledge.

1.1. Two-Phase Expander Applications

Applications for two-phase expanders are where a single working fluid two-phase
liquid—vapor mixture undergoes a pressure drop. Such as in liquid injection cycles [3] or
instead of a throttling valve in a heat pump cycle [4-6]. This throttling valve could also be
substituted by a two-phase ejector, which will not be included within this review as it was
elaborately discussed by [7,8].

Another important application of two-phase expanders is found in the scope of low-
grade heat-to-power conversion. These low-grade heat sources range from geothermal
or solar heat to the residual heat of industrial processes. The recuperation of low-grade
heat-to-power is commercially available technology through the use of the Organic Rankine
Cycle (ORC). The ORC can be a basic Rankine cycle or one of the many variations with,
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for example, multiple pressure levels, the addition of a recuperator or, among others,
can include two-phase expansion. Ref. [9] recommends the investigation of two-phase
expanders to increase the performance of heat-to-power cycles. However, this technology is
not commercially available. Based on the modeling work of [10,11] the authors concluded
that optimized two-phase operation of expanders can improve the system power by nearly
50% in specific operating conditions.

An ORC with two-phase expansion occurs when saturated liquid enters the expander
of the ORC architecture, the cycle is called a trilateral cycle (TLC) or a trilateral flash cycle
(TFC). The inlet state of the expander can also be in the two-phase region. If this is the case,
then the cycle is referred to as a partial evaporation organic Rankine cycle (PEORC) or a wet
organic Rankine cycle (WORC). A schematic diagram and a temperature-entropy diagram
of the TLC are represented in Figure 1. It consists of four parts: a condenser, an evaporator,
a pump, and an expander. The difference with a basic ORC is that the evaporator no longer
evaporates the working fluid in the TLC. Instead, the fluid entering the expander is in
a saturated liquid state and during the expansion process, the fluid is in the two-phase
region as can be seen by point 3 on the T-s diagram in Figure 1b. There is thus a need for an
efficient expander capable of two-phase expansion. The heat exchanger that adds heat to
the working fluid no longer evaporates the fluid, yet it is still referred to as the evaporator
in literature.

Two-phase Expander

Evaporator
3

Condenser

1/ N\, 4

¢
<

Pump S

(a) (b)
Figure 1. Trilateral Cycle (TLC) [12]. (a) Schematic diagram (b) T-s diagram.

It was concluded by [13] that two-phase expansion devices should have an isentropic
efficiency of at least 75% to be interesting for power generation applications, which is a
realistic design goal. The main difficulty is the lack of practical and efficient two-phase
expanders capable of receiving a liquid or a single working fluid two-phase liquid—-vapor
mixture and the absence of the methods to design these.

Ref. [12] showed that the TLC obtains a larger net power output, thermal efficiency,
and exergy efficiency compared to the basic ORC with an increase of 37%. Yet, for evap-
oration temperatures greater than 135 °C the TLC does perform worse from a financial
aspect due to the extra requirements of the heat exchangers, although it does perform better
thermodynamically. Ref. [14] also compared the exergy efficiency of power production
of the TLC with the ORC. This was defined by the authors as the ratio of the produced
power to the incoming exergy flow of the heat carrier which is also referred to as the second
law efficiency. They conclude that the exergy efficiency of power production for the TLC
is between 14% to 29% higher than the ORC. Yet, because the authors used water as the
working fluid, the volume flow rate of the TLC was higher compared to the ORC by a
factor of 2.8 or more. This is expected to drop when the working fluid is changed to current
refrigerants. The TLC has been practically tested with a small-scale power plant [15] which
resulted in 20-40% more power production compared to a conventional ORC. This power
plant applied the VPT turbine mentioned before.

As mentioned earlier, another option is to partially evaporate the working fluid
up to an optimal vapor quality. This was investigated by [16] where the PEORC was
compared to the TLC. The authors also compared the PEORC to the subcritical ORC and
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the transcritical ORC [17]. The authors show that the PEORC can improve the net power
output in comparison to the TLC and that it has a greater second law efficiency than both
the subcritical and transcritical ORCs.

1.2. Principles of Flashing

During expansion of a two-phase fluid, flashing will occur. Flashing [18,19] is a physical
phenomenon in liquids. It represents a change from liquid to vapor as a result of a sudden
decrease in the pressure below the saturation pressure. The heat cannot be contained in
the liquid as sensible heat and a metastable superheated liquid occurs [20]. A rapid transfer
of heat and mass occurs while the fluid returns to a stable thermodynamic state [21].
This metastable liquid also has a maximum value. This limit is known as the spinodal
curve which separates the metastable region from the unstable region in equations of state
(EOS) [22,23]. The process of flashing is found and studied in many places such as static
flash, boiling liquid expanding vapor explosions (BLEVE) and safety valves, flashing jets,
pressurized water reactors, and many more [24-26]. However, the phenomena known
through these areas of study have not been directly applied to the case of volumetric
two-phase expanders. That is where this review will focus hereafter.

1.3. Expander Types

When considering what type of expander is best suited for an application in single-
phase operation, the similarity parameters, specific speed, and specific diameter are often
used as defined, respectively, in Equations (1) and (2).

v
D - (Ah)1/4

Ds = (2)

N
where N is the rotational speed of the expansion machine, V is the volumetric flow rate, D
is the characteristic diameter and Ah is the enthalpy difference across the machine. These
two numbers can be calculated readily from the design requirements and, by presenting
the different types of expansion machines on the same diagram, the most feasible turbine
type can be chosen [27]. Balje diagrams can be created for every expander type [28,29] and
later employed in design.

Yet, in the event where two-phase fluid is expected, it is not as straightforward to
choose turbomachine expanders because the blades could be at risk of impact erosion.
However, a plethora of applications where two-phase expansion can be used is suited well
to volumetric machines.

1.4. Volumetric Expander Types for Two-Phase Expansion

Volumetric expanders are preferred for the low-temperature heat-to-power application
as they have low rotational speeds with low flow rates.This matches well with the current
requirements of ORCs. Furthermore, they can cope with relatively high-pressure ratios
compared to single-stage turbo expanders and can also inherently handle liquid—vapor
mixtures. Both of these traits are beneficial to the TLC and PEORC.

Each type of volumetric expander has some benefits and drawbacks, these are dis-
cussed by [30,31]. Currently, only two types are primarily considered for the use of two-
phase expanders. These are the screw or Lysholm expander and the piston or reciprocating
expander. The most promising type for two-phase expansion is the Lysolm expander.
The main benefit of this type is that both phases can be considered to be mixed well. Giving
acceptable results when thermodynamic equilibrium is assumed [32-34]. This implies that
a simple homogeneous mixture model in thermodynamic equilibrium could be considered.
The different modeling approaches for the fluid state are further discussed in Section 2.
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Other types of screw expanders, such as the single screw, were deemed too mechanically
complex [35]. However, even these are appearing as a possible alternative [36,37].

The reciprocating expander is interesting for applications with higher pressure ratios
and lower velocities. The main benefit of this expander type is the built-in volume ratio
(BVR). The reciprocating expander is the type that has the largest BVR of all volumetric
expander types. This trait is in accordance with the requirements for two-phase expanders
which require large volume ratios to accompany the flashing process. A drawback of using
this type of expander is the modeling of the expansion process. Assuming thermodynamic
equilibrium does not give acceptable results with actual experimental results [38] as it did
for Lysholm expanders. It requires a better understanding of the flashing process taking
place during expansion.

In volumetric expanders, this sudden depressurization is a result of the increasing
working volume. Due to the shape of a reciprocating expander, the flashing process could
be compared to static flash experiments [19]. Static flash stands for the case where the fluid
remains static in the horizontal direction during the flashing process [39]. These processes
have been researched before. For example, as occurring in the desalination process [40] of
drinking water production from seawater or as a process taking place in safety valves [41].
The phenomena and data found in literature about static flashing could [20] prove to also be
useful in describing the phenomena taking place in volumetric expanders, and most notably
reciprocating expanders. To the author’s knowledge, other volumetric expander types,
such as scroll and vane expanders, have not been found in two-phase expansion research.

1.5. Positioning of This Review

Implementing two-phase expansion technology requires methods to accurately predict
the expansion process in various thermodynamic cycles and expander types. Only with
this fundamental data, efficient two-phase expanders can be designed. In the following,
the review will first shortly describe the possible techniques to model the working fluids’
thermodynamic state during the expansion process. Afterward, a summary of the available
experimental data is given. Lastly, the specific models applicable to a volumetric expander
are also detailed. The gaps in current literature are highlighted and recommendations for
future work are given.

2. Methods for Modeling Two-Phase Expansion

There is a multitude of modeling techniques and codes developed for the simulation
of flashing. They are often subdivided based on the made assumptions. The assumptions
that can be made are that the phases are in thermal equilibrium and/or that they are in
mechanical equilibrium. In the context of volumetric expanders, the mechanical equilibrium
is assumed as both phases occupy the same expansion chamber or chambers. If thermal
equilibrium is assumed as well, then the homogeneous equilibrium model (HEM) can
be applied, in the other case, the homogeneous relaxation model (HRM), boiling delay
model, or mixture model is used. These techniques will be elaborated upon in the following
sections. For other modeling techniques where mechanical equilibrium is not assumed (i.e.,
in continuous flows), the authors refer to [26] for a review on flashing flow modeling.

2.1. Homogeneous Equilibrium Model

As stated previously, in the homogeneous equilibrium model it is assumed that there
is thermal equilibrium between the phases. This implies that both phases share the same
saturation temperature:

T,=T (©)]

In which the subscript g stands for the vapor or gas phase and the subscript / for
the liquid phase. From this, it follows that the two-phase mixture behaves such as a
pseudo single-phase in which the thermodynamic properties can be expressed commonly
as in Equation (4). In which x is the mass based vapor quality and y can be any fluid
property [26].
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y=x-yg+(1-x)-y (4)

The HEM consists of three equations: the mass, momentum, and energy conservation
equations [42] where the fluid is modeled as a homogeneous mixture of gas and liquid.

Due to its simplicity, it was often used in the past and chosen as the basis for many sys-
tem codes. However, this approach induces large errors when the equilibrium assumptions
do not apply, such as processes in very small time intervals. This is, for example, the case
for the reciprocating expander. Even though the expansion process in screw expanders has
a similar time constant compared to reciprocating expanders, the HEM can still be used to
describe this type of volumetric expander as was shown by [43]. It is speculated that this
approach is valid due to the better mixing of the phases within the chambers of a screw
expander in comparison to reciprocating ones. Ref. [34] modeled a screw expander with
liquid injection as well. The authors also found that assuming thermal equilibrium gives
good results compared to the experiments. Ref. [44] used the HEM assumptions within a
commercial software environment to model the screw expander within a TLC cycle. This
model was studied by [45], in which the authors concluded that the intake phenomena have
a large impact on the overall performance of the machine. The constructed model showed
that isentropic efficiencies can go up to 83.1%, depending on the operation conditions.

Lastly, comprehensive research on screw expander TLC is found in the works of [33,46].
Due to developments in screw expander technology, they conclusively showed that with
the right choice of working fluid a two-phase screw expander can be constructed for use in a
TEC. However, water is not found a suitable working fluid within this type of cycle. The net
output from the cycle is 10 to 80% greater when compared to a basic ORC. The machines
retain a similar size as well.

2.2. Mixture Model

This methodology solves the continuity equations for both the phases and the mixture.
The vapor generation rate is postulated to arise from interphase heat transfer. One equation
that is often applied to calculate the vapor generation rate is the interfacial exchange model.
Given in Equation (5).

T=A 5)
gl
wherein 7 is the vapor generation rate, A; the interfacial area, 4 the total heat flux, from both
phases, transferring to the phase interface and hg; is the latent heat of vaporization.

This model is accurate but, depending on the complexity, requires several closure
equations. Constitutive equations for the determination of friction force and nucleation rate
can be implemented. This model was applied by [38,47], which was evaluated with their
previously mentioned experiments [48,49]. The authors considered that the vaporization
was mainly driven due to the heat transfer from the liquid to the phase change interface.
The model is capable of predicting their data, both the pressure drop and adiabatic efficiency
are within an accuracy window of about 5% and this considering both with and without
charge and discharge processes. The adiabatic efficiencies are predicted to reach 84%.

2.3. Boiling Delay Model

The boiling delay model states that the boiling only happens when a certain degree
of superheat in the liquid is reached. Then the nucleation of bubbles starts to take place.
This liquid superheat implies that there is no thermal equilibrium assumption. The bubble
nucleation and growth also limits the eventual vapor generation rate. There is a need
for two-phase mixture conservation equations beyond the flashing inception, including
property calculations for the metastable liquid thermodynamic properties. This modeling
technique could be used in the future for very detailed reciprocating expander models.
However, due to the need for sufficiently accurate analytical expressions for bubble nucle-
ation and growth rate, there are currently no examples of its use in volumetric expanders.
However, Ref. [50] did apply droplet modeling in the stator nozzles of the wet-to-dry cycle,
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taking into account both thermal and mechanical non-equilibrium. As explained before,
this cycle avoids erosion on the blades by only having liquid in the nozzles and superheated
vapor in the rotor. This can be easily modeled in equilibrium but [50] showed that this is
also feasible when taking non-equilibrium into account.

2.4. Homogeneous Relaxation Model

The homogeneous relaxation model (HRM) is similar to the HEM in the sense that it
makes use of the same three continuity equations. However, there is no thermal equilib-
rium assumption. Instead, the following equation is added [42] which is the vapor mass
balance equation.

ox ow T
m + we— = o (6)
Herein, 7 represents the vapor generation rate and x is the actual vapor quality. An im-
plication of not assuming thermal equilibrium is that the liquid and vapor phase temperatures
are different, this implies that the total state cannot be represented by Equation (4) as the
liquid is in a superheated state. The thermodynamic properties are instead defined as in

Equation (7) [42].
Yy=xYsg+ (1 —%) Yum, @)

In which the subscripts s and g stand for saturated vapor which is only dependent
on the saturation pressure, the subscripts m and [ stand for metastable liquid which is
dependent on both the pressure and the liquid temperature. From the previous, it thus
follows that the fluid is assumed to be a mixture of saturated vapor and superheated liquid,
both on the same pressure. Ref. [42] adopted the relaxation equation to the simplest linear
approximation, as was successfully performed in the past by other researchers. This results
in the following equation.

% == T ®)
0

Herein, x is the actual vapor quality and ¥ is the unconstrained equilibrium value of
the vapor quality. 0 is the local relaxation time and represents the time needed for the fluid
to reach equilibrium, for which a relation is constructed. Lastly, Ref. [42] also presented
correlations for 6 but they were only verified for water with the Moby-Dick experiments.
The first correlation gives comparatively good results for small pressures, up to 10 bar.

0 = 90 . 6_0'257 . 1/1_2'24 (9)

e=2Pos ;‘ L (10)
Py(T;y) — P

=St .

where 6 is equal to 6.51 x 10~* s. For higher pressures, greater than 10 bar, Equation (9) is
substituted for Equation (12).

0=0,- 6_0'54 X ¢—1.76 (12)
Py(T;,) — P
(P: Pc(_Ps)(Tin) (13)

In Equation (12), 6y is equal to 3.84 x 107 s. P is the pressure at the critical point.
These equations were tested by [51] and they concluded that this rather simple equation,
which only describes one possible mechanism for mass exchange between the phases, can
still represent complicated processes. The authors do note that the flashing rate is very
sensitive to the value of 6.

Ref. [52] also defined an expression for the relaxation time. Instead of using dimen-
sional analysis and construction of a correlation out of experimental data, the authors
evaluated the relaxation time theoretically based on the heat flux around vapor bubbles
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in the superheated liquid. The authors notice that an increase in the initial void fraction
corresponds to a decrease in the relaxation time 6 and that the relaxation time decreases for
higher values of liquid superheat.

As mentioned before, the HRM model was found to be suited for reciprocating ex-
panders while the HEM can be used for describing the expansion process in screw ex-
panders. This observation is also made in the work of [53]. The authors evaluated the
thermodynamic disequilibrium loss, of which the effects increase when the rotation speed
increases or if the injection temperature decreases. In these scenarios, with high expander
speeds and low heat source temperatures, the authors consider the screw expander to be
more suitable. In [54], the authors develop a model for estimating these losses. This model
is based on the intake ratio, as the temperature difference between the liquid and vapor
phases mainly appears at the initial stage of the two-phase expansion process.

The HRM model has also not yet been fully implemented in an expander model,
but [55] has started with the design of a reciprocating expander test-rig. The goal hereby is
to gain a better understanding of the flashing principles during variable volume flashing.
The model which is being created is based on the HRM model. Initially [56] the model did
not yet include an equation for the relaxation variable, instead it was assumed that the
evaporation happens instantly. In subsequent work, Ref. [57] the HRM model was included
in the reciprocating expander model, but without fitting of the experimental parameters as
there is no data available.

A similar method is known as the Delayed Equilibrium Model (DEM) [58] which works
on the same principles but uses a three-phase mixture instead of a two-phase mixture.
The three phases are saturated vapor, saturated liquid, and superheated liquid states.

2.5. Conclusions and Comparison

Many models have been constructed and used in literature to describe two-phase
phenomena. These are mostly applied to flows and other continuous processes and can
be subdivided based on taken assumptions. For the specific use of describing the flash-
ing process in a volumetric expander, the possibilities are limited. Because, up until now,
the working fluid is assumed to be in mechanical equilibrium, imposing an equilibrium
pressure in the two phases, similar to the flashing process where thermal non-equilibrium is
used to characterize the system. The most used technique assumes complete equilibrium due
to its simplicity and ease of implementation in software. It was shown that this methodology
suffices to describe the Lysholm expander, this is speculated to be due to the good mixing
within this type of expander. When thermal non-equilibrium is assumed, three method-
ologies are possible. The mixture model, which solves a given set of continuity equations,
was applied by [47] after the authors measured a superheated liquid. The authors were
able to predict their experiments by the implementation of the interfacial heat and mass
transfer model. Secondly, the boiling delay model would also be applicable, but this has
up until now never been tried in literature. This is likely due to the importance of accurate
bubble formation and growth equations, which are also impacted by short term mechanical
non-equilibrium [26]. Lastly, the homogeneous relaxation model is a rather straightforward
extension of the complete equilibrium assumption. It has been successfully used to describe
complex systems. Recently, it has been implemented to describe the flashing process in a
reciprocating expander [57]. However, experimental validation has to be conducted.

3. Experimental Available Data

The experimental data that have been published on two-phase expansion is hereafter
summarized in this section. Firstly, the Lysholm expander will be elaborated on, as this
type of expander has received the most attention in literature. Afterward, a brief look will
be taken at static flash, as this type of flashing is closely related to what is happening in a
reciprocating expander. Lastly, the available experiments on reciprocating expanders will
be reviewed last.
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3.1. Lysholm Expander

Table 1 shows the available experimental data on two-phase Lysholm expander.
The used working fluid, power range, vapor quality range, and measured efficiencies.
In the following, they will be compared to one another.

Table 1. Available literature about experimental Lysholm two-phase expanders.

Working Fluid Efficieny Power Vapor Quality
[59] (1975) Water 49-55% 16-30 kW 0.12-0.34
[60] (1982) Water 15-53% 1-60 kW 0.08-0.27
[61] (1982) Brine 45% 1MW 0-0.99
[46] (1993) R113 over 70% 40 kW -
[32] (1988) R12 30-60% 10 kW -
[43] (2013) R134a 73-92% 50 kW 0.7-1

The screw (or Lysholm) expander is the most prevalent expander that has been studied
experimentally in two-phase conditions. Ref. [59] was one of the earliest that published
a dataset in 1975, several powers were tested ranging from 16 kW up to 30kW. The effi-
ciencies that were found for this engine do not come near the theoretical required value of
75% found by [13]. However, Lysholm machine technology has much improved over the
years, primarily due to its compressor applications. The authors did not mention whether
the vapor quality has an impact on the efficiency within the tested range of 0.12 to 0.34.
Ref. [60] tested lower vapor qualities and only mentions an influence of the rotational speed
of the screws and the back pressure on the measured efficiencies. Ref. [61] did field tests
on a 1 MW screw installation over a range of vapor qualities from O to 1. The resulting
efficiencies are on average around 45%, which are similar results as [59,60]. All previous
experiments mentioned were performed with water as the working fluid. In the following,
the reported data comes from the use of refrigerants. Ref. [32] used R12 while [62] exe-
cuted their experiments with R113. They found efficiencies ranging from 40 to 70%. They
concluded that the thermodynamic modeling techniques that are used for single-phase
expanders could also be used for two-phase Lysholm expanders with some modifications.
They also showed that similar efficiencies can be reached for single-phase and two-phase
Lysholm machines. When comparing their efficiencies with single-phase experiments
the same conclusions were made by [63]. Lastly, Ref. [43] performed tests with R134a as
working fluid. The authors proposed a method to determine the adiabatic efficiency of
two-phase operation based solely on single-phase experimental data. This in function of
the adiabatic efficiency with saturated vapor and the peak adiabatic efficiency together
with the inlet vapor quality. The authors tested their theory on the data of [60-62]. They
concluded that for these cases their theory was correct, but that the amount of data is not
sufficient to make any firm claims.

3.2. Static Flash

Before going to the specific experiments with reciprocating expanders or piston ex-
panders, static flashing will be introduced. These are similar to reciprocating expander
experiments which will be discussed later. This means that the only difference between the
reciprocating experiments and the static flash experiments is the load profile which dictates
the pressure drop over time. Table 2 shows the experimental static flash data which will be
discussed later in this section. Ref. [18] used R12 as the working fluid. The authors installed
seven capacitance measurement units over the height of the flashing chamber to measure
the void fraction profiles in the cylinder as a function of time when sudden depressurization
occurs. It was concluded that the void fraction only linearly increases with respect to the
height of the cylinder after around 1.5 s have passed, by which time most thermodynamic
disequilibrium has been reduced. Ref. [20] performed experiments on flashing water with a

114



Energies 2022, 15, 4991

constant initial liquid level of 15 mm and was able to construct a relation of proportionality
between the final amount of flashed mass and the initial superheat of the liquid. This
parameter is also found as an important quantity in the modeling techniques mentioned
earlier. The authors also show that this proportionality can be derived from the heat balance
within the flashing chamber. Their results are in good agreement with the results of [64]
which performed similar experiments but with a higher initial liquid level. Later [21] also
modeled the static flash phenomena and compared it with experiments on a wide variety
of conditions in a rectangular enclosure. The authors concluded that the initial pressure has
little effect on the flashed mass itself, it only affected the onset of flash evaporation, which
is in accordance with previous research. Ref. [65] studied the amount of exergy that is lost
due to flash evaporation, the authors concluded that most exergy loss can be avoided if the
flashing process takes longer and has a lower superheat temperature of the flashing liquid,
this result is beneficial for reciprocating expanders as the pressure drop takes place over a
longer time period compared to static flash.

Table 2. Available literature about experimental static flashing.

Working Fluid Starting Pressure Initial Liquid Level
[18] (1984) R12 10.7 bar 600 mm
[20] (2002) Water 0.05-0.2 bar 15 mm
[64] (1973) Water 0.07-0.47 bar 196-225 mm
[21] (2019) Water 0.05-0.3 bar 0.23-2.3 mm
[65] (2015) Water 0.08-0.36 bar 100-300 mm

3.3. Reciprocating Expander

Only [38] have performed two-phase expansion experiments with a reciprocating en-
gine. The working fluid used by the authors was water and later ethanol. These experiments
are also very similar to static flash experiments with a slower pressure decrease. In the
static flash experiments, the piston was suddenly connected to another larger vessel under
vacuum conditions, resulting in larger depressurization rates compared to the experiments
for reciprocating expanders. Here, the cylinder was loaded with liquid before the piston
was set in motion using a linear actuator. The adiabatic efficiencies reached are in the range
of 80-95% [38,48]. To compare with [43], the authors theoretically imposed mechanical and
electrical losses, achieving a maximum adiabatic efficiency of around 80% which is similar
as the Lysholm expander [49]. The authors also conclude that a two-phase reciprocating
expander achieves similar efficiencies as a single-phase reciprocating expander.

3.4. Conclusions of Two-Phase Experimental Data

In general, the amount of experimental data on two-phase expanders is quite low
considering the theoretically proven potential of some of its applications. Most of this
available data was performed on the lysholm (screw) expander. These expanders are based
on compressor design methods without a lot of adaptions. This is one area where more
research has to be performed, the difference in the design of compressor and expander
machines. The available data shows that the equilibrium assumption is sufficient to describe
the process in these machines while this is not the case for the reciprocating type. Why this
is the case is also only speculated and not yet conclusively shown. To study the flashing
expansion phenomena itself, more research is required on other machine types where the
liquid superheat is measurable.

4. Modeling of Two-Phase Volumetric Expanders

In the following section, an overview of models of two-phase volumetric expanders in
open literature is summarized but first, the inlet and outlet flow valves are considered here
shortly. These are often not taken into account or with a straightforward, often equilibrium,

115



Energies 2022, 15, 4991

process. However, it is possible to also apply the non-equilibrium models here. For example,
Ref. [66] used the HRM for this modeling of expander valves, where the authors were able
to accurately predict the operation of the inlet and outlet valves independent of the vapor
fraction and oil content.

4.1. Lysholm Expander

One of the first analytical models for the two-phase Lysholm expanders is described
by [32]. The authors mostly assume thermodynamic equilibrium and thus apply the HEM.
The authors compared their analytical model with their performed experiments. Both meth-
ods showed an increase in internal efficiency with the rotor speed. Importantly, the authors
also looked into a flashing delay. Included by adding a certain time delay between the
start of the intake stroke and instantaneous flashing to equilibrium. The authors conclude
that this can be omitted as the results for no delay time correspond just as well to their
experiments. A similar methodology to [32] was applied by [33]. However, compared
to a broader experimental dataset. The authors showed that the working fluid choice
and correct rotor profiles are important in the design of TLC with a twin screw expander.
Ref. [45] created a chamber model for a twin-screw expander within commercial software
with the capability of integration in an entire TLC cycle. This methodology is specific to
the machine as it requires geometrical data regarding cell volume evolution, suction and
discharge ports as well as the multiple leakage paths in Lysholm expanders [44]. This model
also uses thermodynamic equilibrium properties, and thus applies the HEM. The authors
found a significant impact of the intake manifold expansion on the overall machine per-
formance. Therefore, the authors designed a Lysholm expander with a variable built-in
volume ratio [67]. The simulations show higher total power outputs for smaller BVR due
to the higher mass flow rates, while the specific power decreases. Lower BVR also results
in higher volumetric efficiencies but lower isentropic efficiencies due to under-expansion.
In general, the simulation is capable to optimize the total power output in different op-
eration conditions by varying the BVR. Lastly, Ref. [34] also assumed thermodynamic
equilibrium in their initial simulation procedure. Additionally, they also assume that the
work is performed by the vapor phase. Later, Ref. [68] modeled the chambers with flash
vaporization based on an equation found by experimental spray flash evaporation. This
model assumes a minimum superheat of 1K before evaporation occurs. The amount of
evaporation is a fraction of the evaporation needed to achieve equilibrium which was
experimentally determined. Thus a boiling delay model was used. The model with thermal
disequilibrium predicted slightly lower internal power and isentropic efficiency, but only
in the order of 3%. This is in line with the general finding that the equilibrium assumption
can be used for Lysholm expanders.

4.2. Reciprocating Expander

After experimental determination of a temperature difference between the liquid and
vapor phase, Ref. [47] constructed a five equation flashing model consisting of three energy
continuity equations (of the liquid, vapor, and housing) combined with the mass continuity
and the interfacial exchange model Equation (5) to predict the experimental data. Ref. [21]
compared the model proposed by [47] with the HEM for different expander frequencies and
initial superheats. The authors find discrepancies of up to 8% in the isentropic efficiency
and expansion work between the two models. These are attributed to the disequilibrium
losses by the authors. Ref. [69] proposed a design for a two-phase reciprocating expander
consisting of a cyclone separator and the piston itself. The applied modeling for this design
was also based on equilibrium assumptions. The authors found isentropic efficiencies in
the range of 65 to 85% depending on the working fluid and operational regime. They also
noted lower efficiencies for higher engine speeds. Ref. [54] used this design with the model
of [47] to estimate the intake losses. For this design, the authors found a linear relation
between the intake losses and the intake ratio, defined as the intake time to the expansion
time. Ref. [19] also modeled a two-phase expander with a cyclone separator. The authors
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applied an evaporation model based on static flash pool evaporation and separated the
phases in the cyclone and piston parts. Due to the better predicted performance at higher
evaporation rates, the authors consider rotary expanders a better match for the two-phase
expansion process.

4.3. Conclusions of Two-Phase Expander Modeling

Screw expanders have seen the most modeling of their use with two-phase expansion.
Most of these assumed thermal equilibrium throughout expansion as these conform well
with the available experimental data. The impact of the inlet port was found to have a
non-negligible impact on the operation of the machine. More research about the design
of the inlet manifold for two-phase expanders would thus be advised instead of basing
the design on the machines compressor operation. When flash evaporation within the
chamber was assumed, a discrepancy of only 3% was found with the equilibrium model.
Reciprocating expanders on the other hand do require some modeling technique that takes
into account the metastable conditions. Only one model of this type was available which
takes the metastable condition in the working chamber into account via the mixture model.
Other models split up the working volume in the expansion chamber and a phase separator
cyclone. This process will have to be studied further, and described with more methods,
to better understand the phenomena. These insights could make it possible to better design
two-phase volumetric expanders.

5. Conclusions

The current review shows the possibilities and state-of-the-art of two-phase volumetric
expansion machines. Research is scarce but promising results are presented. The most
notable application for volumetric two-phase expanders is in low-temperature heat-to-
power cycles. These cycles have around 20% higher exergy efficiency for power production
comapred to the basic organic Rankine cycle if efficient volumetric expansion machines are
available. The required efficiencies of 75% are achievable, as was experimentally shown.
However, consistent design and simulation models are still unavailable. This requires more
research and a better understanding of the process and the occurring phenomena. The
modeling of these types of machines is complex. For screw expanders, it was experimentally
shown that it can be assumed that the phases are in thermal equilibrium, which implies
that the vapor and liquid have the same temperature. Researchers simulate this type of
two-phase expander with the use of the homogeneous equilibrium model. The available
experimental data is predicted well by these models. On the other hand, it was shown that
the thermal equilibrium cannot be assumed for reciprocating expanders. Experimental
data and models are very limited for this type of expander. The only available data for
reciprocating expanders was described with the use of the mixture model. Another rather
simple technique to describe the metastable condition is the homogeneous relaxation model
which has been shown to give promising results in other processes, including over inlet and
outlet valves. Lastly, the boiling delayed model could also be applied, but presently this
was not implemented due to the complexity of the technique and required understanding
of the phenomena occurring.

In the near future more research and progress are expected in this area. This increase
in interest is likely due to its main predicted application and its need in current times.
More work in understanding the principles of flashing in the specific case of volumetric
expanders should be performed. Initially, this can be inspired by methods of other flashing
phenomenon. Primarily, those where mechanical equilibrium is assumed. For example,
the boiling delay model has never been applied to any volumetric expander. Not only does
the theoretical understanding need more research, experimental research requires more
work as well. Currently, it mostly occurs on lysholm expanders and the experiments are
few and far between. More experimental data is required and on a multitude of different
expander types. The impact of design parameters on these experiments has to be studied
as well.
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Abbreviations

The following abbreviations are used in this manuscript:

BLEVE  Boiling Liquid Expanding Vapor Explosion

EOS Equation of State
LNG Liquefied Natural Gas
VPT Variable Phase Turbine

ORC Organic Rankine Cycle

TLC Trilateral Cycle

PEORC  Partial Evaporation Organic Rankine Cycle
BVR Built in Volume Ratio

HEM Homogeneous Equilibrium Model

HRM Homogeneous Relaxation Model

WORC  Wet Organic Rankine Cylce
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Abstract: Unlike a general commercial building, heating for a building with an indoor swimming
pool is highly energy-intensive due to the high energy demand for swimming water heating. In
Korea, the conventional heating method for this kind of building is to use boilers and heat storage
tanks that have high fuel costs and greenhouse gas emissions. In this study, a combined heat and
power (CHP) system for such a building using the electricity and waste heat from a Phosphoric Acid
Fuel Cell (PAFC) system was designed and analyzed in terms of its primary energy saving, CO,
reduction, fuel cell and CHP efficiency, and economic feasibility. The mathematical model of the
thermal load evaluation was used with the 3D multi-zone building model in TRNSYS 18 software
(Thermal Energy System Specialists, LLC, Madison, WI, USA) to determine the space heating demand
and swimming pool heat losses. The energy efficiency of the fuel cell unit was evaluated as a function
of the part-load ratio from the operating data. The fundamental components, such as the auxiliary
boiler, thermal storage tank, and heat exchanger are also integrated for the simulation of the system’s
operation. The result shows that the system has a high potential to improve the utilization efficiency
of fuel cell energy production. Referring to the local condition of the energy market in Korea, an
economic analysis was also carried out by using a specific FC-CHP capacity at 440 kW. The economic
benefit is significant in comparison with a conventional heating system, especially for the full-time
operating (FTO) mode. The net profit made by comparison with the conventional energy supply
system is about 178,352 to 273,879 USD per year, and the payback period is expected to be 6.9 to
10.7 years under different market conditions.

Keywords: fuel cell (FC); phosphoric acid fuel cell (PAFC); combined heat and power (CHP); wasted
heat recovery system (WHRS); strategic energy management planning; economic analysis

1. Introduction

The main motivations to seek more clean and efficient methods of energy production
are the increasing cost of fuel and the need for the reduction of CO, and harmful emis-
sions [1]. A combined heat and power (CHP) system has many benefits when it is used to
provide electrical and thermal energy for commercial buildings, such as increasing power
reliability; the reduction of primary energy consumption, greenhouse gas emissions and
costs; and the improvement of power quality [2]. Furthermore, the owner of the CHP
system can benefit from the higher efficiency of the fuel energy conversion, the lower cost
of fuel per unit of energy, high-quality power, and the rapid variation of the distribution
between electrical and thermal loads [3]. For the application of commercial buildings,
CHP is decentralized electrical power generation coupled with thermally activated compo-
nents [4]. In the CHP part, the interest in the improvements of the primary generator over
a typical thermal engine to new is growing more, especially in Japan, and more recently
in Europe [5]. Comparing with those other CHP technologies, such as Stirling engines or
gas turbines, fuel cells—as an electrochemical generator—can achieve substantially higher
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efficiencies and potentially compete even the most energy-efficient large-scale power plants
in terms of electric efficiencies [6,7], due to their wide range of capacities which can be well
matched with the energy demand, thereby increasing the energy utilization.

According to the electrolyte and operating temperature, fuel cells can be categorized
into the following five major types: alkaline fuel cells (AFC), proton exchange membrane
fuel cells (PEMFC), solid oxide fuel cells (SOFC), phosphoric acid fuel cells (PAFC), and
molten carbonate fuel cells (MCFC). A comparison of the characteristics of different types
of fuel cells is listed in Table 1 [8]. Referring to the features of different types of fuel cells,
several studies about fuel-cell-based CHP systems were carried out. In Ivan Verhaert et al.’s
study, an AFC based micro-CHP system was compared with other micro-CHP technologies,
and it was shown that for buildings with a decreasing heating demand and increasing
electricity demand, a fuel-cell-based micro-CHP has a better result, especially, in terms
of thermal performance [9]. PEMFC has a major application in transportation due to its
potential impact on the environment, such as the control of greenhouse gases emissions [10].
However, due to its high efficiency and low pollution in comparison with conventional
combustion-based power generation technologies, PEMFC is also considered to be a
prospective alternative power source for distributed energy or CHP applications [11]. A
thermodynamic analysis for a combined cooling, heating, and power (CCHP) system based
on PEMFC as a prime mover has been performed, and the results indicated that the energy
and exergy efficiencies of the CCHP system are 81.55% and 54.5% [12]. SOFC has several
advantages, such as high electrical efficiency, high-quality heat supply, small installation
footprints, the flexibility of its fuel use, and the use of economical materials [13]; it has
successfully been verified in long-term stationary power generation up to the Megawatt-
scale, generally for the use of commercial CHP systems. A 175 kW SOFC-CHP system
was analyzed, and it successfully decreased annual utility costs by up to 14.5% over a
baseline HVAC system [14]. Techno-economic analyses of a PEMFC- and SOFC-based
micro-CHP system for a residential application with [15] and without a heat pump [16]
were carried out by Marta Gandiglio et al., and the results indicate that a SOFC-CHP
system has a better total energy efficiency (up to 81%), and the PEMFC-CHP system
presents a total efficiency of 75% and a 3-year payback period. PAFC has a relatively low
operating temperature, low-electrolyte cost, and high durability in comparison with the
other types of fuel cell technologies. Therefore, the PAFC is believed to be one of the most
complete fuel cell technologies, and is easy to commercialize [17,18]. As early as 10 years
ago, it was demonstrated that the PAFC has high reliability, efficiency, and flexibility for a
variety of applications, especially for distributed power generation [19]. Compared with
SOFC, the PAFC cannot be effectively used to drive a heat engine due to its relatively
low working temperature. However, the operating temperature of PAFC is higher than
PEMFC, and the waste heat recovered from PAFC includes a considerable amount of
available energy [20]. The economic and environmental potential of a CHP system based
on a 400 kW scale PAFC was introduced by a simulation-based analysis under two different
operation strategies, and the results indicated that the electrical load following (ELF) model
would be the advisable operation mode for this CHP system in the residential sector [21].
Salvador Acha et al. investigated the feasibility of a 460 kW PAFC-based CHP system in
the application of a commercial building. The results indicated that the FC-CHP system is
financially competitive against the internal combustion engine [22].

Table 1. Comparison of fuel cell technologies.

AFC MCEFC PEMEFC PAFC SOFC
Operating temperature 60-90 °C 600-700 °C <120 °C 150-200 °C 500-1000 °C
Electrical efficiency 45-60% 45-60% 45-60% 40% 60%
Typical capacity <100 kW 300 kW-3 MW <1-100 kW 5-440 kW 1 kW-2 MW
. Electric utility; Distributed generation; Distributed Electric utility;
L Military; o . . o
Applications Backup power: Distributed Transportation; generation; Distributed
pp ’ generation; Specialty vehicles; CHP; generation;
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From the above literature, for the analysis of the operating and economic performance
of a fuel-cell-based CHP system, relatively accurate load data plays a vital role, as the CHP
performance is highly dependent on the load matching condition. The analysis without
complete annual load data [12,13] can just present the performance of the CHP system
under specific operating conditions, but is limited to reflect the fluctuation of the load,
which has the biggest impact on the performance of the CHP system. Some of the studies
used measured data or standard profiles of electricity and thermal loads [5,15,16,21]. It is
effective for the analysis of existing building or if the building has a relatively standard
load profile according to their functions, such as a school, office, commercial buildings, etc.
However, for buildings that are under construction and have a special load profile, such as
a commercial building with an indoor swimming pool, the better way is to obtain the load
through numerical simulation. The commercial software eQUEST [14] and EnergyPlus [23]
were found to be used for the thermal load evaluation for the analysis of a fuel-cell-based
CHP system. However, the effective verification of the simulation results of the load was
not found. Therefore, in order to overcome the aforementioned limitations, a weather-data-
based dynamic computation model for the fuel-cell-based CHP system, which includes the
thermal load evaluation of a comprehensive sports center with an indoor swimming pool
is developed in this study, and the obtained thermal load is validated by the measured
data from a reference building.

The comprehensive sports center with an indoor swimming pool is planned and under
construction in Donghae City, Gangwon Province, South Korea. Unlike general commercial
buildings, a building with an indoor swimming pool is highly intensive in the use of
thermal energy, due to the high heat loss from the pool water. The conventional strategy of
energy supply for this kind of building is to provide electrical energy from the main grid
and thermal energy from a combustion boiler. Normally, for a general commercial building
in Korea, the thermal-electrical load ratio is around 0.5 [24]. However, for a building with
an indoor swimming pool, it could be larger than 0.7. This characteristic will improve
the utilization rate of waste heat from the fuel cell. The thermal-electrical ratio of the
PAFC output is from 0.7 to 1.2 under different part-load conditions which are closer to the
aimed-for building than the SOFC (0.5). Moreover, by considering its lower temperature
of operating and waste heat, the PAFC is the better choice for the design building than
SOFC, although the SOFC has a higher electrical efficiency. In this study, two operating
strategies of the FC-CHP system are introduced and analyzed from the following aspects:
primary energy consumption, fuel cell and CHP efficiency, and economic feasibility. In the
aspect of the energy load, the measured data of the electricity load from a similar building
is modified and used. The thermal energy demand, including the heating load, swimming
pool heat loss, and domestic hot water demand, is evaluated by the commercial software
TRNSYS, which is also used for the dynamic simulation of the system’s operation. Figure 1
depicts the main configuration of the designed FC-CHP system for the building. In the
PAFC system, the fuel cell stack produces both electrical and thermal energy from the
hydrogen produced through the reforming of natural gas. The main electrical and thermal
load are provided by fuel cell production. Simultaneously, the electricity from the main
power grid and the heat from an auxiliary boiler are also required as a supplement. The
performance of a CHP system is highly dependent on the operating strategies due to the
unstable characteristics of the load over time. From the perspective of exergy efficiency,
there are two representative regimes of operating strategies: electrical load tracking (ELT)
and thermal load tracking (TLT) [23,25]. However, from the economic point of view, more
electricity production means more revenue, especially in a country with an open electricity
market, because the excess electricity production could be sold onto the grid. The TLT
model presents a significant shortage in the total amount of power generation in the
summer season. Therefore, the TLC model is not considered to be an operating strategy.
Additionally, the operating strategy of so-called full time operating (FTO) is carried out in
this study. This operating model is always applied in a large scale fuel cell plant [26,27],
but is not common in CHP applications. The performance and economic feasibility should
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be analyzed and compared with the ELT model and traditional energy supply method. In
these regards, the main objectives of this study are as follows:

e  The evaluation of the thermal loads—which includes the space heating load, swim-
ming pool loss, and hot water demand—by developing a weather-data-based dynamic
simulation model, and validation using reference data.

e  The evaluation of the performance of the 440 kW PAFC-based CHP system in terms of
primary energy saving, system efficiency, and CO, reduction with ELT and FTO models.

e  The economic feasibility of the 440 kW PAFC-based CHP system in the aspects of net
profit (NP) and payback period (PP) under different market conditions.
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Figure 1. Configuration of the designed FC-CHP system.

2. Model Approach

Figure 2 describes the operating strategies of the designed FC-CHP system. For the
ELT model, the fuel cell will operate following the building electricity demand. The power
from the main city grid will be a supplement when the building electricity load is less
than the minimum capacity (100 kW) or larger than the maximum capacity of the fuel cell
(440 kW). In the meantime, the fuel cell’s waste heat will be recovered and supply the
building thermal energy demand directly, or will be re-stored in a thermal storage tank.
When the fuel cell waste heat supply is insufficient, the heat in the heat storage tank will
be released to meet the heating demand. When the system is operating under the FLO
model, both the power and heat are the maximum generated. Unlike the ELT model, much
more excess power is generated and could be sold onto the main power grid. An auxiliary
boiler is used for some extreme conditions under both of the two operating models. The
dynamic simulation results of the above two operating strategies of the FC-CHP system
will be compared with the conventional energy supply strategy.

The dynamic simulation of the FC-CHP system based on the measured electricity load,
evaluated thermal load, and fuel cell performance data was also produced in the TRNSYS
software. Figure 3 presents the configuration of the model in the TRNSYS simulation studio.
The components are modeled by parameters, inputs, and outputs, and are linked with each
other by following the operating strategy. The parameters of the main components in the
system are introduced in Table 2.
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Figure 3. Interface of the fuel-cell-based CHP system simulation in the TRNSYS software.
Table 2. Parameters of the main components used in the system simulation.
Components Parameters Values
Rated electrical capacity, kW 440
Fuel cell Electrical efficiency, 100% 0.24-0.45
uetce Thermal efficiency, 100% 0.27-0.49
Wasted water temperature, °C 60, 121
Heat exchanger Efficiency, 100% 0.85
Thermal storage tank Size, m? 50
Auxiliary boiler Rated capacity, kW 100

2.1. Performance Data of the PAFC

The performance data of the PAFC—which can present the correlations between the
fuel cell’s operating part load and the power output, waste heat recovery, and the fuel
energy consumption—was obtained from the fuel cell manufacturer [28], and is described
in Figure 4. The PAFC can provide the maximum power of 440 kW, and was suggested
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to operate with a turndown ratio of 0.227, which means the PAFC will not operate at less
than 22.7% (about 100 kW) of its rated power. The recovered waste heat can be supplied to
the thermal load of the building at two levels of water temperature: high-grade (HG, about
120 °C), and low-grade (LG, about 60 °C). Among them, the LG heat can be recovered over
all of the operating time, and the HG heat can be recovered only when the part-load is
larger than 51.1%. The electrical power efficiency and thermal efficiency of the fuel cell
system are defined as:

e-rc = Erc/Frc @

ng-rc = Qrc/Frc ()
where Erc is the electric power produced by the fuel cell unit, Qrc is the total recovered
thermal energy, and Frc is the fuel (natural gas) energy consumption of the fuel cell. Thus,
the overall efficiency of the fuel cell system is given as:

FC = NE—FC + 1Q-FC 3)

Fuel Cell Performance
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Figure 4. Correlation performance data for a 440 kW PAFC.

For the FTO model, it is suggested that the fuel cell is operated with the maximum
power output all the time, even when the electrical power efficiency is not the highest. As
shown in Figure 4, the #r_rc, 710-Fc and n7pc of the suggested PAFC with the maximum
electrical power output reach 40.6%, 49.4%, and 90%, respectively. For the approached ELT
model, the fuel cell energy production and efficiency will be calculated with the correlations
by responding to the building energy load.

2.2. Electricity Load

In this study, a comprehensive sports center with an indoor swimming pool, which is
under construction in Donghae City, Korea, is planned to use a 440 kW PAFC-based CHP
system for its electrical and thermal energy supply. We first investigated the measured
hourly electricity load of a referenced commercial building which has a similar location,
construction, floor area, building function, and activity schedule for one year as the input
data for the dynamic simulation. As shown in Figure 5a, high electricity demand is present
in the summer season due to the large cooling energy which is consumed by the electric
air conditioner, and after sorting the hourly load in descending order, it can be seen that
there are about 2400 h of electricity demand in a year, which is higher than the maximum
capacity of the fuel cell (440 kW), and thus requires auxiliary supply from the main power
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grid if the fuel cell is operating with the FTO model. If the fuel cell is working with the
ELT model, there is still about 3800 h of electricity demand that requires assistance from
the main power grid, when the electricity load is lower than the minimum capacity of the
fuel cell (100 kW). From a general calculation, about 4.18% and 13.28% electricity demand
is required from the main power grid when the fuel cell is working with the FTO and
ELT model respectively. The detailed electricity load distribution for the first week in
January shown in Figure 5b presents a significant load profile of a commercial building.
The measured data reflects the seasonal and daily characteristics of the electrical load well,
and will be used as the input data for the dynamic system simulation.
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Figure 5. Measured electricity load ((a) annual; (b) weekly).
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2.3. Thermal Load Evaluation

The thermal energy demand of the building is composed of three parts: space heating,
swimming pool heat loss, and domestic hot water. A general method to investigate the
thermal energy load is to account for the fuel consumption. However, in this study, it is
difficult to obtain completed data on fuel consumption, especially in hours. Therefore,
in this study, the commercial software TRNSYS—which has been approved by several
researchers—is used to evaluate the thermal energy demand.

The 3D building model in TRNSYS is used for the space heating thermal load evalua-
tion. The building geometry was first modelled using Google SketchUp, see Figure 6, then
the material properties of the envelope were incorporated in TRNBuild, a 3D building-
modelling program integrated into TRNSYS. After that, the weather data (ambient tem-
perature, solar radiation, wind speed, soil temperature, etc.) were input to the TRNBuild
component, and the hourly space heating load was calculated in TRNSYS Simulation
Studio. The detailed configuration of thermal load macro that was integrated in the CHP
system model is shown in Figure 7.
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Figure 6. An architectural plan of the comprehensive sports center with an indoor swimming pool
(a) and the 3D modeling (b).
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The evaluation of the heat loss of the indoor swimming pool is generally based on
Thomas Auer’s model [29] and is integrated into the TRNSYS thermal load model. The
heat loss of the swimming pool Q. includes four parts:

Qloss = Qevp + Qcono + Qcond + Qrad (4)

where Qgyp is the heat loss by evaporation from the swimming pool surface, which can be
calculated by:
Qevp = mevphevp (5)

where hyp is the evaporation heat of the water at setting temperature (kJ/kg, 2439.3 k] /kg
for 26 °C water), and .y is the amount of evaporation water (kg/ m?h), which can be
calculated by [30]:

Mepp = As(4.08 +4.280) (Xsa,m — Xa) (6)

where X4, and X, are the maximum humidity ratio of saturated air at the same temperature
as the water surface (kg/kg, 26 °C is 0.0212858 kg /kg) and the humidity ratio of ambient
air (kg/kg, setting in TRNSYS). Ag is the surface area of the swimming pool.

The convection heat loss of swimming pool water Qv can be calculated on the basis
of Newton’s formula:

Qconv = hAs(Tsw - Tair) (7)

where Ts, and T, are the temperatures of the swimming pool water and the indoor air,
respectively. The convective heat transfer coefficient (W/m? °C) can be expressed as a
linear function of the indoor air speed v, as follows [31]:

h=28+3.00 (8)

Due to the poor heat conductance of soil, the conductive heat loss through the side
walls and bottom of the swimming pool is relatively small, and can be calculated by:

Qcond = Upr(Tsw - pr) (9)

where the Ay, is the wall and bottom area of the swimming pool. U is the conductive heat
transfer coefficient (W/m? °C).
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The heat transfer by long-wave radiation with the wall surfaces of the hall can be cal-
culated on the basis of the Stefan-Boltzmann law (Equation (10)). For an indoor swimming
pool, the pool area can be assumed to be completely enclosed.

Quaa = 0eAs(Tg, — Tey) (10)
where ¢ is the Stefan-Boltzmann constant (5.67 x 1078 W/m? °C*), and ¢ is the emissivity
of the swimming pool water surface (0.9 in this study).

The domestic hot water is mainly consumed by the showering of the customers, and is
given as normally distributed random values with a mean value of 25 kW in the simulation;
the parameters for the TRNSYS simulation are listed in Table 3.

Table 3. Building and swimming pool parameters.

Components Parameter with Units Values
Total floor area, m? 7418.96
Wall u-value, W/m?K 0.651
Window u-value, W/m?2K 1.1
Building Window g-value, 100% 0.62
Ground u-value, W/m 2K 0.295
Indoor setting temperature, °C 25
Indoor humidity ratio, 100% 0.5-0.7
Surface area, m? 25 x 15
Swimming pool Deepth, m 1.5
Wall heat transfer coefficient, W/m?2K 0.25

3. Simulation Results

Thermal load validation is always required to validate a simulation result against
measured data. In our case, due to the objective building being under plan, we collected
the thermal energy consumption of the building which used to provide the electricity load.
It is necessary to mention that unlike the electricity load, it is very difficult to obtain a
complete fuel consumption, especially in hours. The daily fuel consumption data for the
referenced commercial building is only available for the month of January 2020. The heat
supply to the building is from a gas boiler with an average efficiency of 0.85 [32]. The loss
from the delivery system is assumed to be 10%. The error indicators used in this study are
the MBE (Mean Bias Error) and CV-RMSE (Coefficient of Variance of the Root Mean Square
Error), defined as [33]:

Y- (Measured day — TRNSYSday)

MBE = x 100% (11)

Y. (Measured day)

RMSEqay
CV — RMSE = x 100% (12)

Mean(Measured day)
2
Y (Measured day — TRNSYSday)

RMSE = (13)

(Numberofday) — 1

Figure 8 compares the daily heating load predicted by TRNSYS with the measured
data. Due to the missing measured data for the 1st, 23th, and 24th, the simulation result for
these 3 days was also removed for the validation. After the processing, the MBE was within
the acceptable range (less than 5%), but the CV-RMSE was above the criteria for a calibrated
model (less than 15%). In consideration that the measured data was only evaluated from
the normal record of boiler fuel consumption, not a strict experiment, we can say this is an
acceptable error, and the thermal load evaluated by TRNSYS can be used in the dynamic
simulation of the FC-CHP system. Figure 9 presents the results of the evaluation of the
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space heating load and swimming pool heat loss based on the weather data of Donghae
city. The peak load values are about 330 kW and 120 kW for space heating and swimming
pool heat loss. For the swimming pool, high heat loss is also presented even in summer,
due to the evaporation heat loss accounting for the largest proportion of the total heat loss.

Validation of daily space heating load
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Figure 8. Validation of the daily heating energy consumption between the simulation data and
measured data.
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Figure 9. Building space heating load and swimming pool heat loss evaluated by the TRNSYS simulation.

Figure 10 presents the simulation results of the energy demand and supply of the
FC-CHP system with the ELT (a) and FTO (b) FC operating strategy, including the building
electricity load, thermal load, fuel cell electric power generation, heat generation (high
grade and low grade), and effective heat. For the ELT model, the fuel cell will not work
during the night time due to the electricity load being less than 100 kW, which is the
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minimum electric power capacity of the fuel cell. For the FTO model, the fuel cell is
working at the maximum capacity all of the time, so that both the electric power and
thermal heat generation are presented as the constant maximum value. Here, it has to be
mentioned that, for the thermal heat supply for a commercial building, the high-grade
waste heat from a fuel cell that has a temperature of about 120 °C cannot be supplied
to the building directly. A heat exchanger is recommended to transform the high-grade
heat temperature to a low grade. Therefore, considering the heat exchanger efficiency, the
effective heat is necessary to evaluate and be used for the analysis of the primary energy
saving and economic feasibility.
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Figure 10. Energy demand and supply of FC-CHP systems for the first week of January ((a) ELT
model; (b) FTO model).
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The primary energy consumption for both the ELT and FTO models are evaluated
from the annual system simulation. The results are compared with a reference case with a
conventional power and heat supply method. The primary energy consumption can be
evaluated as:

PEC = Frc + F, + Fge (14)

where Frc, Fp, and Fgg are the fuel energy consumption of the fuel cell, boiler, and electric
power supplied from the main power grid. For the FC-CHP system, the fuel cell and boiler
fuel energy consumption can be evaluated from the simulation directly. In the case of the
conventional energy supply method, the efficiency of the gas boiler and grid power are
assumed to be 0.85 [32] and 0.35 [34,35], respectively.

Figure 11 presents the monthly primary energy consumption in the case of the ELT and
FTO models in the FC-CHP system, and the conventional energy supply. The ELT model
has lower primary energy consumption than the other two cases, and compared with the
reference case, it can save about 10% to 15% fuel energy in the winter season. During the
summer, even the large heat loss of the swimming pool can be covered by the fuel cell
waste heat; the energy saving is not obvious due to the fact that the fuel cell is always
operated with a relatively low efficiency under the ELT model. The FTO model consumes
much more fuel energy than the two other cases due to its longer working time and high
electrical output capacity. However, from a macro point of view, the FTO model still has its
own advantages, such as high electrical efficiency and high waste heat generation.

Primary Energy Consumption
1000

o6 FC-CHP(ELT) 8 FC-CHP(FTO) u Ref

800
700
600
500

400 -

Energy [MWh]

300 +

200

100

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 11. Primary energy consumption for the three case studies (ELT and FTO models in FC-CHP
systems and the conventional energy supply model).

The CHP system can play an important role in both the primary energy saving and the
reduction of CO, emissions. The evaluation of CO, emissions is complex due to its being
highly dependent on the type of primary energy source. For the fuel cell system used in this
study, from the manufacturer’s report, the CO, emission factor is 0.453 tCO, /MWHh [28].
The CO, emission factors of coal and natural gas are assumed to 0.9 and 0.4 tCO,/MWh,
respectively [36]. For the natural gas boiler, the emission factor is set to be 0.2 tCO2/MWh.
Therefore, by considering the fraction of electricity generation by the source types, the CO,
emissions can be evaluated. As can be seen from Figure 12, whether the CHP system is
operating in the ELT model or FTO model, the CO, emissions of the system are significantly
lower than the traditional energy supply mode. Even the FTO model has a large primary
energy consumption; the CO, emissions are still much lower than the conventional energy
system due to the high fuel cell efficiency.

133



Energies 2021, 14, 6625

CO, Emissions
140

FC-CHP(ELT) m FC-CHP(FTO) u Ref
120

100

[Ton]

60 -

40

20

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 12. CO, emissions for the three case studies (ELT and FTO models in FC-CHP systems and
the conventional energy supply model).

The fuel cell efficiency was defined in Equations (1)—(3). The fuel cell is supported to
operate with a maximum capacity for all of the time under the FTO operating model so
that it can give a significantly high efficiency than the ELT model which is operating by
following the electricity load. Here, it has to be mentioned that, for the investigation of the
fuel cell efficiency, only the total generation of power and heat are considered. Figure 13
shows the total efficiency of the fuel cell under both operating models. By considering the
utilization of energy, the efficiency of the FC-CHP system can be evaluated as follows:

rc—cup= (Erc + Qrc—8)/Frc (15)

where the Epc is the electrical power generation from the fuel cell, Qrc.p is the recovered
heat from the fuel cell and supply to the building, and Frc is the fuel (natural gas) energy
consumption of the fuel cell. Here, the electric power generation for the FTO model
includes both amounts which will be supplied to the building and sold to the grid. From
Figure 14, we can see that for both the FTO and ELT models, the FC-CHP system presents
higher efficiency in winter (about 55% to 60%) than in summer (40% to 50%), because of
the high heating demand in winter. From the point of view of the overall efficiency of the
fuel cell system, the FTO model has a large advantage over the ELT model. However, at
the same time, a large amount of heat generated under the FTO operating model cannot be
supplied to the building, but is released to the ambient environment. This is why, when it
comes to the system’s efficiency, there is not much difference between the two models.
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Figure 13. Total efficiency of the fuel cell under the FTO and ELT operating models.
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Figure 14. Efficiency of the FC-CHP system under the FTO and ELT operating models.

4. Economic Feasibility

From a general point of view, the fuel cell system is far from being economically
feasible due to its high capital and operating cost [37]. However, a great potential has been
presented for improving the utilization of energy productions, especially of thermal energy,
due to the high heat demand of the commercial building in this study. The operating cost of
the power and heat supply for the objective commercial building with an indoor swimming
pool can be evaluated as:

C:Cf-l-CGE—SEG (16)

where Cis the cost of the fuel consumption of the fuel cell and boiler for both FC-CHP and
conventional energy supply system. Cgr is the electric power cost from the main power
grid, and Sgg is the income created by selling the excess electric power to the main power
grid. The price of liquid natural gas (LNG) for industry and fuel cell applications is given
as 44.98 and 44.13 USD/MWh (VAT included), respectively [38]. Unlike the price of natural
gas, the selling price of fuel cell electricity to the grid is relatively unstable, and should be
evaluated as:

Psett = SMP + cpcREC 17)

In Korea, when selling electricity produced by fuel cell, the price is determined by
the System Marginal Price (SMP) [39] and the unit price of Renewable Energy Certificates
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(REC). REC certifies that power generators produced and supplied electricity by using
new and renewable energy facilities, and the weighting factor of fuel cell (cpc) application
in Korea is given to be two [40]. Due to the fact that the SMP and the price of REC may
fluctuate in real-time, which will have big impacts on the selling price of the electricity, a
sensitivity analysis for the effect of the SMP and REC price was carried out by setting the
selling price to low, medium and high levels. In Table 4, the monthly average value of the
SMP and REC from January 2019 to present are evaluated and set to be the medium level
of the price. The low and high level of the price are evaluated by raising and lowering the
medium level price by 15%, respectively.

Table 4. SMP and REC prices.

SMP (USD/MWh) REC (USD/MWh)
Low (L) 60.24797 36.17903
Medium (M) 70.87996 4256356
High (H) 81.51196 48.94809

Finlay, the net profit (NP) for the FC-CHP system compared with the conventional
energy supply system is evaluated as:

NP = Crc_chHp — CRrer (18)

The payback period (PP) is another important indicator for the evaluation of economic
feasibility. Unlike a general economic model, the main benefit of applying the FC-CHP
system is to obtain energy and cost saving by methods other than the traditional energy
supply mode. Therefore, the payback period of the FC-CHP system could be simply
evaluated by

PP = Co/(NP — Cump) (19)

Here, Cp and Cyp are the initial cost of the fuel cell system installation, and the
maintenance and depreciation cost, respectively. The investment costs, including the fuel
cell cost, installation cost, maintenance and depreciation costs are listed in Table 5. Here, it
has to be mentioned that for both of the CHP and traditional system, the boiler and storage
tank are needed. In this study, the cost saving by the reduction of the storage tank and
boiler capacities are ignored.

Table 5. Investigation of the investment and incentive.

Total cost for fuel cell CHP system $1,800,000
Installation cost $600,000
Maintenance and depreciation costs $50,000/ year
Incentive from local government $500,000
Total initial cost (with incentive) $1,900,000
Total initial cost (without incentive) $2,400,000

Table 6 summarizes the monthly operating cost and the net profit of the FC-CHP
system under the ELT by comparing it with the conventional system. For the ELT model,
the economic benefits are not significant. Even in March, April, May, September, and
October, there is not only the profit but also the amount of loss presented. In the case
of the FTO model, a sensitivity analysis for the economic feasibility is needed due to the
large fluctuation of the SMP and REC prices. As shown in Table 4, the SMP and REC
price are evaluated into low (L), medium (M) and high (H) levels. Thus, a total of nine
market conditions of the electricity selling price are defined by the combination of the SMP
and REC prices in different levels. For example, the condition of “LM” indicates that the
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electricity selling price will be calculated with the low level of the SMP and the medium
level of the REC price. Table 7 presents the monthly and annual operating costs of the
FC-CHP system under the FTO model and the net profit (NP) by comparing them with the
conventional energy supply system in MM condition. A significant net profit is obtained
due to that the fuel cell operating for the full time within its rated capacity. A large amount
of excess electricity could be sold to the grid. The annual net profit is about 226,097 USD in
the MM condition.

Table 6. Operating cost of the FC-CHP model under the ELT operating model and the net profit (NP), in comparison with

the conventional energy supply system.

Caparison Data Sets of Operating Cost ($: USD)

Month New System with FC-CHP (ELT) Reference Data from Conventional System NP
Fuel Cost e-Cost Total Fuel Cost e-Cost Total

Jan 23,835 2861 26,696 9446 25,103 34,549 7853
Feb 21,217 2572 23,789 8049 22,489 30,538 6748
Mar 22,363 1930 24,293 7504 17,832 25,337 1043
Apr 21,782 2212 23,994 5174 17,993 23,168 —827
May 22,888 2458 25,347 4156 18,886 23,042 —2305
Jun 22,280 3605 25,885 3544 26,995 30,540 4655
Jul 23,710 3449 4655 3344 28,338 31,682 27,026
Aug 23,695 4830 28,525 3295 28,419 31,714 3188
Sep 22,247 2434 24,680 3780 18,642 22,422 —2259
Oct 22,896 2401 25,297 5033 19,252 24,285 —1012
Nov 21,905 3006 24,911 6604 24,344 30,948 6037
Dec 23,214 3394 26,608 8548 25,641 34,189 7581
Sum 272,032 35,152 284,680 68,478 273,934 342,412 57,728

Table 7. Operating cost of the FC-CHP model under the FTO operating model and net profit (NP), in comparison with the

conventional energy supply system.

Caparison Data Sets of Operating Cost ($: USD)

Month New System with FC-CHP (FTO) Reference Data from Conventional System NP
Fuel Cost e-Cost e-Sale Total Fuel Cost e-Cost Total

Jan 35,432 843 26,948 9327 9446 25,103 34,549 25,222
Feb 32,004 849 25,275 7578 8049 22,489 30,538 22,960
Mar 35,432 810 29,030 7212 7504 17,832 25,337 18,125
Apr 34,289 1104 27,468 7925 5174 17,993 23,168 15,242
May 35,432 1268 27,105 9596 4156 18,886 23,042 13,447
Jun 34,289 1857 25,853 10,294 3544 26,995 30,540 20,246
Jul 35,432 2881 25,409 12,904 3344 28,338 31,682 18,777
Aug 35,432 2780 25,074 13,139 3295 28,419 31,714 18,575
Sep 34,289 1250 25,538 10,001 3780 18,642 22,422 12,421
Oct 35,432 1122 26,630 9925 5033 19,252 24,285 14,359
Nov 34,289 1291 26,899 8682 6604 24,344 30,948 22,267
Dec 35,432 1514 27,214 9733 8548 25,641 34,189 24,456
Sum 417,189 17,569 318,442 116,315 68,478 273,934 342,412 226,097

Figure 15 presents the net profits and payback period in nine price conditions when
the system is operating with the FTO model. The net profit made in comparison with
the conventional energy supply system is about 178,352 to 273,879 USD per year. As
we investigated, the initial costs for a 440 kW PAFC base CHP system with and without
incentives are around 1,900,000 and 2,400,000 USD, respectively. If the system is operating
with the FTO model, the payback periods with and without incentives from the local
government are 6.9 to 10.7 years and 8.8 to 13.5 years, respectively.
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Figure 15. Net profit and payback period under the FTO model with different electricity market

conditions.

5. Conclusions

In this study, a comprehensive sports center with an indoor swimming pool which is

under construction in Donghae City, Korea is supported by a 440 kW PAFC-based CHP
system for its electrical and thermal energy supply. The dynamic simulation of the energy
supply system based on the investigated fuel cell performance data, the electrical load of
a reference commercial building, and the evaluated thermal load was carried out for the
cases with the ELT and FTO operating model. From the results, several key conclusions
can be derived as follows:

1.

A weather-data-based dynamic simulation model of the FC-CHP system including
the components of the 3D-building load, fuel cell system, back-up boiler, heat ex-
changer, and storage tank was developed. The thermal load was obtained from the
dynamic simulation, and was well-validated by the measured data. It can provide
a reliable basis for the system simulation, thereby enhancing the credibility of the
simulation results.

The FTO model was applied as one of the strategies for the fuel cell operating in a CHP
system, and was simulated by the dynamic model and compared with the ELT model—
which has been widely used in the CHP systems—and the conventional energy supply
system in the aspects of primary energy consumption, fuel cell and system efficiency,
and CO; emissions. From the simulation results, the FTO model presents the highest
primary energy consumption and fuel cell efficiency, due to its long operating time
and high capacity. The ELT model presents the lowest primary energy consumption,
and can save 10% to 15% of the energy compared to the conventional energy system.
However, the ELT model has a relatively low fuel cell efficiency compared to the
FTO model. For both of FTO and ELT models, the FC-CHP system presents higher
efficiency and CO, reduction.

In the analysis of the economic feasibility, the FTO model presents much better poten-
tial than the ELT model. The net profit made in comparison with the conventional
energy supply system is about 178,352 to 273,879 USD per year, and the payback
period is expected to be 6.9 t010.7 years under different market conditions.

Based on the analyses of the performance and economic feasibility of the system,
the FTO model is suggested to be the operating strategy for the design of the fuel
cell CHP system. However, more case studies with novel design parameters and
operating strategies should be tested in future work.

As the objective building in this study is in construction now, the results obtained in
this study should be validated by the real measured data after the system’s completion.
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More verification and testing will be helpful to improve the computational model,
and thus make it more widely utilized.
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Nomenclature

A Area (mm?)

AFC Alkaline fuel cell

c Impact factor of renewable energy

C Cost ($USD)

CHP Combined heat and power

CV-RMSE  Coefficient of variance of the root mean square error
E Electric power, energy (kW, kWh)

F Fuel energy consumption

FC-CHP Fuel-cell-based combined heat and power
h Convective heat transfer coefficient (W/mK);
hevp Evaporation heat (k] /kg)

Mepp Mass of evaporation water (kg/m?h)
MBE Mean bias error

MCEC Molten carbonate fuel cell

NP Net profit (USD/year)

p Price (USD/kWh)

PAFC Phosphoric acid fuel cell

PEMFC Proton exchange membrane fuel cell

PP Payback period (year)

Q Heat (kW)

REC Renewable energy certificates

S Economic income

SMP System marginal price (USD/MWh)
SOFC Solid oxide fuel cell

T Temperature ( °C)

u Conductive heat transfer coefficient (W/mK)
v Indoor air speed (m/s)

x Humidity radio (kg/kg)

Greek symbols

€ Emissivity

o Stefan-Boltzmann constant (W/m?2K#)
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Subscripts
0 Initial
a Air
b Boiler
cel Celling
cond Conduction
conv Convection
evp Evaporation
EG Electric power sold to the main power grid
f Fuel
FC Fuel cell
FC-B Fuel cell to building
FC-CHP Fuel-cell-based CHP system
GE Electric power supplied from the main power grid
pw Wall surfaces of the swimming pool
rad Radiation
REF Reference
S Surface of the swimming pool
sw Swimming pool water
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Abstract: Falling-film drain water heat recovery (DWHR) systems are heat exchangers utilized in
residential buildings for recovering energy from greywater. A recent publication by the authors
contained a validated model that can be used to predict the performance of DWHR heat exchangers
under variable flowrates and temperatures, and this work shows the implementation of the model into
Transient System Simulation Tool (TRNSYS) software to perform energy simulations. This work aims
to show the different plumbing configurations in which DWHR heat exchangers could be installed,
and to simulate their performance under various conditions. The results show that plumbing
configuration has a significant impact on energy savings expected from DWHR heat exchangers, and
maximum savings are achieved in equal-flow configuration. However, other plumbing configurations
provide significant savings, and the mains temperature could dictate which configuration provides
higher energy savings.

Keywords: falling-film drain water heat recovery; heat exchanger; TRNSYS; energy simulations;
variable plumbing configuration

1. Introduction

Since 2000, water heating has consistently been the second largest contributor to the
total energy consumption in residential buildings in Canada. In the year 2018, 281.3PJ of
energy consumed in the Canadian residential sector was attributed to water heating; this
represents 17.4% of the total energy consumption and 19.2% of greenhouse gas emissions [1].
Similarly, domestic water heating accounted for 14.8% of the total energy consumption in
the residential sector in Europe [2]. Evidently, hot water usage is a significant part of modern
housing, and seeking to reduce its impact on the environment is worth investigating.

According to a recent study by Chen et al., an estimated 34.8% of total hot water used
in residential buildings within the United States is attributed to showers [3]. Furthermore,
on average, drain water holds 80-90% of its thermal energy relative to the mains water
supply temperature [4]. Clearly, a significant amount of energy that is consumed towards
domestic water heating is not fully utilized during showers, which presents an opportunity
to use heat exchangers to recover thermal energy from greywater in residential buildings.
This work focuses on the most common type of heat exchanger used for this purpose,
namely Falling-Film Drain Water Heat Recovery (DWHR) units.

DWHR heat exchangers consist of a large diameter drainpipe which is wrapped tightly
with a coil of smaller tubes. The drainpipe and the tubes are both made of copper. Figure 1
presents a selection of commercially available DWHR heat exchangers, highlighting varia-
tions in length, diameter, and coil design for different units. During operation, greywater
goes down the drainpipe portion of the heat exchanger, which has a diameter matching
the size of the drain stack it replaces. Concurrently, mains water is circulated within the
coiled tubes wrapped around the drainpipe which recovers heat from greywater. These
heat exchangers are designed to be installed vertically, which implies that greywater forms
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a falling-film as it traverses down the drainpipe [5]. This falling-film of water ensures
that the entire inner surface area of the drainpipe is covered in water, thus providing
the heat transfer area for heat recovery to occur. It is worth noting that horizontal de-
signs for such heat exchangers do not rely on a falling-film, and according to a study by
Ravichandran et. al., horizontally installed heat exchangers have lower efficiencies than the
ones installed vertically [6]. This study only considers heat exchangers that are designed
and rated for vertical installation.
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Figure 1. Common designs for falling-film drain water heat recovery (DWHR) heat exchangers.

DWHR systems can be installed in different configurations. Figure 2 shows three
variations (A, B and C) which are simplified to only contain a DWHR heat exchanger in
addition to a showerhead for water-draw purposes, and each showerhead is equipped with
a thermostatic mixing valve. Figure 2A depicts a system where all preheated water from
the DWHR system goes to the water heater, Figure 2B depicts a system where all preheated
water goes to the mixing valve at the showerhead, and Figure 2C shows a combination of
the two previous cases. Lastly, Figure 2D is provided to show the same plumbing system
without a DWHR heat exchanger installed.
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Figure 2. Possible plumbing configurations for DWHR systems in a residential building: (A) depicts
a system where all preheated water from the DWHR heat exchanger is fed to the water heater;
(B) depicts a system where all preheated water is fed to the mixing valve at the showerhead; (C) is
a combination of (A) and (B); and (D) shows the same plumbing system without a DWHR heat
exchanger installed.
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Configuration C depicts equal flowrates of water through both sides of the heat ex-
changer, whereas configurations A and B depict unequal-flow conditions. The performance
of DWHR systems is a strong function of flowrates [7] and based on the configurations
shown, the flowrate of water through the heat exchanger coils is expected to vary based on
plumbing configuration to provide the same temperature at the showerhead.

Researchers have been focused on simulating the performance of DWHR heat ex-
changers under equal-flow arrangements (i.e., config C). This is because the data available
on the performance of DWHR heat exchangers is limited to the effectiveness data gathered
during the CSA rating process [8]. The rating system is meant to provide a means for
comparing different DWHR heat exchangers on an equal basis; it does not and cannot
provide any accurate estimates for different configurations in which a heat exchanger could
be installed. A study by Slys and Kordana discusses the process for estimating the energy
savings associated with different plumbing configurations and highlights the numerous
assumptions that need to be made for such calculations [9]. In their work, the authors did
not have access to a system model that accounted for varying heat exchanger effectiveness.
Without having a model that accounts for the changing effectiveness for the system, there is
no way to compare the results numerically or experimentally. This highlights the need for
further studies with models that do not rely on assumptions such as a constant effectiveness
for the heat exchanger.

It is worth noting that despite being the only configuration covered in standards,
configuration C is not always an option, especially in retrofit settings where the plumbing
has already been installed and additional modifications are costly. Furthermore, local
building codes can impose limitations on which configurations are allowed. For example,
configurations B and C are not permitted in Québec, Canada [10]. This restriction is due
to the possibility of bacteria growth, such as Legionella, in preheated water that bypasses
the water heater. In other words, only plumbing setups in which all preheated water is
directed to the water heater are allowed, and that limits the allowable configurations to
what was shown in Figure 2A. Clearly, assuming that DWHR heat exchangers are always
installed and operated under equal-flow conditions is incorrect, and potentially against
local codes. Thus, building simulation models must be created to predict performance of
such heat exchangers under unequal-flow conditions.

1.1. Model

A series of studies were undertaken at the University of Waterloo to address the
limitations in modelling of DWHR systems. Most notably, the impact of varying inlet tem-
peratures [11] and inlet flow rates [12] were empirically characterized, and the combination
of all studies were compiled into a model that can predict the performance of a DWHR heat
exchanger under steady-state conditions. A recent publication covers the development and
validation of the model in detail [13]. The model is validated experimentally and the mean
absolute error between model predictions and experimental results is less than 3% for a
total of 135 different validation cases performed in the study. The validation temperatures
range from 4 to 50 °C, and the volumetric flow rates range from 4 to 20 L /min.

A detailed description of the model and the principles on which those models are based
are not repeated here; instead, this study aims to use the aforementioned model to perform
energy simulations for DWHR systems installed in configurations depicted in Figure 2.
To this end, the model is implemented into Transient System Simulation Tool (TRNSYS)
software as a component and used in simulations described in the following sections.

1.2. TRNSYS

TRNSYS was selected as suitable software for simulations because it allows the per-
formance of simulations while accounting for transient behaviour in components such as
water heaters. Transient behaviour of DWHR systems is currently being studied and will
be added to model in the future.
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A TRNSYS simulation works by allowing interaction between different ‘components’
on a timestep-by-timestep basis, and this time step is selected by the user at the beginning
of each simulation. Each component consists of ‘parameters’ and ‘inputs” which are used
to generate ‘outputs’ for the components for each time step.

Parameters are relevant values that are used by TRNSYS to simulate a component
throughout the simulation period. Parameters are independent of time and remain the same
throughout the modelling process. In the context of the DWHR component in TRNSYS, the
size of the heat exchanger is a parameter in the simulations. On the other hand, inputs to
the simulation are variables that can change as a function of time. The inputs to the DWHR
component include the inlet water temperatures and flowrates to the heat exchanger. The
simulation then uses the inputs and parameters to generate outputs for the component for
each time step. The outputs for the DWHR component include the heat recovery rate, heat
exchanger effectiveness, and the outlet temperatures for both streams. A summary of the
parameters, inputs, and outputs for the DWHR component are shown in Table 1.

Table 1. Parameters, inputs, and outputs associated with the DWHR component created in Transient
System Simulation Tool (TRNSYS) software.

Type Variable Name Unit Notes
a min/L Regression coefficients taken from the
Parameter - - characteristic effectiveness curve for the
b Dimensionless DWHR unit being simulated.
T °C Inlet water temperature to the coils
Ty,i °C Inlet water temperature to the drainpipe
Input Meoils kg/s Mass flowrate of water through the coils
. Mass flowrate of water through the
Mirain kg/s drainpi
pipe
Teo °C Outlet water temperature from the coils
5 Outlet water temperature from the
Tho C L
Output drainpipe
q kW Heat recovery rate
€ Dimensionless Heat exchanger effectiveness

Parameters a and b are regression coefficients that are taken from the characteristic
effectiveness vs. flowrate curve that is generated during the rating process under the CSA
B55.15 standard [8]. Figure 3 shows an example of this characteristic curve, where parame-

ters a and b are determined to be 0.0685 min/L and 1.2796, respectively, and V denotes the
volumetric flow rate in L/min. The TRNSYS component uses these parameters and the
inputs assigned by the user to calculate outputs for each time step.

100 1
90 1

4 E=—""F
80 1 0.0685V + 1.2796
70 ]

60 ] R?=0.989

50 1 m\"‘\w—w,\m\w
40 1
30 1
20
10
O T T T T T T T T T T T T T T 1
0 4 8 12 16

Volumetric flowrate (L/min)

Effectiveness (%)

Figure 3. Equal-flow effectiveness vs. volumetric flowrate for a 7.6 cm diameter, 153 cm long DWHR
heat exchanger.
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2. Materials and Methods

The energy savings associated with a DWHR heat exchanger is highly impacted by
the way it is installed in a particular home, and the conditions it is subjected to within
the dwelling. The plumbing system within a house is impacted by local codes, the mains
temperature depends on the location, and the duration for shower events is decided
by the occupants. There are many possibilities for the conditions that a DWHR heat
exchanger could be subjected to, and to allow comparison for energy savings under different
conditions, a baseline must be established to provide consistency. This baseline is created
based on Figure 2 for different plumbing configurations, but prior to running simulations,
important simulation constraints, such as the shower condition, the water heater, and the
water-draw schedule, must be selected. These key constraints will be discussed.

2.1. Shower Condition

A shower temperature of 38 °C was selected for all shower events. This temperature
is based on the temperature used for rating all DWHR systems according to the CSA
standard [8].

The flowrate of water through the showerhead is expected to have a significant impact
on simulation results, as it would affect both the energy consumption by the water heater,
and the energy recovery by the heat exchanger. It is difficult to select one showerhead
flowrate to represent all households, as there are many fixtures available on the market,
each having its own rated flowrate. In a typical dwelling, this flowrate is also affected by
the available water pressure in the plumbing system. Hence, to simplify the matter, three
flowrates were selected based on the range of flowrates prescribed by the CSA standard to
represent showerheads having low, typical, and high flowrates. These flowrates are 5.5, 9.5
and 14 L/min.

The water draw schedule was chosen for a family of three, with three shower events per
day, as noted in Table 2. Shower durations are highly subjective, and the chosen durations
were meant to cover both reasonably short and long showers. As these simulations are
focused only on savings associated with shower events, no other water draws were added
to the daily water-draw schedule. To accommodate the water draws from Table 2, a typical
182 Litre (40-gallon) electric water heater was selected for simulations. The tank volume
was found to be sufficient to accommodate all shower durations at all flowrates without
depleting the tank. In other words, the shower temperatures do not drop below 38 °C
during shower events.

Table 2. Start times and durations for shower events used in the simulations.

Shower Event # Start Time Duration
1 6:00 AM 6 min
2 7:00 AM 15 min
3 8:00 PM 9 min

2.2. Electric Water Heater

There are multiple water heaters available for simulation in TRNSYS, and it was crucial
to select one that has been validated experimentally. An in-depth study by Allard et al.
focused on validating different electric water heaters used in TRNSYS, and the results
showed that TRNSYS “Type 534’ accurately depicts the variables of interest, namely the
energy consumption and supply temperature during simulations [14]. Type 534 simulates
the tank using a nodal approach while accounting for stratification effects. Hence, Type 534
was selected for simulation purposes. This tank was divided into 50 nodes for the simu-
lations, which exceeds the minimum number of nodes recommended by Kleinbach et al.
per Equation (1) [15]. Here, Nrrxgp denotes the minimum number of nodes in the tank,
and TankTyrnover is the ratio of daily water draw and total tank volume. Tankyy,poper Varies
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based on the showerhead flowrate used in the simulation; hence, Nr;xgp was calculated
for all flowrates. As a result, the tank was divided into 50 nodes, as this number of nodes
satisfies the minimum number of nodes required for all flowrates and having a consistent
number of nodes in the tank for all simulations allows fair comparison of the results. Table 3
provides a summary of relevant parameters for the water heater used in all simulations in
this study.

Nrixep = 45.8 X (Tankrymoper) 210 o

Table 3. Parameters used to characterize TYPE 534 hot water tank in this study.

Parameter Value Used in Simulations Unit
Number of Nodes 50 Dimensionless
Tank Volume 182 (40) Liters (Gallons)
Tank Height 105 (41.4) Centimeters (Inches)
Tank Loss Coefficient 35 kJ/(hr-m2-K)
Environment Temperature 20 (68) °C (°F)
Upper Element 3000 A\
Lower Element 3000 w

2.3. Mains Temperature

The energy consumption associated with domestic water heating is directly tied to
the mains temperature at the location where the water heater is located. To provide a
fair assessment of the impact of mains temperature on the energy savings associated with
DWHR heat exchangers, a large range of temperatures were required for simulations. The
mains temperatures selected for the simulations were 2, 5, 10, 15, 20, and 25 °C.

The energy savings associated with DWHR systems can be looked at from different
perspectives, and it is crucial to clarify how savings are presented in this study. It is
insufficient to simply compare the magnitude of energy that was recovered by the DWHR
system in each simulation, as there are other components present in domestic water heating.
Most importantly, there are heat losses associated with the hot water tank, and the rate of
heat recovery is expected to impact the losses, as well as how often the heating elements
within the water heater must activate to provide auxiliary heat. Thus, it would be more
appropriate to compare the total energy consumed by the water heater instead. For this
purpose, the total energy consumed by the water heater in configurations A, B and C are
compared to the energy consumption in configuration D (see Figure 2) under identical
simulation parameters. This allows presentation of the savings in terms of percentages
relative to configuration D.

Equation (2) is used to calculate the energy savings as a percentage of total energy
consumed in the reference case (configuration D). Ep denotes the total auxiliary energy
consumed by the water heater in configuration D, and Eg;,, represents the total auxiliary
energy consumed by the water heater in configurations A, B or C.

Energy Savings = EDgﬂ x 100 )
D

2.4. Heat Exchangers

Four heat exchangers were selected for this study. This selection spans different
heat exchanger lengths and diameters. The corresponding characteristic effectiveness vs.
flowrate equation obtained using the CSA standard procedure is also provided for each
heat exchanger. See Table 4.
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Table 4. Characteristics of the DWHR heat exchangers used in simulations.

Diameter (cm) Length (cm) Curve-Fit Generated Using

CSA Flow Rates

Heat Exchanger 1 5.1 91 g=_— 1
0.1548V+1.7513

Heat Exchanger 2 7.6 122 P
0.0918V+1.3109

Heat Exchanger 3 7.6 152 g=— 1
0.0681V+1.2315

Heat Exchanger 4 10.2 152 g=_— 1
0.0529V41.2544

2.5. Simulation Time Step

Next, appropriate time step was to be determined. Selecting appropriate time steps
is crucial for accurate simulations. Smaller time steps often provide higher accuracy at
the expense of CPU-time. However, the time domain must be discretized such that all
shower events can be appropriately captured by the chosen time step size. To investigate
discretization errors, simulations were run for several time step sizes, and for all cases, the
energy consumption by the water heater was calculated for a period of a month. A time
step of 1 s was used as the reference, and the results from other time steps were compared
to the reference case to estimate the discretization error. The results showed that a time
step size of 5 min has a discretization error of approximately 17%, which was reduced to
below 1% when a 1-min time step was used. Therefore, a time step of 1 min was found to
be suitable for simulation purposes.

TRNSYS simulations were set up to perform a month (30 days) of simulation. The
results are to be compared using the energy savings metric from Equation (2) for each
heat exchanger.

3. Results and Discussion

The results showed that configuration C outperforms the other configurations for all
simulations, regardless of flowrate or mains temperature. This is in-line with the expected
performance of DWHR heat exchangers, as configuration C has the highest flow rate of
water through the heat exchanger’s coils during shower events. On the other hand, the
mains temperature could dictate which unequal-flow configuration could lead to higher
savings. At high mains temperatures, the savings associated with configuration B outpaced
those of A, regardless of the heat exchanger being simulated or the showerhead flowrate.
Figures 4-6 contain the results for simulations with showerhead flowrates of 5.5, 9.5 and
14 L/min respectively. Each figure contains four plots, which show the energy savings as a
function of mains temperature for the three configurations. Note that each point on the
plot represents a month of simulation.

It is important to note that significant energy savings can be achieved by installing a
DWHR heat exchanger in plumbing systems regardless of the configuration. In situations
where the equal-flow configuration is not possible, homeowners should not be discouraged
from relying on configurations A or B. Unequal-flow configurations can be thought-of as
having a slightly smaller heat exchanger installed relative to the equal-flow configuration,
and selecting a larger heat exchanger has a more pronounced impact on energy savings
compared to changing the plumbing configuration.

The energy-savings trend for configurations A and B can be explained through closer
inspection of the mains side flowrate through the heat exchanger coils for different simula-
tion scenarios. This is best done using the concept of heat capacity ratio, C,, which is the
ratio of heat capacity rates for the heat exchanger, as shown in Equation (3).

Cr _ Cmin _ (mcp)mm (3)
Cinax (mcp)mux
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Figure 4. Energy savings as a function of mains temperature for a showerhead flowrate of 5.5 L/min
for configurations A, B and C, as labelled. The plots correspond to heat exchanger 1 (a), heat exchanger
2 (b), heat exchanger 3 (c), and heat exchanger 4 (d).

In this equation, C represents the heat capacity rate (kW/°C), m is the mass flow rate
(kg/s), and Cp is the specific heat (k] /kg°C). Equation (3) is often used in the e-NTU method
for heat exchanger analysis. For this study, constant properties were used, so Equation (3)
can be reduced to a ratio of mass flowrates. Note that the maximum flowrate in this study
always corresponds to the flowrate of water at the showerhead fixture, which is equal to the
flowrate through the drain side of the heat exchanger. The minimum flowrate corresponds
to the lower of ;s and m,,;,. The heat capacity ratio, C,, is nondimensionalized, and
is bound between 0 and 1. When the flowrates through the coils and drain are equal
(i-e., Config C), C, will be equal to 1; however, for the other two configurations, #1.,;;s will
always be lower than 14,4, Thus, C, can be calculated using Equation (4):

My Meyi Mepi
Cr: min coils coils (4)

Mmax Mshower Mdrain
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Figure 5. Energy savings as a function of mains temperature for a showerhead flowrate of 9.5 L/min
for configurations A, B and C, as labelled. The plots correspond to heat exchanger 1 (a), heat exchanger
2 (b), heat exchanger 3 (c), and heat exchanger 4 (d).

For this analysis, the heat capacity ratio was calculated for all time steps in the monthly
simulation when shower events occurred, and the results for heat exchanger 1 are shown
in Figure 7. In this figure, the x-axis contains six sets labelled as 5.5A, 5.5B, 9.5A, 9.5B, 14A
and 14B, where 5.5A implies the set of results are associated with configuration A for a
showerhead flowrate of 5.5 L/min, and 5.5B implies the set of results are associated with
configuration B for a showerhead flowrate of 5.5 L/min, and so on. Each set of results
contains six bars, each of which corresponds to a mains temperature (Tm) between 2 and
25 °C, as labelled in the legend. Note that the heat capacity ratios for configuration C are
not plotted here, as they are always equal to 1.
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Figure 6. Energy savings as a function of mains temperature for a showerhead flowrate of 14 L/min
for configurations A, B and C, as labelled. The plots correspond to heat exchanger 1 (a), heat exchanger
2 (b), heat exchanger 3 (c), and heat exchanger 4 (d).
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Figure 7. Heat capacity ratios for all simulated cases for heat exchanger 1.
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Figure 7 shows that, for configuration A, as the mains temperature was increased
in the simulations, the flowrate through the coils was decreased, thereby decreasing C;.
Conversely, configuration B resulted in higher flowrates through the coils as the mains
temperature was increased. Figures 8-10 contain the results for heat exchangers 2, 3,
and 4, respectively, all of which showed the same trends as Figure 7. Clearly, the mains
temperature has a significant impact on 1., which is directly tied to how much energy
can be recovered by the heat exchangers. Lastly, the results corroborate what was shown
previously in Figures 4-6, where the energy savings for the water heater was shown for
different configurations.
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Figure 8. Heat capacity ratios for all simulated cases for heat exchanger 2.
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Figure 9. Heat capacity ratios for all simulated cases for heat exchanger 3.
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Figure 10. Heat capacity ratios for all simulated cases for heat exchanger 4.

To explain this behaviour, a closer inspection of the plumbing schematic shown in
Figure 2 is required. For configuration A, m,;s is equal to mpywr, and as the mains
temperature is increased, a higher flow rate of water at T),,,;,s would flow directly to the
mixing valve; thereby decreasing r11.;;s. In other words, the heat exchangers are less utilized
in configuration A as the mains temperature is increased and is closer to the prescribed

153



Energies 2022, 15, 1141

showerhead temperature. On the other hand, in configuration B, m,;;s is not constrained
by mpwr, and as the mains temperature is increased, higher flowrates of water would flow
through the heat exchanger coils to be preheated. As a result, the heat exchanger is better
utilized as the mains temperature is increased in configuration B.

The simulation results highlighted that the mains temperature could dictate the
flowrate of water that gets preheated by the heat exchanger in unequal-flow configu-
rations, thereby affecting the energy savings. The mains temperature is based on the
location where the plumbing system is located and is expected to vary throughout the year.
Designers should be mindful of these facts when implementing a DWHR heat exchanger
into a residential plumbing system. The results can also be used by manufacturers as
guidelines to improve the design of heat exchangers. Currently, DWHR heat exchangers
are rated and sold based on data gathered from equal-flow conditions; hence, they are
designed to work optimally in such conditions to be competitive on the market. However,
the simulation results showed that if the heat exchangers are installed in unequal-flow
configurations, the mass flowrate through the coils could be much lower than the rated
conditions. Therefore, the manufacturers are encouraged to adjust the coil diameter to
improve heat transfer rates, which increases energy savings when having equal flow rates
through the heat exchanger is not an option.

The results from this work showed that plumbing configuration has a pronounced
impact on energy savings expected from DWHR heat exchangers. This held true regardless
of the heat exchanger size or the prescribed temperature and flowrate at the showerhead. It
is noted that reporting simulation results without clarifying the plumbing configuration
fails to account for variations in flowrate through the heat exchanger coils and is therefore
not an advisable approach. It is the authors” hope that future publications in this field will
follow suit and include sufficient information regarding the plumbing setup, such that
simulations can be replicated.
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Abstract: Modern data centers are playing a pivotal role in the global economic situation. Unlike
high-quality source of waste heat, it is challenging to recover the decentralized and low-quality
waste heat sourced from data centers due to numerous technological and economic hurdles. As
such, it is of the utmost importance to explore possible pathways to maximize the energy efficiency
of the data centers and to utilize their heat recovery. Absorption chiller systems are a promising
technology for the recovery of waste heat at ultra-low temperatures. In fact, the low temperature
heat discharged from data centers cannot be retrieved with conventional heat recovery systems.
Therefore, the present study investigated feasibility of waste heat recovery from data centers using
an absorption chiller system, with the ultimate goal of electrical energy production. To fulfill this
objective, a techno-economic assessment of heat recovery using absorption chiller (AC) technique
for the data centers with power consumption range of 4.5 to 13.5 MW is performed. The proposed
AC system enables saving electricity for the value of 4,340,000 kWh/year and 13,025,000 kWh/year
leading to an annual reduction of 3068 and 9208 tons CO; equivalent of greenhouse gas (GHG)
emissions, respectively. The results of this study suggest an optimum change in the design of the
data center while reducing the payback period for the investors.

Keywords: waste heat recovery; absorption chiller; data center; sustainability; thermal pollution

1. Introduction

The incessant growth in the use of conventional fuels and their enormous greenhouse
gas emissions necessitate more attention to be brought to environmental awareness. Con-
sequently, many scholars around the world have been encouraged to spend significant
amount of work on innovative technologies to supply heating and cooling demands of
urban areas via renewable sources of energy. Global technological advancements and
development of internet of things (IoT) technologies, big data, and cloud computing have
resulted in rapid growth in the number of data centers around the world [1,2]. Owing
to the enormous energy consumption resulted from rapidly growing data centers, much
attention has been devoted to the possibility of energy recovery from such centers by their
authorities as well as energy organizations. The worldwide electricity consumption of
data centers is presented in four main categories: (i) Infrastructure uses 44.4% of electricity
consumption (mainly ventilation and cooling sectors). (ii) Servers use 38.9% of energy
supply, followed by 9.3% and 7.4% of the electricity used by (iii) Communication and (iv)
Storage sectors, respectively [3-5].

Over 416 billion kWh of electricity was reportedly consumed by virtue of data pro-
cessing in around 8 million data centers around the globe in 2019 [6]. A typical data center
produces heat values in the range of 3.2 to 6.4 MW comprising 250 sets of cabinets with
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42 to 64 server racks [7]. The new generations of data centers follow a growing trend of heat
production with recent ones producing 10-250 kW [8]. In the light of the typical design
temperature of 25 °C for a data room, this makes data centers as a year-around stable
source of heat, and there exists huge potential for waste heat recovery from data centers.

Waste heat recovery and utilization from data centers has been the subject of many
research studies within the past decade leading to the introduction of several practices to
recover low-grade waste heat. According to the literature, the waste heat can be categorized
to four types based on temperature levels: high-grade, medium-grade, low-grade and
ultra-low-grade waste heat in the temperature range of >600 °C, 200-600 °C, 80-200 °C,
and 45-80 °C, respectively [9,10].

The most common practices include absorption cooling, district heating, and direct
and/or indirect power generation [7,11,12]. Although several factors can affect selection of
the best method, an overview of available techniques presents district heating as the most
viable approach for waste heat recovery in data center. For example, ref. [13] investigated a
hot water (60 °C) supercomputer prototype showing energetic and exergetic efficiencies of
80% and 34%, respectively. Huang et al. [6] studied a 1 MW data center showing over 97% of
heat recovery, which is equivalent to the heat required of a 30,000 m? commercial property.
Another study investigated possible strategies for cooling and waste heat recovery of
information technology (IT) servers in UK which produced over 2 million tons of CO; [14].
They projected that the recovered heat would be sufficient to supply heat demands for
some neighborhoods in London. A 4000 ton CO, equivalent emission reduction along
with $170,000 saving from waste heat recovery of a 3.5 MW data center was estimated.
A universal design approach was proposed by Fang et al. [15] for district heating based
on the industrial waste heat recovery. They estimated that 122 MW would suffice district
heating of a city with a population of 4.6 million in Northern China resulting in reduction
of 168,000 tons of CO; equivalent. A steady-state model was developed in [16] which
utilized the recovered heat from a thermosyphon-assisted air conditioner.

A variety of studies have been published exploring cooling technologies for thermal
management in data centers [17-19]. A common practice to form hot and cold aisles in
data centers is to place server racks back to back and front to front in an open-aisle (OA)
air-cooled configuration [20]. This technique, however, affects the electricity consumption
dedicated to air conditioning due to temperature nonuniformity sourced from air circula-
tion between the cold and hot aisle [21]. Similar results was presented in [22], indicating
potential weakness of OA systems associated with airflow direction. Alternatively, enclosed
aisle (EA) approach was considered by numerous studies to reduce the inhomogeneity
of airflow [23,24]. Nevertheless, EA strategy may also raise a new issue with finding the
right place to discharge the trapped hot air. Consequently, other promising cooling systems
such as free cooling, liquid cooling, two-phase technologies, and building envelope have
been subject of many studies up until now. For instance, the authors of [25] modeled the
dynamic air conditioning load of a large data center in China to obtain cooling and index.
Using simulation of building load characteristics, it appeared that the values of annual
cumulative heat load was much higher than its cooling one. A novel heat recovery system
composed of data room, refrigeration unit, cooling tower, double conditions heat pump
unit, auxiliary boiler, water pump, and pipeline valve refrigeration was proposed.

The low temperature of the waste heat sourced from data centers hinders producing
a high-quality energy which requires a reliable technology to make up for this weakness.
Among the waste heat recovery technologies reported in the literature, absorption chiller
(AC) and Organic Rankine Cycle (ORC) were identified as the most promising technolo-
gies for processing waste heat from data centers. Both technologies have shown reliable
performance in recovering low-grade source of heats.

The ORC technology has been considered as a valid solution for ultra-low-grade
data center waste heat recovery. For instance, the authors of [26] investigated the techno-
economic performance of ORC as the means of waste heat recovery from data centers.
Using a developed steady-state thermodynamic model, they examined the effect of different
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types of working fluid (i.e., dry, wet, and isentropic) and the evaporator temperature on
the competence of the system. It was concluded that ORC would show the greatest
performance in extremely low temperature applications. It was shown that the addition
of superheaters in the server cooling cycle demands extra power for the operation which
ultimately caused a performance drop, albeit at the higher temperature, the performance
of ORC in waste heat recovery improves. A payback period of 4-8 years was estimated
for the use of ORC in the data center. In a similar study, the authors of [27] built a 20 kW
ORC prototype receiving the waste heat from two common rack servers operating at full
capacity and with temperature ranging from 60 °C to 85 °C. The results of the experimental
rig demonstrated thermal efficiency of 3.33% which was in a good agreement with the
range of efficiency (i.e., 2% to 8%) resulted from the thermodynamic model in the same
study. The benefits of the ORC system were not limited to absorbing waste heat from the
data center as it sent back the generated electricity to the data center. A recent study [28]
investigated heat waste recovery from a simulated condition for a typical data center server
rack using a lab-scale ORC. It was demonstrated that for the range of ultra-low waste heat
(i.e., 45 °C to 80 °C), thermal efficiencies vary between 1.9% and 4.6%. It was shown that
significant fluid temperature differences in the heat exchanger, caused exergy deterioration
to the ORC system.

AC systems, on the other hand, are not only able to handle low temperature source
of heats, but also adopt waste heats from liquid-cooled and two-phase cooled data cen-
ters which further enhance their applicability in the field. The other advantages of AC
systems are their low electricity cost, while their requirement for larger cooling tower is
considered as their main drawbacks. AC systems mainly address some serious energy
and environment issues with the conventional compression chiller (CC) systems. Despite
recent achievements in recovering waste heat from data centers, yet underlying concept
needs to be further explored broadly. Therefore, the present research investigates feasibility
of energy recovery from the heat dissipated by a number of servers to support an AC unit
which can further supply cooling requirements for other centers.

2. Methodology

With the purpose of perform the techno-economic study, an inventory of information
from a variety of AC manufacturers in the North America were established allowing to
analyze utilization and performance of various types of AC systems which are now ready
for use for many purposes. Trane and Yazaki [29,30] were selected as AC manufacturing
pioneers in the North America. The main reason for the selection of the two manufacturers
is their diversity in ultimate application of heat recovered from data centers. Trane develops
AC systems working under the low-grade hot water in a range of 70 °C and 110 °C which
makes them promising options to recover waste heat in in data centers [29]. Yazaki operates
AC units using water-lithium-bromide as the refrigerant which is capable to operate with
low quality waste heat (temperature: ~70-95 °C) [30]. The Yazaki AC units will shut down
if the inlet hot water temperature exceeds 95 °C. The outlet hot water temperature is ~55 °C.
It should be mentioned that the low-grade heat generated through industrial processes can
be used by AC systems and generates cooling energy. Otherwise, this low-grade heat will
be wasted and discarded through the environment. The other important point about the
AC systems is their sensitivity to the temperature of the inlet hot water as an energy source.
If the temperature of the inlet hot water is less than the desired temperature, the efficiency
and the cooling capacity of the system is reduced as well.

This work provides a substantive methodological guide for district heating using the
recovered heat from data centers. Thus, the main idea of this study is to employ an AC
unit which is energized by the low-grade heated air in the data centers (Figure 1). When
the enough heat load is supplied to AC system, the heat load on the CC unit is reduced. In
the other words, a portion of the heated air in the data center will be removed by the AC,
which reduces the total workload on the CC. Here, the heated air in the data center has
a lower-grade heat compared to the higher-grade heat of the computing elements inside
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the racks. This low-grade heat air can be effectively cooled down by the AC. Finally, any
remaining heat can be removed by the CC.

Qc,;=Heat removed by CC
l
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Figure 1. Heat flow of the proposed data center coupled with an absorption chiller system.

Analytical Model

The first step in developing the thermodynamic model for the proposed system is to
apply governing equations predominantly conservation of mass and energy. The analytical
model is implemented considering CC system as the point of comparison with the proposed
AC system. Figure 1 presents the cycle under investigation for the heat flow of the proposed
data center. Note that Qg is the heat rejected from the cycle through the condenser in the
CC and can be proportionally considered as a heat source for the AC system. In addition,
wet or dry cooling towers should be designed to transfer Qpp (i.e., the heat rejected of the
chiller coolant water by absorber and condenser) to the ambient.

According to Figure 1, the total cooling supplied by the hybrid CC system and AC
system (Qc_otq1) can be written as (Equation (1))

Qc—total = Qc1 + Qc2 (1)

where Qc1 and Q¢ are the provided cooling by the CC system and AC system, respectively.
Similarly, total electricity consumption by the proposed hybrid CC-AC system (Wcc—ac)
can be written as follows (Equation (2)):

Wee—ac = Wer + Wep )
=

~zero

where W, and W,; are the electricity requirement for operating the CC system and AC
system, respectively. Note that the energy consumption of the AC system in this integrated
proposed system is negligible.

The provided cooling by the CC system (Q¢1) is a function of the Coefficient of
Performance (COP) of the system as well as the dissipated heat (Qy1) from the system and
can be written as follows (Equations (3) and (4)):

Qc1 = COPcc x Wy 3)
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Electricity saving (%) =

_ COPcc
1+ COPcc

According to the first and second law of thermodynamics, the dissipated heat and
cooling by the CC system can be expressed as (Equations (5) and (6)):

Qc1 X QH1 4)

Qu1 = Qc1 + W1 = (1+COPcc) x Wer (5)

Qc2 = COPpc x Qu1 = COPyc x (14 COPcc) X W (6)

Combining Equations (3) and (5), the total cooling provided for the data center and the
total electricity consumption by the proposed hybrid system can be rewritten as (Equation
7))

Qc-—totat = Qc1 + Qcz = COPcc X Wer + COPac x (14 COPcc) x Wer @)

The total electricity consumption by the proposed hybrid CC-AC system can be
calculated using Equation (8):

CC=AC ™ COPcc + COP4c x (14 COPce)
The total electricity saving of using the proposed system can be calculated using
Equations (9) and (10):

Wiaving = Wee — Wee-ac ©)

Wee — Wee-—ac COPcc
Wee = Wee-ac _ 4 100 10
Wee COPcc 4 COPxc x (1+ COPcc) - 10

A detailed economic analysis including both efficiency and performance for AC
systems is carried out for a data center with a power consumption range of 4.5 to 13.5 MW.

In designing cooling system for modern data centers, the waste heat dissipated per
rack could be assumed between 10 and 15 kW. Note that if the rack is occupied with
supercomputers, the heat generation can be up to 60 kW from each rack [31]. Accordingly,
in the calculations, it is assumed that maximum 15 kW of waste heat is dissipated by each
server rack (Figure 2). Additionally, water is used as cooling agent with the flowrate of
0.3 to 0.6 1/s. The design temperature of outcoming water is assumed 70 °C which is
somewhat lower than the typical temperature of 85 °C. This is ascribed to the heat loss of
the intermediate heat exchanger.

250 15

® Number of sufficient racks to run one AC

Number of racks cooled down by one AC

Number of eliminated racks from CACS using one AC
200 |=—Heatinputto AC
DWater flow-rate from racks to AC (I/s)

28

150

100

Heat input to AC (kW)

50

Water flowrate from racks to AC (I/s)

0o o
0o 5 10 15 20 25 30 35 40 45 50 55

AC capacity (ton)

Figure 2. Heat dissipation by server racks and cooling process by AC chillers.
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3. Results and Discussion
3.1. Energy Performance

An energy analysis is imperative to make a decision for the selection of the best design.
Therefore, Tables 1 and 2 present a detailed energy performance for both 4.5 and 13.5 MW
power consumed data centers, respectively. The cooling capacity and the performance
of the AC systems depend on many parameters such as the heat source temperature,
the flow rate, and the cooling water temperature. For example, for a 10 ton WFC-510
Yazaki LiBr AC unit, the heat input and the pump power input are 15.2 kWy, and 0.18
kW, respectively [30,32]. Moreover, the cooling capacity is 9.8 kWy, [30,32]. It should be
mentioned that kW, represents the kilowatt electrical while kWy, is a representative of
kilowatt thermal. Accordingly, COPcc of 4 and COP ¢ of 0.63 for the CC system and AC
system, respectively are assumed when the inlet hot water temperature from data center to
ACis 70 °C. We also assume the total of 8760 h data center operates in one year. As a rule of
thumb, for a conventional data center energy consumption of cooling system is equivalent
to energy consumption of server racks. Electricity consumption for the CC system is equal
to the number of racks multiply by power of each rack and total working hours in a year.
Accordingly, electricity consumption by the proposed integrated system can be calculated
through Equations (9) and (10). Table 1 presents electricity consumption for a 4.5 MW and
13.5 MW data center comprising 300 and 900 server racks, respectively.

Table 1. Energy analysis for cooling a 4.5 MW and 13.5 MW data center comprising 300 and 900 racks with chillers of 575
ton and 1600 ton capacity.

Power Consumption  Conventional Compression Chiller (CC)  Proposed Waste Heat Recovery System Energy Saving
(kWh/Year)
45 MW Cooling Electricity consumption (kWh/year) 4,340,000
Welectricityfconventional = 9,855,000 Welectricityfhybrid = 5,515,000
13.5 MW Cooling Electricity consumption (kWh/year) 13,025,000
Welectricityfconventional = 29,565,000 Welectricityfhybrid = 16,540,000

For the 4.5 MW data center, it is estimated that 13 racks can be covered with AC
systems of 25 ton capacity. The direct dissipation occurs by means of the AC system
generator for eight of the racks, while the remaining five use the evaporator of the AC
system. As a consequence, total of 299 server racks can be eliminated from a cold-aisle
containment system (CACS) load (13 managed by each chiller) using 23 chillers of 25 ton
capacity. The application of CACS is to confine the cold aisle allowing the rest of the data
room to become a large hot-air return plenum. As a result, a drastic reduction is observed in
the number of server racks cooled by CACS. This change results in a significant reduction
in the CACS load. An alternative design for data centers can be considered as number of
racks in multiples of 13 without any further need to CACS for cooling purposes. Note that
each 25-ton AC unit is capable of saving footprint area of 2 racks.

For the 13.5 MW data center, the results indicate that a 50-ton AC chiller is sufficient
to cover 28 racks in the data room. Approximately 60% of the racks (i.e., 17 out of 28)
directly disperse the heat into the generator of the AC system. While the remaining 40%
use evaporator of the AC system for the heat removal. Thus, it is estimated that 32 chillers
of 50 ton capacity enables removal of 896 server racks from the CACS load (i.e., 28 managed
by each chiller). Similarly, a significant reduction of 900 to 4 in the number of racks cooled
by CACS unit is observed. Similarly, it is possible to design an alternate configuration of
racks in multiples of 28 which ultimately drops the any need to cooling by CACS. However,
a detailed calculation can be performed based on specific operational needs of the data
center. Each 50 ton AC unit is capable of saving footprint area of 3 racks.
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Table 2. Economic analysis for a 4.5 and 13.5 MW data center comprising 300 and 900 server racks with chillers of 575 ton

and 1600 ton capacity.

Power Consumption

Conventional Compression Chiller (CC) Proposed Waste Heat Recovery System

Electricity cost ($/year)

9,855,000 kWh x 0.12 ($/kWh) = $1,182,600 9,855,000 kWh x 0.12 ($/kWh) = $1,182,600

4.5 MW

Cooling cost ($/year)

$1,182,600
(typical value for energy usage of a data center whichis  $1,182,600 x (Equation (10)) = $661,800
proportional to the ones from server racks)

Total annual cost ($/year)

$2,365,200 $1,844,400

The prices of the chillers and cooling tower

575* x $2500 = $1,437,500

Electricity cost ($/year)

29,565,000 kWh x 0.12 ($/kWh) = $3,547,800 29,565,000 kWhx 0.12($/kWh) = $3,547,800

13.5 MW

Cooling cost ($/year)

$3,547,800
(typical value for energy usage of a data center which is  $3,547,800 x (Equation (10)) = $1,984,800
proportional to the ones from server racks)

Total annual cost ($/year)

$7,095,600 $5,532,600

The prices of the chillers and cooling tower

1600 * x $2500 = $4,000,000

* Capacity of chillers and cooling towers.

3.2. Economic Performance

An economic analysis is imperative to make a decision for the selection of the best
design. Therefore, Table 2 presents a detailed economic analysis for both 4.5 and 13.5 MW
power consumed data centers, respectively. The total annual electricity cost for each
scenario comprises (1) electricity cost to run the servers and (2) energy cost to operate the
cooling infrastructure. Electricity consumption of the data center is calculated based on the
average power per racks by the number of servers in each rack. Therefore, the electricity
consumption and its associated costs for running the servers in each rack is equal for both
scenarios. On the other hand, the electricity associated with the infrastructure equipment
(i-e., cooling systems) is calculated for two different scenarios (i.e., the conventional system
and the proposed hybrid system).

A rough payback period is calculated based on the given assumptions in Table 2.
The rough payback analysis provides how long the obtained savings from the use of the
new system will take to pay back for the initial capital cost of the introduced system.
As the operating expense and maintenance cost of the AC system is not included in the
calculations, it is not possible to have a precise number for the payback period. The simple
payback period for the proposed CC-AC system is calculated through Equation (11).

Saving Cooling Cost ($/year)
Total costs of the AC and cooling tower

Payback period (year) = (11)

Thus, the simple payback estimation of the employment of AC in a 4.5 MW data
center is estimated 2.76 years. The payback period for the 13.5 MW data center is, how-
ever, calculated between 2.56 years indicating scaling up the data center can enhance the
profitability of the low-grade waste heat recovery system.
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The results indicate that an AC system with a range of 5 to 50 ton capacity can afford
adequate coolth energy to keep one more rack in the safe temperature level by waste heat
dissipation from 2 to 17 racks. It is also evident that the AC system provides a faster
payback period for a larger scale data center.

3.3. Environmental Performance

As stated earlier, there is growing demand for computing capacity resulting in devel-
opment of data centers with significant power loads and densities around the globe [33].
Furthermore, the new generation of Central Processing Units (CPUs) can dissipate a re-
markable amount of power in excess of 400 watts across the surface area of a credit card [34].
Safe operation of data centers, including numerous pieces of electronic equipment, requires
proper temperature management based on the thermal envelopes provided by standard-
ization entities. Full thermo- hygrometric state of the data centers environment must be
actively inspected to lessen the potential risk of waste heat discharge to the environment
or condensate the moist air when humidity raises. Therefore, management of thermal
pollution in data centers is of significant importance.

The principle objective of controlling environment in data centers is to meet the time-
varying cooling demand. According to the American Society of Heating, Refrigerating and
Air-Conditioning Engineers (ASHRAE) [35], economic considerations have been changing
the controlled environmental conditions of the data centers. Cooling data centers can cost
up to a quarter of total energy expenses. In its first thermal guidelines for data centers,
ASHRAE recommended air temperature envelope for data centers was 20-25 °C based on
both reliability and uptime (primary concerns) and energy costs secondary (concerns). As
a result, four classes of data center equipment; Al, A2, A3 and A4 (Table 3).

Table 3. Four classes of data centers according to ASHRAE.

Class Temperature Range (°C) Humidity Range (%)
Al 15-32 20-80
A2 10-35 20-80
A3 5-40 8-85
A4 5-45 8-90

The majority of today’s data centers falls into class Al and A2, nonetheless, many of
modern manufacturers have been commercializing equipment compatible with class A3
and A4 operation.

As shown in Table 1, the amount of energy saving from the proposed systems
of 4.5 MW and 13.5 MW power consumed data centers are 4,340,000 kWh/year and
13,025,000 kWh/ year, respectively. Considering every kWh emits averagely 7.07 x 10~* met-
ric tons CO; [36], the proposed AC system is estimated to save 3068 t CO,/year and 9208 t
CO,/year. These amounts of CO; are approximately equal to 9066 and 27,190 barrels of
crude oil. Furthermore, it is estimate that this GHG emission reduction is equivalent to
358 ha and 1074 ha of additional forest to adsorb this CO, from the atmosphere.

4. Conclusions

In the existing energy conversion systems for decentralized source of heat, the majority
of primary energy is lost as waste heat. This could be an enormous source of energy
particularly in high energy consumption enterprises such as data centers. The highest
portion of the energy lost in the data centers are classified as a low-grade waste heat and
basically is the most challenging part to be recovered, especially when the temperature of
waste heat is below 100 °C. Absorption chiller systems are known as a well-established
technology to recover the low-grade waste heat. The advancement of IoT technologies
and its interaction with big data and could computing are extensively increasing leading
to significant development of data centers. Thus, this research investigated feasibility of
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heat recovery options and analyzed the techno-economic aspect of an absorption chiller
system for the low-grade waste heat recovery from a data center. The results of this study
necessitate consideration of both technical and economic aspects at the same time. The
proposed hybrid system enables saving electricity for the value of 4.3 GWh/year and
13.0 GWh/year leading to an annual reduction of 3068 and 9208 tons CO, equivalent
of greenhouse gas (GHG) emissions, respectively. Furthermore, the simple payback of
2.76 and 2.56 years, respectively, for the employment of proposed system in a 4.5 MW
and 13.5 MW data center is estimated. Moreover, the environmental analysis also shows
that AC system is a promising option for waste heat recovery and save notable equivalent
carbon emissions to the environment. It is concluded that enhancing the capacity of the AC
system enables waste heat dissipation of higher number of racks while shorten the payback
period. Future work could focus on the employment of higher-performance absorbers and
generators for designing new absorption cycles.
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Abstract: Since the fossil reserves are depleting day by day, the trend of modern energy sector is going
towards renewable energy. The demand of solar power plants is therefore at the peak nowadays
across the globe. However, the construction of these plants is extremely dependent on feasibility
study to estimate the real solar potential before installing it in any region. To evaluate the solar energy
potential of Peshawar region in Pakistan, Ground-based global horizontal irradiance (GHI) and direct
normal irradiance (DNI) were compared with satellite-based model SUNY. Ground measurements
were done at the University of Engineering and Technology Peshawar (UET Peshawar) with the
help of pyranometer and shadowband irradiometer. Comparison of the data showed that there
was a maximum difference of 42.90% in ground and satellite-based GHI in the month of December.
Minimum difference in GHI was found for the month of March that was —3.83%. Moreover, ground-
based GHI was overestimated in the month of February, March, and April, while in rest of the months,
satellite values of GHI exceeded the ground measurements. Similarly, maximum difference of 55.86%
was found in the month of November between ground and satellite-based DNI while minimum
difference of —3.34% was seen in DNI in the month of March between the two data. Furthermore,
satellite-based DNI was underestimated in the months of February, March, and April while in rest of
the months it was overestimated compared to ground measurements. In addition to this, correlation
of ground and satellite-based GHI and DNI showed R? value of 0.8852 and 0.4139, respectively. The
results of this study revealed that the difference between ground measurements and satellite values
was considerable and hence real time measurements are necessary to properly estimate solar energy
resource in the country.

Keywords: global horizontal irradiance; direct normal irradiance; satellite based SUNY model;

combined uncertainty

1. Introduction

Utilization of energy has become a vital part of our life and its demand is increasing
day by day [1]. Like most of the countries across the globe, Pakistan is also facing a serious
issue of energy crisis for past few decades and the problem is getting severe with the
passage of time [2]. At the moment, most of the energy demands are met by utilizing fossil
fuels like coal, oil, and gas. However, these fossil fuels are rapidly depleting and they will
disappear completely in the coming years. Moreover, consumption of fossil fuels strongly
affects natural environment by releasing greenhouse gases into the atmosphere. There is
a dire need to shift from conventional energy resources to renewable resources of energy.
Solar energy is considered to be one of the vital resources of renewable energy [3].
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In the past few decades, numerous studies have been conducted to assess the solar
energy resource potential and increasing its efficiency using different techniques [4]. For
example, Gueymard et al. [5] conducted a study to assess solar energy resource in United
States of America with respect to spatial and temporal variation. Data were taken mostly
from SUNY model of National Solar Radiation Database (NSRDB) for a time span between
1998 and 2005. A similar kind of research was conducted by Zell et al. [6] in Saudi Arabia in
which a solar energy monitoring program was devised by King Abdullah City for Atomic
and Renewable Energy (KACARE). The annual average GHI variated from 5700 Wh/m? to
6700 Wh/m?. Same study mentioned that performance of PV might be degraded because
of higher temperature which is almost 30 °C on average at various locations of Saudi
Arabia. Similarly, a study was carried out by Al Yahya and Irfan [7] which presented
discussion on the new solar atlas of Saudi Arabia. This solar atlas consisted of 41 stations
which were capable of delivering solar data across the various regions of the country. This
study was part of the Renewable Resource Monitoring and Mapping (RRMM) program.
Through RRMM, they found that direct normal irradiance (DNI) of the country ranged
from 5000 Wh/m?/day which was recorded in winter to 9000 Wh/m?/day in summer.

Moreover, Alnaser et al. [8] presented a study in which they presented the data of Solar
Radiation Atlas for the Arab World. For a period of 10 years in Arab world, the highest
annual mean global solar irradiance was calculated to be 6.7 kWh/m?/day Nouakchott,
Mauritania and 6.6 kWh/m?2/ day in Tamenraset, Algeria. However, the minimum mean
global irradiance was calculated in Mosul, Iraq which was 4.1 kWh/m?/day. Similarly,
Bachour and Perez [9] analyzed ground-based GHI at Doha International Airport in the time
span between 2008 and 2012 which revealed that average daily GHI was 5.61 kWh/m?/day
which in other words becomes 2048 kWh /m?/ year. In addition to this, a maximum monthly
average was calculated to be 6.97 kWh/m?/day for the month of June.

Satellite-based DNI is affected by several parameters out of which the most critical
and important factor is aerosol optical depth (AOD) [10]. Aerosols are very crucial for
calculation of solar energy resource and play a critical role to estimate surface irradiance
from the available satellite-based solar irradiance. A study in Thailand revealed that in
majority of the cases, 10 to 15% of total depletion of solar energy by all atmospheric particles
occurred due to aerosols [10]. Moreover, it has been found that 5% of the total depletion
of solar energy from aerosols occurs due to scattering of solar energy from continental
aerosols. Similarly, a research in India was done to incorporate aerosols dataset to get an
accurate satellite model for computing DNI [11]. It was noted that the fine aerosol particles
could be removed from atmosphere in monsoon season. It was also noticed that due to
wind, aerosols also moved from one location to another, hence creating uncertainty in
the estimation of DNI. In addition to this, a study compared eight clear sky broadband
models [12]. This study concluded that turbidity plays a very important and crucial role to
estimate the irradiance received. This study also stated that the important factors that are
considered for clearest atmospheric conditions are aerosol loads, water vapor component,
and least turbidity. To account for such issues in analyzing the solar irradiance, Mueller
et al. [13] devised a satellite-based model called The SOLIS clear-sky module. While making
this model, ozone, water vapors, and aerosols were taken into the account. Results obtained
from this model were compared with ground-based measurements.

Satellite-based data are acquired on the basis of forecasting techniques. Some satellite-
based forecasting techniques use position of clouds to estimate solar energy over a particular
location. A study showed that motion vectors were used to predict the upcoming position
of the clouds over particular location of the ground and it was noted that they provided
fine forecasting accuracy of almost 6 h. Predictions from cloud pose several problems to
properly forecast solar irradiance [14]. Therefore, comparison of satellite-based solar data
and ground-based measured solar data has been of much importance to many researchers
across the globe. Vignola et al. [15] conducted a study at Kimberly, Idaho in which satellite-
based solar data and ground-based solar data were analyzed to validate the satellite-based
solar model. It was found that mean bias error for satellite-based global irradiance was 5%
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and it was 2% for beam irradiance. Similarly, Blanksby et al. [16] conducted a research in
Australia to check the accuracy of satellite-based solar model. It was noted that for lesser
values of GHI, satellite-based data were overestimated compared to the ground-based
data. However, for greater values of GHI, satellite-based data were either overestimated or
underestimated compared to the ground-based data.

A study in Brazil compared satellite-based solar irradiance with ground-based mea-
surements [17]. Irradiance was analyzed on the basis of monthly average daily mean values.
Comparison of this satellite-based data and ground measurements showed a global root
mean square error of 13% for all data points. To estimate the satellite-based direct normal
irradiance in the tropical environment of Thailand, a method was devised by Janjai [18]
where the satellite selected for this study was MTSAT-1R. First, data of this satellite were
used to estimate the global horizontal irradiance and then satellite-based diffused fraction
model was devised to estimate the diffuse solar irradiance. Based on global horizontal
irradiance and diffuse irradiance, direct normal irradiance was estimated. A similar kind
of research was conducted to verify the values of direct normal irradiance of SUNY which
is a satellite-based model with the ground-based values in various locations of Califor-
nia [19]. The study focused on finding variation in both the data and also to find accuracy in
SUNY model. Mean bias error was noted in the range of —6.39% to 14.21% and correlation
coefficient was 0.90 to 0.95 for direct normal irradiance.

Perez et al. [20] compared the satellite-based data taken from GOES 8 with the data
which was interpolated and extrapolated with respect to 12 ground-based measurement
stations located in New York and Massachusetts in America. A satellite-based model was
devised by Janjai et al. [21] to calculate global solar irradiance in tropical areas of Thailand.
This study shows that tropical areas in Thailand have high aerosols load. Ambient tem-
perature and relative humidity were used to predict absorption of solar rays due to water
vapors in atmosphere. This model also explained how to relate visibility with depletion
due to aerosols load. Monthly average hourly global irradiance calculated from both the
satellite-based model and ground-based measurements was quite matching with each other
by having a root mean square difference of 10% only. An experiment was conducted in the
summer months of the year 1977 in United States to check whether ground-based solar
irradiance could be obtained through estimation from geostationary satellites [22]. When
satellite-based daily insolation was compared to ground-based pyranometers data, the
standard error was calculated to be 10% of the mean data. Furthermore, three pyranometers
stations were installed at three different locations of Canada which were Ottawa, Toronto,
and Montreal [23]. Measurements done at these stations in the summer and spring dura-
tion of the year 1978 concluded that on the average, there measurements had 9% variation
compared with satellite-based model for daily insolation data in cloudy conditions.

A lot of studies were conducted on ground-based data and satellite-based data [24-29].
Some of studies done in the past showed that there were various errors associated with
satellite-based models and that is why there was a difference between solar data obtained
from satellite models and ground measurements [30-32]. One such study in Northeastern
US showed that there was relative root mean square error of 23% between satellite model
(based on data of GOES-8) and 8 years on site measured hourly irradiance [30]. Pixel-
to-irradiance conversion error in satellite model was calculated to be 12-13%. Another
analysis was done to find long run variation in broadband solar irradiance at surface [31].
Data analyzed were based on three-hourly duration for a time of 18 years. Satellite data of
this research were taken from ISCCP (International Satellite Cloud Climatology Project).
The data taken were validated with the data based on two years, obtained from Meteosat.
Validation of the data showed that when volcanic aerosols were not and were included,
annual average of DNI was reduced by 16% while annual average of GHI was reduced
by less than 2.2%. Cebecauer and Suri [32] developed a new model based on the data
obtained from Meteosat MSG (Meteosat Second Generation). This improved model had the
capability to better predict variation and improve accuracy in GHI and DNI, when there
were high vapor contents and aerosols load.

171



Energies 2022, 15, 2528

Keeping in view the depletion of fossil fuels, the establishment of solar power plants
is need of the hour for any country across the globe. However, their construction must be
emphasized in order to overcome energy crises in the country. Feasibility study is one of
the important phases in establishment of solar power plants. There is a need to estimate
the solar energy potential at a particular site in order to have a clear overview to identify
if the site is a good choice for the installation of any solar power plant. To identify the
best site for the installation of solar power plants, solar energy resource assessment plays a
vital role which can be done using various equipment like pyranometer and phyreliometer.
These equipment are used to measure ground-based solar energy resource at any location
where establishment of solar power plant is desired. Therefore, ground stations are very
important to measure the actual solar energy received with the help of these equipment.
Besides ground measurements, there are various satellite models in use these days which
show an estimation of solar energy potential and they can be widely used to guess the solar
energy resource [33]. Problem associated with satellite models is that they are not accurate
and there is significant variation between ground measurements and satellite modeled data.
Therefore, satellite-based solar data are often compared to ground-based measurements to
find the amount of variation between the two [33]. Comparison of ground measurements
and satellite modeled solar data provides a clear insight to decide whether or not solar
power plants can be established on the basis of satellite modeled data.

Keeping in view of the previous studies, it was clear that in in some cases ground-based
GHI and DNI were more accurate than satellite data. To accurately study the difference in
results, an experimental study was performed in the current research, which will enable
researchers to accurately use solar data in the applications of solar energy. In the present
study, ground-based global horizontal irradiance (GHI), and direct normal irradiance (DNI)
were measured and compared with satellite modeled data. Ground-based measurements
were done at UET Peshawar by using its weather station. Weather station at UET Peshawar
consists of various devices among which pyranometer and shadowband irradiometer are
used to measure solar irradiance. Satellite-based solar energy was taken from a model
called SUNY.

2. Materials and Methods
2.1. Equipment

Various equipment used in this study are part of the established weather station
at University of Engineering and Technology (UET) Peshawar. Weather station at UET
Peshawar was installed by World Bank under its program called Energy Sector Management
Assistance Program (ESMAP). This project of World Bank aimed to map renewable energy
resources in Pakistan. Several other weather stations were also established at different
locations of Pakistan. Currently, weather station is maintained by UET Peshawar. Figure 1
shows weather station located at UET Peshawar.

Figure 1. Weather Station established at UET Peshawar.
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This weather station consists of various equipment which were used in this study.
Some of the equipment used in this study are discussed as follows.

2.1.1. Pyranometer

Pyranometer is used to measure solar irradiance received at a surface and there
are various types of pyranometers available in the market with different technologies
and specifications. However, pyranometers used in this study came from well-known
manufacturer called Kipp and Zonen (Delft, The Netherlands) whose model is Kipp &
Zonen CMP10. This pyranometer was used to collect global horizontal irradiance (GHI)
received at UET Peshawar. Figure 2 shows pyranometer installed at UET Peshawar and its
specifications are given in Table 1.

Figure 2. Kipp & Zonen CMP10 pyranometer installed at UET Peshawar.

Table 1. Specifications of Kipp & Zonen CMP10 pyranometer.

Properties Values
Spectral range (50% Points) 285 to 2800 nm
Sensitivity 7 to 14 uV/W/m?
Response Time <5s
Zero offset A <7 W/m?2
Zero offset B <2 W/m?
Directional response (up to 80° with 1000 W/m? beam) <10 W/m?
Temperature dependence of sensitivity (—10 °C to +40 °C) <1%
Operational temperature range —40°Cto +80 °C
Maximum solar irradiance 4000 W/m?

2.1.2. Rotating Shadowband Irradiometer (RSI)

Rotating shadowband irradiometer (RSI) is used to measure global horizontal irradi-
ance (GHI), direct normal irradiance (DNI), and diffuse horizontal irradiance (DHI). RSI
installed at UET Peshawar came from Concentrating Solar Power Services (CSPS) which
is called CSPS Twin-RSI. It has two radiation detectors made from silicon located in the
middle of a spherical shaped shadowband. The two radiations sensors called LI-200 came
from LI-COR Inc. (Lincoln, NE, USA). When shadowband is below the sensor in rest
position, the sensor measures GHI. Shadowband moves after some time and it comes in
the path to block DNI. When DNI is blocked, the sensor measures DHI. When GHI and
DHI both are known, DNI can easily be calculated. Figure 3 shows RSI installed at UET
Peshawar. Specifications of CSPS Twin-RSI are given in Table 2.
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Figure 3. CSPC Twin-RSI installed at UET Peshawar.

Table 2. Specifications of Twin-RSI.

Temperature range —30 to +65 °C
Humidity 0 to 100% Rh
Dimensions 500 x 100 x 200 mm
Weight 2.1kg
Power demand <1 W at average
Output signal ~90 pA per 1000 W/m?
Response time 10 ps

2.1.3. Data Logger

Data logger is used for data acquisition which come from various components of
weather station like pyranometer and RSI. Data which are collected by various components
of weather station are stored<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>