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Depending on the state of its raw materials, final products, and processes, materials
manufacturing can be classified into either top-down manufacturing and bottom-up man-
ufacturing, or subtractive manufacturing (SM) and additive manufacturing (AM). Some
important top-down manufacturing methods include casting [1], welding [2], hot rolling [3],
cold rolling [4], cryo-forming [5], heat treatment [6], equal channel angular pressing [7],
high pressure torsion, [8], and accumulative roll bonding [9], while some important bottom-
up manufacturing techniques include powder metallurgy sintering [10–12] and filtered
arc deposition [13]. The disadvantages of bottom-up manufacturing, in comparison to
top-down manufacturing, are its limitations in fabricating large samples and its inability to
avoid contamination and residual porosity in its final products. Recently, the AM approach
has attracted increasing interest, and some important AM processes include wire-arc-based
methods [14,15], laser-based AM methods [16], electron-beam-based AM methods [17],
and cold spraying [18]. Regarding the development of the materials, both conventional
materials with novel structures (such as nanograined microstructures or ultrafine-grained
microstructures [19–22]) and novel materials (such as high entropy alloys with more than
four principal alloying elements [23]) have become popular for material scientists and
engineers, owing to their attractive physical and mechanical properties. In addition to
experimental characterizations, advanced modelling also plays a critical role, particularly
in revealing the phenomena that are hardly observed in experiments. Some important
modelling tools that are related to this manufacturing include the finite element method
(FEM) [24], crystal plasticity FEM [25], discrete element method (DEM) [26], molecular
dynamic (MD) model [27], and atomistic-continuum coupled multiscale model [28]. With
the quick development of computational techniques, these models are providing increasing
contributions to our understanding of the manufacturing–structure–property–mechanism
relationships between various materials under different conditions. This Special Issue has
collected the recent advances and investigations within the research that has been filed on
manufacturing, covering all of these above mentioned topics.

Hedhibi et al. [29] studied the influence of pseudo-ternary oxides on mechanical
properties and microstructures, by comparing the activating tungsten inert gas (ATIG)
weld with the conventional tungsten inert gas (TIG) weld. They optimized the composition
of the flux and found an improvement in the ultimate tensile strength (UTS), from about
571 MPa for the conventional TIG weld to about 600 MPa for the optimal ATIG weld.
Ahmed et al. [30] developed a novel refilling technique for the friction stir spot welding
(FSSW) joints of AA6082-T6 sheets. The mechanical testing showed higher-bearing tensile
shear loads in all the refilled FSSW joints than those that were given by the as-received
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FSSW joints. In order to improve the mechanical and tribological performances of an AZ91
Mg alloy, Ataya et al. [31] added short carbon fibers to the AZ91 matrix. They observed a
large influence of the carbon fibers’ orientation on both the compressive strength and the
wear resistance of the Mg composite; however, they did not observe an obvious difference
in the hardness. The paper published by Wan et al. [32] is about a laser-based AM of an Mg
alloy. They successfully improved the wear and corrosion resistance of an AZ91D alloy
by introducing an Al-Si alloy coating with an addition of Y2O3, using a laser cladding
process. Yin et al. [33] studied the microstructures and textures of various automobile
steels and their influences on quasistatic tensile deformation behavior, with a strain rate of
0.001 s−1 and dynamic tensile deformation behaviors with a wide strain rate range, varying
from 33 to 600 s−1. Zhang et al. [34] investigated the relationship between an ultrasonic
vibration treatment and the microstructure evolution during the high-temperature forming
process of 9310 steel. It was observed that the flow stress of the 9310 steel decreased with
an increase in the deformation temperature or a decrease in the strain rate. Kubiak and
Lesnikowski [35] investigated the influence of mechanical deformation on the characteristic
impedance of sewed textile signal lines (TSLs). Regardless of the tensile forces, only the
substrate weave was found not to affect the characteristic impedance change.

Chen et al. [36] studied the vibration characteristics of submarine-like structures with
laminated materials that consisted of spherical, cylindrical, and cone shells with multiple
built-in annular plates, based on a numerical model. Li et al. [37] developed a numerical
discrete model that was based on a meshless Chebyshev-RPIM shape function, in order to
study the vibration of a rotating cross-ply laminated combined conical–cylindrical shell
in a thermal environment. In their study, Zhang et al. [38] focused on the vibration char-
acteristics of a laminated composite double cylindrical shell system (LCDCSS), coupled
with a variable number of annular plates. Dzwierzynska and Lechwar [39] proposed
an algorithmic-aided approach for the design and optimization of the curvilinear steel
bar structures of unit roofs, and their structural analysis was further verified by an FEM
analysis, taking both the permanent and environmental loads into account. With the help
of a computational fluid dynamics (CFD) model, Li et al. [40] simulated a high-pressure
hydrogen flow through their newly proposed Tesla-type depressurization structure. They
found that this pressure could be reduced by 237% if the standard orifice plate was replaced
with a Tesla-type orifice structure. Furthermore, the subject of surface roughness in materi-
als and manufacturing engineering has attracted increasing attention in recent years [41].
Lu et al. [42] studied the surface roughness of face gears, based on a non-contact measure-
ment that was obtained via 3D optical scanning and FEM simulations. The paper by Yang
et al. [43] is about the rough surface characterization parameter set (CPS) and redundant
parameter set (RPS) that are used for surface modeling and performance. They successfully
proposed a model for a performance evaluation of different workpiece surfaces, based on
their capacity to fully cover the surface topography information. Li et al. [44] conducted
MD simulations in order to study the hydrogen-induced dislocation nucleation (DN) and
plastic deformation of <001> and <1–10> grain boundaries (GBs) in nickel bicrystals. Addi-
tionally, they also studied the influence of grain size on the hydrogen embrittlement (HE)
of nanograined iron materials, which was also based on MD simulations [45]. Their study
indicated that grain refinement could be an effective strategy for resisting H-induced brittle
failure, owing to the fact that finer materials have a lower H concentration at the GBs, and
an improved GB-mediated intergranular deformation, thus resulting in a lesser possibility
of initiating cracks.

The variety and quality of all these papers are addressed to both academic and indus-
trial researchers who are looking for new information that can contribute to the advance-
ment of future research in these highly challenging fields. It is our hope, as guest editors,
that you find this volume interesting. We would like to express our sincere gratitude to
the authors for their contributions and cooperation during the editorial process. We are
indebted to the reviewers for their constructive suggestions and comments. We thank the
editorial team for their strong support throughout the entire process.
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Abstract: In this study, the effects of pseudo-ternary oxides on mechanical properties and microstruc-
ture of 316L stainless steel tungsten inert gas (TIG) and activating tungsten inert gas (ATIG) welded
joints were investigated. The novelty in this work is introducing a metaheuristic technique called
the particle swarm optimization (PSO) method to develop a mathematical model of the ultimate
tensile strength (UTS) in terms of proportions of oxides flux. A constrained optimization algorithm
available in Matlab 2020 optimization toolbox is used to find the optimal percentages of the selected
powders that provide the maximum UTS. The study indicates that the optimal composition of flux
was: 32% Cr2O3, 43% ZrO2, 8% Si2O, and 17% CaF2. The UTS was 571 MPa for conventional TIG
weld and rose to 600 MPa for the optimal ATIG flux. The obtained result of hardness for the optimal
ATIG was 176 HV against 175 HV for conventional TIG weld. The energy absorbed in the weld zone
during the impact test was 267 J/cm2 for the optimal ATIG weld and slightly higher than that of
conventional TIG weld 256 J/cm2. Fracture surface examined by scanning electron microscope (SEM)
shows ductile fracture for ATIG weld with small and multiple dimples in comparison for TIG weld.
Moreover, the depth of optimized flux is greater than that of TIG weld by two times. The ratio D/W
was improved by 3.13 times. Energy dispersive spectroscopy (EDS) analysis shows traces of the
sulfur element in the TIG weld zone.

Keywords: ATIG welding; mixing design method; particle swarm optimization (PSO); pseudo-
ternary flux; 316L SS; mathematical modeling; mechanical properties; microstructure

1. Introduction

Austenitic stainless steels are the most common stainless steel. They are used in many
fields as oil, shipbuilding, machinery, and marine applications. They are characterized by
good strength, high toughness, and excellent corrosion resistance. Fusion welding is the
most popular method to join workpieces in many industrial applications.

Tungsten Inert Gas (TIG) welding is a widespread process in industries, but a limited
thickness can be joined in a single pass with this process. TIG welding is also very sensitive
to the chemical composition of the base metal. Moreover, materials thickness greater than
3 mm requires multiple passes to achieve full penetration weld; therefore, the productivity
of the process is reduced. The activated tungsten inert gas (ATIG) technic is a variant of
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conventional TIG welding. In ATIG welding, a thin layer of flux is deposited on the work-
piece before the welding operation. ATIG offers the possibility of increasing the penetration
depth using the same equipment and parameters as conventional TIG. Comparatively to
TIG, ATIG has many advantages. It eliminates the need for edge preparation, increases the
penetration depth, and reduces the number of weld pass [1,2]. Three mechanisms have
been proposed; the increase in ATIG weld penetration can be attributed to the reversal of
Marangoni convection [3,4]. The second mechanism is the arc constriction proposed by D.
S. Howse et al. [5,6]. The third mechanism, proposed by Sire, consists of a constriction of
arc by using a flux characterized by high melting point and high electrical resistivity [7,8].
In recent years, considerable works were carried out using Taguchi method design to
optimize TIG welding process parameters to improve both depth and weld aspects [9,10].
Some studies were oriented to study the influence of welding parameters on enhancing
mechanical properties [11,12]. Other works were dedicated to optimizing the composition
of paste to improve the depth and weld aspects [13,14] using the mixing method. Recently,
other methods like genetic algorithms, simulated annealing, particle swarm optimiza-
tion [15], etc., have been used to optimize solution in many industries [16,17]. In this
work, the tensile strength of weld joints is optimized as an output parameter by varying
the input parameters that are the combinations of oxides powder without varying the
welding parameters.

The objective of this work is to elaborate an appropriate composition of flux to improve
mechanical properties of the full penetrated 316L stainless steel ATIG weld. Mixing method
simplex design degree four was combined with particle swarm optimization (PSO) method
to optimize combination powders. The developed mathematical model and optimization
methodology can help researchers and engineers working in developing fluxes for weld
improvements. This study is a contribution to expanding research dedicated to ATIG
welding of 316L.

2. Materials and Methods
2.1. Material

The material used in this study is the austenitic stainless steel grade 316L. The chemical
composition is shown in Table 1. Rectangular pieces of 6 mm thickness were cut from the
received plate to perform welding of 20 cm line.

Table 1. Chemical composition of 316L stainless steel.

Elements C Mn Si P S Cr Ni Mo N Cu Fe

Weight % 0.026 1.47 0.42 0.034 0.0016 16.60 10.08 2.14 0.044 0.50 Balance

2.2. TIG-ATIG Welding Platform

First of all, the plates were cleaned with acetone. The oxide powders were dried in the
furnace for 1 h at 180 ◦C to eliminate the humidity. Then, a thin layer of a mixed powder
with methanol was applied using a brush to the surface subject to the welding as shown in
Figure 1a. The mean coating density of flux was about 4–5 mg/cm2.

The tungsten inert gas welding machine was used. The electrode used has a diameter
of 3.2 mm and the torch was mounted on a motorized carriage as shown in Figure 1b. The
experimental parameters selected for welding are presented in Table 2.
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ting machine used is Hydro-Jet Eco 0515 SL-Micro waterjet Cutting (KNUTH Germany). 

Figure 1. The deposition of flux on the workpiece (a), motorized carriage (b).

Table 2. Welding parameters.

Parameters Range

Welding speed 150 mm/min
Welding current 180 A

Arc length 2 mm
Electrode tip angle 45◦

Shielding gas on the workpiece Argon with flow rate 10 L/min
Shielding gas on the backside Argon with flow rate 5 L/min

Polarity DCEN

Figure 2a shows a good external aspect for TIG weld line, also surface ATIG weld line
in Figure 2b is free of slugs, which indicates that the optimal flux is well consumed with
small traces of residue.
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Pieces were cut from the welded plates for mechanical testing, weld morphology, and
microstructure study according to the schematic drawing shown in Figure 3. The cutting
machine used is Hydro-Jet Eco 0515 SL-Micro waterjet Cutting (KNUTH Germany).
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Figure 3. Schematic drawing showing test specimens.

2.3. Tensile Test

Design of experiment and mathematical modelling will be applied to the tensile
strength property. Optimal flux, which will give the maximum UTS resulting from the
tensile test, is used for the rest of the study.

The tensile tests were performed with a computer control electrohydraulic servo
universal testing machine model WAW-300E (Jinan testing equipment IE, Jinan, China), at
a test rate of 0.5 mm/min, at 0.5 kN/s load rate, and at low strain rate of 1.6 × 10−4 s−1.

2.4. Weld Bead Aspect

The cross-sections of the weld beads for ATIG with optimal flux and conventional TIG
were photographed using an optical microscope CAROLINA (CAROLINA, Burlington, NJ,
USA). The morphology of the welds were checked using Motic Images plus version 2.0
software integrated with an optical microscope.

2.5. Microstructure Assessment

The microstructural characterization of the fusion zone of both TIG and ATIG welding
has been analyzed. Micrographs were taken on JEOL JSM-7600F scanning electronic
microscope, (SEM). The areas image processing software from Microvision Instruments
(Microvision Instruments, Imager M2.m, Paris, France) was used to measure the ferrite
volume proportions.

2.6. Hardness Test

Vickers hardness tests were performed by a digital hardness tester model HVS-50
(SCTMC, Shanghai, China) with a standard load of 98 N. Eight indentations in the weld
bead on fusion zone (FZ) and at the heat-affected zone (HAZ) were performed on each
sample, with about 0.5 mm between two indentations, as shown in Figure 4.
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2.7. Impact Test

Impact testing was performed on three samples for TIG and three samples for ATIG
weld only in the fusion zone (FZ) with the Charpy “V” notch impact testing machine model
JBS-500 (Jinan testing equipment IE, Jinan, China), specimens are shown in Figure 5.
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2.8. Design of Experiment Methodology

To get the maximum amount of useful information with the least amount of exper-
imentation, the design of experiments (DOE) has been used; mixing method in Minitab
17 software was applied. First, to compare the effect of the mono-flux oxides on UTS of
welds, thirteen oxides (SiO2, TiO2, Fe2O3, MnO2, Cr2O3, ZrO2, CaO, Mn2O3, V2O5, MoO3,
SrO, Co2O3, and MgO) were tested. Among these thirteen oxides, three oxides Cr2O3, TiO2,
and ZrO2 that gave the best UTS were selected to be used in the mixing design method.
Based on the simplex lattice degree four designs, nineteen combinations from the selected
oxides have been prepared. For each combination, the three selected oxides Cr2O3, TiO2,
and ZrO2 vary and 25% of (8% SiO2 + 17% CaF2) was added and kept fixed to get a pseudo
ternary combination. Particle swarm optimization (PSO) method is used to establish an
equation relating UTS to the proportions of the selected oxides. Finally, Matlab R2020 is
carried out to obtain the optimal combination of oxides, hence, to maximize the UTS of
weld through a constrained optimization algorithm.

Silica (SiO2) has been added because it increases the current carrying capacity. Conse-
quently, silicate (SiO2) increases arc voltage and depth penetration of the weld bead [18].
On the other hand, the addition of calcium fluoride (CaF2) had several advantages in that
it reduces the dissolved silicon content of weld metal, prevents the deleterious effect of
silicon on hot cracking, and lowers the melting range of the flux. Moreover, fluorine gases
escaped from the weld pool interact with outer arc electrons leading to constrict arc [19].
The presence of fluorine in arc welding reduces the anode spot and tends to increase
the energy density of the heat source and electromagnetic force in the weld pool. As a
result, relatively narrow and deep weld morphology is formed [20,21]. Nineteen weld lines
were executed and three samples were cut for the tensile test from each of the nineteen
combinations.

2.9. Mathematical Modelling

For the first step of work, we developed a mathematical model where the UTS is writ-
ten in terms of these selected oxides’ percentages. The technic used to get a mathematical
model will be presented later in this paper. In the second step, the optimal combination
that maximizes UTS is determined.

Finally, based on the optimal formulation, ATIG and TIG weld lines have been carried
out on a single plate.
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3. Results and Discussion
3.1. Tensile Test
3.1.1. Selection of Candidate Oxides

Thirteen oxides were tested. The weld line was executed on the plain plate using
welding parameters cited in Table 2. It can be seen in Table 3 that the highest value of UTS
is 565 MPa, which was obtained for the sample welded with ZrO2 flux, followed by the
sample welded with Cr2O3 flux with 559 MPa and, then by the sample welded with TiO2
flux with 542 MPa. Therefore, the selected oxides were Cr2O3, TiO2, and ZrO2.

Table 3. UTS (MPa) for different ATIG mono-oxide welds.

Oxide SiO2 TiO2 Fe2O3 MnO2 Cr2O3 ZrO2 CaO Mn2O3 V2O5 MoO3 SrO Co2O3 MgO

UTS 529 542 538 539 559 565 536 534 481 491 338 506 523

3.1.2. Mixture Design Combinations and UTS Response Values

Based on the simplex lattice degree four design, nineteen combinations have been
prepared. As shown in Table 4, for each combination, the three selected oxides Cr2O3, TiO2,
and ZrO2 vary and 25% of (8% SiO2 + 17% CaF2) is kept fixed.

Table 4. Different pseudo-ternary combinations with the three selected oxides.

Exp. No. Cr2O3
[Weight %]

TiO2
[Weight %]

ZrO2
[Weight %]

SiO2 + CaF2
[Weight %]

1 56.25 18.75 0.00 25
2 56.25 0.00 18.75 25
3 37.50 18.75 18.75 25
4 37.50 0.00 37.50 25
5 37.50 37.50 0.00 25
6 18.75 56.25 0.00 25
7 18.75 37.50 18.75 25
8 18.75 18.75 37.50 25
9 0.00 56.25 18.75 25
10 0.00 37.50 37.50 25
11 0.00 18.75 56.25 25
12 25.00 25.00 25.00 25
13 50.00 12.50 12.50 25
14 12.50 50.00 12.50 25
15 12.50 12.50 50.00 25
16 75.00 0.00 0.00 25
17 0.00 75.00 0.00 25
18 0.00 0.00 75.00 25
19 18.75 0.00 56.25 25

Table 5 shows the Tensile test (UTS) results as well as the standards deviation (σ).
The value of σ is less than 21 MPa for UTS results, which indicates that the disparities are
acceptable.
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Table 5. UTS of a set of experiments with the different combinations and the related standard
deviation σ.

Exp. No.
Number

of
Tests

Max.
UTS

[MPa]

Min.
UTS

[MPa]

Average
UTS

[MPa]

σ

Standard
Deviation

1 3 577 552 564 12.58
2 3 592 587 590 2.51
3 3 595 575 578 16.16
4 3 590 557 579 19.05
5 3 570 538 551 16.82
6 3 577 541 558 18.14
7 3 594 560 582 19.34
8 3 590 556 579 19.62
9 3 585 557 575 15.88

10 3 600 563 587 20.55
11 3 594 561 581 17.78
12 3 594 558 582 20.78
13 3 592 558 579 18.35
14 3 596 560 582 19.50
15 3 593 562 582 17.61
16 3 570 558 563 6.02
17 3 555 542 550 6.80
18 3 585 565 580 11.54
19 3 593 591 592 1.15

3.1.3. Mathematical Model

In this study, the three selected oxides (Cr2O3, TiO2, ZrO2) percentages vary for the
combined oxide with a fixed 25% of (SiO2+ CaF2) oxide to form the pseudo-ternary ATIG
are used. The UTS is then expressed as a function of the percentages of the three oxides
as follows:

UTS = f (X1, X2, X3, X4). X1, X2, X3 denote, respectively, the proportions (in terms of
percentages) of the three oxides, whereas the proportion of the fourth oxide is set to be
X4 = 25%.

The chosen mathematical model that describes the effect of these percentages on the
UTS is the coupling of second-order model as proposed in [22] with conventional linear
regression as in [23]. This model includes three components: (i) the linear effect of the
proportions, (ii) their quadratic effects, and (iii) the interactions between those proportions.
The general form of the mathematical model is given below in expression 1:

UTS (predicted) = (α1)*X(1) + (α2)*X(2) + (α3)*X(3) + (α4)*X(1)*X(1) + (α5)*X(2)*X(2) + (α6)*X(3)*X(3) +

(α7)*X(1)*X(2) + (α8)*X(1)*X(3) + (α9)*X(2)*X(3) + (α10)*X(4)
(1)

With a fixed X(4) = 25%.

3.1.4. Optimization Process Details

The first step objective was to find the optimal parameters that minimize the quadratic
error between the measured UTS and the UTS provided by the model. Thus, the mod-
eling problem is converted into an optimization problem having the model coefficients
as decision variables and the quadratic error as the objective function to be minimized.
Since this problem may present many irregularities such as non-convexity of the criterion
and many feasibility constraints, we used a metaheuristic technique called particle swarm
optimization (PSO) to solve this problem. In PSO, a set of candidate solutions (coefficients
of the model) are initialized randomly within the search-space limits and then “flown”
progressively toward a sub-optimal solution while combining three components: (i) follow
their current velocities, (ii) go back to their best positions visited so far, and (iii) go to the
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position of the best neighbor. Each particle in the group (called swarm) is assigned four
vectors: the position including the model parameters, a velocity, the best personal position,
and the global best position. The move equations of each particle at the kth iteration of the
optimization process are provided below [24,25]:

Vi
k+1 = wkVi

k + c1r1

(
Pi − αi

)
+ c2r2

(
Gi − αi

)
(2)

αi
k+1 = αi

k + Vi
k+1 (3)

wk = wmax −
wmax − wmin

kmax
× k (4)

As provided in many papers such as [24,25], the inertia weight decreases linearly from
0.9 to 0.4. c1 = c2 = 0.75 are the cognitive and social factors. r1 and r2 are two random
numbers generated randomly between 0 and 1. The model parameters’ search limits are
set, respectively, to −1 and +1 for the overall model stability [25]. The optimization process
is stopped after a certain number of iterations (kmax = 5000). After this global search step, a
local search is conducted to find better solutions around the global sub-optimal solution
yielded by the PSO algorithm. After running the optimization process many times, the
selected UTS model as expressed by X1, X2, and X3 is given below:

UTS (predicted)
= −0.7940(%Cr2O3) + 0.1706(%TiO2) + 0.3442(%ZrO2)
+0.1094(%Cr2O3)

2 + 0.0944(%TiO2)
2 + 0.0959(%ZrO2)

2

+0.2032(%Cr2O3)(%TiO2) + 0.2173(%Cr2O3)(%ZrO2)
+0.2047(%TiO2)(%ZrO2) + 0.4231

(5)

Three performance metrics are used to evaluate the effectiveness of the developed
models as follows [25]:

Mean Absolute Percentage Error (MAPE (%)):

MAPE =
100
N2

N2

∑
t=1

|UTS(t)−UTSpredicted(t)|
UTS mean

(6)

• Coefficient of determination (R2 (%))

R2 = 100×
(

1−
1

N2
∑N2

t=1(UTS(t)−UTSpredicted(t))2

1
N2

∑N2
t=1(UTS(t)−UTS mean)2

)
(7)

• Root Mean Square Error (RMSE (MPa))

RMSE =

√√√√ 1
N2

N2

∑
t=1

(UTS(t)−UTSpredicted(t))2 (8)

With N2 = 19 (number of measurements)

The accuracy of this model as measured by the above cited measurement indicators
are found to be as follows: MAPE = 0.7952%, R2 = 72.04%, and RMSE = 5.5955 MPa.

The second step of the optimization process consists of finding the optimal percent-
ages of the three oxides that provide the maximum UTS. To achieve this goal, a constrained
optimization algorithm is used. This algorithm has provided the following optimal combi-
nation shown in Table 6. The predicted value is UTS = 588 MPa as shown in Table 7.
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Table 6. The optimal composition of flux.

Variables Cr2O3 TiO2 ZrO2 SiO2 CaF2

Single Percentages 32% 0% 43% 8% 17%
Combined Percentages 75% (Cr2O3 + ZrO2) 25% (SiO2 + CaF2)

Table 7. Predicted responses UTS of weld executed with optimal flux.

Response Predicted Response (MPa)

UTS 588.27

3.1.5. Experimental Validation

The validation test was the last step in the experimental process. A confirmation
test was performed according to the optimum flux composition. Table 8 shows that UTS
for ATIG weld reached 600 MPa, which is higher than that of conventional TIG welding
(571 MPa). Moreover, the UTS of ATIG weld is greater than the expected value calculated
by the mathematical model (588 MPa). The UTS of the optimal flux (ATIG) weld (600 MPa)
is close to that of base metal (624 MPa) shown in Table 9. The ATIG welding can reduce the
heat input per unit length in welds and the residual stress of the weld can be reduced [26,27].
On the other hand, the increase of UTS about 29 MPA in favor of ATIG comparatively
to conventional TIG weld can be attributed to the increase of the retained ferrite volume
proportions ATIG weld. Moreover, high heat input in TIG weld exhibits a coarse ferrite
distribution and lower strength than the lower heat input in ATIG weld, which has a
relatively fine ferrite distribution [27]. The value of standard deviation (σ) is less than
5 MPa.

Table 8. Results of UTS (MPa) and standard deviation of TIG and ATIG.

Sample Number of
Tests

UTS
Max.

UTS
Min.

UTS
Mean

Standards
Deviation (σ)

TIG 4 578 568 571 4.57
ATIG 4 602 596 600 2.1

Table 9. UTS comparison between mathematical model, ATIG, TIG, and base metal.

Sample UTS (MPa)

Expected value by mathematical model 588
Optimal combination (ATIG) 600

TIG 571
Base metal (SS316L) 624

3.1.6. Tensile Break Zone Investigation

Micrographs of the break zone in the tensile test were conducted with SEM. The
images show the same profile with the formation of multiple dimples, which demonstrates
that the fracture is in the ductile mode for both cases of TIG and ATIG weld as shown in
Figure 6a,b, respectively.
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listed in Table 10. The results show that the depth of optimized flux is greater than TIG 
weld by two times. The ratio D/W was improved by 3.13 times. The weld of optimal flux 
is a full-penetrated weld (6.8 mm). The D/W value obtained for ATIG weld is 0.72. 

Figure 6. Fractograph of austenitic stainless steel 316L tensile test for TIG (a) and ATIG (b) welds
(500×).

We notice that the fracture location for both welds occurs in base metal as shown
in Figure 7. The results show the elongation percentages very close to 22.63% for ATIG
specimen against 20.52% for TIG weld.
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3.2. Weld Bead Morphology

The values obtained for depth D and D/W ratio of the optimal flux ATIG weld are
listed in Table 10. The results show that the depth of optimized flux is greater than TIG
weld by two times. The ratio D/W was improved by 3.13 times. The weld of optimal flux
is a full-penetrated weld (6.8 mm). The D/W value obtained for ATIG weld is 0.72.
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This can be explained by the fact that Arc weld constriction and reversed Marangoni
convection in ATIG occur when:

- Fluorine from flux migrates to the arc weld and contributes to enhancing the energy
density according to the constriction arc mechanism explained before, as mentioned
in several works [19,28].

- Oxygen liberated from oxides as surfactant element affects the surface tension of the
molten metal resulting in a centripetal movement, the metal moves from the edges to
the center as cited in related works [29,30]. A full penetration weld is performed in a
single pass without edge preparation or the use of filler metal, which meets the needs
of industries as shown in Figure 8b.

However, in TIG, Marangoni convection occurs. A molten metal moves from the
center of the weld pool to the edges as pure metal leading to a wide and shallow weld bead
as shown in Figure 8a.
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Figure 8. Morphology of TIG (a) and ATIG (b) welds.

Table 10. Weldment bead profiles data of TIG and ATIG.

TIG ATIG

D (mm) W (mm) D/W D (mm) W (mm) D/W

3.26 14.44 0.23 6.80 9.5 0.72

3.3. Microstructural Assessment

The differences in microstructure between TIG weld bead and ATIG weld are shown
in Figure 9a,b and Figure 10a,b respectively. In both cases, the ferrite morphology has a
discontinuous skeletal network of delta ferrite (δ) structures in a predominant austenite
matrix. Alloy 316L with Creq/Nieq that is 1.67 solidifies in ferritic austenitic mode [31].
The delta ferrite is located mainly at the dendrite axes. The residual primary ferrite results
from incomplete δ→ γ transformation during solidification.
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Figure 10. SEM Micrograph in ATIG fusion zone of 316L (a) (250×), (b) (500×).

The delta ferrite (δ) in the TIG weld zone is coarser than that of the ATIG weld as
shown in Figure 9b and Figure 10b, respectively. This difference in delta ferrite (δ) size is
related to the heat provided by the weld bead, which is lesser in the case of ATIG weld.

In ATIG and TIG weld zone, the ferrite is the result of the incomplete primary delta
ferrite- austenite transformation. The proportions of delta ferrite diminish from weld zone
to base metal is as shown in Figure 11a,b.
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In the ATIG heat-affected zone, austenitic grains crossed by parallel elongated inclined
stringers of delta ferrite as shown in Figure 11a. In TIG heat-affected zone, the globular
delta ferrite is randomly distributed and in the form of small slats of reduced size in the
same rolling direction in a matrix of austenite as shown in Figure 11b.

Figure 12a,b represent the measurements of ferrite volume proportions in the austenite
matrix. The advisable proper amount of δ-ferrite in austenitic stainless steel welds is less
than 10% volume to ensure a better ductility, toughness, and corrosion resistance, and no
less than 5% to avoid solidification cracking [32].
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The results reported in Table 11 show the measurements taken in seven different
locations in the weld zone and the mean value of ferrite volume. The proportions are up to
5.56% in the conventional TIG process and 8.63% for ATIG weld.

Table 11. Ferrite volume fraction measurement.

Sample Number of
Measurements

Max.
δ-Ferrite %

Min.
δ-Ferrite %

Mean
δ-Ferrite %

Standards
Deviation σ

TIG 7 6.2 4.8 5.56 0.35
ATIG 7 9 8.1 8.63 0.31

The higher retained ferrite may be attributed to the rate of cooling of the welds.
Elements from optimal flux can constrict arc weld. The constriction of the arc will increase
the temperature at the anode due to the increase in current density and arc voltage as
reported in many studies [33,34].

The ATIG welding with optimal flux increased the energy density of the heat source
that leads to low heat input. However, the arc heat of TIG welding without flux has a
lower energy density; therefore, high heat input is provided to the workpiece. High heat
input resulted in a slow cooling rate and a further transformation from ferrite phase to the
austenite phase. Consequently, a ferrite volume proportion is reduced (5.56%). The ATIG
welding was associated with a low heat input resulting in higher ferrite content (8.63%),
which is in good agreement with several works [35,36]. On the other hand, the high heat
input leads to coarse substructure during solidification in the case of TIG weld as shown in
Figure 9a,b, which results in a more widely spaced ferrite network. But in the case of ATIG
weld, heat provided is low; a fast cooling rate occurs and consequently a finer skeletal
ferrite is formed as shown in Figure 10a,b [37].

3.4. Hardness Test

The hardness values are shown in Table 12. It is visible that the hardness of ATIG weld
and TIG weld in both FZ and HAZ are very close. The delta-ferrite volume proportions in
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the weld metals are in both TIG and ATIG welds increased, and have a beneficial effect in
increasing the hardness of as received 316L stainless steel welds (160 HV).

Table 12. Hardness values and standards deviation of TIG and ATIG.

Sample Number of
Tests

HV
Max.

HV
Min.

HV
Mean

Standards
Deviation σ

ATIG FZ 8 188 176 183 4.93
TIG FZ 8 199 175 185 8.98

ATIG HAZ 8 177 167 171 3.41
TIG HAZ 8 180 164 172 5.03

In ATIG weld, the property of hardness is not affected by the optimal flux used. On the
other hand, the standard deviation is less than 9 HV, which attests to the small disparities
in the obtained hardness values of the maximum and minimum. This result indicates good
hardness homogeneities in the joints.

3.5. Impact Test

The impact tests were carried out on the fusion zone in ATIG and TIG welds. The
experimental values obtained for the impact tests are shown in Table 13. The energy
absorbed in the fusion zone in the case of ATIG weld (267 J/cm2) is slightly higher than
that of TIG weld (256 J/cm2) by 11 J/cm2. The standard deviation is less than 15 J/cm2.

Table 13. Energy absorbed (J/cm2) and standard deviation of TIG and ATIG at fusion zone.

Sample Number
of Tests

Absorbed
Energy Min.

Absorbed
Energy Max.

Absorbed
Energy
Mean

Standards
Deviation

(σ)

TIG 3 241 269 256 14.05
ATIG 3 254 281 267 13.58

Figure 12 represents the fractographs of the impact Charpy “V” notch test. The images
show the formation of multiple dimples, which demonstrate that the fracture is a ductile
mode in both cases of TIG and ATIG as shown in Figure 13a,b. However, in ATIG weld
the dimples are finer with the presence of voids, which can explain the slightly high
value of absorbed energy comparatively to TIG weld. The ductile fracture mode leads to
good resistance to sudden impact loads. Multiple dimples attest for high impact energy
withstand as reported by several authors [38,39].
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Figure 13. Fractograph of Austenitic stainless steel 316L impact Charpy “V” notch for (a) TIG Welded
Zone (500×) and (b) ATIG Welded Zone (500×).

The results of EDS/SEM analysis in Figure 14a and Table 14 are shown in the case of
ATIG weld, with the same level of silicon as in base metal. There are no trace of unwanted
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elements in the case of ATIG welds. These results can explain the good resistance to
impact test.
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weld the dimples are finer with the presence of voids, which can explain the slightly high 
value of absorbed energy comparatively to TIG weld. The ductile fracture mode leads to 
good resistance to sudden impact loads. Multiple dimples attest for high impact energy 
withstand as reported by several authors [38,39]. 
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Figure 13. Fractograph of Austenitic stainless steel 316L impact Charpy “V” notch for (a) TIG 
Welded Zone (500×) and (b) ATIG Welded Zone (500×) 

The results of EDS/SEM analysis in Figure 14a and Table 14 are shown in the case of 
ATIG weld, with the same level of silicon as in base metal. There are no trace of unwanted 
elements in the case of ATIG welds. These results can explain the good resistance to im-
pact test. 

  
(a) (b) 

Figure 14. EDS/SEM spectrum analysis of fracture face of ATIG welded zone (a) and TIG welded 
zone (b). 

Table 14. Elements present in fracture face of ATIG welded zone and TIG welded zone. 

Sample  C % Si % Cr % Mn % Fe % Ni % Mo % O % S % 

ATIG weld Weight % 
Atomic % 

16.26 
47.29 

0.43 
0.54 

14.80 
9.94 

1.75 
1.11 

58.10 
36.34 

7.09 
4.22 

1.57 
0.54 

  

TIG weld 
Weight % 
Atomic % 

17.898 
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0.68 
0.77 

14.86 
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1.39 
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54.67 
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3.65  
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Figure 14. EDS/SEM spectrum analysis of fracture face of ATIG welded zone (a) and TIG welded
zone (b).

Table 14. Elements present in fracture face of ATIG welded zone and TIG welded zone.

Sample C % Si % Cr % Mn % Fe % Ni % Mo % O % S %

ATIG
weld

Weight %
Atomic %

16.26
47.29

0.43
0.54

14.80
9.94

1.75
1.11

58.10
36.34

7.09
4.22

1.57
0.54

TIG
weld

Weight %
Atomic %

17.898
47.49

0.68
0.77

14.86
9.11

1.39
0.81

54.67
31.21

6.73
3.65

3.20
6.38

0.58
0.58

The results of EDS/SEM analysis in Figure 14b and in Table 14 show the presence of
oxygen in TIG weld, which is probably ascribed to insufficient protection of the weld pool
that affects mechanical properties, particularly the toughness. The presence of sulfur leads
to the formation of low-melting eutectics with iron, chromium, and nickel, which can alter
the mechanical properties of TIG weld beads [40]. The obtained results with EDS/SEM
related to TIG weld may explain the decrease in resistance to impact test comparatively to
the ATIG weld.

4. Conclusions

In the present work, ATIG weld has been investigated and compared to conventional
TIG weld. The starting point of this work is elaborating the optimal flux to maximize the
UTS ATIG weld. The mixing design of the experiment combined to the particle swarm
optimization (PSO) method is used to minimize the number of trials, which reduces the
cost of materials as well as time. Based on the obtained results in this investigation, the
following conclusions can be drawn:

- Mixing design of the experiment combined to the particle swarm optimization (PSO)
method is among the novelties of this work. Optimal flux was composed by 32%
Cr2O3, 43% ZrO2, 8% SiO2, and 17% CaF2. The optimal flux raised from this method
improves the mechanical properties in comparison to conventional TIG weld bead.
Transversal tensile testing of the produced ATIG weld has a UTS value (600 MPa) close
to parent metal (624 MPa). On the other hand, the UTS of TIG weld fell to 571 MPa.
ATIG welding is more resistant than conventional TIG welding to sudden impact
loads. The ATIG weld hardness results were close to those of conventional TIG weld.

- The ATIG depth weld bead reached 6.80 mm and the weld aspect ratio increased 3.13.
The ATIG depth weld was increased by two times in comparison to the conventional
TIG weld bead. The fully penetrated ATIG weld is ascribed to two mechanisms cited
earlier. The reversal Marangoni mechanism owing to oxygen liberated from flux and
the constriction of ATIG arc weld related to the migration of fluorine from the flux to
the arc.
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- The microstructure of welds in both welds is composed of matrix austenite inter-
spersed by skeleton δ-ferrite. The ferrite volume proportions in ATIG weld around
8.63% and decreased to 5.56% in conventional TIG welding. The δ-ferrite in TIG weld
is coarser comparatively to that of ATIG δ-ferrite.
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Abstract: Joining dissimilar sheet thicknesses of AA6082-T6 alloys by friction stir spot welding
(FSSW) provides many advantages in automotive and aerospace applications. The formed keyhole
at the end of the FSSW process is one of the typical features after the welding process, which owns
the same size as the rotating pin that remains at the joint center. This keyhole destroys the joint
continuity and can stimulate serious stress concentration when the FSSW joint bears an external
force. To solve this issue, a novel refilling technique was developed for the FSSW keyholes using
a friction stir deposition (FSD) technique. The FSSW joints of AA6082-T6 sheets were welded at
various rotation speeds from 400 to 1000 rpm and a constant dwell time of 3 s, where a 2 mm sheet
thickness was an upper sheet, and a 1 mm sheet thickness was a lower sheet. All the keyhole refilling
processes were achieved using a specially designed AA2011-T6 consumable rod to be used for friction
stir deposition of continuous layers at a constant deposition parameter of 400 rpm consumable rod
rotation speed and a 1 mm/min feed rate. The heat input energy for both the FSSW and refilled
FSSW lap joints was calculated. In addition, the FSSW and the FSD temperatures were measured.
Macrostructure, microstructure, and mechanical properties in terms of hardness and tensile shear
maximum load were evaluated for both the friction stir spot welded (FSSWed) and the refilled FSSW
lap joints. The obtained results showed that the keyhole could be successfully refilled with defect-free
continuous multilayers after the refill friction stir spot welding (RFSSW) process. All the RFSSW lap
joints showed higher tensile shear loads than that given by the FSSW (before refill) lap joints. The
RFSSW joint (welded at 600 rpm/3 s and refilled at 400 rpm/1 mm/min) showed a higher tensile
shear load of 5400 N ± 100 compared with that recorded by the unrefilled joint (4300 N ± 80). The
fracture location and fracture surface of the FSSW and RFSSW were examined and discussed.

Keywords: aluminum alloys; AA6082-T6; AA2011-T6; friction stir spot welding; friction stir deposition;
keyhole refilling; mechanical properties

1. Introduction

Lightweight components are essential in the automotive and aerospace industries
for the reduction of CO2 emissions. The usage of aluminum alloys can reduce the vehicle
structure’s total weight [1,2]. Different spot joining techniques have been used in the
automotive industry, such as riveting and resistance spot welding. Recently, to avoid the
drawbacks of these spot welding techniques, alternative joining techniques in terms of
friction stir welding (FSW) and its derivative friction stir spot welding (FSSW) processes
are used for joining similar [3,4] and dissimilar structural materials [5–9] in engineering
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applications. The FSSW is a solid-state joining technique. It is achieved by applying a
controlled thermomechanical process to produce spot lap joints based on the generated
frictional heating and plastic deformation in the stir zone [10–12]. The quality of the friction
stir spot welded (FSSWed) joints is controlled by welding process parameters, such as tool
rotation speed [13,14], dwell time [1,15], plunge rate [16], axial downward force [17], and
tool design [18,19]. The tool rotation speed plays a vital role in the frictional heat generation,
whereas the downward force, plunging rate, dwell time, and tool design are credited to
the material flow at the spot joint interface [20]. The most serious defect for the FSSWed
joints is keyhole formation [21,22]. Nowadays, modified FSSW processes are developed to
eliminate the keyhole defect, such as pinless friction stir spot welding [1,15], flat friction
stir spot welding [23,24], and refill friction stir spot welding (RFSSW) [22,25,26]. For the
pinless friction stir spot welding, the rotating tool has no pin, and its shoulder surface
is recommended to be a scroll groove [1,15]. This process is only applicable to a weld
aluminum sheet thickness of less than 2 mm [1]. The flat friction stir spot welding uses
two different tools (a tool with a pin and a pinless tool) for producing the FSSW joint and
refilling the formed keyhole [23,24]. In the first step, a specially designed back plate with a
predrilled dent is utilized to yield a protuberance on the bottom side of the joint. In the
second step, the protuberance and keyhole are removed by applying a pinless rotating tool
and a smooth flat back plate [23]. This technique is complex and requires many precautions
in design and implementation; in addition, it depends on the deformability of the welded
materials. The RFSSW process contains four stages, which are friction heating, plunging,
refilling, and joint forming; in addition, its tool rotation is complicated and mainly consists
of three independent parts [22,25,26]. The first part is a clamping ring, which is used to
retain the sheets and prevent the viscous plastic material from escaping. The other two
parts are a sleeve and a pin; both are moved independently in opposite vertical directions to
each other to realize the stirring and the refilling of the viscous plastic material. At the end
of the process, the displaced material is initially pushed to the surface level, without the
keyhole on the sheet surface. Furthermore, the process temperature may reach the melting
point, and the formation of liquation cracks is difficult to avoid [27]. These complications
have limited the use of this technique in many engineering applications.

Recently, friction stir deposition (FSD) as an additive manufacturing technology is
recommended by many authors to build multilayers of different materials on various
substrates [28–30]. This technology is a suitable technique to produce metallic parts for
the automobile and aircraft industries. It is also a thermomechanical process based on
the FSW principles, by adding a mechanism of material feeding to deposit alloys [29–31]
and composites [28]. Perry et al. [32] concluded that the FSD path of AA2024 Al alloy at a
300 rpm tool rotational speed, 2 mm/s travel speed, and 0.85 mm/s feed rate reveals an
almost fully recrystallized microstructure. Dilip et al. [33] investigated the microstructure
of an AA2014-T6 friction stir deposited at an 800 rpm tool rotation speed, 1 mm/min
feed rate, and 35 MPa axial pressure. The results showed that fine grains and refined
second-phase precipitates are the microstructure features. Priedeman et al. [34] evaluated
the microstructure features and hardness of FSD 110 Cu processed at a travel speed of
2.12 mm/s and rotational speed of 275 rpm. The results showed that the microstructure
features are recrystallized fine grains throughout the deposited layers, with different
degrees of grain refining; in addition, the hardness measurement showed that the deposited
layers are softer than that of the base material.

Based on the literature review, although there is a great interest to publish many works
in FSD, there is no attempt to use FSD in refilling the FSSW keyhole. Thus, the current study
is considered the first try in the world to apply the FSD process for filling and repairing
keyholes of the FSSW joints of AA6082-T6 with different sheet thicknesses produced at a
constant dwell time of 3 s and different rotation speeds of 400, 600, 800, and 1000 rpm. A
specially designed consumable rod of AA2011-T6 was suggested. The heat input energy
at applied deposition process parameters of 400 rpm consumable rod rotation speed and
1 mm/min feed rate was studied, and a new equation to calculate the heat input energy
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was suggested. The current work aims also to conduct a comparative study of the FSSW
and the RFSSW lap joints in terms of macrostructure, microstructure, hardness, maximum
tensile shear, and fracture behaviors.

2. Materials and Methodology
2.1. Starting Materials

The starting materials to achieve dissimilar thickness friction stir spot welds were two
thin sheets of AA6082-T6 with dimensions of 1 × 1000 × 1000 mm and 2 × 1000 × 1000 mm.
Meanwhile, the keyhole filling material was AA2011-T6 rods with initial dimensions of
20 mm diameter and 100 mm length. Both the AA6082-T6 sheets and the AA2011-T6 rods
were supplied by the Future Fond Company, Milano, Italy. The chemical compositions of
the used AA6082-T6 sheets and the AA2011-T6 rods were performed using Foundry-Master
Pro, Oxford Instruments, Abingdon, UK, and are listed in Table 1.

Table 1. The chemical composition (in wt.%) of AA6082-T6 sheets and AA2011-T6 rods.

Element Si Mg Fe Mn Zn Cr Ti Cu Bi Pb Al

AA6082-T6 0.75 0.60 0.50 0.40 0.20 0.20 0.10 0.10 - - Bal

AA2011-T6 0.09 - 0.37 - 0.06 0.04 0.03 4.83 0.25 0.3 Bal

2.2. Friction Stir Spot Welding and Friction Stir Deposition Processes

The FSSW joints and the FSD refilled samples were carried out using the friction stir
welding/processing machine (EG-FSW-M1) [35]. For the spot welding process, the two
AA6082-T6 dissimilar sheets were cut to specimens with dimensions of 30 mm width and
100 mm length. The cut specimens were FSSWed in lap joints at a constant dwell time of
3 s and various rotational speeds of 400, 600, 800, and 1000 rpm, where the two different
sheet thicknesses overlapped with a 30 mm length. The other FSSW parameters in terms of
plunge rate and plunge depth were kept constant at 0.1 mm/s and 2.6 mm, respectively.
The used FSSW tool was made of steel (AISI H13) with dimensions of 20 mm shoulder
diameter, 2.6 mm pin length, and 5 mm pin diameter. The tool shoulder was flat, and the
pin was cylindrical. The tool features and dimensions are given in Figure 1.
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Figure 1. (a) Schematic of welding tool (all dimensions in mm) and (b) isometric view of designed
FSSW tool.
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Figure 2 illustrates the FSSW process stages, which involve three main steps: (1) fixing
the lap joint specimens with a clamping system (Figure 2a), (2) the plunging and stirring
stage with the rotating tool (Figure 2b), and (3) the retracting stage (Figure 2c). Finally,
Figure 2d shows the representative spot-welded joint’s top view with the formed keyhole.
The temperature during the FSSW process at the applied different rotational speeds of
400 to 1000 rpm was recorded using a modern digital multimeter (type-UT61B, Zhejiang,
China) with a thermocouple type “K”.
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Figure 2. (a–c) summarizes the stages of the FSSW process of dissimilar sheet thickness AA6082-T
welds. (d) shows the produced joint top view with the formed keyhole [36].

In order to explore the applicability of FSD for refilling the left keyhole after FSSW, an
AA2011-T6 consumable rod was machined (according to the keyhole volumetric dimension)
to a profile of a flat shoulder of 20 mm diameter and a tapered pin of 5 mm diameter and
3 mm pin length (as shown in Figure 3a) to be tried as a filling material in continuous layers
via the FSD process. Figure 3 illustrates the FSD process stages, which involve three steps:
fixing the AA 2011-T6 consumable rod in the spindle shank (Figure 3a) and rotating it at a
constant rotation of speed 400 rpm while moving downward to reach the FSSW keyhole of
the AA6082-T6 joint (Figure 3b). Finally, under a continuous feeding speed of 1 mm/min,
the rod plastically deformed due to the high friction and the generated heat between the
rod and the keyhole substrate, causing the material transfer from the consumable rod to the
keyhole to build a material upward yielding refilling. Figure 3e shows the representative
top view of the refilled FSSW joint.

The produced FSSWed and refilled friction stir spot welded (RFSSWed) joints were
sectioned for macrostructure investigation, microstructure evaluation, and hardness test.
The cross-sectional specimens were ground with SiC papers up to 2400 grit, then polished
using a polishing vel-cloth in the presence of alumina paste suspension up to a surface finish
of 0.05 µm. A chemical etcher consisting of 2.5 mL nitric acid (HNO3), 1.5 mL hydrochloric
acid (HCl), 95 mL distilled water, and 1 mL hydrofluoric (HF) was applied to all the
polished specimens before microstructure investigation. The microstructure evaluation was
performed using an Olympus optical microscope (OM) (BX41M-LED, Olympus, Tokyo,
Japan). The hardness test was carried out along three lines across the transverse sections
of the FSSWed and the refill friction stir spot welded (RFSSWed) joints for obtaining
hardness profiles (Figure 4). The hardness measurements were carried out using an applied
load of 5 N with a dwell time of 15 s using a Vickers hardness tester (model HWDV-75,
TTS Unlimited, Osaka, Japan). The distance between every two indentations was set to
0.5 mm along the cross section of the produced FSSWed and RFSSWed joints. The tensile-
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shear test was performed at room temperature using a 30 ton universal tensile testing
machine (Type-WDW-300D, Guangdong, China) at a constant loading rate of 0.1 mm/min.
During the tensile-shear test, two backing sheets were used to ensure the application of the
axial loading (Figure 5). After tensile shear testing, the fractured surfaces at the interface
between the upper and lower sheets were examined using a scanning electron microscope
(SEM-Quanta FEG 250-FEI Company, Hillsboro, OR, USA). For comparison purposes, the
as-received materials were examined and tested using the previous described methods.
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3. Results and Discussion
3.1. FSSWed and RFSSWed Joint Surfaces’ Appearance

The top and bottom surfaces of the produced FSSWed AA6082-T6 dissimilar sheet
thickness and their RFSSWed joints with AA2011-T6 deposited layers at the applied pro-
cessing parameters (FSSW and refill processing parameters) are shown in Figure 6. The top
and bottom surfaces of the FSSW lap joints welded at different rotation speeds of 400, 600,
800, and 1000 rpm and a constant dwell time of 3 s are represented in Figure 6a. Meanwhile,
the top and the bottom surfaces of the RFSSW joints processed at a constant consumable rod
rotation speed of 400 rpm and a constant feed rate of 1 mm/min are shown in Figure 6b. It
can be remarked that the applied welding parameters for joining the dissimilar thicknesses
of the AA6082-T6 thin sheet are appropriate to produce successful spot joints. The circular
indentations are shown at the top surface views of the FSSW lap joints, indicating the
shoulder projection for all the applied welding parameters. The sizes of the extruded flash
materials are also the same (Figure 6a). Furthermore, the bottom surface views of the FSSW
lap joints show the affected areas (dark areas) by thermal exposure due to the FSSW process
(as shown in Figure 6a). These thermal affected areas become darker by increasing the
rotation speeds from 400 to 1000 rpm at a constant dwell time of 3 s due to the increase in
heat input generation with increasing rotation speed [6,36], as seen in Figure 6a.
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Figure 6. The visual appearance of the top and bottom surface views of (a) the AA6082-T6 FSSW
joints FSSWed at a constant dwell time of 3 s and different rotation speeds of 400, 600, 800, and
1000 rpm and (b) the RFSSW joints after refilling the keyholes.

Figure 6b shows the top surface appearance of RFSSWed joints with FSD process
parameters of 400 rpm consumable tool rotation speed and 1 mm/min constant feeding
rate. Visually, it can be remarked that defect-free refilling using AA2011 material top
surfaces was attained for all the processed joints. It can be concluded that the suggested
FSD parameters succeeded to refill all the keyholes and the shoulder projections of the
FSSW lap joints. In addition, there was no remarkable effect of the exposure thermal cycle
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during FSD on the bottom surface appearance of the RFSSW lap joints (Figure 6b) compared
to that given by the unrefilled FSSW joints (Figure 6a).

3.2. Heat Input Energy Calculations and Peak Temperature Measurements

The total heat input energy is the summation of the generated heat input energy
at the contact shoulder area and the pin surrounding contact area. The generated heat
input energy during the FSSW process depends on the tool design, tool material, friction
axial downward force, friction coefficient at the interface between the rotating pin and the
surrounded stirring material, applied dwell time, and rotation speed [9,37]. The heat input
is generated by converting the mechanical energy from the friction of the rotating tool
through the joint thickness during the FSSW thermomechanical process. The heat input
energy for the FSSW process (Q) can be calculated based on the following equations [9,38]:

Q = 1.083 × µ × P
KA

× ω × r × t (1)

where µ is the friction coefficient between the steel tool and the aluminum alloy sheet,
which equals 0.4 [4]; P is the applied downward force (in N); KA is the ratio of the shoulder
contact area to cross-sectional area of the rotating tool; ω is rad/s and equals π

30 n, where n
is the applied rotational speed (in rpm); r is the pin radius (in m); and t is the dwell time (in
s) during the FSSW process:

KA =
(shoulder radius of the rotating tool) 2 − (pin radius)2

(shoulder radius of the rotating tool)2 (2)

where the shoulder radius of the rotating tool and pin radius is equal to 10 and 2.5 mm,
respectively. Then KA = 0.9375. From Equations (1) and (2), the calculated heat input
energy is as follows:

Q = 1.1859 × 10(−3) × P × n × t (J) (3)

The calculated Q of the FSSW joints is plotted against the applied rotation speed, as
given in Figure 7. It can be noted that the increase of the rotation speeds from 400 to 1000
rpm leads to an increase in the generated heat input energy from 1434 to 3351 J during the
FSSW process [39]. The FSSW thermal cycle exposure and the measured temperatures of
the produced FSSW lap joints are shown in Figure 8.

The thermal cycles of the FSSW AA6082-T6 lap joint in terms of the measured working
temperature against the consuming time to yield the spot joint at the applied rotation
speeds of 400 to 1000 rpm are given in Figure 8. It can be observed that the experienced
thermal cycle for all the processed joints gives the same trends at the welding parameters,
with difference in the peak temperatures at each tool rotation speed. Each thermal cycle
involves three stages, including rising temperature gradually by inserting the rotating tool
pin at a constant feeding rate of 0.1 mm/s through the clamping of two different sheet
thicknesses of AA6082-T6 (first stage). The second stage represents the dwell time required
to perform the spot weld at near temperature stability. The last stage represents rotating
tool retracting at the end of the spot-welding process. Table 2 illustrates the measured
peak temperature in the stir zone (SZ) during the FSSW process. It can be noted that the
peak temperature increases from to 225 ± 2 to 350 ± 2 with the increasing tool rotation
speed from 400 to 1000 rpm, respectively, as a result of frictional heat during the stirring
process [39].
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Figure 8. Temperature—time curves (thermal cycles) during FSSW of the dissimilar sheet thickness
AA6082-T6 joints welded at different rotational speeds of 400, 600, 800, and 1000 rpm while keeping
the dwell time constant (3 s).

Table 2. The peak measured temperature during the FSSW process.

Rotational speeds (rpm) 400 600 800 1000

Temperature (◦C) 225 ± 2 245 ± 3 300 ± 5 350 ± 2

Based on the friction stir processing [40–42] and deposition [43,44] concepts, the total
heat input (Qt) to refill the FSSW keyhole via FSD is the summation of the frictional heat
generated by the consumable tool shoulder between the rotating consumable pin and the
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surrounded material in the vicinity of the keyhole and at the consumable pin tip. In general,
the heat generation is given as follows:

dQ = ω × dM = ω × r × dF = ω × r × τcontact dA (4)

τcontact = τf riction = µ × P = µ × F
A

(5)

P is the contact pressure at friction interfaces, and it is equal to the axial downward
force divided by the projected areas.

The heat input generation under the consumable rod shoulder (Q1) is calculated by
integration Equation (4).

Q1 =
∫ 2π

0

∫ Rs

RP

ω × r2 × τf riction × dθ × dr =
2
3
× π × ω × µ × F

A
×
(

r3
s − r3

p

)
. (6)

The heat input generation between the rotating consumable pin and the surrounded
material in the vicinity of the keyhole (Q2) is calculated by integration Equation (4).

Q2 =
∫ 2π

0

∫ Hp

0
ω × r2

p × τf riction × dθ × dz =
2
3
× π × ω × µ × F

A
× r2

p × Hp (7)

The heat input generation at the consumable pin tip (Q3) is calculated by integration
Equation (4).

Q3 =
∫ 2π

0

∫ Rp

0
ω × r2

p × τf riction × dθ × dr =
2
3
× π × ω × µ × F

A
× r3

p (8)

The total heat input energy (Qt) is calculated by summations of Equations (5)–(8):

Qt = Q1 + Q2 + Q3

Qt =
2
3
× π × ω × µ × F

A
×
(

r3
s + r2

p Hp

)
(9)

Qt =
2
3
× µ × ω × F ×

(
rs + 3

Hp × r2
p

r2
s

)
(10)

where Qt is in watt, µ is the friction coefficient between AA6082-T6 keyhole material and
AA2011-T6 consumable rod material and equals 1.4 [45], ω is in rad/s and equals π n

30 , n is
the rotational speed (in rpm), F is the axial downward force (in N), rs is the consumable rod
shoulder radius (in m), rp is the consumable rod pin radius (in m), Hp is the consumable
rod pin height (in m), and t is the deposition time (in s).

Qt =
2π

90
× µ × n × F ×

(
rs + 3

Hp × r2
p

r2
s

)

Qt = 2250 W

The refilling time of FSD = refill height ×60 = 180 s.
The total heat input energy (QE) = Qt × t (in J).
The knowledge of the thermal cycle in terms of the heat generation and the temperature

history during the FSD process is very important in understanding the thermomechanical
interaction occurring during the deposition process in the keyhole of the FSSW joint.
The heat generates at the contact area between the consumable rod and the substrate
(keyhole bottom) due to the friction during the stirring process. The heat to develop a
bond between the keyhole bottom and the deposited material involves transferred heat to
the FSD consumable tool, transferred heat to the keyhole bottom, and remaining heat for
depositing a material [43]. When the generated peak temperature during the FSD process
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is below the melting point of the deposition material, the deformation is a solid-state
process [43,46]. The thermal cycle to achieve refilling of the FSSW joints of AA6082-T6
is represented as temperature versus time, as given in Figure 9. It can be noted that the
deposition peak temperature is 247 ◦C, which is below the melting point of the AA2011-T6
deposited material. This solid-state process promotes good bonding between the AA2011-
T6 deposited material and the keyhole bottom of FSSW dissimilar thickness joints. A similar
finding in terms of good bonding between the deposited materials and the substrates is
reported by other researchers to build sound continuous layers of as-cast hypoeutectic
A356 Al alloy on the AA2024 substrate [30] and also sound continuous layers of AA2011 in
two temper conditions on the AA5083 substrate [29] without any defects at the interface.
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3.3. Macrographs of the FSSW and RFSSW Lap Joints

Figure 10 illustrates the transverse macrographs of the FSSW AA6082-T6 dissimilar
sheet thickness joints and their RFSSW counterparts. It can be seen that the applied FSSW
parameters resulted in defect-free welds at the interface of the overlapped 1 mm and
2 mm AA6082-T6 sheets (Figure 10a–d). In addition, the excessive extruded flash material
was eliminated as a result of the FSSW optimization welding parameters based on some
experiments and published works [3,6]. The resulting spot welded joint has a characteristic
hole in the middle of the joint; this hole is left by the pin after removal. This keyhole
(material loss) is the main defect in the FSSW process, and it is a good representative
of the pin dimensions and geometry (Figure 10a–d). Figure 10e–h represents the cross-
section macrographs of the RFSSW joints. The keyhole refilling process was achieved
at the deposition conditions of 400 rpm consumable rod rotation speed and 1 mm/min
deposition rate. It can be remarked that the keyhole can be successfully refilled by the FSD
process using the deposition material of AA2011-T6. Furthermore, the deposited materials
bonded well with the keyhole inner surface without porosity and microcracks for all the
refilled joints.
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Figure 10. Transverse cross-section macrographs of (a–d) the FSSW lap joints of AA6082-T6 welded
at a constant dwell time of 3 s and different rotational speeds of 400 to 1000 rpm [36] and (e–h) RFSSW
deposited at a 400 rpm rotation speed and a 1 mm/min deposition rate.

3.4. Microstructure Investigation of the Base Materials

The microstructures of the base materials (BMs) for the two AA6082-T6 sheet thick-
nesses at 1 and 2 mm and the AA2011-T6 rod Al alloys are shown in Figure 11. It can
be seen that the microstructures of the AA6082-T6 BMs show coarse and elongated grain
structures, indicating the rolling directions. In addition, they contain comparatively coarse
(Fe, Mn)3SiAll2 intermetallic and low-density fine dispersed Mg2Si precipitates. These
microstructure features are consistent with that reported in other works [2,36,47]. It can be
observed also that the AA 6082-T6 sheets of 1 (Figure 11a) and 2 mm (Figure 11b) thickness
have average grain sizes of 11 ± 2 and 17 ± 1.5 µm, respectively. The variation in the grain
size values of the two sheets can be ascribed to imposing different rolling conditions to
produce different sheet thicknesses. This reduction in thickness as a result of high accumu-
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lated plastic deformation promotes high internal strain, which increases the strength [48].
As reported in [28,29], the microstructure of the AA2011-T6 rod alloy shows coarse grains
and the intermetallics of Al7Cu2Fe (rodlike shape) and Al2Cu (almost spherical or irregular
shapes), as shown in Figure 11c.

Materials 2022, 15, x FOR PEER REVIEW 14 of 26 
 

 

thickness have average grain sizes of 11 ± 2 and 17 ± 1.5 µm, respectively. The variation in 
the grain size values of the two sheets can be ascribed to imposing different rolling con-
ditions to produce different sheet thicknesses. This reduction in thickness as a result of 
high accumulated plastic deformation promotes high internal strain, which increases the 
strength [48]. As reported in [28,29], the microstructure of the AA2011-T6 rod alloy shows 
coarse grains and the intermetallics of Al7Cu2Fe (rodlike shape) and Al2Cu (almost spher-
ical or irregular shapes), as shown in Figure 11c. 

 
Figure 11. OM microstructure images of the starting BMs: (a) 1 mm, (b) 2 mm AA6082-T6, and (c) 
AA2011-T6 [29]. 

3.5. Hardness Results Evaluation 
Hardness measurements were carried out on the transverse cross sections of both the 

AA6082-T6 FSSW joints of the dissimilar sheet thickness and RFSSW joints and plotted in 
a hardness profile. Figure 12 shows the hardness profile for the FSSW joints produced at 
a constant dwell time of 3 s and different rotation speeds of 400, 600, 800, and 1000 rpm. 
Meanwhile, Figure 13 represents the hardness profile of the RFSSW joints, refilled with 
AA2011-T6 via the FSD process at a 400 rpm rotation speed and a 1 mm/min feed rate. 

Compared with the different sheet thickness AA6082-T6 BMs, the hardness of the 
weld zones, the SZ, thermomechanically affected zone (TMAZ), and the heat-affected 
zone (HAZ) of the FSSWed joints at the used rotation speeds of 400, 600, 800, and 1000 
rpm significantly decreased, as shown in Figure 12a–d, respectively, due to annealing of 
the AA6082-T6 BMs during the FSSW process. It was reported that the hardness values 
across the weld zones of the joints of heat-treatable Al alloys are affected by thermal ex-
posure during FSW [36,49]. Among the weld zones for each FSSWed joint, the minimum 
hardness values were observed in the HAZ due to the grain structure and overaging effect 
[36]. In contrast, the hardness improvement in the SZ is mainly due to the formation of 
dynamically recrystallized fine grains and the reprecipitation process that might take 
place during the cooling cycle. The TMAZ hardness gives lower values than the SZ and 
higher values than the HAZ. The increase in hardness of the TMAZ over the HAZ is likely 

Figure 11. OM microstructure images of the starting BMs: (a) 1 mm, (b) 2 mm AA6082-T6, and
(c) AA2011-T6 [29].

3.5. Hardness Results Evaluation

Hardness measurements were carried out on the transverse cross sections of both the
AA6082-T6 FSSW joints of the dissimilar sheet thickness and RFSSW joints and plotted in
a hardness profile. Figure 12 shows the hardness profile for the FSSW joints produced at
a constant dwell time of 3 s and different rotation speeds of 400, 600, 800, and 1000 rpm.
Meanwhile, Figure 13 represents the hardness profile of the RFSSW joints, refilled with
AA2011-T6 via the FSD process at a 400 rpm rotation speed and a 1 mm/min feed rate.
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Compared with the different sheet thickness AA6082-T6 BMs, the hardness of the weld
zones, the SZ, thermomechanically affected zone (TMAZ), and the heat-affected zone (HAZ)
of the FSSWed joints at the used rotation speeds of 400, 600, 800, and 1000 rpm significantly
decreased, as shown in Figure 12a–d, respectively, due to annealing of the AA6082-T6 BMs
during the FSSW process. It was reported that the hardness values across the weld zones of
the joints of heat-treatable Al alloys are affected by thermal exposure during FSW [36,49].
Among the weld zones for each FSSWed joint, the minimum hardness values were observed
in the HAZ due to the grain structure and overaging effect [36]. In contrast, the hardness
improvement in the SZ is mainly due to the formation of dynamically recrystallized fine
grains and the reprecipitation process that might take place during the cooling cycle. The
TMAZ hardness gives lower values than the SZ and higher values than the HAZ. The
increase in hardness of the TMAZ over the HAZ is likely due to the high dislocation density
achieved by plastic deformation during the process of FSSW [14,47]. The highest hardness
of the weld zones is achieved for the FSSWed joint at 600 rpm (Figure 12b). Thus, selected
areas on the macrostructure of this joint (Figure 14a) were investigated using OM as a
representative of the weld zone microstructure features. It can be seen that the welding
zones on both sides of the keyhole center line look like a mirror and are arranged as SZ,
TMAZ, and HAZ, as given in Figure 14b (left side) and Figure 14c (right side). The keyhole
surrounding area is the SZ achieved during the FSSW process of the two AA6082-T6 sheets,
and it is characterized by equiaxed refined grains (Figure 14e). Generally, optimizing the
FSW [50,51] and the FSSW [3,36] parameters leads to grain refinement in the SZ due to
dynamic recrystallization. These variations in microstructure features correspond to the
variation in the hardness values in the weld zones (Figure 12b).

Instead of incomplete W-shape hardness profiles of the FSSWed joints (Figure 12),
complete W-shape hardness profiles are achieved for the RFSSWed joints (Figure 13). As
mentioned before in the experimental section, the FSD process was performed at the
condition of 400 rpm AA2011-T6 consumable rod rotation speed and 1 mm/min feed rate.
Thus, it is expected that the deposited material (keyhole refilling material) has the same
microstructure feature and mechanical properties. The average measured hardness value
of the refilled keyhole is 117 ± 5 HV for all the RFSSW joints, as shown in Figure 13a–d.
During the deposition process, the material of the rotating consumable rod is subjected
to severe plastic deformation at high homologous temperatures. As a result, the material
deposited by the friction stirring process undergoes dynamic recrystallization and develops
a very fine grain size [28,29]. El-Sayed Seleman et al. [28] studied utilizing the FSD process
to manufacture continuous multilayer high-performance, metal-based AA2011/nano Al2O3
composites using AA2011 in two temper conditions of AA2011-T6 and AA2011-O as a
matrix. The results showed that the microstructure of the starting, consumable rods,
AA2011-T6 and AA2011-O, was changed from coarse grain to refined equiaxed grain
throughout the deposited material. Additionally, the size of precipitates (Al7Cu2Fe and
Al2Cu) decreased with the stirring action during FSD for the deposited matrix and the
produced composite. The dispersion and fragmentation of these intermetallics in the
Al matrix have been detected in other works [29,33]. These microstructure features are
gained for the deposited material in the keyholes of the FSSW joints. Figure 14f shows the
microstructure of the AA6082-T6 RFSSWed joint welded at 600 rpm and 3 s with keyhole
refilling by AA2011-T6 via the FSD conditions of 400 rpm and 1 mm/min. It can be seen that
equiaxed refined grains (average grain size 2 ± 0.2 µm) due to the dynamic recrystallization
compared with coarse grains AA2011-T6 rod BM (45 ± 8 µm) are detected. In addition, the
intermetallics (Al7Cu2Fe and Al2Cu) are highly dispersed and fragmented.
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ation for vehicles and automotive structure designs. The tensile shear value of the spot 
welded joint is affected by FSSW process parameters [6,9,21,22]. The maximum tensile 
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Figure 14. (a) Macrostructure image of the AA6082-T6 RFSSWed joint welded at 600 rpm and
3 s with keyhole refilling by AA2011-T6 via the FSD conditions of 400 rpm and 1 mm/min. And
microstructure images of (b) the spot weld zones on the left side, (c) the spot weld zones on the right
side, (d) weld zones/deposited material interface on the left side, (e) the SZ of the welded joint, (f) SZ
of the deposited material and (g) weld zones/deposited material interface in the right side.

3.6. Tensile Shear Test and Fracture Surfaces

The tensile shear test is an important mechanical property for joint efficiency evaluation
for vehicles and automotive structure designs. The tensile shear value of the spot welded
joint is affected by FSSW process parameters [6,9,21,22]. The maximum tensile shear load
of the FSSW and RFSSW lap joints of AA6082-T6 dissimilar sheet thickness is illustrated in
Figure 15.
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Figure 15. Maximum tensile-shear load of the AA6082-T6 FSSWed joints (before keyhole refilling)
processed at a constant dwell time of 3 s and different rotation speeds of 400 to 1000 rpm and the
RFSSW lap joints. All the keyholes of the FSSW joints refilled at the same FSD parameters of 400 rpm
AA2011-T6 consumable rod rotation speed and 1 mm/min feed rate.

It can be noted that the FSSW joint welded at a constant dwell time of 3 s by applying a
tool rotation speed of 600 rpm gives the highest tensile shear load of 4300 ± 80 N compared
with that obtained by the other welded joints. The two AA6082-T6 sheets of this joint
are still connected after the tensile shear testing, as given in Figure 16a–c. This indicates
high joint efficiency and may be ascribed to a larger fully bonded section size and a lower
hook height [36]. Besides, the enhancement in hardness in the SZ of this joint is over
than that noted in the stir zones of the other spot-welded joints. In contrast, the FSSWed
joints processed at the same dwell time (3 s) and different tool rotation speeds of 400,
800, and 1000 rpm are completely separated during the tensile shear testing, as given in
Figure 17a. On the one hand, the failed joint FSSWed at a relatively lower rotation speed of
400 rpm may be attributed to insufficient heat input, which affects in mixing the dissimilar
sheet thicknesses AA6082-T6 during the welding process. On the other hand, the tensile
shear loads of the spot welds produced at higher tool rotation speeds of 800 and 1000 rpm
illustrate a decrease in the maximum tensile shear load. This decrease in strength for these
joints is ascribed to the increase in thermal softening in the SZ with the increasing the
heat input and also to the reduced thickness of the upper sheet underneath the shoulder.
Ohashi et al. [52] and Xie et al. [53] reported that the mechanical properties of the FSSW
joints are mainly governed by both the weld bonded area and the upper sheet underneath
the shoulder. In addition, the precipitate-free zones around the grain boundaries due to
precipitate coarsening might have reduced the strength of the SZ [36]. From Figure 15, it
can be also seen that all the RFSSW lap joints show higher tensile shear loads than that
given by the FSSW (unrefilled FSSW) lap joints. The RFSSW joint (welded at 600 rpm/3 s
and refilled at 400 rpm/1 mm/min) shows the highest tensile shear load of 5400 N ±100.
Its enhancement in the tensile shear load is 25% over that recorded by the unrefilled spot
joint. The two sheets of the RFSSW joint are still connected after the tensile shear testing, as
given in Figure 16d–f. Furthermore, the other refilled joints show enhancements of 45%,
73%, and 273% over the unrefilled joints processed at 400, 800, and 1000 rpm, respectively.
This enhancement for all the refilled joints is ascribed to the repairing of the keyhole defect
by depositing high-strength AA 2011-T6 Al alloy via FSD and the strong bonding between
the filling deposited material and the key hole interface, in addition to the microstructure
features of the filling cavity of the keyhole. Both the deposition process and the good
bonding between the keyhole interface and the FSD material filling the cavity are achieved
in a solid-state process. Figure 17 displays the separated tested FSSW and RFSSW lap joint
after the tensile shear test.
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Figure 16. Top, side, and bottom photographs show the joint appearance of the AA6082-T6 dissimilar
sheet thickness welded at 600 rpm and 3 s after tensile testing, where (a–c) the FSSW joint [36] and
(d–f) the RFSSW joint are refilled with AA2011-T6 at 400 rpm and 1 mm/min.
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Figure 17. Photographs of the joints after tensile shear testing for (a) the FSSW lap joints welded at a
dwell time of 3 s and rotation speeds of 400, 800, and 1000 rpm [36] and (b) the RFSSW joints welded
at the same conditions and refilled at a 400 rpm AA2011-T6 consumable rod rotation speed and a
1 mm/min feed rate.
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The fracture surfaces of the BMs after tensile testing are given in Figure 18. Two
fracture modes in terms of ductile and brittle fractures are detected for both the 1 and
2 mm sheet thicknesses. The Al matrix shows a ductile fracture in terms of different
shallow dimple sizes. While the (Fe, Mn)3SiAll2 and Mg2Si coarse precipitates show a
brittle fracture. Microvoids due to the pullout of the fragmented intermetallics are also
noticed on the fracture surface of the two sheets. The dimple size is related to the initial
grain structure of the two sheets’ materials.
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Figure 18. SEM images of the fracture surface of AA6082-T6 BMs: (a) 1 mm and (b) 2 mm [36].

Figure 19a illustrates a photograph of the top surface of the lower sheet of the AA6082-
T6 FSSW joint welded at a constant dwell time of 3 s and a rotation speed of 400 rpm
after tensile shear testing, and Figure 19b–d shows the SEM fracture surface at different
magnifications. The spot weld joint is failed by a tensile shear mechanism. Under the
tensile shear loading, the crack begins at the tip of the hook of the partially bonded region
and propagates preferentially in a horizontal direction at the lap joint interface, shearing the
SZ, causing failure. The fracture surface of the failed region shows a typically ductile mode
fracture in terms of different sizes of equiaxed deep dimples (Figure 19d) compared with
shallow elongated dimples of the fracture surface of both BMs (Figure 18), indicating the
grain refining of the SZ during the FSSW process. Shear cleavage is observed, indicating
the direction of the tensile shear mechanism.

Figure 20a shows a photograph of the top surface of the lower sheet of the AA6082-T6
RFSSW joint (spot welding conditions of 400 rpm and 3 s and refilled conditions of 400 rpm
and 1 mm/min) after tensile shear testing. Figure 20b,c shows the SEM fracture surface
at different magnifications. The refilled joint is failed also by the tensile shear mechanism.
Under the tensile shear loading, the crack begins at the tip of the hook of the partially
bonded region and propagates at the lap joint interface, shearing the SZ of the welded
area and the deposited refilled material, causing failure. The fracture surface of the failed
material shows two distinct regions (AA6082-T6 weld sheets and AA2011-T6 deposited
material) having a well-bonded interface (Figure 20b). The refilled joint reveals ductile
fractures in both regions as they have equiaxed fine grain structures due to the stirring
action in both the weld region and the refilled keyhole (Figure 20b).
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magnifications [36]. 

Figure 19. (a) Photograph of the top surface of the lower sheet of AA6082 -T6 FSSW (welded at
400 rpm and 3 s) after tensile shear testing and (b–d) SEM images of the fracture surface at different
magnifications [36].
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Figure 20. (a) Photograph of the top surface of the lower sheet of AA6082-T6 of the RFSSW joint
(welded at 400 rpm and 3 s) after tensile shear testing and (b,c) SEM images of the fracture surface at
different magnifications.
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4. Conclusions

In this study, an innovative technique was developed based on the friction stir deposi-
tion and examined to refill the keyhole of the FSSWed aluminum samples. A comparative
investigation and evaluation were carried out between the unrefilled FSSWed and RFSSWed
samples. Based on that, the following conclusions can be outlined:

1. The applied FSSW parameters in terms of different rotational speeds of 400 to 1000 rpm
and a constant dwell time of 3 s succeeded in spot-welding two different thin sheet
thicknesses of AA6082-T6.

2. The applied FSD parameters in terms of a feed rate of 1 mm/min and an AA2011-T6
consumable rod rotational speed of 400 rpm succeeded in refilling FSSW keyholes and
shoulder projections of all the produced AA6082-T6 FSSW lap joints with defect-free
continuous multilayers.

3. All the RFSSW joints show higher bearing tensile shear loads than that given by the
as-FSSWed joints.

4. Among all the RFSSW joints, the RFSSW joint (welded at 600 rpm/3 s and refilled
at 400 rpm/1 mm/min) promotes the highest tensile shear load of 5400 N ± 100.
Meanwhile, among all the FSSW joints, the FSSW joint (welded at 600 rpm/3 s) gives
the highest tensile shear load of 4300 N ± 80.

5. The suggested FSD technique, including the consumable tool design and the FSD
parameters, open new horizons for repairing the FSSW keyhole defect for different
welded joints.
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Abstract: Light-weight metal matrix composites, especially magnesium-based composites, have
recently become more widespread for high-efficiency applications, including aerospace, automobile,
defense, and telecommunication industries. The squeeze cast AZ91 base material (AZ91-BM) and
its composites having 23 vol.% short carbon fibers were fabricated and investigated. The composite
specimens were machined normal to the reinforced plane (Composite-N) and parallel to the reinforced
plane (Composite-P). All the as-casted materials were subjected to different tests, such as hardness,
compression, and wear testing, evaluating the mechanical properties. Dry wear tests were performed
using a pin-on-disk machine at room temperature under different applied wear loads (1–5 N) and
different sliding distances (0.4461 × 104–3.12 × 104 m). The microstructures and worn surfaces of the
fabricated AZ91-BM and the two composite specimens were investigated using a scanning electron
microscope (SEM) equipped with an energy dispersive spectroscopy (EDS) advanced analysis system.
The wear debris was collected and investigated also under the SEM. The results showed significant
improvement in hardness, compressive strength, and wear resistance of the composite specimens
(Composite-N and Composite-P) over the AZ91-BM. The compressive strength and wear resistance
are more fibers orientation sensitive than the hardness results. When the fiber orientation is parallel
to the sliding direction (Composite-N), the weight loss is somewhat lower than that of the fiber
orientation perpendicular to the sliding direction (Composite-P) at a constant wear load of 2 N and
the sliding distances of 0.4461 × 104, 1.34 × 104 , and 2.23 × 104 m. In contrast, the weight loss of
Composite-P is lower than Composite-N, especially at the highest sliding distance of 3.12 × 104 m
due to the continuous feeding of graphite lubricant film and the higher compressive strength. Plastic
deformation, oxidation, and abrasive wear are the dominant wear mechanisms of AZ91-BM; in
contrast, abrasive and delamination wear are mainly the wear mechanisms of the two composites
under the applied testing conditions.

Keywords: magnesium alloy AZ91; short carbon fibers; microstructure; compressive strength; wear
resistance; wear mechanisms; wear debris
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1. Introduction

Nowadays, the demand for materials weight reduction for structural applications has
significantly increased. For this purpose, magnesium (Mg) alloys are promising candidates
to be introduced since they have outstanding physical and chemical properties, which are
considered to have expectant prospects in the areas of aerospace, automotive, and electron-
ics [1]. On the other hand, Mg alloys have low strength and poor wear resistance, which
limits their applications for structural and anti-friction applications [2]. It is well known
that Mg-based composites are superior in certain aspects compared with the monolithic
magnesium alloy, such as high specific strength and excellent damping capacity, which
have become one of the research focuses of many engineering applications.

Many scientists presented that the stability and mechanical properties of Mg alloys at
high temperatures can be increased by adding the reinforcements into Mg alloys as a matrix
to make Mg-based composites have better performance compared with its alloys [3,4].
Lately, many researchers put their concern on using discontinuous particles as reinforce-
ment for metal-matrix composite (MMC) since they are low-cost and easy to fabricate
through secondary processing, have better mechanical properties, and have good homo-
geneity [5,6]. Noted that one of the requirements for structural applications, the materials
should have excellent wear resistance during services. El-Sayed Seleman et al. [7] reported
that the incorporation of graphite powders up to 20 wt.% in the AA6016 aluminum matrix
improved the wear resistance of aluminum/graphite composites compared to AA6016
aluminum alloy.

Liu et al. [8] stated that short carbon fiber lowered direct contact between the aluminum
matrix and counterpart and enhanced the wear resistance. This composite system has been
produced by the vacuum pressure infiltration technique.

Furthermore, the mechanical and wear behavior of boron carbide and graphite-reinforced
AZ91 magnesium matrix hybrid composite was discussed by Aatthisugan et al. [9].
As their results, the incorporation of boron carbide into AZ91 alloy enhanced the wear
behavior of Mg composite, whereas the addition of graphite into AZ91–B4C composite
as a hybrid reinforcement reduced the wear resistance of Mg composite. Lim et al. [10]
investigated the sliding wear behavior of AZ91/SiCp composites at various loads ranging
from 10−30 N. Compared with its matrix alloy, the wear behavior of Mg composite at
10 N was significantly improved by a 15–30% increment. A study on the dry sliding wear
behavior of globular AZ91 alloy and AZ91/SiCp composites was carried out by Garcia-
Rodriguez et al. [11]; they summarized that the wear mechanism of globular AZ91 alloy
was varied at different loads and sliding speeds. An investigation on the wear resistance
of AE42-based composite reinforced with 23% vol.% carbon short fibers was conducted
by Ataya et al. [12], and they confirmed that the use of various loads at a constant sliding
distance or vice versa promoted more weight loss of the AE42 matrix than its composite.

Herein, the carbon short fibers are incorporated in the AZ91 alloy to produce an
Mg-based composite by the squeeze casting technique. To the best of our knowledge, there
is still little published work found on the field of wear behavior of AZ91 alloy reinforced
with oriented high volume fraction short carbon fibers. In fact, carbon short fibers are
considered an important material for different engineering applications when used as
reinforcement into Mg matrix to produce composites due to their isotropic and stable
mechanical performance [13]. Thus, the combination of the AZ91 alloy and the short
carbon fibers is interesting to be investigated to explore the wear behavior of the Mg-based
composite containing an oriented high-volume fraction. Therefore, the present work aims
to comprehend the wear behavior of the AZ91/23% vol.% short carbon fiber composite
materials for the specimens machined normal and parallel to the reinforcing plane. The
influence of different loads and sliding distances of the as-cast AZ91 base material (BM)
and the produced composites were examined in the light of the oriented short carbon fiber.
The microstructures of the produced materials are investigated; in addition, an extensive
study of the worn surface under SEM is also undertaken to show the role of the reinforcing
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carbon fibers in the wear process. The hardness and compressive strength of the produced
materials are also evaluated.

2. Methodology
Materials

The starting materials to produce Mg-based composite containing a high-volume
fraction of short carbon fibers via an advanced squeeze casting technique were AZ91
and short carbon fibers. The used carbon fibers were coated with silicon to improve the
wettability with the AZ91 matrix and to hinder carbide formation at the interface between
the matrix and the reinforcement. Researchers reported using many coating materials such
as pyrolytic carbon layer [14], copper and nickel [15], alumina [16], and silicon carbide [17].
The carbon fibers were supplied by SIGRAFIL (SGL Carbon GmbH), Germany. According
to the supplier, the diameter and length were 5–6 µm and 80–120 µm, respectively, and
the physicomechanical properties were 1.76 g/cm3 density and 280 GPa elastic modulus.
The composite was designed to have 23 vol.% short carbon fibers. Figure 1 summarizes
the experimental procedure to produce and characterize the AZ91-BM and its composites.
The as-cast-produced composite was machined normally and parallel to the reinforcing
plane, as sketched in the flow chart (Figure 1). In the current study, the composite specimen
machined normal to the reinforced plane is named Composite-N, and that machined
parallel to the reinforced plane is named Composite-P.
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Cylindrical specimens of the AZ91-BM, Composite-N, and Composite-P were ma-
chined in the dimensions of 6 mm in diameter and 9 mm in length for further testing and
investigations. Hardness was measured using a Vickers hardness testing machine (Model-
HWDV-7S) at 2 N load and 15 s dwell time loading conditions. Compression testing was
applied at room temperature using a Universal Testing Machine (Schenck-Trebel RMC100,
Deer Park, NY, USA) with a cross head speed of 0.01 mm/min. Microstructures were exam-
ined for the AZ91-BM and both composite specimens using a scanning electron microscope,
Quanta FEG 250, Hillsboro, OR, USA, equipped with an energy-dispersive X-ray spec-
trometry (EDS) advanced system. Two SEM detectors, low k- Volt High-Contract Detector
(vCD) and Everhart–Thornley Detector (ETD), were used to distinguish the microstruc-
ture features. Wear tests using a homemade pin-on-disc machine (WT-M1-SSMMR-CSE,
Suez University, Suez, Egypt, Figure 2) were used to evaluate the wear behavior of the
AZ91-BM and AZ91/23 vol.% short carbon fibers composites. The tested specimens were
rubbed against a hard steel disk has a hardness of 64 HRC at different loads and slid-
ing distances. The applied wear load ranged from 1 to 5 N, and the sliding distance
ranged from 0.4461 × 104 to 3.12 × 104 m. After testing, the debris was collected for each
wear condition. The worn surfaces and the collected debris were investigated using the
SEM-EDS system.
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Figure 2. Schematic of homemade pin-on-disk wear testing machine.

3. Results and Discussion
3.1. Microstructures AZ91-BM and Composite Specimens

The morphologies of the intermetallic phases in Mg alloys are governed by some
parameters, including the applied casting process and its variables, alloying elements, and
cooling rate [18–20]. It is worth mentioning that the physical and mechanical properties
of the as-cast material are related directly to the microstructure features. Thus, the SEM-
EDS examinations were conducted to investigate the microstructure features of the as-cast
AZ91-BM and the produced composites. Figure 3 shows SEM images of the AZ91-BM
microstructure and the formed intermetallics. The microstructure involves a large α-Mg
(Spot 2) dendritic structure (gray areas) with secondary arms, as given in Figure 3a,b. Two
intermetallics were detected in the microstructure of AZ91-BM. The first appears as bright
layers at the α-Mg grain boundaries (eutectic phase of β-Mg17Al12 intermetallic and α-Mg
lamellar). It also appeared as a solid bright area on the α-Mg grain boundaries (spot 1 in
Figure 3b and represented in Figure 3c). The different shapes of the β-Mg17Al12 inter-
metallics are attributed to the non-equilibrium solidification [21]. The second intermetallic
is Al4Mn (spot 3 in Figure 3b and represented in Figure 3e). These microstructure features in
terms of intermetallic phases, morphologies, and their dispersion of the as-cast AZ91 matrix
are typically agreed well with that examined and reported for the same alloy material in
other works [22–24].
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Figure 4 shows the microstructures of the AZ91/23 vol.% short carbon fibers detected
in Composite-N and Composite-P specimens. The carbon fiber dispersed and bonded well
with the AZ91 matrix in both composite specimens. In addition, localized agglomeration
of carbon fibers is also remarked in the microstructure investigation, as the carbon fibers
tend to agglomerate [6] and as the result of the used pressure during the squeeze casting
process. In composite-N, the carbon fibers mostly appeared in the longitudinal direction
(Figure 4a,b). Some fibers are micro-cracked in the transverse direction with keeping their
position in the Mg matrix, as shown in Figure 4b (ETD mode). This fiber fracture may
be ascribed to the difference in the thermal expansion coefficient of the AZ91 Mg matrix
and carbon fibers. In addition, interfacial debonding and sliding may also be expected
in the Mg/carbon fiber composite system [25]. The axial thermal expansion coefficient
of the carbon fibers has a more pronounced effect than that of the transverse direction
on the interfacial bonding between the fibers and the Mg matrix composite during fast
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cooling of molten Mg to room temperature. This leads to partial debonding at the interface
between the Mg matrix and the longitudinal fiber direction instead of the cross-section. In
Composite-P, the circular cross-sections of the carbon fibers (Figure 4c,d) lie in the range of
the as-received short carbon fiber diameters (5–6 µm). It can be remarked from Figure 4d
(ETD mode) that the carbon fibers are bonded well with the Mg matrix without any cracking
in the carbon cross-sections.
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Figure 4. SEM images show the microstructures of Composite-N, (a) VCD, (b) EDT and Composite-P,
(c) VCD, and (d) EDT.

3.2. Mechanical Properties

The AZ91-BM hardness value is 70 ± 3 HV. This value increased for the composite
specimens containing 23 vol.% short carbon fibers to be 106 ± 4 HV and 111 ± 2 HV for
the Composite-N and Composite-P, respectively. This improvement in hardness is ascribed
to the action of adding a high-volume fraction (23 vol.%) of reinforcing carbon fiber. This
result agreed well with that reported by many authors for different Mg-based composites
containing different volume fractions of carbon fibers [12,22,26].

The compressive properties of the AZ91-BM and the two composites are presented
in Figure 5, where Figure 5a illustrates the yield compressive strength (YCS) and ultimate
compressive strength (UCS), and Figure 5b shows the influence of 23 vol.% short carbon
fibers on the ductility of the compression tested specimens in terms of reduction in height
(R%). It can be remarked that the two composites possess higher YCS and UCS than
AZ91-BM (Figure 5a). The UYS of the Composite-N specimens improved by 38% over
AZ91-BM, whereas no significant improvement in the UCS of the Composite-N compared
to BM. For Composite-P, the enhancement in both YCS and UCS is remarkably observed
over AZ91-BM and attained the improvement percentage of 124 and 20, respectively. This
improvement in strength for the composite specimens can be attributed to the high modulus
of elasticity of the short carbon fibers compared to the AZ91-BM [27,28]. The ductility loss
for Composite-N and Composite-P are 48 and 72%, respectively, compared to AZ91-BM.
The increase in hardness and strength is usually at the expense of ductility loss.
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AZ91-Mg alloy is widely used in automotive and aerospace industries due to its
excellent combination of low density and high thermal conductivity. However, it suffers
from poor wear resistance. To overcome this, high specific strength reinforcement phases
(fibers, particulates, and whiskers) have been recommended to introduce to the Mg matrix
to improve its wear resistance via producing AZ91-based composites [12,14]. Moreover,
the wear behavior of the fiber-reinforced composite materials is governed by hardness,
compressive strength, and fiber orientation with respect to sliding direction. The influence
of oriented fibers on the wear properties is more complicated (especially for discontinuous
fiber-reinforced composites) because of the random distribution of fibers. Thus, it is impor-
tant to explore the wear properties of AZ91-BM and the produced composite specimens
having oriented 23 vol.% short carbon fibers. The first group of the wear-tested specimens
was conducted at a constant sliding distance of 1.34 × 104 m and different loads of 1, 2, 3, 4,
and 5 N for the AZ91-BM, Composite-N, and Composite-P. Figure 6 shows the weight loss
of the wear-tested materials (AZ91-BM and its composite specimens) against the applied
wear loads. It can be observed that the weight loss of all the wear-tested materials increases
with increasing the wear loads from 1 to 5 N for the BM and the two composite specimens.
The weight loss of AZ91-BM is higher than that of both composites for all the applied
wear loads from 1 to 3 N. After that, the Composite-N shows the highest weight loss at
5 N, whereas Composite-P displays the lowest weight loss at the higher wear loads of
4 and 5 N. The higher weight loss of AZ91-BM compared to the two composite specimens
at a wide range of the applied wear loads (1–3 N) is ascribed to its lower hardness and
compressive strength values compared to the AZ91-based composite specimens reinforced
with the short carbon fibers. Carbon fibers have graphite-like layers, which are weakly
bonded together. These layers have a very low coefficient of friction while sliding on
another surface. During the wear testing, carbon fibers are fractured and spread on the
worn surface of composites, forming a solid lubricant film. This lubricating film reduces
the friction and dissipates the generated heat between the two rubbing surfaces of the
wear-tested composite specimens and the steel disk counterpart. This leads to a reduced
weight loss of both composites (Figure 6). Furthermore, at the mild wear loads of 2 and
3 N, the Composite-N shows an improvement in wear properties compared to the other
tested specimens (AZ91-BM and Composite-P) because of the largest lubricant feeding area
as the carbon fibers parallel to the hard rubbing surface. This promotes more graphite film
than in the case of the fiber normal to the hard rubbing surface (Composite-P). At the same
time, the applied shear force on the worn surface is lower than the cohesion force between
the carbon fibers and the AZ91 matrix, which makes the carbon fibers achieve their role of
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lubrication. In contrast, at the wear loads of 4 and 5 N, the applied shear force on the worn
surface is higher than the cohesion force between the carbon fibers and the AZ91 matrix.
This causes carbon fibers to pull out due to the presence of the interfacial deboning as a
result of thermal expansion mismatch between carbon fibers and the AZ91 matrix. The
thermal expansion coefficient of AZ91 alloy is 26.8 × 10−6 K−1, while the axial thermal
expansion coefficient of carbon fiber is 1.48 × 10−6 K−1 [25]. The pull-out of carbon fibers
causes material loss without utilizing the inherent lubricity property. This phenomenon
is remarked only with the Composite-N and combined with delamination layers of AZ91
matrix alloy due to the accumulated friction heat and severe plastic deformation. These
cause deterioration in the wear properties of Composite-N compared to the AZ91-BM, and
the Composite-P at the highest applied wear load of 5 N.
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tested at a constant sliding distance of 1.34 × 104 m.

In order to examine the wear behavior in terms of weight loss of the AZ91-BM,
Composite-N, and Composite-P at different sliding distances, the second group of the wear-
tested specimens was conducted under a constant mild load of 2 N at different running
sliding distances of 0.4461 × 104 , 1.34 × 104 , 2.23 × 104 and 3.12 × 104 m, as given in
Figure 7a. It can be seen that both composites (Composite-N and Composite-P) display
notable lower weight loss than AZ91-BM, indicating significant improvement in wear
resistance in the presence of 23 vol.% oriented short carbon fibers. It is also observed that
the weight loss values of Composite-N are lower than that given by Composite-p and
AZ91-BM at the sliding distance range from 0.4461 × 104 to 2.23 × 104 m, whereas, at
the highest sliding distance of 3.12 × 104 m, Composite-P shows the lowest weight loss
of 0.01785 g compared to the AZ91-BM (0.0771 g) and the Composite-N (0.022 g). At a
mild wear load of 2 N and applying the highest sliding distance of 3.13 × 104 m, the
formed lubricating film is not enough to dissipate the generated friction heat, and then the
accumulated heat weakens the bond strength between the carbon fibers and the surrounded
Mg matrix as a result of the thermal expansion mismatch between the carbon fibers and
the Mg matrix. This leads to the pull-out of the carbon fibers without complete utilizing
of its inherent lubrication effect and increases the weight loss of composite-N. In contrast,
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Composite-P does not suffer from the pull-out fiber phenomenon and utilizes completely
the action of graphite fibers in the lubrication. In addition, the contentious lubricant film
feeding when the fibers normal to the rotating wear machine desk, the Composite-P keeps
its improvement in compressive strength.
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Based on the collected data from the wear testing parameters and the density of the
wear-tested specimens (AZ91-BM, Composite -N, and Composite-P), the wear properties
are plotted as a wear resistance versus the applied sliding distances at a constant load
of 2 N (Figure 7b). It can be seen that the incorporation of the oriented 23 vol.% short
carbon fibers in the AZ91 matrix improves the wear resistance of the produced composite
specimens over the AZ91-BM at all the applied sliding distances. In the beginning, there is
an increase in the wear resistance in varying proportions for AZ91-BM, Composite-N, and
Composite-P at the sliding distances from 0.4461 × 104 to 1.34 × 104 m. The slight increase
in the wear resistance of the AZ91-BM may be ascribed to strain hardening, whereas a
significant increase in the wear resistance of Composite-N and Composite-P is remarked
at the same sliding distance range. This enhancement is likely due to the addition of a
high-volume fraction of short carbon fibers. Above the sliding distance of 1.34 × 104 m,
the wear resistance of Composite-N displays remarked to decrease with increasing the
sliding distance. For AZ91-BM and Composite-P, the wear resistance curves show nearly a
steady-state behavior with the increase in the sliding distance. Furthermore, Composite-P
shows the highest wear resistance of 3.34 × 106 m/cm3 compared to the wear resistance
of AZ91-BM (0.749 × 106 m/cm3) and Composite-N (2.71 × 106 m/cm3) at the highest
sliding distance of 3.12 × 104 m (Figure 7b). Finally, the Composite-N shows the lowest
weight loss compared to the Composite-P and the AZ91-BM at a constant sliding distance of
1.34 × 104 m and the wear loads of 2 and 3 N. Additionally, it shows the lowest weight loss
(the highest wear resistance) compared to the Composite-P and the AZ91-BM at a constant
mild wear load of 2 N and the sliding distance range from 0.4461 × 104 to 3.12 × 104 m. In
contrast, the Composite-P shows lower weight loss compared to the Composite-N and the
AZ91-BM at a constant sliding distance of 1.34 × 104 m and the wear loads of 4 and 5 N. In
addition, it shows the lowest weight loss (the highest wear resistance) compared to all the
wear-tested specimens, especially at a wear load of 2 N and the highest sliding distance of
3.12 × 104 m.

To understand the wear mechanisms of AZ91-BM and the produced composite speci-
mens containing oriented high-volume fraction of short carbon fibers, the worn surfaces
and gathered debris of the wear-tested specimens were examined by SEM. Figure 8 dis-
plays the worn surface features of the wear-tested specimens of AZ91-BM, Composite-N,
and Composite-P, and Figure 9 illustrates SEM images and EDS analysis of the gathered
debris of the AZ91 matrix alloy and the composite specimens. The worn surface of the
AZ91-BM (investigated using two SEM detectors, ETD and vCD modes) displays clear
damage in the form of continuous scratches parallel to the sliding direction, plastic defor-
mation, transverse microcracks, and delamination layers (Figure 8). There are also small
smooth regions interspersed with wear scars. A notable feature in the SEM micro-images
is inclined shear plates due to high surface stress [12]. The wear mechanisms are plas-
tic deformation, delamination layer, and abrasion wear. The abrasion wear was caused
by the free pull-out intermetallic particles and the formed magnesium oxide (Figure 9e)
between the two rubbing surfaces, AZ91-BM and the hard steel disk. During the wear
tests, the AZ91-BM is easily scraped due to its lower strength and hardness, which leads
to material loss (Figure 9a,b). At the similar wear test condition, the worn surface of the
two composites (Composite-N, Figure 8c; and Composite-P, Figure 8d) having 23 vol.%
short carbon fibers displays other features. The scratches (wear track) of both composites
become shallower than that in the AZ91-BM as a result of the short carbon fibers addition.
Furthermore, the inclined Mg shear plates nearly disappeared from the worn surface of the
composite specimens. In addition, smearing the worn surface with carbon film is generally
remarked (Figure 8c,d). This carbon film lubricates the worn surface of the composites
and decreases the degree of delamination [29] and the influence of abrasive wear [12].
This action generally reduces the wear loss of both composites as appears in their size of
debris as given in Figure 9c for Composite-N and Figure 9d for Composite-P compared
to the AZ91-matrix material’s debris. It is worth mentioning that the AZ91 debris is very
large and highly deformed with irregular shapes and dimensions, as shown in Figure 9a,b.
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The formation of this type of debris can be ascribed to the delamination layers and an
abrasive wear effect. However, the wear debris becomes smaller and lightly deformed for
AZ91/23 vol.% carbon short fibers the Composite-N and the Composite-P as shown in
Figure 9c,d, respectively. This decrease in the size of the debris is also detected in another
work [7] and is mainly due to the role of carbon fibers in reducing the probabilities of
direct contact between two worn surfaces and dissipating the frictional heat, which finally
decreases the severity of micro-cutting effects. The mainly working wear mechanisms of
the composites are likely to be abrasive and delamination wear [14]. It is also remarked that
the worn surface of the Composite-N is smoother than that of the Composite-P. This may
be ascribed to the intensity of the supplied lubricant film in the case of short carbon fibers
being parallel to the sliding surface plane. The feeding of graphite film is discontinuous as
the graphite fibers are separated by the Mg matrix. In the case of the short carbon fibers
being perpendicular to the sliding surface plane, the feeding of graphite film is continuous.
This leads to the higher wear resistance of Composite-P than Composite-N, especially at
the highest distance of 3.12 × 104 m using an applied wear load of 2 N (Figure 7b).
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4. Conclusions

Based on the obtained results, the following conclusions can be outlined:

1. The reinforcing of AZ91 Mg alloy by 23 vol.% short carbon fibers improved the hard-
ness of the two composites (Composite-N and Composite-P) by not less
than 51%.

2. The YCS of the Composite-N and Composite-P were enhanced over AZ91-BM by 38%
and 124%, respectively. In addition, Composite-P recorded the highest UCS compared
to Composite-N and AZ91-BM.

3. The two composites display notable lower weight loss than AZ91-BM at a constant
sliding distance of 1.34 × 104 m, and the applied wear loads from 1 to 3 N, indicating
significant improvement in wear resistance in the presence of 23 vol.% oriented short
carbon fibers.
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4. Composite-P shows the lowest weight loss of 0.01785 g compared to the AZ91-BM
(0.0771 g) and the Composite-N (0.022 g) at the wear conditions of 2 N applied load
and the highest sliding distance of 3.12 × 104 m.

5. The two composites show higher wear resistance than AZ91-BM at a constant applied
wear load of 2 N and various sliding distances from 0.4461 × 104 to 3.12 × 104 m.
Furthermore, Composite-P possesses the highest wear resistance at a constant applied
wear load of 2 N and the highest sliding distance of 3.12 × 104 m.

6. Plastic deformation, oxidation, and abrasive wear are the dominant wear mecha-
nisms of AZ91-BM; in contrast, abrasive and delamination wear are mainly the wear
mechanisms of the two composites under the applied testing conditions.
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Abstract: The effect of Y2O3 addition on the microstructure and properties of the laser cladded
Al-Si alloy coating on the surface of AZ91D magnesium alloy was investigated in this study. The
experimental results showed that the Al-Si + Y2O3 cladding layers contained α-Mg, Mg2Si, Al4MgY
and a small amount of Al12Mg17 phases. The coarse dendrites, reticulated eutectic structures and
massive phases in the coatings tended to be refined and gradually uniformly distributed with the
increased amount of Y2O3. The introduction of Y2O3 into the cladding layer favored the improvement
of microhardness and wear resistance due to the grain refinement strengthening and dispersion
strengthening. The addition of Y2O3 also promoted the reduction of localized corrosion sites and
made the corrosion surface smoother, implying that the corrosion resistance of the Y2O3-modified
coatings was better than that of the unmodified cladding layer.

Keywords: AZ91D magnesium alloy; laser cladding; Al-Si + Y2O3 coating; tribological property;
wear resistance; corrosion resistance

1. Introduction

Magnesium alloy has the advantages of high specific strength and low density, and
is currently a common light metal material [1–3]. In recent years, it has been widely
used in the fields of automobile, aviation, national defense, medical and electronics [4–6].
Other benefits of magnesium alloys include their high machinability, good castability, hot
formability, and recyclable nature [7–9]. However, the surface performance of magnesium
alloys is typically poor due to high chemical reactivity, weak hardness, poor corrosion
resistance, and poor wear characteristics, which restricts their wide range of applications
in various industries [10–13]. According to Abbas et al. [10], the wear rate of as-received
magnesium alloy was greatly higher than the samples subjected to a laser remelting
treatment. In the report by Liu and Guo [13], both microstructure and mechanical properties
of the magnesium alloy fabricated by selective laser melting were dependent on the heat
treatment conditions, such as the temperature and heat treatment duration.

In order to increase the wear and corrosion resistances of magnesium alloy, surface
treatments such laser surface cladding [14–16], chemical plating [17], electroplating [18],
and anodic oxidation are some effective methods [19,20], among which the laser surface
cladding technique has garnered a significant amount of interest recently [21–23]. For
example, a coating with TiC reinforce successfully enhanced the microhardness and wear
resistance by about 5–6 and 4.5–5.8 times [16]. By applying Al-Si powders to three distinct
magnesium alloys (AZ61, WE54 and ZK30) with a laser of Nd:YAG, Bernabe et al. [2]
obtained coatings with no cracks, no pores, and strong metallurgical bonding. Lei et al. [24]
produced dense, crack and porous-free Al-Si coatings with a saw-tooth form and strong
metallurgical bonding on the surface of AZ91D magnesium alloy. Al + Al2O3 powders
were laser-cladded onto a magnesium alloy surface by Hazra et al. [25], which resulted in
decreased wear rate relative to the magnesium alloy substrate.
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Laser cladding experiments on magnesium alloy surfaces to improve their properties
have a mature technical foundation, and the addition of rare earth oxides plays an invalu-
able role in the modification of original powders in laser cladding. Zhu et al. [26] studied
the impact of the addition of Y2O3 on the surface of magnesium alloy on Al-Cu cladding
coating. Their findings demonstrated that Y2O3 considerably improved the mechanical
characteristics and gave rise to a microstructure that was dendritic, striped, or dispersed
granular. Yang and co-authors [27] prepared Al-TiC-Al3Ti composites containing Y2O3
(0–2 wt.%) on AZ91D matrix by laser cladding. When an appropriate amount of Y2O3 was
introduced into the coating, it is found that the TiC phase within the composite coating is
fine and dispersed. The addition of Y2O3 enhances the mechanical properties and corrosion
resistance of the cladding. By using laser surface cladding, Bu et al. [28] successfully created
Al-TiC-Y2O3 composite coating on the surface of AZ63-Er alloy. The results showed that
the hardness of the cladding layer containing Y2O3 is higher than that without adding
Y2O3, and has the highest corrosion resistance as it contains 0.6% Y2O3. At present, there
are very few studies on yttrium oxide modification of Al-Si coating. In this study, therefore,
the effect of adding different amount of Y2O3 from 1 to 2 wt.% on the microstructure as
well as properties of Al-Si laser cladded layer above AZ91D magnesium alloy surface has
been analyzed. The properties of the coatings were systematically evaluated in terms of the
microhardness measurement, wear and corrosion testing experiments.

2. Materials and Methods
2.1. Sample Preparation

The AZ91D magnesium alloy employed as the matrix material for this study has a
geometry of 100 × 50 × 15 mm3. Table 1 displays the AZ91D chemical composition. The
primary coating powder is Al-12Si (wt.%, the same as following). The Al-12Si powder has
a size in the range from 100 to 150 µm. The rare earth oxide Y2O3 (99.99% purity and 75 µm
mean powder size) with 1.0, 1.5 and 2.0 wt.%, respectively, has been incorporated into the
primary powders to investigate how it affects the coatings microstructure and properties.
Four groups of cladding powders, illustrated in Table 2, were created.

Table 1. Chemical composition (wt.%) of AZ91 magnesium alloy.

Al Zn Mn Si Fe Cu Ni Be Mg

9.3 0.63 0.32 0.05 0.003 0.021 0.001 0.001 Bal.

Table 2. Samples and composition (wt.%) of coatings.

Title 1 Title 2

AS Al-12Si
AS1Y Al-12Si + 1Y2O3

AS1.5Y Al-12Si + 1.5Y2O3
AS2Y Al-12Si + 2Y2O3

Before laser cladding, use 60 to 1500 mesh metallographic sandpaper to grind the
surface of the substrate, wash away the abrasive debris with deionized water and dry it.
The surface was then roughened by sandblasting with Al2O3, and finally ultrasonically
cleaned with acetone, alcohol and deionized water in sequence. At least three specimens
per group were made in order to evaluate performance and study microstructure and to
acquire accurate data.

2.2. Laser Cladding Process

For the cladding treatment, a YAG fiber laser having the maximum power of 6 kW
was employed. Laser cladding used synchronous powder feeding. Studies have shown
that high output power is conducive to the formation of a more uniform microstructure,
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but too high power or too low scanning speed will lead to surface evaporation and pit
formation, while too low power or too high scanning speed will lead to insufficient melting,
inhomogeneous particle distribution and failure of the bonding interface. Following several
experiments, the following technical settings were determined to be optimal: 1 kW laser
power, 6 mm/s scanning velocity, 3 mm laser beam size, and 1.2 r/min powder feeding
rate. Meanwhile, high-purity argon was employed as the shielding gas due to the easy
oxidation of the laser cladding procedure. Figure 1 shows a schematic illustration of the
laser cladding process.

Figure 1. Schematic illustration of the laser cladding process.

2.3. Microstructure and Phase Analysis

The specimens were machined into size of 10 × 10 × 5 mm3 by wire cutting for
testing. From the cross-section of the laser-clad samples, microstructural investigations
were performed using a GeminiSEM 300 scanning electron microscope (SEM). Phase
constituents were analyzed using an Ultima IV multipurpose X-ray diffractometer (XRD),
with the scanning 2θ in a range from 10 to 90◦. Surface morphologies of the as-cladded
coatings, as well as the coatings after wear test and corrosion test, were characterized by
optical microscope (OM) and SEM, respectively.

2.4. Investigation of the Mechanical, Wear and Corrosion Properties

A TMVS-1 Vickers microhardness tester was used to measure the microhardness, with
a force of 100 gf (0.98 N) and hold for 10 s during measurement. Each microhardness
point was determined by performing five consecutive measurements on the coated cross
section at the same depth and averaging the results. The sliding tribological test was
performed in dry condition using an MPX-3G pin-disk friction wear tester. The grinding
process lasted 15 min with a 50 N experimental load. The wear volume and worn surface
morphologies have been analyzed following the previous studies [29,30]. Use epoxy resin
to encapsulate the sample to be tested, and use CHI660e electrochemical workstation to test
the Tafel polarization curve. The working electrode was the sample, the auxiliary electrode
was a platinum sheet, and the reference electrode was a saturated calomel electrode. The
electrolyte employed was a 3.5% NaCl solution.
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3. Results and Discussion
3.1. Microstructural Study

The XRD patterns of the laser-clad Al-12Si coating and the Y2O3-modified coatings
are shown in Figure 2. It can be seen that α-Mg and Mg2Si phases have formed in the
unmodified coating, and the diffraction peak intensities of these two phases are relatively
high. Moreover, they are also accompanied by the production of a certain amount of
Al12Mg17 and Al3Mg2 phases. In addition to Mg2Si and Al12Mg17 phases, Al4MgY is newly
formed phase in the Y2O3 modified coating. Furthermore, no other contamination phases
were observed within the coatings, which might be because rare earth elements have a
purifying impact on the molten pool during process.

Figure 2. XRD patterns of the laser cladded coatings on AZ91D substrate: (a), (b) and (c).

Figure 3 displays the optical micrographs of the Al-Si powder coated samples with
and without Y2O3. By comparing the morphologies of these four samples, it can be clearly
observed that the eutectic structure and particle phase of the coating without adding rare
earth oxides are coarse and massive, and the distribution of the microstructure is relatively
concentrated. After adding Y2O3, the thick eutectic structure and massive phase structure
become small and distributed uniformly, and the dendritic structure is significantly refined.
The results show that rare earth has an obvious effect on the microstructure refinement of
the laser cladded layer.

Figure 4 displays the cross-sectional morphology of the coating as seen by scanning
electron microscopy. From the figure, it can be seen that the coating is divided into the
cladding layer, the bonding zone and substrate. The results show that there is a strong
metallurgical connection at the contact between the molten cladding layer and the substrate.
There are no noticeable pores or flaws in any of the cladding layers. From each cladding
layer area, the dendrite structure obviously shows a tendency to grow towards the top
of the cladding layer. The cladding layer has a large number of dendrites and part of the
cellular structure as shown in Figure 4a. Figure 4b,c show that there are clear columnar
dendrites close to the substrate at the bottom of the cladding layer, which should be due
to the large heat dissipation rate at the substrate. The temperature gradient becomes
smaller, and the nucleus-forming rate is improved, thus resulting in the grain growth in
a very short time with relatively strong directionality [31]. Furthermore, the cladding
layer microstructure changes from coarse directed dendrites to fine equiaxed dendrites.
The cladding layer structures are changed due to the addition of Y2O3, which acts as
the nucleation center of dendrites [8], preventing dendrite coarsening and decreasing the
dendrite arm spacing underneath the molten pool’s non-equilibrium solidification and the
influence of convective disturbance. As shown in Figure 4b, some dendritic and rod-like
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structures are distributed within the cladding coating layer, and the dendrite distribution is
aggregated. Figure 4c shows that the rod-like structure in the cladding layer becomes short
and thick with a little petal-like structure, and the structure distribution is more uniform.
Figure 4d displays the AS2Y cladding layer. The directionality of the dendritic structure
in the coating is no longer obvious from Figure 4d, and the eutectic structure tends to be
more refined. The microstructure of the Al-Si + Y2O3 coating exhibits a dendritic eutectic
structure with varying degrees of refinement in comparison to the coating without Y2O3,
and the dendritic eutectic tends to distribute uniformly, which would be beneficial to a
high microhardness, low wear rate and great corrosion performance of the coatings [26].

Figure 3. Optical micromorphology of cladded samples: (a) AS, (b) AS1Y, (c) AS1.5Y, and (d) AS2Y.

As shown in Figure 4e, three typical microstructural areas of A, B, and C are selected
on the surface of the AS coating for SEM-EDS chemical composition analysis. Among
them, zones A and B are blocky and strip-shaped with lighter color, respectively. The
microstructures measured in area C are small particles with darker color. Based on the
test results in Table 3, it is found that the structure measured in the strip region B is rich
in Mg and Al elements, with an atomic ratio of nearly 1.4:1, so it can be inferred that the
intermediate phase in the region is mainly Al12Mg17. It can be seen from the measurement
results of C that the main elements in this area are Mg and Si. Combined with XRD
analysis, it can be concluded that the substances in this area are mainly Mg2Si. The high
magnification SEM image of AS2Y coating presents that the microstructure morphologies
are fine stripes, and the structures are more dense and uniform, which have been shown
in Figure 4f. Combined with the SEM-EDS measurement results in Table 3, it can be seen
that most of the Y2O3 particles have dissolved and decomposed into Y due to the strong
metallurgical reaction. The Y atoms in the cladding coating are primarily distributed at
the grain boundaries due to the greater atomic radius of Y of 0.18 nm [32]. Rare earth
element Y acts as a non-homogeneous nucleus to inhibit grain growth by dragging effect
on grain boundaries, thus inhibiting the growth of dendritic grains [33]. In addition, the
high melting point of Y2O3, because of the increased content, it requires more energy to
disintegrate and reduces the molten pool lifespan, thus the crystal does not have enough
time to grow [16].
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Figure 4. SEM microstructures of laser cladded coatings in this study: (a) AS, (b) AS1Y, (c) AS1.5Y,
(d) AS2Y, (e) AS under magnification (Positions A, B and C are the EDS analysis area), and (f) AS2Y
under magnification (Positions D and E are the EDS analysis area).

Table 3. Chemical compositions of the microstructure analyzed by SEM-EDS (wt.%).

Position Al Mg Si Y O

A 41.0 58.1 0.9 0 0
B 42.1 51.3 6.6 0 0
C 14.7 45.8 39.6 0 0
D 74.7 3.6 19.6 2.0 0.1
E 65.6 4.6 28.7 1.2 0
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3.2. Microhardness Analysis

Figure 5 shows the microhardness measurement results and indentation morphologies
of the laser cladded sample sections. The curves in Figure 5 show that all the cladded
samples have a similar tendency in terms of the microhardness distribution over the coating
depth, which is consistent with the variation of the indentation dimension. The test results
show that the test indentation steadily increases from the upper surface of the cladding to
the substrate, indicating that the cladding surface has the highest hardness. Measurements
of the hardness of coatings containing Y2O3 in comparison to the AS cladding layer show a
significant improvement. The microhardness of all cladded coatings is higher than that of
the substrate, which is about 75 HV, and the average microhardness of the cladding layer of
AS2Y coating reaches the highest (about 270 HV), and the average microhardness of the AS
cladding layer is only 220 HV. The addition of Y2O3 can refine the grain and introduce more
grain boundaries. The grain boundary reinforcement and dislocation strengthening are
conducive to the improvement in the coating microhardness. Additionally, the production
of intermetallic compounds Mg2Si and Al4MgY has a favorable impact on enhancing the
hardness of the laser-clad layer, as evidenced by the examination of microstructure, XRD,
and SEM-EDS data [4].

Figure 5. Microhardness distribution across the cross-section of coatings.

3.3. Wear Analysis

A key indicator of abrasion resistance is the friction coefficient. Figure 6a shows the
average friction coefficient of various coatings investigated in the current study. The average
friction coefficient of the coating shows a lower trend with increasing Y2O3 content, which
may indicate a steady increase in the wear resistance of the coating. The transient friction
coefficients versus time are shown in Figure 6b. As can be seen from the figure, the friction
coefficient rises rapidly with increasing friction time, and then tends to stabilize. The rise
in abrasive dust at the surface, which alters the dimension of the practical contact area and
the localized contact load, may be the cause of the rapid increase in friction coefficient [34].
Because floating slag and gas can inevitably generate impurities and pores in the surface
layer, AS1Y coating’s average friction coefficient is a little bit higher than coatings without
Y2O3 addition. However, the overall dynamic friction coefficient variation is smoother
for the AS1Y coatings compared to the coatings without Y2O3. Rare earth Y elements
could present wetting effect within the microstructure on account of its surface activity and
mobility in the molten pool, which makes the microstructure distribution more uniform.
According to the results, the friction coefficient of AS2Y coating displays the lowest value,
which is about 60% lower than that of AS coating, and the fluctuation is the most stable,
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showing good wear resistance. It is worth to note that the friction coefficients obtained
in this study in Figure 6 are much lower than the generally reported dry sliding friction
coefficient in a range of about 0.5–0.8 for most of metallic materials [35–38]. According to
the results displayed in Figure 6, it has been found that addition of Y2O3 acts as a solid
lubricant during dry sliding and is effective into reducing the friction coefficient. The
friction coefficient of the iron-based alloy coating prepared by Wang et al. [39] was reduced
by about 0.1 due to the addition of La2O3. He et al. [40] fabricated Al-TiC-CeO2 coatings
with a minimum friction coefficient of about 0.5. The friction coefficient of the ASY coatings
prepared in this work is significantly reduced.

Figure 6. Comparison of the friction coefficient between the unmodified and Y2O3-modified coatings:
(a) average friction coefficient, and (b) friction coefficient evolution history.
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Figure 7 shows the wear volume loss of the cladding layer after 15 min of anti-grinding.
The figure clearly shows that the AS2Y cladding layer’s wear volume loss is substantially
smaller than that of the AS coating, demonstrating that the addition of Y2O3 can somewhat
reduce the coating’s wear loss and increase its wear resistance. In fact, the evolution
tendency of the wear volume loss in Figure 7 is consistent with the microhardness results
in Figure 5. According to Deng et al. [29,30,38], a higher wear resistance or lower wear
volume loss is generally obtained by increasing the mechanical strength and microhardness
of a metallic material.

Figure 7. Influence of Y2O3 addition on the wear volume losses of the coatings.

The worn surface morphologies of various coatings as seen under SEM are displayed
in Figure 8. Comparing the wear scars of the four samples, it is observed that under the
same magnification, the width of the wear scars gradually decreases with the increase of
Y2O3 content. The wear scar width of the coating falls from approximately 500 to 330 µm, as
illustrated in Figure 8b–d, as the Y2O3 content rises from 1 to 2 wt%. The wear mechanism
of the coatings investigated is a combination of abrasive and adhesive wear [2], and
the adhesive zones are clearly visible. As seen in Figure 8b–d, the degree of wear of
coatings containing Y2O3 gradually declines, with minor wear and micro-cuts serving as
the primary wear features. The improvement in wear resistance is due to the formation of
a refined Mg2Si phase in the microstructure, which acts as a pressure-bearing agent on the
friction surface. Meanwhile, the addition of Y2O3 may improve the microstructure of the
coating and make the hard phase dispersed distribution, thus improving the uniformity
of the microstructure. As mentioned above, the microstructure of the coating is altered by
the addition of Y2O3, going from columnar dendrites to a fine-grained cellular network
structure, greatly increasing the hardness of the composite coating. Therefore, it is more
difficult for the friction pair to press into the coating surface, and the wear resistance of
the coating can be significantly improved. In addition, Y2O3 may hasten the convection
of the molten pool and encourage a uniform distribution of the hard phase, which may
in part contribute to the wear resistance of the cladding layer due to the reinforcement of
the dispersion.
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Figure 8. Worn surface morphologies of different coatings: (a) AS, (b) AS1Y, (c) AS1.5Y, and (d) AS2Y.

3.4. Corrosion Resistance Analysis

Figure 9 depicts the potentiodynamic polarization curves of the test specimens in
a 3.5 weight percent solution of NaCl at room temperature, and Table 4 lists the electro-
chemical parameters that were obtained from Figure 9. Lower corrosion current values
correspond to lower corrosion rates and greater corrosion resistance of the coating in
terms of corrosion dynamics [33]. The data in Table 4 shows that the corrosion resis-
tance of the coating created by laser cladding on the AZ91D magnesium alloy substrate
is greatly improved compared to the uncoated AZ91D, and with the content of Y2O3
increasing the corrosion current density of the coating generally increases first and then
decreases. When the Y2O3 content in the coating reaches 2%, the corrosion potential of
AS2Y sample is the highest (−1.284 V), and the corrosion current density reaches the lowest
(7.027 × 10−5 A/cm2) among all the samples tested, which indicates the best corrosion
resistance. Figure 10 shows the surface corrosion morphologies of AZ91D, AS and AS2Y
samples after salt-immersion tests in 3.5 wt.% NaCl solution for 72 h. It can be observed
that the corrosion surface of AZ91D in Figure 10a tends to develop vertically accompanied
by deep and large corroded pores, which indicates the poor corrosion resistance. In the case
of AS sample in Figure 10b, the occurrence of homogeneously uniform features with few
pitting corrosion sites is evidenced at the specimen surface. Figure 10c shows no obvious
pitting, with some micro-cracking on the surface. Figure 10d corrosion surface smooth
without cracks produced, a very small part of the surface shows micro-pitting. In contrast,
the surface of AS2Y sample in Figure 10e presents quite flat characteristics without pitting
corrosion sites, indicating a superior corrosion resistance. Thus, adding Y2O3 to coatings is
a viable technique to improve the corrosion behavior of AZ91D magnesium alloy, much
like adding calcium to AZ31 magnesium alloy [41].
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Figure 9. Potentiodynamic polarization curve.

Table 4. Electrochemical parameters calculated from the results in Figure 9.

Sample Ecorr/V Icorr/
(
A·cm−2) βa/V βc/V Rp/Ω

AZ91D −1.692 1.22 × 10−3 0.376 −0.164 40.696
AS −1.333 7.466 × 10−5 0.127 −0.143 391.706

AS1Y −1.293 9.85 × 10−5 0.330 −0.122 393.162
AS1.5Y −1.287 8.737 × 10−5 0.296 −0.151 497.988
AS2Y −1.284 7.027 × 10−5 0.391 −0.129 600.158

The results show that the improved corrosion resistance of the Y2O3-modified coatings
is mostly the result of structural changes within the coatings, suggesting that the corrosion
of the Y2O3-modified specimens is in the passivation phase [26]. Shao et al. [42] recently
reported the link between the microstructure and corrosion behavior of the magnesium
alloy AZ91D. The introduction of rare earth elements into coatings has the effect of purify-
ing the melt, purifying grain boundaries and inhibiting the growth of crystal columns for
the molten pool metal in the laser cladding process [43], which has also been observed in
the cross-sectional morphologies of the coatings mentioned above. As the Y2O3 content
increases, the content of non-metallic inclusions and impurities in the coating structure are
significantly reduced, and the metallurgical structure of the coating tends to denser, espe-
cially the existence of porosity and inhomogeneity would be reduced. Similar phenomenon
has also been found by Qi et al. [44]. Meanwhile, the coarse dendrites, reticulated eutectic
structures and bulk grains in the Al-Si + Y2O3 cladding layer tend to be refined. Thus,
in general, refined grain size conduces to suppression of corrosion rate. In addition, the
dispersion distribution of compound phases such as Mg2Si and Al4MgY plays a positive
influence in improving the average corrosion potential and delaying the galvanic corrosion
of the cladding layer, and the formation of these phases greatly reduces the amount of
α-Mg used as the anode, which reduces the occurrence of intergranular corrosion, thereby
lowering the rate of corrosion and increasing the corrosion resistance of samples.
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Figure 10. Surface morphology of different coatings after corrosion test in 3.5 wt.% NaCl solution:
(a) AZ91D, (b) AS, (c) AS1Y, (d) AS1.5Y, (e) AS2Y.

4. Conclusions

By using laser cladding technology, Al-Si + Y2O3 coatings were created on the sur-
face of AZ91D magnesium alloys, and the impact of Y2O3 content on the microstruc-
ture and characteristics of the Al-Si coatings was investigated. The outcomes of the trial
revealed that:

(1) The microstructures of Al-Si + Y2O3 cladding layer include α-Mg, Mg2Si, Al4MgY
phases and a small amount of Al12Mg17 phase. With the increase of the amount of
Y2O3 added, the coarse dendrites, reticulated eutectic structures and massive phases in
the Al-Si + Y2O3 cladding layer tend to be refined and gradually uniform distribution.

(2) With an increase in Y2O3 content, the microhardness of the Al-Si coating increases.
When the content of Y2O3 reaches about 2 wt.%, the microhardness of the coating
reaches the greatest with an value of about 270 HV.

(3) Friction experiments show that increasing the Y2O3 content, the average friction
coefficient and the wear scar width of the coating have decreased. In addition, the
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Y2O3 addition promotes the reduction of wear volume loss of the cladding layer,
which effectively decreases the wear rate of the magnesium substrate.

(4) The Y2O3-modified coatings have greater corrosion resistance than the untreated
coatings. The addition of Y2O3 promotes the reduction of localized corrosion sites
and makes the corrosion surface smoother, implying that the corrosion resistance
increases significantly.
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Abstract: A constitutive model for automobile steel with high elongation needs to be established to
predict the dynamic deformation behavior under hydroforming applications. In order to clarify the
confusing discrepancy in the essential parameters of the classical Cowper-Symonds (C-S) model, a
series of automobile structural steels have been employed to investigate the strain rate response by
conducting tensile dynamic deformation. Metallographic microscopy and orientation distribution
functions were used to characterize the microstructure and texture components of the steels. The
microstructure observation discloses that the matrix of all steels is mainly of ferrite and the texture
constituent provides a framework for steel to withstand external deformation. The C-S model can
be applied to simulate the dynamic deformation with satisfied expectations. It is concluded that
the essential parameters D and p in the model show a specific relationship with the steel grade,
and the parameter D is proportional to the steel grade and related to material anisotropy, while the
parameter p is inversely proportional to the steel grade and has close links with the grain boundary
characteristics.

Keywords: dynamic deformation behavior; Cowper-Symonds model; texture; Hall–Petch relationship;
microstructure

1. Introduction

The mechanical behavior of automotive structural steels ensures the safety of automo-
bile components during the occurrence of extreme collisions by the absorption of impact
energy; therefore, the dependent variables of not only the quasi-static deformation but also
the dynamic response to collision must be taken into account in order to predict the failure
process under varied strain rate conditions [1,2]. A high-speed servohydraulic testing
machine and modified Hopkinson bar system can be employed to record the mechanical
behavior of materials over a wide range of strain rates [3,4]. Furthermore, researchers have
designed different Hopkinson-like rods or employed resistance strain gauges to reduce
the influence of stress fluctuation at high strain rates, and these attempts can reduce the
fluctuation amplitude to a certain degree [5–9]; standard testing method has been estab-
lished to obtain valid stress–strain data in the dynamic test with the consideration of stress
equilibrium to avoid system ringing [10].

Since steel structure is very sensitive to the change of strain rate, diverse models have
been established to predict the dynamic deformation behavior of structural steels [11–15].
The Johnson-Cook (J-C) model defines the constitutive relation of the effective yield stress
with strain, strain rate and temperature [11]. In order to obtain an accurate rate-prediction
model, Chen et al. [12,13] studied the mechanical behavior of Q420 and Q345 steels with
strain rates from 0.001 s−1 to 288 s−1 and 0.001 s−1 to 330 s−1, respectively. Compared

79



Materials 2022, 15, 669

with the J-C models, a modified Hollomon-Voce model is proposed to predict the rate-
dependent response. According to the dynamic response of S235, S690QL and S960QL,
Alabi et al. [14,15] proposed the strain hardening exponent and strain sensitivity to explain
the mechanical performance of these materials even in the presence of flaws. Neverthe-
less, the classical Cowper-Symonds (C-S) constitutive model has been widely applied to
describe the performance of materials under dynamic deformation situations with good
reliability [16,17].

Automobile steel plate with higher total elongation and moderate strength is required
for some hydroforming applications [18,19], in which the deformation rate of different
parts varies. Therefore, a constitutive model for such steels needs to be established to
predict the dynamic deformation behavior under hydroforming conditions. However,
confusing significant discrepancy has been found in the essential parameters D and p of
the C-S model after conducting dynamic deformation of the steels in comparison with
former research [20–24], and the influence factors seems to be in close relation with the
material microstructural character, in which limited research studies have mentioned before.
Whereas this paper firstly builds the C-S model of a series of structural steels by using a
Zwick/Roell HTM5020 testing machine to minute the dynamic response, and then discloses
the inherent regularity of the observed microstructure to the parameters of the C-S model.

2. Experimental

All test steels were prepared subsequently by vacuum melting, casting and hot rolling.
The cast ingots were reheated to 1210–1235 ◦C, followed by hot-rolling to the thickness of
about 2 mm with the finish temperature (FT) of 840 ◦C and the coiling temperature (CT) of
about 550–570 ◦C. The chemical composition and rolling temperature of the steels are listed
in Table 1; it can be seen that the steel sheets were characterized by low carbon content of
0.07 wt.% and were prepared from the viewpoint of economical use of alloying elements by
gradually increasing the contents of Nb and Ti for heightened steel grade matching with
controlled rolling and controlled cooling process. The varied steel grades in Table 1 are
expected to help understand the effect of orientation on the mechanical response of such
type of automotive steels.

Table 1. Chemical composition and rolling temperature of the prepared steels.

Steel Grade
Chemical Composition/wt. % Roll Temperature/◦C

C Si + Mn + Al Nb Ti FT CT

Q380 0.07 ≤1.0 0.015 0.013 840 570
Q420 0.07 ≤1.0 0.03 0.013 840 570
Q460 0.07 ≤1.5 0.04 0.02 840 560
Q500 0.07 ≤1.5 0.05 0.02 840 550

All tensile specimens used in this study were spark cut from the prepared steel sheet
along the rolling and the transvers directions, respectively, and the geometry of quasi-static
(EN ISO 6892-1 2009) and dynamic specimens (ISO 26203-2 2011) are shown in Figure 1,
guaranteeing that the round-trip number of the stress wave is higher than 10 times to
assure the validity of the stress–strain data [5,20–22]. It is noted that the different sampling
norms are considered from engineering practice, and the elongation of small-size specimen
is slightly higher than that of the large-size one, while yield strength and tensile strength
are identical.

A standard tensile test was conducted under a strain rate of 0.001 s−1 using a universal
electromechanical testing machine (ZwickRoell, Ulm, Germany), and dynamic tests were
carried out at 1, 2, 3, 4, 5, 10 and 18 m/s tensile speed corresponding to the nominal strain
rates of 33, 66, 100, 133, 167, 333 and 600/s, respectively.
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Figure 1. The geometry of (a) quasi-static and (b) dynamic tensile specimens.

Before the dynamic test, the surface of the deformation area of the samples was
sprayed with a white background and then decorated by random black spots to be sure that
the speckle patterns were of appropriate gray distribution for recording. That is, the subset
size is a 20 × 20 pixel square, the distance between two elements is 12 pixels. According to
the image resolution of 40–45 pixels/mm, an approximate 0.5–0.6 mm element size which
is equivalent to two-times the subset distance. The tensile deformation was instantaneously
recorded by a high-speed camera (Vision Resesarc Inc., Wayne, NJ, USA) [25]. The load
data recorded by the weight sensor (ZwickRoell, Ulm, Germany) is used to calculate the
engineering stress. The sampling frequency of the weighing sensor matches that of the high-
speed camera (60,000 frames per second) to maintain synchronization. The engineering
stress–strain curves under each strain rate are obtained by computer software processing.

The microstructures were observed by metallographic microscopy (OM) (Leica, Solms,
Germany) at the 1/4-thickness position of the hot rolled sheets along the longitudinal
section. The specimens were firstly planning machined to the target plane and then etched
after mechanical polishing by using a 4% nital solution. Samples for texture measurements
were spark cut with the dimensions of 20 × 10 mm, and a Bruker™ D8 Discover system
(Bruker, Karlsruhe, Germany) with a CuKa target were employed under a scanning speed
of 8◦/min and operating at voltages of 40 kV and 40 mA current.

3. Results and Discussion
3.1. Microstructure Characteristics

Figure 2 shows the microstructures at the 1/4-thickness position along the longitudinal
section. All the microstructures exhibit a slab-like bright white phase and black areas. The
white areas are of ferrite while the black ones are of pearlite in Q380 and Q420 steels. As
for Q460 and Q500, the black areas consist of pearlite and a small quantity of bainite. The
ferrite grain of Q380 is more multi-scaled with an average size of 4.59 µm; with the increase
of steel grade, the grain becomes finer and finer. The grain sizes of Q420, Q460 and Q500
are about 3.24 µm, 2.82 µm and 2.70 µm, respectively.

According to the Hall–Petch equation [23,24]:

σ = σ0 + kHPd−0.5 (1)

where σ is the yield stress, σ0 is constant and d is the grain size, kHP is the Hall–Petch
coefficient related to the grain boundary strengthening effect.

According to the measured yield stress and grain size in this paper and that in the
Refs. [18,19], the σ0 and kHP parameters for different steels can be calculated as listed
in Table 2, in which can be seen that the σ0 and kHP linearly increase with the rise in
steel grade.
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Table 2. Calculated parameters of Hall–Petch relationship for different steels.

Steel Type Yield Stress/MPa Grain Size/µm σ0/MPa kHP/MPa×µm0.5

Q380
429 4.59

249 386
407 [18] 5.96 [18]

Q420
493 3.24

271 401
455 [18] 4.74 [18]

Q460
556 2.82

293 442
565 [19] 2.64 [19]

Q500
592 2.70

310 464
537 [18] 4.17 [18]
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phase constitution and grain boundary characteristic (fraction and distribution of defects 

Figure 2. Microstructures of the hot rolled sheets along the rolling direction (a) Q380, (b) Q420,
(c) Q460 and (d) Q500.

It is easy to understand that the fine grain can more efficiently hinder the dislocation
movement and thus owe a better strengthening effect. It has been disclosed that kHP
depends on the steel composition [26,27]. Nevertheless, the microstructure distribution,
phase constitution and grain boundary characteristic (fraction and distribution of defects
and grain boundary misorientation) also contribute to the kHP. It is safe to say that kHP
corresponds to the key microstructural parameter on mechanical property of steels.

Figure 3 shows the texture components in the ϕ2 = 45◦ sections of Euler space, where
the variation regularity can be clearly identified. The texture constituent of the four steels
is similar, and mainly consists of the {011}<111>, {001}<100> and the {111} fiber texture
with a maximum intensity of about 2.00. With the increase of steel grade, the intensity of
{001}<100> cube texture increases gradually, as well as that of the {011} texture. All steels
possess the {111} γ fiber, where {111}<112> texture is obvious for steels Q380, Q420 and
Q460, while {111}<110> texture is stronger for Q500. In comparison with the lower steel
grades, Q460 and Q500 have stronger {011}<112> and {011}<111>, respectively [28].
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3.2. Tensile Behavior along Rolling Direction
3.2.1. Characteristic of Stress–Strain Curves

Figure 4 represents the stress–strain curves of the steels along a rolling direction under
different strain rates from 10−3 to 600 s−1. The standard test gives a typical engineering
stress–strain curve with an obvious yield plateau. As the strain rate (

.
ε) increases, the

plastic stage of stress–strain curve shows an overall upward trend of uplift, and appears
to fluctuate in a periodic decay mode when the loading strain rate reaches higher than
100 s−1. With the increase of steel grade from Q380 (Figure 4a), to Q420 (Figure 4b), to Q460
(Figure 4c), and then to Q500 (Figure 4d), the variation of stress–strain curves exhibits a
similar tendency, except the decrease in total elongation.

Figure 5 shows the characteristic of fluctuation, of which the stress–strain curve can
be approximately fitted as a sine attenuation function (σ = A0e−ξε sin(ωε + φ) + C0),
where C0 is the constant, and the distance between the first two crests and the distance
between the first crest and the trough is taken as the cycle (T) and the amplitude (A0), as
shown in Figure 5a. In the high speed dynamic tensile test, the stress signal oscillation will
inevitably occur owing to the increase of loading rate, and Alabi believed that it was the
stress wave generated by the imbalance between internal friction and external force at high
strains that caused the loading signal to be noisy [5–7,14,26–29]. Anyway, we assign the
first appeared maximum stress σU as upper yield stress to consider the strain-rate response
of all specimens.
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3.2.2. Strain Rate Response

Figure 6 represents the dynamic response of the defined σU and the total elongation
of different steels. It can be seen in Figure 6a that the σU value gradually increases to
saturation with the increase of strain rate, while the σU curve lifts up with the increase of
steel grade (Q380: from 400 to 711 MPa, Q420: from 492 to 825 MPa, Q460: from 563 to
896 MPa and Q500: from 591 to 913 MPa). The variation tendency of εT exhibits obvious
discrepancy, as shown Figure 6b, the overall εT curve shifts down with the increase of
steel grade. With the increase of

.
ε, the εT value first rapidly increases and then tends to

a maximum value when
.
ε reaches about 100 s−1 and then remains stabilized afterward.
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The stabilization εT is about 37.8% for Q380, 34.7% for Q420, 25.8% for Q460 and 24.6% for
Q500, respectively.
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Then, the C-S constitutive model is introduced to further describe the above phe-
nomenon. The dynamic increase factor (DIFy) was defined as the ratio of the yield stress at
each intermediate strain rate (σi) to the yield stress at the quasi-static strain rate (σq):

DIFy = 1 +
( .

ε

D

) 1
p

(2)

where D and p are the coefficient in the relation of stress with strain rate.
Figure 7 shows the longitudinal dynamic increase factor dependence of strain rate.

Using the C-S model fitting (Figure 7a), the four steels can be well fitted and are described
as DIF = 1 +

( .
ε/933

)1/1.81 for Q380, DIF = 1 +
( .
ε/1042

)1/1.73 for Q420, DIF = 1 +( .
ε/1139

)1/1.56 for Q460 and DIF = 1 +
( .
ε/1249

)1/1.49 for Q500 with satisfied accuracy,
respectively. It is noted that in the fitting process, the p value is continuously adjusted to
seek for the best goodness-of-fit, and the highest R2 is determined to correspond to the
right regression coefficients, as shown in the Figure 7b.
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3.2.3. Parameters Dependence

The graphs for the linear regression analysis based on the above data depending
on steel grade are shown Figure 8a; the essential parameter D is proportional while p is
inversely proportional to the steel grade, showing an amazingly strong contrast.
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By comparing the parameter p in C-S model, we can see that there is a certain relation-
ship p = 693.97/kHP between them, as shown in Figure 8b.

Since the Hall–Petch equation is very essential for materials, and the kHP is easily
available in the literatures, the C-S model can be replaced as:

DIFy = 1 +
( .

ε

D

) KHP
673.79

(3)

and then the relationship between the dynamic growth factor of material and the influence
coefficient of grain boundary on deformation is established, which shows that the dynamic
growth factor may be related to the adhesion between grains and the coordination of
grain deformation. The substitutive C-S model can be employed to estimate the dynamic
response of a material according to the Hall–Patch coefficient.

3.3. Anisotropy on Strain Rate Response

Considering the anisotropy of the material, a tensile test was conducted using speci-
mens prepared along the steel transverse direction to compare the dynamic tensile behavior
with that along the longitudinal rolling direction.

Figure 9 shows the stress–strain curves of specimens along a transverse direction at
different strain rates from 0.001 s−1 to 333 s−1. As for the same steel, the total elongation
decreases for the specimen along transverse direction, which is different with that along
the rolling direction. Similar to that along the longitudinal direction, with the increase of
strain rate, the variation tendency of stress–strain curve is similar.
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Figure 10 shows the transverse dynamic increase factor dependence of strain rate.
Using the C-S model fitting (Figure 10a), the four steels can be well fitted with satisfied
accuracy and are described as DIFy = 1 +

( .
ε/527

)1/2.25 for Q380, DIFy = 1 +
( .
ε/581

)1/1.87

for Q420, DIFy = 1 +
( .
ε/644

)1/1.49 for Q460 and DIFy = 1 +
( .
ε/689

)1/1.37 for Q500,
respectively.
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Based on the linear regression analysis of the above data (Figure 10b), the model
parameter D is proportionate to the steel grade, while p is inversely proportionate to the
steel grade.

3.4. Factors on Dynamic Deformation

The C-S model has been employed to simulate the dynamic response of different steels,
as listed in Table 3 [12–14,17,30]. There exists significant difference in the characteristic
parameters D and p, in particular, a vast gap can be found between the D values of different
steels. It can be seen in Table 3 that all the steels are of low carbon type, and as for S355 steel,
the metallurgical microstructure is of well-developed ferrite and pearlite [17]. Therefore, it
is inferred that factors, such as material composition, microstructure and crystallographic
texture determine the D and p values of materials.

Table 3. Chemical composition and the C-S model parameters of different steels.

Steels
Chemical Composition The C-S Modeling

C Si Mn P S Ni V Nb D p

Q420 [12] 0.19 0.24 1.35 0.021 0.006 22305 3.9
Q345 [13] 0.16 0.19 1.28 0.025 0.011 3781 4.33
S690 [14] 0.14 0.29 1.19 0.008 <0.002 0.084 0.031 0.016 2.06 × 107 5.18
S960 [14] 0.16 0.21 1.39 0.008 <0.002 0.077 0.021 0.013 4.90 × 107 4.59
S355 [17] 0.22 0.55 1.60 0.025 0.025 4945 2.69
Q235 [30] 0.22 0.35 1.4 0.045 0.05 306 2.75

Note: the parameters for S690 and S960 are deduced from the original data in Ref. [14].

The matrix of all the tested steels here is mainly of ferrite, and the comparison of
tensile test along two different directions discloses that the main parameters of the C-S
model exhibit a specific relationship with the microstructure, i.e., the parameter D is related
to anisotropy while p has close links with the grain boundary characteristics.

In the process of plastic deformation, the stresses on the crystals of different orienta-
tions are not consistent owing to the anisotropy of crystal. The crystal grains do not deform
at the same time, and their slip system orientation and slip direction are also different. As
we all know, the {011} crystal plane of ferrite steel is densely packed, and it is the main slip
plane of the bcc crystals, while the <111> direction is its main sliding direction. Therefore,
the stronger {011} texture is beneficial to the dislocation slip, and thus is helpful to improve
the ductility of the material. In contrast, the Burgers vector a<100> is a kind of immobile
dislocation, and the texture of {001} is harmful to deformation at most cases. It has been
pointed out that the {111} fiber texture is good for material forming but has little effect
on improving the elongation of the material [19]. Therefore, there exists a competitive
mechanism on plasticity between the textures {011} and {001}, and obviously the effect
of {001} texture prevails for the steels in this study, and the increase in the intensity of
{001}<100> cube texture leads to the decrease of total elongation with the increase of steel
grade (Figure 6b). Additionally, it can be seen that the texture constituent provides a
framework for steel to withstand external deformation.

The plastic deformation requires a certain amount of time for the movement of crystal
dislocations, for the rotation of the slip plane from the unfavorable to the favorable ori-
entation and the rotation between individual crystals. As large strain rate applies, only
elastic deformation of the movement of the atoms away from their equilibrium position
occurs owing to the insufficient duration for deformation, resulting in a persistent increase
of yield stress with the increase of strain rate [31].

The change of elongation under high strain rate conditions might be related to the
combined effect of thermal activation of dislocation movement and suppression of necking.
Since plastic strain is mainly carried out by the slip of dislocations, on the one hand, high
strain rate constrains the process of thermal activation of dislocations, dislocation multi-
plication should be dominant to increase the uniform elongation; on the other hand, high
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strain rate may harden the local constriction zone and expand the subsequent deformation
to adjacent area; therefore, the ductility of material increases with the increase of strain rate.

4. Conclusions

A series of Q380, Q420, Q460 and Q500 steels have been prepared to investigate their
dynamic deformation behavior. The main results are concluded as follows.

(1) The microstructures for Q380 and Q420 steels consist of ferrite and pearlite, while
that for Q460 and Q500 consist of ferrite, pearlite and a small quantity of bainite.
All steels mainly consist of the {011}<111>, {001}<100> and the {111} fiber texture
with a maximum intensity of about 2.00. The ferrite texture constituent provides
a framework for steel to withstand external deformation, and the increase in the
intensity of {001}<100> cube texture leads to the decrease of total elongation with the
increase of steel grade;

(2) Specimens for all the steels along both the rolling and the transverse directions show
similar tensile behavior. As the strain rate increases, the stress–strain curve fluctuates
in a periodic decay mode. The upper-yield stress increases with the increase of strain
rate from 10−3 to 600 s−1, meanwhile, the total elongation first rapidly increases and
then tends to be stabilized at certain values. The C-S model can be employed to well fit
the strain rate response of the four steels both along transverse and rolling directions;

(3) Under the specific experiment conditions, the main parameters of the C-S model
exhibit a certain relationship with the microstructure, the parameter D is proportional
to the steel grade and related to material anisotropy, while p is inversely proportional
to the steel grade and has close links with the grain boundary characteristics. The C-S
model can be considered to estimate the dynamic response of a material according to
the Hall–Patch coefficient.
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Abstract: Compared with traditional forming technology, ultrasonic vibration-assisted plastic form-
ing technology can improve the forming conditions and obtain better surface quality of the workpiece.
However, the mechanism and theory of ultrasonic action have not formed a unified understanding.
In this paper, ultrasonic-assisted thermal forming technology is taken as the research object. Through
experimental research combined with cellular automata methods, based on the dislocation density
model, nucleation and growth model, and dynamic recrystallization growth rule, a theoretical model
for microstructure simulation of the ultrasonic-assisted thermal forming process was established.
By introducing the ultrasonic energy field into the thermal forming process and correcting thermal
activation energy and dynamic recovery coefficient, the reasons for flow stress reduction of 9310 steel
and the influence of temperature, strain rate, and vibration amplitude on recrystallization were
analyzed from the microscopic scale. The results show that the introduction of ultrasonic vibration
reduces the dislocation activation energy, promotes dynamic recrystallization behavior, and finally
leads to the reduction of flow stress. With an increase in vibration amplitude, the average grain size
decreases faster, the recrystallization volume fraction increases faster, the stress decreases larger, and
the ultrasonic softening phenomenon becomes more obvious. Decreasing the strain rate will promote
the occurrence of dynamic recrystallization, the volume fraction and average grain size of dynamic
recrystallization will increase, and the true stress will decrease.

Keywords: ultrasonic-assisted thermal forming; ultrasonic softening effect; stress reduction amplitude;
evolution of microstructure

1. Introduction

Compared with the traditional forming process, ultrasonic-assisted thermal forming
can reduce the forming load and flow stress of the material, refine the grain, and obtain a
workpiece with good forming quality [1]. Although ultrasonic vibration-assisted plastic-
forming technology has been widely used in processing technology, there is no unified
understanding of the internal mechanism of ultrasonic vibration [2,3].

After applying ultrasonic vibration, the material softens, and the flow stress decreases,
which is known as the ultrasonic softening effect [4,5]. Wen [6] studied the plastic behavior
of AZ31 magnesium alloy during the room temperature tensile process under ultrasonic
vibration and revealed the volume effect of vibration plastic deformation. The ultrasonic
softening effect reduces flow resistance and improves plasticity. When a lower amplitude
or vibration energy is applied to the tensile specimen, the softening effect is dominant,
resulting in a decrease in the deformation resistance of AZ31 with an increase in formability.
Zhou [7] conducted an ultrasonic-assisted compression (UAC) experiment to study the
influence of ultrasonic softening on the plasticity of aluminum and titanium by changing
vibration amplitudes and frequencies. The experimental results show that ultrasonic
vibration can reduce the flow stress of aluminum and titanium in the UAC process. In the

91



Materials 2022, 15, 7359

range of 20–40 kHz, increasing the vibration amplitude can enhance the ultrasonic softening
effect, and increasing the vibration frequency will reduce the ultrasonic softening effect.

The softening effect of ultrasonic is manifested as the decrease in flow stress at the
macro level, and it affects the plastic-forming mechanism and microstructure of the material
at the micro level [8,9]. Most of the studies on microstructure evolution under the action
of ultrasonic vibration use metallographic microscopy or EBSD technology to observe
the evolution of microscopic tissues during the application of ultrasonic vibration after
ultrasonic vibration physics experiments. Hung [10,11] performed an ultrasonic vibration
upsetting experiment and metallographic analysis of an A6061-T6 aluminum alloy. The
experimental results showed that the surface grain of the sample is refined when ultrasonic
vibration is superimposed on the sample. Zhao [12] studied the influence of ultrasonic
vibration applied in three directions on the mechanical behavior and microstructure of steel
plates in the process of tensile deformation. The radial vibration results in a significant
increase in low-angle grain boundaries and the formation of subgrain boundaries in grains,
and the axial and normal vibration results in a decrease in the proportion of low-angle
grain boundaries and a decrease in dislocation density.

To study the reason for grain refinement caused by ultrasonic vibration, a large number
of scholars have analyzed and explained it through experiments. Currently, a generally
accepted explanation is that ultrasonic vibration increases the nucleation rate and promotes
dislocation movement. Hu [4] used pure copper as the research object and conducted
ultrasonic-assisted compression tests at different amplitudes and found that the stress
reduction caused by ultrasonic softening increased with the increase of flow strain or
ultrasonic amplitude. EBSD observation shows that when ultrasonic softening occurs,
low-angle grain boundaries are randomly distributed in grains, while when no ultrasonic
vibration is applied, they show a stacking distribution, which means that acoustic softening
improves the movement of small-angle grain boundaries or dislocations, thus reducing
flow stress. In addition, at small deformation strains, elongated grains become equiaxed,
and the dislocation density is significantly reduced, which may be the result of increased
dislocation annihilation due to ultrasound-induced dynamic recovery. However, with
the increase in deformation strain, ultrasonic hardening gradually becomes significant,
resulting in a greatly reduced effect of acoustic softening on the reduction of dislocation
density. Zhou [7] conducted an ultrasonic-assisted compression experiment and an EBSD
experiment on aluminum and titanium samples along the compression and transverse
directions. The EBSD results show that the upper plate area of the aluminum sample
is more sensitive to the influence of ultrasonic vibration than the center of the sample.
Transient ultrasonic vibration increases the subgrains in the aluminum sample, and the
induced grain boundaries with small angles are often parallel to the vibration direction.
For titanium samples, ultrasonic vibration mainly affects the central area of the sample, and
transient ultrasonic vibration also increases the generation of subgrains and twinning. This
indicates that the refinement of grains is achieved through the proliferation of subgrains
and that subgrains can be used as an indicator of dislocation evolution. Liu [13] conducted
an ultrasonic vibration upsetting experiment and found that the dislocation movement
in the area of severe deformation was intense and that the dislocation was intertwined,
resulting in a dislocation wall. Finally, these dislocation walls become grain boundaries
with small or large angles, and then the elongated grains are refined into small grains
and subgrains. This indicates that ultrasonic vibration promotes dislocation movement.
Wang [14,15] studied the evolution characteristics of grain size, orientation angle, and
texture under different amplitudes, and found that there was a positive correlation between
the number of subgrains, low-angle grain boundaries, and amplitude. EDS, XRD, and
EBSD analysis revealed the evolution mechanism of alloy microhardness, and it was found
that the microhardness of the Ti-45Nb sample increased first and then decreased with an
increase in amplitude.

At present, most studies on microstructure evolution under ultrasonic vibration are
based on the analysis of experimental phenomena, and the reasons for grain refinement
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and rheological stress reduction under ultrasonic vibration have not been unified. Cellular
automata (CA) [16] is a grid dynamic model with discrete time, space and state, local spatial
interaction, and temporal causality. It can simulate the spatiotemporal evolution of complex
systems and can be used to simulate and analyze the process of ultrasonic-assisted thermal
forming. Steel 9310 has high hardenability, high hardness, and high fatigue strength. It
is widely used for aero engine gear and steam turbine gear. In the rough machining
process of gear, high-temperature forging is often adopted, so 9310 steel is selected in this
paper as a material for high-temperature deformations. This paper is based on a thermal
simulation experiment and an ultrasonic vibration-assisted tensile experiment and studies
the microstructure evolution of ultrasonic-assisted thermal forming. The cellular automata
simulation model of ultrasonic-assisted thermal forming is established, and the reasons for
grain refinement and flow stress reduction are further discussed at the microscopic scale.

2. CA Model
2.1. Grain Growth

In the process of hot compression, when the holding temperature is above the austeni-
tizing temperature, the grains undergo a grain growth process, so the CA model of grain
growth is first established. In this paper, the cell size (Lca) is 2 µm, and the simulated space
size is 200 × 200; the actual simulated area is 0.4 cm × 0.4 cm. The neighbor type is a
six-neighbor. The state variable of the cellular is grain orientation. The number of grain
orientations ranged from 1 to 180. In the initial state, all cells in the cell space are given a
random integer from 1 to 180 as orientation, which is taken as the initial state of the cellular
space. There are three main rules for the transformation of the cellular state:

(1) Thermodynamic energy mechanism. The normal grain growth process is essentially a
process of thermal activation. Grain boundary migration can occur only when grain
boundary atoms overcome certain energy barriers. When the thermal energy of the
cell at the grain boundary is greater than the activation energy of thermal diffusion,
its state can change. According to statistical thermodynamic theory, the probability
that the thermal energy of the cell at the grain boundary is greater than the activation
energy of thermal diffusion can be calculated as follows [17]:

P1 = A · exp(−Qb
RT

) (1)

where A is the material parameter, which can be calculated from P1 = 1 when the tem-
perature reaches the melting point; T is the temperature (K); Qb is the thermal diffusion
activation energy; R is the molar gas constant; and the value is 8.31 J/(mol·K).

(2) Curvature drive mechanism. According to the orientation relationship and grain
boundary type of neighbor cells, the current judging cell is regarded as the central
cell. If four or more neighbor cells have the same state “A”, while the central cell
state is different from them, the central cell state will change into “A” state at the next
time step.

If there are three neighboring cells in the same state “B”, while the central cell is
different, then the transition probability P2 = 0.4 will be used to judge. If it is satisfied, the
central cell state will change to a “B” state; otherwise, the state is unchanged.

If the currently judged cellular does not satisfy the curvature drive mechanism, the
next criterion will be used to judge.

(3) The principle of least energy. According to the principle of energy dissipation, normal
grain growth is a process in which the grain boundary expands outward and the grain
boundary energy decreases. Since hexagonal cellular can simulate isotropy well, the
calculated grain boundary energy also has isotropy, and the Hamiltonian function is
used to represent the grain boundary energy [18]:
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Ei = J
N

∑
k

(
1− δCiCk

)
(2)

where J is the grain boundary energy coefficient, the value is 1; N is the number of neighbors
of the cellular, the value is 6; k is the neighbor of the current judged cell; δ is the Kronecher
symbol; Ci is the current orientation of the cell; Ck is the orientation value of the neighbor
cell of the current judgment cell.

Judging the 6 neighboring cells in random order, the change of grain boundary energy
can be calculated as follows:

∆Ei→j = Ej − Ei = J
N

∑
k

(
1− δCjCk

)
− J

N

∑
k

(
1− δCiCk

)
(3)

Whether the state of the center cell changes to the state of the neighbor cell can be
determined by judging whether the change in the grain boundary energy of the system is
less than 0. If ∆E < 0, the state of the center cell changes to the neighbor cell; If ∆E > 0, the
central cell state does not change.

In one time step, the grain boundary cells in the cell space are judged to determine
whether the state changes according to the above order.

When all grain boundary cells in the cellular space are judged, update the state
variables of each cell under this time step. Then, determine the grain boundary cells
according to the orientation value, plot the microstructure image, and calculate the average
grain size. Stop when the average grain size meets the set conditions; otherwise, the time
step is added to one for the next round of judgment.

2.2. Dynamic Recrystallization with Ultrasound

The results obtained by the normal grain growth model are used as the initial cellular
space state for the dynamic recrystallization CA simulation. In the simulated dynamic
recrystallization process, the state variables of the cellular include grain orientation, dis-
location density, number of recrystallizations, state variables reflecting the new and old
frames, and state variables regarding whether the cell is located at the boundary.

2.2.1. Dislocation Density Model

To describe the change in dislocation density inside the material, the dislocation
density evolution model proposed by KCOKS and MECKING is adopted, as shown in
Equation (4) [19]:

dρ

dε
= k1
√

ρ− k2ρ (4)

where ρ is dislocation density; ε is strain; k1 is the dislocation increment coefficient, k2
is the dislocation extinction coefficient. The hardening index C can be obtained from
the experimental data by Formula (5), and k1 and k2 can be obtained by combining
Formulas (6) and (7):

dσ

dε
= C

(
1− σ

σs

)
(5)

C = 0.5µbk1/2 (6)

σs = 0.5µb(k1/k2) (7)

The flow stress can be calculated using Equation (8):

σ = αµb
√

ρ (8)

where σ is the flow stress; α is the material constant, the value is 0.5; µ is the shear
modulus; ρ is the average dislocation density. The initial dislocation density ρ0 in the
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process of thermal simulation can be obtained by substituting the initial yield stress σ0 into
Equation (8).

The time step (∆t) can be calculated as follows [20]:

∆t =
2k1

2Lca
µb2Mk22 (9)

At each time step, the strain and dislocation density is calculated according to the
following equation:

εt+∆t = εt +
.
ε∆t (10)

ρt+∆t = ρt + ∆ρ (11)

where
.
ε is the strain rate.

With the increase in strain, the dislocation density increases, and when it reaches the
critical dislocation density, dynamic recrystallization grain nucleation occurs at the grain
boundary. The critical dislocation density (ρcr) can be calculated as follows [21]:

ρcr = (
20γi

.
ε

3blMτ2 )
1/3

(12)

where γi is the grain boundary energy, which can be obtained by Equation (13); M is
the grain boundary migration energy, which can be obtained by Equation (15); τ is the
dislocation line energy, which can be calculated by Equation (16); and l is the line dislocation
energy, which can be obtained by Equation (17).

γi =

{
γm, θi ≥ 15◦

γm
θi
θm

(
1− ln( θi

θm

)
), θi ≤ 15◦

(13)

γm =
µbθm

4π(1− v)
(14)

where γm is the grain boundary energy of large angle grains; θm is the orientation angle of
large Angle grains; θi is the orientation difference; v is Poisson’s ratio.

M =
Dobb
k2T

e−
Qb
RT (15)

τ = 0.5µb2 (16)

l =
k1µb

σ
(17)

where R is the gas constant; Qb is the diffusion activation energy of grain boundaries; b is
the Berkovian vector; µ is the shear modulus; Dob is the self-diffusion coefficient.

To study the reasons for grain refinement caused by ultrasonic vibration, a large
number of scholars have made explanations through experimental phenomena and metal-
lographic analysis. The widely accepted explanation is that ultrasonic vibration improves
the nucleation rate and promotes dislocation movement. Ultrasonic vibration acts inside the
material, and the defect is easy to absorb ultrasonic energy, so the activation energy required
for dislocation movement is reduced after ultrasonic vibration is applied. According to
this principle, the influence of ultrasonic was introduced into the thermal activation model,
and the energy reduced by ultrasonic was subtracted from the thermal activation energy to
obtain the thermal activation model under ultrasonic vibration. Since ultrasonic energy
cannot be completely absorbed by the material defect, correction factor C is introduced. The
activation energy under ultrasonic vibration can be obtained from the following equation:

Q′b = Qb − C2Eu (18)
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where Q′b is the activation energy after applying ultrasonic vibration; C2 is the correction
coefficient, which can be obtained by fitting the results of the ultrasonic-assisted tensile
experiment, and is 0.4 in this paper; Eu is ultrasonic energy, which can be calculated by
Formula (19):

Eu = A2ω2 ρ1 (19)

where A is the ultrasonic vibration amplitude; ω is the vibration circle frequency, and
ω = 2π f , where f represents the ultrasonic vibration frequency, ρ1 is the density.

After adjusting the grain boundary migration energy, the expression of the grain
boundary migration energy under ultrasonic vibration is obtained as:

Mu =
Dobb
k2T

e−
Q′b
RT (20)

According to the relevant experimental results of ultrasonic-assisted stretching, the
true stress–strain curve after the application of ultrasound is not completely parallel to
that without the application of ultrasound, which indicates that the internal structure or
microstructure of the metal material changes after the application of ultrasonic vibration.
Therefore, the parameters in the dislocation density model were adjusted to obtain the
dislocation density model under applied ultrasonic vibration.

Modify the parameter k2 of dynamic recovery part in the dislocation density model
in Equation (4), which is the parameter k2u of the dynamic recovery part under ultrasonic
vibration, the calculation formula is:

k2u = k2ζ Aη (21)

The ζ and η can be obtained by experimental fitting.
When the strain increases to a certain value, the dislocation density of the material

becomes stable, and the dislocation density becomes saturated. The saturation dislocation
density (ρs) can be obtained from Equation (22).

ρs = (
k1

k2
)

2
(22)

2.2.2. Dynamic Recrystallization Nucleation and Growth Model

The nucleation model associated with dislocation density was used for the simulation.
The nucleation model connects the nucleation rate with dislocation density, as shown in
Equations (23) and (24). Combining with the dislocation density model, it can be seen that
dislocation density is related to strain, so the nucleation rate changes with strain when the
temperature and strain rate are constant.

PN =

.
Nl∆t
NCA

=
.

Nl · LCA · ∆t (23)

.
Nl =

√
ρ−√ρcr√
ρs −√ρcr

(24)

where PN is the nucleation probability;
.

Nl is the grain boundary nucleation rate, which
represents the number of new grains formed per unit length of grain boundaries per unit
time when the dislocation density exceeds the critical value.

Dynamic recrystallization can occur many times, and the recrystallization times of
newly generated recrystallized grains are increased by one. Recrystallized grains with
large recrystallization times will grow into non-recrystallization grains and low-order
recrystallized grains.
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At each time step, non-recrystallization cells or low-order recrystallized grains located
at the grain boundary are taken as the target cells, and the growth distance (L) of the
recrystallized grains to the target cells is calculated as follows:

L = Vt (25)

where V is the growth rate, and the calculation formula is:

V = MuP (26)

where P is the driving force and can be calculated as follows [22]:

P =
µb2(ρm − ρrex)

2
− 2γi

ri
(27)

where ρm is the dislocation density of adjacent cells; ρrex is the dislocation density of
recrystallized grains respectively; ri is the radius of the recrystallization grain.

If the maximum growth distance (Lmax) in a neighbor cell is larger than a cell size
LCA, the target cell will be transformed into the recrystallized cell with a probability of
P3 = a/6, where a is the number of cells with the same orientation number among the six
neighboring cells of the cell. When the transition is successful, the state of the target cell will
be consistent with that of the recrystallized cell, and its dislocation density, recrystallization
number, and orientation number will be the same as that of the recrystallized cell.

2.3. Program Flow Chart

The simulation process of dynamic recrystallization is shown in Figure 1.
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3. Experiment
3.1. Hot Compression Experiment

A Gleeble 3180 thermal simulation testing machine was used to conduct a thermal
simulation test to obtain the true stress–strain curve. Gleeble 3180 is produced by Dynamic
System Inc. in the US. A schematic diagram of hot compression is shown in Figure 2a.
Experimental specimens before and after hot compression are shown in Figure 2b.
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Figure 2. Experimental Equipment: (a) Schematic diagram of hot compression; (b) Samples before
and after compression.

The thermal simulation sample is a cylinder with a diameter of 8 mm and a height of
12 mm. The test material was 9310 steel, and its chemical composition is shown in Table 1.

Table 1. Chemical composition of steel in 9310 (mass fraction, %).

C Si Mn S P Cr Ni Mo Cu

0.08 0.20 0.58 <0.015 0.0026 1.31 3.33 0.10 0.015

The first step of the thermal simulation experiment is to heat the 9310 steel cylindrical
sample to the deformation temperature at a rate of 5 ◦C/s. After keeping the deformation
temperature for 1 min, let the sample be heated evenly in the heating furnace. Keep
the deformation temperature unchanged and compress at a constant strain rate. After
finally reaching the set compression amount, the sample is immediately put into water
for water quenching to retain the high-temperature tissue of the sample. The deformation
temperatures are 900 ◦C, 1000 ◦C, and 1100 ◦C, and the strain rate are 0.01 s−1, 0.1 s−1,
1 s−1.

3.2. Ultrasonic-Assisted Tensile Experiments

The ultrasonic-assisted unidirectional tensile experiment was performed on the T-table
testing machine MTS 322 which is produced by MTS Systems Company Limited in the
US, and the experimental device is shown in Figure 3. During the experiment, the T-type
testing machine workbench clamps the lower collet and vise clamps the upper collet. The
vise moves up at a certain stretching speed, and the sample is gradually stretched. At the
same time, certain vibration frequencies and the amplitude of the workpiece are transferred
by the transducer and amplitude rod to realize ultrasonic vibration stretching. Finally,
the force and displacement curves under different stretching velocities, amplitudes, and
ultrasonic durations were obtained using force sensors and displacement sensors on the
test machine.
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Figure 3. Ultrasonic-assisted tensile test device.

The tensile samples were designed based on the configuration of the ultrasonic-assisted
tensile device and the design standard GB/T 2281.1—2010. The tensile specimen is a rod-
length specimen with a diameter of 5 mm and a threaded connection at both ends, as shown
in Figure 4. The ultrasonic vibration frequency of the ultrasonic-assisted unidirectional
tensile experiment is 20 kHz, and the experimental scheme is shown in the Table 2:
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Figure 4. Sample.

Table 2. Ultrasonic-assisted tensile test scheme.

Ultrasound Amplitude/µm 6.62 7.78 8.84 9.96

Strain rate/s−1 0.0003 0.003 0.03 0.3

4. Results and Discussion
4.1. Hot Compression Experimental Results

The flow stress curves at different deformation temperatures and strain rates are
obtained by hot compression, as shown in Figure 5.

99



Materials 2022, 15, 7359
Materials 2022, 15, x FOR PEER REVIEW 11 of 24 
 

 

  

 

Figure 5. Flow stress curve of 9310 steel. (a) 𝜀  =  0.01 s ; (b) 𝜀  =  0.1 s ; (c) 𝜀  =  1 s . 

It can be seen that the deformation temperature and strain rate have an obvious in-
fluence on the flow stress of 9310 steel. With an increase in deformation temperature and 
a decrease in strain rate, the flow stress decreases. The true stress–strain curve has the 
characteristics of peak stress, strain softening, and steady flow. 

At large strain rates, the flow stress curve first increases and then tends to be stable 
without single or double peaks. When the strain is small, the flow stress curve increases 
because of the effect of work hardening. During this period, dislocation multiplication, 
dislocation density, and flow stress increase. Then, the flow stress increases and slows 
down because of the softening effect. When the deformation energy storage caused by 
dislocation multiplication increases to a certain extent, dislocation cells and subgrain 
boundaries are formed, and softening is mainly based on dynamic recovery. Finally, the 
steady state is caused by the counterbalance between work hardening and softening and 
the balance between the multiplication and recovery of dislocation. 

When the strain rate decreases, the flow stress curve first increases and then de-
creases to a steady state with the characteristic of a “single peak.” When the strain rate 
continued to decrease, the true stress–strain curve appeared to be a “multi-peak” phe-
nomenon. The “single peak” characteristic of the flow stress curve is that material soften-
ing dominates after the flow stress reaches its maximum value, and the material is signif-
icantly softened. At this time, softening has two behaviors: dynamic recovery and recrys-
tallization. Under high temperature and low strain rates, softening is dominant, dynamic 
recrystallization occurs, the peak stress is significantly reduced, and the softening phe-
nomenon is significant. Since the deformation temperature exceeds the recrystallization 

Figure 5. Flow stress curve of 9310 steel. (a)
.
ε = 0.01 s−1; (b)

.
ε = 0.1 s−1; (c)

.
ε = 1 s−1.

It can be seen that the deformation temperature and strain rate have an obvious
influence on the flow stress of 9310 steel. With an increase in deformation temperature
and a decrease in strain rate, the flow stress decreases. The true stress–strain curve has the
characteristics of peak stress, strain softening, and steady flow.

At large strain rates, the flow stress curve first increases and then tends to be stable
without single or double peaks. When the strain is small, the flow stress curve increases
because of the effect of work hardening. During this period, dislocation multiplication,
dislocation density, and flow stress increase. Then, the flow stress increases and slows down
because of the softening effect. When the deformation energy storage caused by dislocation
multiplication increases to a certain extent, dislocation cells and subgrain boundaries are
formed, and softening is mainly based on dynamic recovery. Finally, the steady state is
caused by the counterbalance between work hardening and softening and the balance
between the multiplication and recovery of dislocation.

When the strain rate decreases, the flow stress curve first increases and then decreases
to a steady state with the characteristic of a “single peak.” When the strain rate continued
to decrease, the true stress–strain curve appeared to be a “multi-peak” phenomenon. The
“single peak” characteristic of the flow stress curve is that material softening dominates
after the flow stress reaches its maximum value, and the material is significantly softened.
At this time, softening has two behaviors: dynamic recovery and recrystallization. Under
high temperature and low strain rates, softening is dominant, dynamic recrystallization
occurs, the peak stress is significantly reduced, and the softening phenomenon is significant.
Since the deformation temperature exceeds the recrystallization temperature, dislocation
multiplication at the early stage of deformation promotes the occurrence of recrystallization.
When the dislocation proliferates to a certain extent, dynamic recrystallization occurs,
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and recrystallized grains are generated. The dislocations in the material were reduced,
and the flow stress curve was reduced. Finally, the rate of dislocation multiplication
and annihilation reaches equilibrium, and the flow stress enters the steady-state stage.
The occurrence of “multi-peak” characteristics means that there is continuous dynamic
recrystallization in the process.

4.2. Ultrasonic-Assisted Tensile Experiment Results

The data obtained from the results of the ultrasonic-assisted tensile experiment are
shown in Figure 6.
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.
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The yield strength, tensile strength, and fracture strength were extracted from the
experimental results, and the amplitude of the stress decrease caused by ultrasound was
calculated using Equation (28). λ is the average value of the ratio of stress decrease caused
by ultrasound at the stage of uniform plastic deformation.

λ =
∆σ

σC
=

σC − σU
σC

(28)

where σC is the flow stress under ordinary tension, and σU is the flow stress under ultrasonic-
assisted tension.

Figure 7 shows the yield strength, fracture strength, tensile strength, and stress de-
crease amplitude under different ultrasonic amplitudes and without ultrasonic when the
strain rate is 0.0003. It can be seen that ultrasonic treatment effectively reduces yield
strength, fracture strength, and tensile strength. With an increase in amplitude, the stress
decreases, and the amplitude of stress decreases with an increase in ultrasonic amplitude,
and the relationship is linear.
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Figure 7. The variation curve of the stress and the stress reduction amplitude with the amplitude.
(a) Stresses at different amplitudes. (b) Stress reduction amplitude at different amplitudes.

Figure 8 shows the variation curve of true stress and stress reduction amplitude with
strain rate. It can be seen that all stress values increase with the increase in strain rate.
At room temperature, the softening effect of ultrasound decreases with an increase in the
strain rate. Thermal activation at room temperature is not sufficient to cause dislocation
migration, and work hardening at high strain rates is more significant than that at low
strain rates. Therefore, the flow stress at a high strain rate is higher than that at a low strain
rate. At high strain rates, ultrasonic vibration can promote more dislocation migration,
and higher work hardening can increase flow stress and reduce the ultrasonic softening
effect. With the increase in strain rate, the softening effect coefficient of ultrasonic showed a
nonlinear decreasing trend.
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4.3. Stress Reduction Amplitude

Combined with the theoretical model of ultrasonic softening and the CA model of
the metal hot-forming process, the microstructure of ultrasonic-assisted hot forming was
simulated. The true stress–strain curves obtained by the CA simulation of ultrasound-
assisted thermoforming under different strain rates are shown in Figure 9. The comparison
of stress reduction amplitude between the CA simulation and ultrasonic tensile experiment
is shown in Figure 10, and the relative errors are shown in Table 3. It can be seen from
the figure that the stress reduction amplitude of the ultrasonic-assisted thermal forming
simulation and ultrasonic tensile experiment is close. There is a strong linear relationship
between them, and the linear correlation coefficient (R2) is 0.99. The maximum error
obtained is 11.60%, and the overall average error is 5.66%. This indicates that stress
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reduction occurs in the process of compression and tension under the action of ultrasound,
and it is found that the amplitude of stress reduction is similar under the same ultrasonic
amplitude. It can be seen that when the strain rate is high, the differences between the
simulation results and the experimental results are larger than the small strain rate. This
is because when the strain rate is high, the strain variable in one time step of the CA
simulation will increase, which will lead to the decrease of the total simulation steps, and
the decrease of the simulation accuracy.
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Figure 9. Simulated stress–strain curves at 1000 ◦C (a)
.
ε = 0.3 s−1 (b)

.
ε = 0.03 s−1 (c)

.
ε = 0.003 s−1

(d)
.
ε = 0.0003 s−1.
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experimental values and simulated values.
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Table 3. Error analysis of stress reduction amplitude.

Strain Rate (s−1). Ultrasound
Amplitude (µm). Experimental Value (%) Simulated Value (%) Relative Error (%)

0.0003 6.62 5.51 5.20 5.57
0.0003 7.78 6.25 6.21 0.73
0.0003 8.84 7.48 7.04 5.97
0.0003 9.96 9.38 9.10 2.99
0.003 6.62 4.88 4.79 1.88
0.003 7.78 5.54 5.24 5.33
0.003 8.84 5.79 5.90 1.79
0.003 9.96 6.87 6.35 7.53
0.03 6.62 4.24 4.22 0.48
0.03 7.78 5.37 5.07 5.53
0.03 8.84 5.32 5.30 0.34
0.03 9.96 6.74 5.96 11.60
0.3 6.62 3.19 3.55 11.07
0.3 7.78 4.01 4.45 11.04
0.3 8.84 4.57 5.00 9.50
0.3 9.96 4.66 5.09 9.22

4.4. CA Simulation Results
4.4.1. Grain Growth Results

In order to study the evolution of microstructure in the process of grain growth, the
variation of grain number with time step at different temperatures is shown in Figure 11a.
The relationship between average grain size and simulation step size at different tempera-
tures is shown in Figure 11b.
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It can be seen from Figure 11a that, at the same temperature, the number of grains
decreases when the time step increases. At the same time, the number of grains decreases
when the temperature increases. This is because grain boundary energy is the driving force
of grain growth and can promote grain proliferation. When the grains grow, the grain
boundary length per unit area decreases due to a decrease in grain number, which makes
the total free energy in the system decrease, and the system is easier to achieve stability.

It can be seen from Figure 11b that under the same deformation temperature, the
average grain size increases with an increase in time step, but the growth rate becomes
slower. At the same time, the average grain size is larger with a higher deformation
temperature. This is because heat can provide energy for grain boundary migration, and
grains with higher deformation temperatures grow faster. However, as the grain grows, the
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driving force of grain boundary migration becomes smaller and smaller, and the growth
rate gradually flattens.

4.4.2. Effect of Initial Grain Size

The initial grain size of dynamic recrystallization was set as 30 µm, 50 µm, 70 µm,
90 µm and 110 µm, deformation temperature is 1000 ◦C, the strain rate is 0.1 s−1, and the
curve of average grain size and recrystallization volume fraction with the original grain
size is shown in Figure 12. The microstructure image obtained by simulation is shown
in Figure 13. The black part represents the grain boundary, the white part represents the
initial structure, and the color part represents the grain with dynamic recrystallization.

Materials 2022, 15, x FOR PEER REVIEW 17 of 24 
 

 

  

Figure 12. Effect of initial grain size. (a) Effect on average grain size. (b) Effect on recrystallization 
volume fraction. 

 
Figure 13. Simulation of microstructure evolution at different initial grain sizes. (a) Initial micro-
structure at initial grain size of 30 μm. (b) Recrystallized microstructure at initial grain size of 30 
μm. (c) Initial microstructure at initial grain size of 70 μm. (d) Recrystallized microstructure at initial 
grain size of 70 μm. (e) Initial microstructure at initial grain size of 110 μm. (f) Recrystallized micro-
structure at initial grain size of 110 μm. 

It can be seen that with the decrease in the initial grain size, faster dynamic recrystal-
lization occurs, and the faster it reaches stability, the volume fraction of dynamic recrys-
tallization increases, the average grain size decreases, and the more grains have dynamic 
recrystallization. With the increase of strain, the average grain size first stays constant, 
then decreases to stable, and the volume fraction of dynamic recrystallization remained 
constant at first, then increased to stable. This indicates that no dynamic recrystallization 
occurs when deformation is small. With an increase in deformation, the dislocation den-
sity increases. When the dislocation density increases to a certain degree, the dynamic 
recrystallized grains are first nucleated at the grain boundaries, with a higher dislocation 
density. Thus, dislocation density and stress are reduced. When the dynamic 

Figure 12. Effect of initial grain size. (a) Effect on average grain size. (b) Effect on recrystallization
volume fraction.

Materials 2022, 15, x FOR PEER REVIEW 17 of 24 
 

 

  

Figure 12. Effect of initial grain size. (a) Effect on average grain size. (b) Effect on recrystallization 
volume fraction. 

 
Figure 13. Simulation of microstructure evolution at different initial grain sizes. (a) Initial micro-
structure at initial grain size of 30 μm. (b) Recrystallized microstructure at initial grain size of 30 
μm. (c) Initial microstructure at initial grain size of 70 μm. (d) Recrystallized microstructure at initial 
grain size of 70 μm. (e) Initial microstructure at initial grain size of 110 μm. (f) Recrystallized micro-
structure at initial grain size of 110 μm. 

It can be seen that with the decrease in the initial grain size, faster dynamic recrystal-
lization occurs, and the faster it reaches stability, the volume fraction of dynamic recrys-
tallization increases, the average grain size decreases, and the more grains have dynamic 
recrystallization. With the increase of strain, the average grain size first stays constant, 
then decreases to stable, and the volume fraction of dynamic recrystallization remained 
constant at first, then increased to stable. This indicates that no dynamic recrystallization 
occurs when deformation is small. With an increase in deformation, the dislocation den-
sity increases. When the dislocation density increases to a certain degree, the dynamic 
recrystallized grains are first nucleated at the grain boundaries, with a higher dislocation 
density. Thus, dislocation density and stress are reduced. When the dynamic 
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It can be seen that with the decrease in the initial grain size, faster dynamic recrystal-
lization occurs, and the faster it reaches stability, the volume fraction of dynamic recrys-
tallization increases, the average grain size decreases, and the more grains have dynamic
recrystallization. With the increase of strain, the average grain size first stays constant,
then decreases to stable, and the volume fraction of dynamic recrystallization remained
constant at first, then increased to stable. This indicates that no dynamic recrystallization
occurs when deformation is small. With an increase in deformation, the dislocation den-
sity increases. When the dislocation density increases to a certain degree, the dynamic
recrystallized grains are first nucleated at the grain boundaries, with a higher dislocation
density. Thus, dislocation density and stress are reduced. When the dynamic recrystallized
grain grows to a certain extent and the dislocation density reaches saturation, it no longer
grows. The manifestation is stress stabilization, which is the softening effect of dynamic
recrystallization behavior.

4.4.3. Effects of Temperature and Strain Rate

Figure 14 shows the simulated strain curve of the dynamic recrystallization volume
fraction at different temperatures when the strain rate is 0.1 s−1. With the increase in
strain, the volume fraction of dynamic recrystallization first remained constant and then
increased to stable. It can be seen that dynamic recrystallization easily occurs at high
temperatures. Under the same strain, the volume fraction of dynamic recrystallization
increases with an increase in temperature. The higher the temperature, the earlier the
dynamic recrystallization time, and the shorter the stable time. This is because the growth
rate of dislocations is temperature dependent. The increase in temperature leads to the
rapid growth of dislocation, the short incubation time of new cells, and the rapid formation
of recrystallized grains, so the volume fraction of dynamic recrystallization increases.
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Figure 14. Simulated curve of the dynamic recrystallization volume fraction at different temperatures.

At a temperature of 1000 ◦C and a vibration amplitude of 7.78 µm, the variation curves
of the average grain size and recrystallization volume fraction obtained by simulation
with the true strain are shown in Figure 15, and the microstructure images obtained by
simulation are shown in Figure 16.
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Figure 15. The simulation results at a temperature of 1000 ◦C and a vibration amplitude of 7.78 µm.
(a) The curve of the average grain size with the true strain. (b) The curve of the recrystallization
volume fraction with the true strain.
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Figure 16. Initial microstructure and simulated microstructure results at different strain rates.
(a) Initial microstructure. (b)

.
ε = 0.003 s−1 (c)

.
ε = 0.03 s−1 (d)

.
ε = 0.3 s−1.

It can be seen that when the strain rate decreases, the average grain size decreases to
stable faster, the final recrystallized grain size is larger, the recrystallized volume fraction
increases faster, and the number of recrystallized grains in the final structure is larger.

At a strain rate of 0.3 s−1, the recrystallized grains show a chain-like development.
This is because the nucleation rate is dependent on the strain rate. When the strain rate
is high, the nucleation probability also increases, and more recrystallization is generated,
which makes it easy to contact each other and stop growth. When the strain rate is large,
the grain does not have enough time to grow, and the dynamic recrystallization is not
sufficient, so the final average grain size is large, and the recrystallization volume fraction
is small.
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At a temperature of 1000 ◦C and a vibration amplitude of 7.78 µm, the simulated true
stress–strain curves under different strain rates are shown in Figure 17. It can be seen that
true stress decreases with a decrease in the strain rate. In addition, when the strain rates
are 0.3 s−1 and 0.03 s−1, the true stress–strain curves show the characteristics of dynamic
recovery, which indicates that material softening mainly depends on dynamic recovery.
When the strain rate is small, the true stress–strain curve presents a “single peak” curve
characteristic. When the strain rate decreases, the “peak” appears earlier, which indicates
that dynamic recrystallization behavior is more likely to occur when the strain rate is small,
which is consistent with the test results.

Materials 2022, 15, x FOR PEER REVIEW 20 of 24 
 

 

 
Figure 17. Simulated stress–strain curve at a temperature of 1000 °C and a vibration amplitude of 
7.78 μm. 

4.4.4. Effect of Ultrasonic Vibration Amplitude 
At a strain rate of 0.003 s−1 and a temperature of 1000 °C, the simulated true stress–

strain curve with vibration amplitude is shown in Figure 18. It can be seen that under 
different vibration amplitudes, the true stress decreases with the increase in vibration am-
plitude, the material is softened to different degrees, and the ultrasonic softening degree 
increases with the increase in vibration amplitude. 

 
Figure 18. The stress–strain curve simulated at a strain rate of 0.03 s−1 and a temperature of 1000 
°C. 

At a strain rate of 0.003 s−1 and a temperature of 1000 °C, the variation curves of av-
erage grain size and recrystallization volume fraction with vibration amplitude obtained 
by simulation are shown in Figure 19, and the microstructure image is shown in Figure 
20. 

Figure 17. Simulated stress–strain curve at a temperature of 1000 ◦C and a vibration amplitude of
7.78 µm.

4.4.4. Effect of Ultrasonic Vibration Amplitude

At a strain rate of 0.003 s−1 and a temperature of 1000 ◦C, the simulated true stress–
strain curve with vibration amplitude is shown in Figure 18. It can be seen that under
different vibration amplitudes, the true stress decreases with the increase in vibration
amplitude, the material is softened to different degrees, and the ultrasonic softening degree
increases with the increase in vibration amplitude.
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At a strain rate of 0.003 s−1 and a temperature of 1000 ◦C, the variation curves of
average grain size and recrystallization volume fraction with vibration amplitude obtained
by simulation are shown in Figure 19, and the microstructure image is shown in Figure 20.
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fraction with the true strain.
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Figure 20. Initial microstructure and simulated microstructure results at different amplitudes.
(a) Initial microstructure. (b) Simulated microstructure result when A = 0. (c) Simulated microstruc-
ture result when A = 6.62 µm. (d) Simulated microstructure result when A = 9.96 µm.

Figure 19a shows that at the early stage of dynamic recrystallization, when the ultra-
sonic vibration amplitude increases, the average grain size decreases faster, and the average
grain size curve reaches stability faster. In the late stage of dynamic recrystallization, the
average grain size increases with an increase in vibration amplitude. It can be seen from
Figure 19b that with the increase in ultrasonic vibration amplitude, the earlier dynamic
recrystallization occurs, the more grains under dynamic recrystallization. Figure 20 shows
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that the number of recrystallized grains and the degree of recrystallization increase after
ultrasonic vibration is applied. When the vibration amplitude is 9.96 µm, the dynamic
recrystallization behavior occurs most thoroughly, and the recrystallization volume fraction
reaches 99.6%.

This indicates that the introduction of ultrasonic energy reduces the activation energy
of the dislocation motion. The increase of vibration amplitude and the increase of ultrasonic
energy promote the occurrence of recrystallization, which leads to the faster decrease of
average grain size and the faster increase of recrystallization volume fraction so that the
grain is refined. Therefore, when the vibration amplitude is large, dynamic recrystallization
occurs in advance, the recrystallization time is longer, the grain can grow fully, and the
average grain size also increases.

5. Conclusions

In this paper, ultrasonic-assisted thermal forming technology is taken as the research
object, based on hot compression experiments, ultrasonic tensile experiments, and cellular
automaton simulations. The simulation model of ultrasonic auxiliary hot pier thickness is
established based on ultrasonic-assisted thermal forming technology, and the reasons for
the reduction of flow stress are explained from the microscopic scale. The main conclusions
are as follows:

(1) Based on the dislocation density model, grain growth model, and dynamic recrys-
tallization rule, ultrasonic energy was introduced to modify the thermal activation
energy and dynamic recovery coefficient, and the CA model of microstructure simula-
tion of the ultrasonic-assisted thermal forming process was established.

(2) Stress reduction occurs in the process of compression and tension under the ac-
tion of ultrasound, and the stress reduction amplitude is similar under the same
ultrasonic amplitude.

(3) The stress curves at different temperatures and strain rates were obtained by hot
compression experiments, and it was found that the true stress–strain curves had the
characteristics of peak stress, strain softening, and steady flow. At high temperatures
and low strain rates, the softening phenomenon is more significant.

(4) After applying ultrasonic vibration, the introduction of ultrasonic energy reduces the
activation energy of dislocation movement, promotes the occurrence of dynamic re-
crystallization, and finally leads to the reduction of flow stress and material softening.
The softening effect is enhanced with an increase in ultrasonic vibration amplitude.

(5) Decreasing the strain rate and increasing the temperature or vibration amplitude will
lead to a faster increase in the recrystallization volume fraction, and an increase in the
dynamic recrystallization volume fraction and the average grain size.
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Nomenclature

Symbol Description Symbol Description
Lca Cell size θm Orientation angle of large Angle grains
A Material parameter θi Orientation difference
T Temperature b Berkovian vector
Qb Thermal diffusion activation energy

Q′b Activation energy after applying ultrasonic
vibration

R Molar gas constant
Ei Grain boundary energy of austenite C2 Correction coefficient of ultrasonic energy
J Grain boundary energy coefficient Eu Ultrasonic energy
N Number of neighbors of the cellular A Ultrasonic vibration amplitude
K Neighbor of the current judged cell ω Vibration circle frequency
δ Kronecher symbol f Ultrasonic vibration frequency
Ci Current orientation of the cell ρ1 Density
Ck Orientation value of the neighbor cell of the

current judgment cell
Mu Grain boundary migration energy under ultrasonic

vibration
ρ Dislocation density

k2u Dislocation extinction coefficient under ultrasonic
vibration

k1 Dislocation increment coefficient
k2 Dislocation extinction coefficient

ζ Correlation coefficient of dislocation extinction
coefficient under ultrasonic vibration

C Hardening index
σ Flow stress η Exponent of the ultrasonic vibration amplitude
α Material constant of flow stress ρs Saturation dislocation density
µ Shear modulus PN Nucleation probability
ρ Average dislocation density

.
Nl Grain boundary nucleation rate

ρ0 Initial dislocation density L Growth distance
σ0 Initial yield stress V Growth rate
∆t Time step P Driving force
.
ε Strain rate ρm Dislocation density of adjacent cells
γi Grain boundary energy of recrystallization

ρrex Dislocation density of recrystallized grains
respectively

M Grain boundary migration energy
τ Dislocation line energy ri Radius of the recrystallization grain
Dob Self-diffusion coefficient Lmax Maximum growth distance
γm Grain boundary energy of large angle grains
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Abstract: The following article describes a new type of textile signal line that can be used in smart
clothing. The article presents the structure of this line and the materials used for its construction. The
article also presents the results of research on the influence of the line tensile force on the value of its
characteristic impedance. The above tests were carried out on lines where the electrically conductive
paths do not have the form of straight lines, as is often the case in smart clothing. The article also
presents a preliminary statistical analysis, the aim of which was to find those characteristics of the
substrate of the line that affect changes in the characteristic impedance during stretching.

Keywords: textile signal lines; textronic systems; data transmission over textiles; smart textiles;
characteristic impedance; signal quality tests; smart garments; e-textiles

1. Introduction

The contemporary textile industry creates many new, unprecedented fields of func-
tionality and opportunities for defined users, by combining traditional textile elements
with other products from the field of sciences which are at first glance unrelated to textiles.
By combining elements of textiles with electronics and information technology, it is possible
to design and manufacture materials with innovative properties and functionalities. The
combination of knowledge from these three areas was defined at the Lodz University of
Technology in 2003 as a new discipline of knowledge called textronics [1].

Innovative materials, such as intelligent textiles or functional textronic systems are
increasingly used in military, specialized or medical technologies. These products are also
used in everyday, casual items, such as sportswear, or textiles with worn electronics.

Nowadays, there is a growing demand for innovative textiles with possibilities and
applications far different from traditional ones. One of the main reasons for this is the
increasing consumer’s awareness, who want modern and fashionable textile products with
unusual functions [2]. In consequence, research is focused on innovative materials and
solutions increasing the functionality of textile products. Another field of research interest
now is the integrated textronic systems combining traditional textiles with electronic
elements. These elements allow the processing and transmission of data by electrical
signals, their acquisition and management. Also referred to as smart textiles or e-textiles,
these systems have a wide range of applications. They can be used, for example, to produce
clothing with human physiological parameters monitoring systems [3–6]. Such clothing can
be used in monitoring people working in hazardous conditions [7–9], the elderly [10,11] or
the chronically ill [12]. Also, textronic clothing used for monitoring the vital parameters of
newborns [13,14] is being developed. Textronic applications can also be used in functional
clothing for sports [15,16] or clothing for casual users.

Electrically conductive textile materials are used in textronic systems most often to
create lines connecting individual electronic systems and elements. These lines can supply
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low-value electrical energy to these systems or serve as lines to exchange information
between them. Lines of this type should have the lowest possible resistance.

The majority of textronic solutions require data exchange between electronic devices of
the system. For this purpose, until recently, mainly conventional connections such as wires
have been used, but these are elements affecting the ergonomics of the product (stiffness,
troublesome maintenance of a textile product with increased weight of the entire product).
This resulted in intensive work on an alternative, textile solution. These works concern both
the provision of electrical conductivity to textiles and the construction of textile signal lines.
The electrical conductivity of textile materials can be achieved in many ways, described,
among others, in [17,18].

Such attempts were also made for applying electroconductive layers on the surface
of the product (printing, sputtering, embroidering, etc.). The possibility of transmitting
electrical signals using electrically conductive textiles is also investigated and developed.
The transmission of electrical signals, and in particular high-frequency signals or digital
signals, can be a challenge for this type of line. In the presented article, the subject of signal
transmission by textile signal lines (TSL) was discussed.

Wired transmission, despite the necessity to use cables between electronic systems,
has significant advantages. One of them is simplicity resulting from the lack of necessity to
use radio transmitting and receiving systems which usually require an additional power
supply and the simplification of electronic circuits and components used. Wired data is
also more resistant to naturally occurring signal interference and is also more resistant
to eavesdropping. This is important for example in the case of textronic clothing for
human physiological parameters monitoring. The advantages of wired data transmission
in textronic mean that the construction of such a line made entirely of textile materials
is one of the other fields of development. These types of lines should be capable of
transmitting signals with a wide frequency spectrum. In addition, they should be resistant
to temperature, humidity, mechanical stresses occurring during their use in e-textiles.
So far, few published studies of the resistance of textile signal lines to the above factors
occurring during the use of e-textiles have been carried out. Leśnikowski [19] investigated
the influence of temperature and humidity on textile signal lines in the form of electrically
conductive textile strips sewn onto non-conductive fabric. Leśnikowski and Kubiak [20]
studied the changes in the characteristic impedance of selected types of textile signal lines
during mechanical loads. Leśnikowski [21] also investigated the influence of bending
and abrasion of lines on their transmission properties. In all of the above studies, textile
signal lines with straight electrically conductive paths were used. In practical applications,
textile signal lines must frequently change direction to connect electronic modules placed
in different places of the smart garments. Despite this, no results of such studies have been
published so far. The article presents studies of the influence of tensile forces acting on the
line on its characteristic impedance. As textile signal lines used in smart-garment must
change their direction frequently, lines that do not have the form of a straight line were
used for the tests. Works related to the subject of data transmission over the surface of
textiles also show the importance of adjusting individual elements of the signal path in
textronic systems. The appropriate tools, like the Time Domain Reflectometry method [22],
for interpreting the quality of the transmitted signal allows the user to identificate potential
sources of interference or signal degradation. The article also presents a preliminary
statistical analysis, the aim of which was to find those characteristics of the substrate of the
line that affect changes in the characteristic impedance during stretching.

2. Materials and Methods

For the tests presented in this article, twenty textile signal lines with curved electro-
conductive paths were made. Each of the lines consists of a non-conductive substrate in the
form of a fabric and sewn strips cut from an electroconductive woven fabric. More details
on the construction of the lines can be found in [23]. The dimensions of the signal line
made by the sewing method were calculated to gain the assumed characteristic impedance
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equal to 50 Ω. The dimensions were shown in Figure 1, and a physical example of the
constructed line is in Figure 2. The shape of the line resulted from the desire to make a line
in which the electrically conductive paths would not have the form of a straight line, and at
the same time beginning and end of the line would be on one axis. This feature is necessary
for the correct tensioning of the line using the method described later in the article.
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Figure 2. Signal lines produced by sewing technique. View from the side of the signal path (a), view
from the side of the ground paths (b).

The paths of the textile signal lines were made of the electro-conductive Soliani Ponge
fabric. These paths were sewn to the non-conductive fabrics, creating the substrate of the
lines. The Ponge fabric was chosen due to its excellent conductivity as the main factor
required for signal transmission. The basic parameters of the Ponge fabric are presented in
Table 1, while the basic parameters of the fabrics used as line substrate are presented in
Table 2.

Table 1. The basic parameters of Ponge fabric are used as electro-conductive paths.

Material Trade
Name/Producer

Thickness
(mm)

Surface
Resistivity
(Ohm/sq)

Nickel
Amount
(g/m2)

Total
Weight
(g/m2)

Weave
Warp

Density
(Yarns/dm)

Weft
Density

(Yarns/dm)

Nickel
metallised
polyester

Ponge/Soliani 0.15 Max.
average 0.4 16 60 ± 15 Plain 260 180
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Table 2. The basic parameters of fabrics are used as a non-electroconductive substrate.

Line No. Material Thickness
(mm)

Surface Mass
(g/m2) Weave Warp Density

(Yarns/dm)
Weft Density
(Yarns/dm)

L1 100% Cotton 0.38 89 Plain 25 21

L2 65% Polyester,
35% Cotton, 0.27 170 Plain 42 29

L3 65% Polyester,
35% Cotton, 0.56 290 Twill 40 24

L4
40% Polyester,
35% Cotton,

25% Flax
0.80 230 Plain 22 18

L5 69% Cotton,
31% Polyamide 0.53 194 Satin 73 31

L6
63% Polyester,
33% Cotton,

1% Elastomer
0.42 238 Satin 112 25

L7 60% Polyester,
40% Cotton, 0.50 275 Satin 50 28

L8 100%
Polyamide 0.52 211 Satin 42 24

L9 100% viscoze 0.42 147 Plain 45 44

L10 100% Polyester 0.36 158 Plain 56 28

L11 100%
Polyamide 0.32 161 Plain 25 22

L12
72% Cotton,

23% Polyester,
5% Elastomer

0.53 163 Plain 48 28

L13 55% Flax,
45% Viscose 0.50 172 Plain 24 14

L14 100% Viscose 0.52 201 Plain 22 18

L15
62% Polyester,
32% Viscoze,
6% Elastomer

0.61 275 Plain 33 31

L16 100% Wool 0.42 287 Plain 24 20

L17 63% Cotton,
37% Polyamide 0.60 168 Twill 59 45

L18 100% Polyester, 0.42 183 Twill 36 34

L19 50% Polyester,
50% Wool 0.64 188 Twill 21 15

L20
50% Polyester,

50% Argon
(Viscoze-based)

0.65 243 Twill 27 25

In total, twenty different TSLs were made using the same Soliani Ponge electro-
conductive material and different material substrates, mainly cotton and polyester to test if
any of their substrate parameters may influence the characteristic impedance change. All
TSLs are shown in Table 2.

The substrate mass and thickness of the mentioned above, twenty TSL are shown in
Figure 3. The lines L1, L2, L3 and L4 were chosen for detailed impedance characteristic
waveforms in a further chapter. These lines have a maximum or minimum thickness or
surface mass.
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Figure 3. Chart with twenty sewed textile signal lines with their substrate properties.

All twenty TSLs were divided into groups based on the specified substrate parameters:
the thickness, the surface mass, and the substrate material weave. The groups of TSLs
according to specified substrate properties were shown in Tables 3–5. The plan of dividing
the TSLs into groups was to include in each of the three subgroups at least five different
lines. Also, the substrates had three specified weaves: plain, twill, and satin, and then all
TSL were divided into three groups of the specified weave, the same method used earlier
in [20].

Table 3. TSL’s population, divided into groups based on their substrate thickness.

Substrate Thickness [mm] Group Name (Thickness) Number of Lines in the
Group

0.27–0.45 Thin 5

0.45–0.59 Normal 8

0.60–0.80 Thick 7

Table 4. TSL’s population, divided into groups based on their substrate surface mass.

Surface Mass [g/m2] Group Name (Surface Mass) Number of Lines in the
Group

89–165 Lightweight 8

166–229 Medium 7

230–290 Heavy 5
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Table 5. TSLs population, divided into groups based on their substrate weave.

Weave Number of Lines in the Group

Plain 11

Twill 5

Satin 4

The transmission properties of textile signal lines are characterized by different pa-
rameters. These parameters determine the line ability to transmit fast-changing and high-
frequency signals. One of the crucial parameters is the line characteristic impedance.
It is the main value proving that the signal line is matched to other components of the
signal path.

The value of the characteristic impedance Z for an ideal (lossless) line is calculated
according to the following formula:

Z =

√
L
C

(1)

where L is the line inductance and C is the line capacitance.
In the real signal line there are natural changes in series resistance of the conductive

elements used, or dielectric losses [24]. Thus, the impedance of the real lines including
naturally present losses is calculated by:

Z =

√
RS + jωL
G + jωC

(2)

where Rs is the unit series resistance of the conducting part of the line, G means unit
conductance of the dielectric andω is the pulsation (rad/s).

When designing and developing transmission systems, their elements should be
matched to the system and the impedance of each element should be as close to each other
as possible. The value of the characteristic impedance of the line depends on its application,
e.g., for lines connecting a radio transmitter with a textile antenna, this value is usually
50 Ω. The suitability of signal lines with a characteristic impedance of 50 Ω for signal
transmission was discussed by Johnson [23]. These tests showed that the value 50 Ω of the
characteristic impedance is a compromise for the impedance value between 30 Ω, at which
the maximum power of the transmitted signal occurs, and the value of 77 Ω, where the
signal losses are the lowest.

The value of the TSL characteristic impedance depends mainly on the geometrical
dimensions of such elements, the dielectric properties of the substrate and the resistance of
the material from which the electrically conductive paths were made. Earlier, only straight
TSLs were made and tested [20]. In a straight signal line, the electro-conductive paths are in
the form of straight lines. In the studies presented in [20], the change of TSL transmission
properties was tested before and after subjecting them to tensile loads. Tensile loads were
obtained by loading one end of the line with a mass of a certain weight. In smart clothing,
it is very often necessary to use TSL, which are not straight lines. This is due to the need
to change the direction of the lines to connect the electronic modules that can be placed
in different places of the smart garment. As mentioned earlier such studies have not been
carried out so far. The research on these types of lines is presented in the article below.

In the research conducted, the so-called characteristic impedance profile of the tested
lines has been measured. This profile shows the value of the characteristic impedance
of each point of the line as a function of its distance from the beginning of the line. To
determine these profiles, the reflectometric method described, among others in [22,25] was
used. The measuring stand for testing the TSL’s characteristic impedance was built with
the Tektronix DSA8200 Digital Serial Analyzer, connected with the 80A02 EOS Electric
Charge Protection module, with an additional external 80E08 TDR/Sampling Module.
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The block diagram of the stand is shown in Figure 4. The tested line is connected to the
TDR module using the terminals described in detail in [26]. These clamps enable the
connection of the flat electro-conductive paths of the tested line with concentric measuring
connectors of the measuring equipment. The Digital Serial Analyzer, using the 80E08
module, generates a voltage step that is applied to the input of the tested line. The generated
wave propagates along the tested line reflecting from places with different impedance. The
reflected signal returns to the analyzer. Based on its changes over time, the line impedance
profile is determined.
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Figure 4. Block diagram of the measuring method for the TSL’s characteristic impedance.

The characteristic impedance profiles were collected via the Serial X-Press software
extension of the DSA8200 Signal Analyzer. All measurements were made in a standard-
ized, normal climate: 20 ◦C and air humidity 65% according to the ISO standard [27].The
impedance profile of each line connected to the measurement system (Figure 4) was mea-
sured in real-time. The measured TSL was mounted vertically, with the end unloaded
(m0 = 0 g) and tested. Then each of the lines was successively loaded with the masses
m1 = 0.414 kg and m2 = 1.461 kg and tested. The example of a line mounted vertically with
load m2 = 1.461 kg was shown in Figure 5.

These two mass values were experimentally chosen as a simulation of mechanical
forces that may occur in real-time deformations in the textiles when wearing. Choosing
less mass than proposed results in deformations which are hardly visible, when adding
too much mass could lead to permanently deform or even damage constructed TSLs. The
reason for vertically stretching the lines was ease of obtaining a reproducible tensile force.
For this purpose, test weights with known mass were used.
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3. Results and Discussion

The measured characteristic impedance profiles of the transmission lines (Figures 6–9)
are characterized by a certain non-uniformity. This phenomenon has a fundamental and
direct impact on the quality of the electric signal transmitted through the line. In the case
of an ideal line, the value of the characteristic impedance should be constant at every point
on the line, but in reality, there will always be some fluctuation in waveforms. The value of
these factors also depends on the quality of the implementation of individual line elements.

The observed characteristic impedance waveform for line L1 (with the lowest surface
mass) shows some fluctuations in the range of 60 to 80 Ω and some minor differences
when loading with mass m1 or m2 in comparison to the unloaded line. At the points of
curvature of the lines, no significant changes in characteristic impedance under stretching
were observed. This means that line bends do not significantly affect the transmission
properties of this type of line.

Characteristic impedance waveform for line L2 (with the lowest substrate thickness)
shows more significant fluctuations from 60 to 80 Ω and above, at the end of the unloaded
line. Also, some major differences, especially when loading with m2 mass in comparison to
the unloaded line, were observed. Significant changes in the characteristic impedance were
observed in the places where the electrically conductive paths were bent. This can mean
a significant change in the impedance of the line if it is placed where it will be exposed
to stretching.
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The L3 line (with the highest surface mass) shows the characteristic impedance wave-
form very similar to L1, although the overall impedance value is lower by about 10 Ω in
comparison to other lines. This line also has some fluctuations from 50 to 70 Ω and some
minor differences when loading with mass m1 or m2 compared to the unloaded line. This
line is very similar in its characteristic impedance waveform compared to line L1 and due
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to the lower values obtained it is the most suitable for applications in textronic systems
with the main impedance equal to 50 Ω.

The observed characteristic impedance waveform for line L4 (with the highest sub-
strate thickness) shows only minimal fluctuations from 60 to 85 Ω and some minor dif-
ferences when loading with mass m1 or m2 compared to the unloaded line. This means
that the line can correctly transmit signals when placed in areas of the garment where
stress occurs.

The value of the characteristic impedance of the tested line depends on the dimensions
of its electrically conductive paths and the spacing between them. In particular, the distance
between the ground paths significantly influences this value. Stretching the lines longitu-
dinally changes the dimensions of the electrically conductive paths and spacing between
them. The degree of these changes may depend on many parameters characterizing the
structure of the substrate and the electro-conductive paths of the lines. One of the aims
of the research presented in the article below was to check which of the parameters char-
acterizing the line substrate have a significant impact on the change of the characteristic
impedance of the line under the influence of its stretching. To assess this, the statistical
analysis presented later in the article was performed.

4. Statistical Analysis

For statistical analysis, the average value from each impedance profile was determined
according to the formula:

Zav =
∑n

i=1 Zi

n
(3)

where Zav is the average line impedance, Zi is the line impedance at the i-th point of the
average impedance profile, n is the number of points (measurement values) of which the
line impedance profile consists.

The characteristic impedance of each of the twenty tested lines was measured five
times in each load condition (unloaded, loaded with mass m1, loaded with mass m2). Next,
these five impedance waveforms for each load were averaged, resulting in one waveform
for specified line without load, for load m1 and m2. For the statistical analysis, there was a
need to compare fixed values instead of waveforms. Therefore, each averaged waveform
was shortened, to one average value, using Equation (3).

A non-parametric test was used instead of the multifactor analysis of variance (ANOVA).
This was due to failure to meet the assumptions of analysis of variance, namely a lack of
normality of distributions in groups determined by variables, and a lack of homogeneity
of variance.

The analyzed parameters of all the signal lines population (twenty lines in total) were
divided into more than two groups, thus the statistical test must be appropriate to compare
its parameters within several independent groups. For that, the nonparametric Kruskal–
Wallis statistical test was used. The significance level at all tests was assumed to be α = 0.05.
A summary of the collected results showing the characteristic impedance values of all
twenty made curved TSL under the influence of various loads is given in Figure 10.

In Figure 10 mean and maximum values of characteristic impedance significantly
decrease while loading masses m1 and m2. The influence on such results is directly related
to the way the TSL is stretched under m1 and m2 loads, which significantly alters the
mutual arrangement of the electrically conductive strips which are part of the TSL.

Next, the percentage change of characteristic impedance within different groups of
TSLs was tested to find if any of the substrate parameters: surface mass, thickness and
weaves (Tables 3–5) have a statistical impact. The results are shown in Figures 11–13. The
mean value, mean +/− Standard Deviation and Max/Min values are also shown.
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Figure 13. Changes in the line characteristic impedance under load for lines with a different weave
of the substrate.

The statistical analysis of the obtained results consisted in assuming the H0 hypothesis
assuming the equality of the mean impedance value in the tested groups. Then, the
Kruskal–Wallis test was used to verify this hypothesis.

The Kruskal–Wallis statistical test, with its null hypothesis H0, shows the impact
on the value of lines characteristic impedance by the mechanical load placed to the line
with the weights of m1 and m2. Also, the impact from substrate properties—surface mass,
thickness and weave to affect the characteristic impedance changes—were tested. The
assumed null hypothesis H0 assumes no statistically significant differences between the
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tested groups of cases. As a result of this test, the probability p-value is obtained that
the assumed hypothesis H0 is true. If the probability value p is greater than the assumed
significance level (α = 0.05), then the H0 hypothesis should be accepted. Otherwise, it
would be rejected. For example, the values of the TSL characteristic impedance with mass
m1 and m2 loads are shown in Figure 10. The figure shows that the mean value of the
impedance is lower when the force stretching the lines is higher. This was confirmed by the
result of the Kruskal–Wallis test based on which the assumed null hypothesis was rejected
(Table 6). It is equivalent to a statistically significant influence of the tested factor on the
characteristic impedance of the line.

Table 6. Kruskal-Wallis non-parametrical test summary for curved TSL.

Characteristic Impedance Z [Ohm] Change between Mass
Loaded

Factor or substrate property
tested

Between loads with mass m0
and m1

Between loads with mass m0
and m2

Mass loading p = 0.003 p = 0.001

Surface mass of the substrate p = 0.0022 p = 0.001

Substrate thickness p = 0.013 p = 0.001

Substrate weave p = 0.1176 p = 0.1721

The highlighted factors (p > 0.05) means that hypotheses H0 that states the mechanical
load or substrate properties affects the characteristic impedance changes are accepted. The
results of the statistical analysis presented in Table 6 show that the load of the line with the
mass m1 and in particular mass m2 has a statistically significant influence on the changes
of the characteristic impedance. Therefore, a further statistical analysis was carried out
to show which property of the line substrate may have a statistically significant impact
on impedance changes under the influence of these loads. The results of this analysis
are presented in Table 6 which shows the characteristics that have such an effect are the
surface mass and the thickness of the substrate material. The weave of the substrate has
no effect. Considering collected results, there is a possibility to make a TSL within the
limits of predetermined values, and the main difficulty to gain this is the line accuracy and
precision in the production method. Constructing other TSLs with different shapes and
predetermined values is also possible. As seen in Figures 6–9, the characteristic impedance
was around 50–80 Ω. The suitability of lines with such characteristic impedance spread
depends on the specific application and data transmission standard.

5. Conclusions

Textronic systems based on electrical elements nowadays have an increasing range of
applications. Data transmission via signal lines, constructed with the use of textile elements,
will allow improving the products ergonomic by limiting the usage of the conventional
elements (cables, connectors, etc.).

Statistically, constructed curved textile signal lines show significant changes in charac-
teristic impedance between unloading state and load with mass m1 and in particular mass
m2. Curved TSL were made strictly to sewn to textiles and can be placed even in custom
shape textiles carried by users. The changes of their shapes don’t affect their characteristic
impedance, and observed changes were seen when loading with significant mass only.
Also, no significant impedance changes were observed at the curvature points of the line in
comparison to the straight, non-curved areas of lines. In most cases, no curvature impact
for the characteristic impedance change was observed for lines loaded up to mass m2. Sta-
tistically for the sewed TSLs, only the substrate weave does not influence the characteristic
impedance change, regardless of the tensile forces. The surface weight and thickness of
the fabric from which the line substrate is made has a significant effect on the changes
in the characteristic impedance under the influence of stretching. This impact is less for
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lines with a thick substrate or substrate having a high surface mass. This agrees with our
subjective feeling.

The tensile sensitivity of TSL means that these lines in smart clothing should be led
and applicable through places that are not very exposed to mechanical deformation. If the
line has to run through such places, it should be placed on a thick substrate made of fabric
with a large surface mass.
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20. Leśnikowski, J.; Kubiak, P. Changes in the Characteristic Impedance of Textile Signal Lines While Mechanically Loaded. Autex

Res. J. 2019, 19, 375–380. [CrossRef]

127



Materials 2022, 15, 1149
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Abstract: A numerical model for the prediction of vibration behaviors of a laminated submarine
structure consisting of spherical, cylindrical, and cone shells with multiple built-in annular plates is
reported in this article. With the aid of the first-order shear deformation theory (FSDT) concerning
plates and shells, the energy expressions of each substructure are derived. The displacement functions
in the energy functionals are expanded by the employment of Legendre orthogonal polynomials
and circumferential Fourier series. Then, the Rayleigh–Ritz procedure is performed to obtain the
eigenfrequency and the corresponding eigenmode of the submarine model. The correctness of the
structural model is examined by comparing the results with existing papers and the finite element
method, and the maximum deviation is not more than 2.07%. Additionally, the influence of the
plate’s thickness, position, inner diameter, as well as the laying angle on the intrinsic vibration
characteristics of laminated submarine-like structure is determined. The results reveal that rational
geometry design and assemblage benefit the vibration performance of the combination. Increasing
the thickness of all the annular plates, decreasing the inner radius, and regulating the laminated
scheme, make remarkable influence on structural free vibration, with the maximum relative changing
rate of frequency exceeding 97%, 16%, and 23%, respectively.

Keywords: Rayleigh–Ritz technology; laminated submarine-like model; annular plate; vibration analysis

1. Introduction

Submarines, with typical combined conical–cylindrical–spherical structures, play an
important role in military reconnaissance, deep-sea exploration, marine scientific research,
etc. In terms of specific engineering requirements, such as improving a submarine’s rigidity,
vibration suppression, outfitting, and multiple annular plates are always introduced to the
coupled structure, which may cause significant changes in the vibration characteristics of
the coupled structure. For this reason, a reasonable and clear understanding of vibration
characteristics for coupled laminated submarine-like structures considering multiple built-
in annular plates is of great significance in terms of their multi-functional design.

On basis of an investigation into the dynamic characteristics of plate and shell struc-
tures [1–7], with the continuous and in-depth research into the vibration mechanism of
revolution structures, a series of numerical methods have been developed, including the
well-known Ritz technology [8–10], the domain decomposition method [11,12], the dif-
ferential quadrature method [13,14], and other methods [15–17]. Parashar et al. [18] used
polynomial functions with orthogonality to express the displacement components of a
piezoelectric ceramic cylindrical shell and used the Rayleigh–Ritz method to obtain its
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modal performances. On the basis of the unified Rayleigh–Ritz scheme, Du et al. [8] re-
ported the inherent mechanical properties of a rotating cylindrical shell with a hard coating.
Li et al. [9] derived the geometric equations of a conical shell with the help of Reissner’s
shell theory, constructed the displacement functions with improved Fourier series, and
finally solved the modal features of the conical shell under elastic constraints. To clarify the
vibration mechanism of the coupled shell, An et al. [11] used the domain decomposition
method to establish a structural analysis model. Choe et al. [12] solved the elastodynamic
problems of functionally graded elliptic shells with elastic constraints by using the semi-
analytical domain decomposition method. The generalized differential quadrature method
was employed by Li et al. [13] to construct a numerical vibration model for a conical shell
made of metal foam material under the elastic boundary. Within the framework of the classi-
cal plate theory, Saini et al. [14] derived the motion equation of a non-uniform, functionally
graded circular plate by using the energy principle and obtained the frequency equation of
the circular plate under the classical boundary. Zhang et al. [15] used the dynamic stiffness
approach to calculate the vibration properties of cylindrical-conical composite structures
with reinforced ribs under multiple classical boundary conditions. Araki et al. [16] studied
the free vibration of a cylindrical shell via the Galerkin method, where the displacement
functions of the so-called spectral nodes were expanded by Fourier series. Kim et al. [17]
analyzed the free vibration of a coupled shell composed of a cylindrical shell, parabolic
shell, and hyperbolic shell by using the Haar wavelet discrete method.

According to the above literature survey, investigations into the vibration behaviors
of assembled structures are mostly concerned with numerical algorithms and assembled
shell structures. Based on this foundation, the mechanical behaviors of shell–plate coupling
structures have been observed. Cao et al. [19] presented an accurate solution to the cylindri-
cal shell–circular plate combination. By means of the modified Fourier series method and
considering coupling springs, parametric analyses including the stiffness and conditions of
coupling positions and the boundaries were carried out. An improved Fourier series was
also applied by Chen et al. [20] to develop a unified theoretical model of an open cylindrical
shell–rectangular plate assembled structure with laminated materials in the framework
of the first-order shear deformation theory (FSDT). Then, the solutions were obtained by
means of the Rayleigh–Ritz method, and comprehensive discussions on the impacts of
the main factors on the structural vibration performance were presented, including the
geometric properties, coupling positions, and the stiffness of coupling springs. Jin et al. [21]
analyzed the vibro-acoustic behaviors of a submarine hull which was symbolled by a
conical–cylindrical–hemispherical shell combination and surrounded by heavy fluid. Kim
et al. [22] used the Haar wavelet discretization method to investigate the free vibration of
conical–cylindrical coupling structures with laminated materials. To reveal the mechanism
of structural vibro-acoustic performance, Qu et al. [23] built an immersed submarine model
composed of a rigid propeller, a main shaft, two bearings, and an orthogonally stiffened
pressure hull. By introducing Fourier series and Chebyshev orthogonal polynomials, the
structural displacement and pressure were expressed with those series. The contributions
of the stiffness of the ring and the bearing to acoustic behaviors were studied. With exper-
iments and the finite elements method (FEM) simulations, Wang et al. [24] conducted a
study about the vibro-acoustic characteristics of a submarine-like system. Xie et al. [25]
discussed the main parametric influence on the free and forced vibration of annular plate–
cylindrical shell elastically coupled structures with Flügge shell theory [26] and thin-plate
theory. Chen et al. [27] studied the vibrational characteristics of stepped cylindrical shell–
annular plate coupling structures considering temperature with Chebyshev polynomials
and Fourier series. Zhang et al. [28,29] analyzed the vibration characteristics of shell–plate
structures. Sobhani et al. [30,31] investigated the vibration behavior of the combination
consisting of multiple shells made of composite materials using the Generalized Differ-
ential Quadrature method and FSDT. Bagheri et al. [32] analyzed the free vibration of a
joined shell structure composed of cylindrical and spherical shells with functionally graded
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material. Shi et al. [33] studied the vibration of conical-cylindrical shell assembled structure
made of functionally graded materials with respective to environment.

The aforementioned papers are almost concerned with shell–shell or shell–plate cou-
pling structures; studies regarding submarine-like structures are scarce. In addition,
submarine-like structures made of laminated materials are widely used in reality due
to the advantages of laminated materials compared to conventional materials, such as
their strength-to-weight ratio and heat and corrosion resistance. Nevertheless, studies
regarding the vibration characteristics of submarine-like structures with laminated mate-
rials have not been carried out yet. Generally, a submarine-like structure can be treated
as a cylindrical shell–spherical shell–conical shell combination, which is divided into sev-
eral sub-compartments by annular plates according to actual requirements, for example,
America’s Ohio-class nuclear submarine and Russia’s Borei-class/Dolgorukiy-class nuclear
submarine, etc. Consequently, the unified Rayleigh–Ritz technology in conjunction with the
FSDT assumption is applied in the current work to investigate the vibration mechanism of
such a combined structure with laminated materials. Furthermore, the effect of the annular
plate on the vibration characteristics of the submarine structure is analyzed in detail.

2. Analysis Model
2.1. Description of the Model

Figure 1 describes the structural element and coordinate system of a general shell
structure. Here, it is assumed that the coordinate system O-αβz is on the middle plane of
the shell. Rα and Rβ separately represent the radius of curvature of the shell along α and β

directions, when Lα and Lβ are the corresponding lengths of the shell element. h denotes
the structural thickness. In addition, artificial spring technology is introduced to simulate
boundary conditions. Figure 2 presents a laminated submarine-like model composed of
spherical, cylindrical, and conical shells, where J annular plates are arranged. The cone
angle of the conical shell is denoted by the symbol α0, and the length of the conical shell
along the meridian direction is represented by the symbol Lc. The large end of the conical
shell is assembled with a cylindrical shell with length L and radius R1. The right end
of the cylindrical shell is connected to the closed hemispherical shell, which means that
the radius of the hemispherical shell is consistent with that of the cylindrical shell. The
inner radius and thickness of the j-th annular plate are, respectively, expressed by Rj 2 and
hj r. The coupling relationship between adjacent substructures is simulated by coupling
spring technology.
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herein, A and B represent the Lamé parameters of substructures: (a) cylindrical shell: α = 
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2.2. Kinematic Relations and Stress Resultants

Given that the physical model is provided with geometric features of a medium–thick
plate or shell, under the FSDT’s [30] frame, the displacement variables (U, V, and W) of
arbitrary points of the kth layer of structures can be written as

U(α, β, z, t) = u0(α, β, t) + zξα(α, β, t)
V(α, β, z, t) = v0(α, β, t) + zξβ(α, β, t)
W(α, β, z, t) = w0(α, β, t)

(1)

in which the symbols (u0, v0, and w0) are the displacement components of the kth midplane.
ξα and ξβ are the angular displacement with regard to the α-z plane and β-z plane. The
strain components (εα, εβ, γαβ, γαz, and γβz) considered in the kth midplane can be written
as follows: 




lεα = ε0
α + zχα, γαz = γ0

αz

εβ = ε0
β + zχβ, γβz = γ0

βz
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where the strains (ε0
α, ε0

β, γ0
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αz, γ0
βz) on the kth midplane, the curvatures (χα and χβ),

and the related twist changes (χαβ) are stated as
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A
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B

∂w
∂β + ξβ

(3)

herein, A and B represent the Lamé parameters of substructures: (a) cylindrical shell: α = x,
β = θ, A = 1, B = R1; (b) conical shell: α = s, β = θ, A = 1, B =s· sin α0; (c) spherical shells:
α = ϕ, β = θ, A = R1, B = R1sinϕ; (d) annular plate: α = r, β = θ, A = 1, B =s· sin α0, α0 = π/2.
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According to the generalized Hooke’s law, the relationships between the stresses (σα,
σβ, ταβ, ταβ, and ταβ) and strains in terms of linearly elastic materials are given by [34]:
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τβz
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where Qk
ij(i, j = 1, 2, 4, 5, 6) represents the elastic stiffness coefficient of the kth layer mate-

rial, which is closely related to Poisson’s ratio and the Young’s modulus of the material.
Their expressions are as follows:
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T =




c2 s2 0 0 −2sc
s2 c2 0 0 2sc
0 0 c s 0
0 0 −s c 0
sc −sc 0 0 c2 − s2




, s = sin θk, c = cos θk (6)

where θk represents the fiber-laying angle of the kth layer of laminated structures;
Qk

ij(i, j = 1, 2, 4, 5, 6) denote the elastic parameters of materials, which can be obtained
by [35]:

Qk
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Ek
1

1− µk
12µk

21
, Qk
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11, Qk
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Ek
2

1− µk
12µk

21
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23, Qk
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13, Qk
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12 (7)

By integrating the stresses along thickness, the force and moment resultant of lami-
nated thick shells can be obtained as:

N =




A B 0
B D 0
0 0 As


ε (8)

where A, B, and D are the tensile stiffness matrix, coupling stiffness matrix, and bend-
ing stiffness matrix, respectively. As is the shear stiffness matrix. The internal element
expressions have been reported by Guo et al. [36].

2.3. Energy Expressions

The strain energy of the substructure is expressed as follows [10]:

UV =
1
2

∫

S

[
Nαε0

α + Nβε0
β + Nαβε0

αβ + Mαγα+

Mβγβ + Mαβγαβ + Qαγαz + Qβγβz

]
dS = US + UBC + UB (9)

The strain energy of the structure consists of the potential energy with regard to
structure stretching, bending, and stretching–bending coupling. By substituting (3) and (7)
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into (8), the unified expressions of the strain energy of each substructure can be obtained,
of which the expressions are below:
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Accordingly, the kinetic energy of the structure can be expressed as:
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where

(I0, I1, I2) =
∫ h/2
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ρ
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dz (14)

As stated earlier, the artificial spring technique is introduced to simulate boundary
conditions and coupling relationships. Thus, the elastic potential energy stored in the
boundary springs is expressed as follows:
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The coupling potential energy due to coupling springs can be written as:
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As for the overall substructure, the spring potential energy can be expressed as:

UBC = Usp +
2

∑
i=1
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(18)
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2.4. Displacement Admissible Functions and Solution Process

Appropriate displacement admissible functions play an important role in the accuracy
of the vibration solutions. Here, the displacement components of the structure in the
circumferential direction are expressed as trigonometric series expansions. Additionally,
the Legendre polynomials are introduced to ensure and accelerate the convergence of the
solution. Thus, the displacement variables are stated as

u(α, β, t) =
M
∑

m=0

N
∑

n=0
Tm(α)[cos(nβ)umn(t) + sin(nβ)umn(t)] = U(α, β)u(t)

v(α, β, t) =
M
∑

m=0

N
∑

n=0
Tm(α)[sin(nβ)vmn(t) + cos(nβ)vmn(t)] = V(α, β)v(t)

w(α, β, t) =
M
∑

m=0

N
∑

n=0
Tm(α)[cos(nβ)wmn(t) + sin(nβ)wmn(t)] = W(α, β)w(t)
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M
∑

m=0

N
∑

n=0
Tm(α)

[
cos(nβ)ξα,mn(t) + sin(nβ)ξα,mn(t)

]
= Ψα(α, β)ξα(t)

ξθ(α, β, t) =
M
∑

m=0

N
∑

n=0
Tm(α)

[
sin(nβ)ξβ,mn(t) + cos(nβ)ξβ,mn(t)

]
= Ψβ(α, β)ξβ(t)

(19)

where N represents the maximum value of the calculated wave number n; Tm is the m-th
polynomial; M is the highest order of the polynomial, also known as truncated values
of axial/radial displacement expansions; U, V, W, Ψα, and Ψβ represent the function
vectors; u, v, w, ξα, and ξβ are the coordinate vectors composed of unknown coefficients
(umn,vmn,wmn, ξα,mn,ξβ,mn).

The employed Legendre orthogonal polynomials are as follows [37]:

T0(α) = 1, T1(α) = α

(p + 1)Tp+1(α) = (2p + 1)αTp(α)− pTp−1(α), p ≥ 2, α ∈ [−1, 1]
(20)

The energy functional of the laminated submarine-like structure is:

L =

(
TS + TC + TL +

J

∑
j=1

T j
r

)
−
(

US,S + US,C + US,L +
J

∑
j=1

U j
r

)
−UBC (21)

Substituting Equation (18) into Equation (20) and performing a partial derivative oper-
ation on unknown coefficients, the vibration equation of the overall model is illustrated as

(
K−ω2M

)
ϑ = 0 (22)

where K is the stiffness matrix and M is the mass matrix. ϑ is the global coordinate
vector containing the unknown expansion coefficients of all substructures. By solving
the eigenvalues and eigenvectors in (22), the vibration characteristics of the laminated
submarine-like model can be obtained.

3. Numerical Calculation and Analysis

The free vibration characteristics of the assembled laminated submarine-like structure
are further studied based on the established vibration model. To simplify the presentation,
three annular plates (i.e., J = 3) are used in the follow-up analysis. The geometric parameters
of the assembled structure are given as: L = 6m, Ls = 1.5m, α = 30◦, Ri = 1 m, ri = 0.4 m,
h = hj r = 0.05 m, L1 = 0, L2 = L/2, and L3 = L, in which Li represents the position of the ith
annular plate in the axial directions of cylindrical shell. If there is no other explanation,
all parameters remain as their initial value. In this article, the dynamic characteristics
of structure subject to different classical boundary constraints are analyzed. Here, the
spring stiffness related to the classical boundary is predefined as: free boundary (F): ku = 0,
kv = 0, kw = 0, kα = 0, kβ = 0; simply supported boundary (S): ku = 1014, kv = 1014, kw = 1014,
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kα = 0, kβ = 1014; shear–diaphragm (SD): ku = 0, kv = 1014, kw = 1014, kα = 0, kβ = 0; clamped
boundary (C): ku = kv = kw = kα = kβ = 1014. For the purpose of ensuring the convergence
and solution accuracy of the developed model, without the loss of generality, here, the
truncation values are configured as: M2 = 35 for the cylindrical shell, M1 = M3 = 20 for
spherical and cone shells, and Mj = 18 for all annular plates.

3.1. Numerical Verifications

In order to test the correctness and accuracy of the current method, several numer-
ical examples are carried out in the following works. Table 1 exhibits the comparisons
between results with the current method and FEM with regard to the laminated cylin-
drical shell, spherical shell, and conical shell. The relative parameters are: L/R = 5,
h/R = 0.05, [0◦/90◦/0◦] for laminated schemes, and E2 = 10.6 GPa, E1 = 138 GPa, G12
= 6 GPa, G13 = G23 = 3.9 GPa µ12 = 0.28, and ρ = 1500 kg/m3 for the spherical shell; [0◦/90◦]
for laminated schemes, and E2 = 10 GPa, E1 = 15 E2, G12 = 0.6 E2, G13 = 0.6 E2, G23 = 0.5 E2,
µ12 = 0.25, and ρ = 1500 kg/m3 for cylindrical and conical shells; R0 = 1 m, L = 3 m, and
h = 0.05 m for the cylindrical shell, and Rs = 1 m, LS = 3 m, h = 0.05 m, α = 30◦. It is noted that
the ABAQUS simulation models herein are divided into S4R elements of a 0.04 m × 0.04 m
approximate global size. From Table 1, it is visible that results obtained with various meth-
ods are in good consistence with each other, demonstrating the correctness and accuracy of
this method.

Table 1. Comparison of calculation frequency of spherical, conical, and cylindrical shell with lami-
nated material.

BC Method
Mode Number

1 2 3 4 5 6 7 8

Spherical shell

F
Present 419.71 508.58 522.89 568.42 603.55 614.46 635.78 670.55

FEM 417.43 507.55 528.50 557.09 606.15 613.24 637.32 676.48
Conical shell

F
Present 21.20 53.97 59.74 95.55 135.80 145.74 197.64 204.71

FEM 21.98 55.83 59.69 62.99 137.69 149.02 194.30 203.63
Cylindrical shell

C-C
Present 134.31 150.77 176.98 231.98 232.14 237.70 259.37 294.64

FEM 134.23 150.74 177.04 231.97 232.05 237.47 259.80 294.65

F-F
Present 28.81 31.98 80.96 84.80 154.17 158.21 195.66 206.97

FEM 28.82 30.90 81.04 84.30 154.42 158.09 195.24 206.44

Table 2 shows the natural frequencies of assembled structures corresponding to multi-
ple circumferential wave numbers (i.e., n = 1, 2, 3, 4) under classical conditions. The material
parameters of the coupling structure made of steel are as follows:
E1 = E2 = 206 GPa, ρ = 7800 kg/m3, and µ12 = µ21 = 0.3. The results are compared
with those from the ABAQUS simulation model divided into 24454 S4R elements of a
0.04 m × 0.04 m approximate global size, of which the overall and axial section views are
shown as Figure 3. Here, the abbreviated symbols (namely, C, S, and F) only represent the
boundary constraints at the small-diameter edge of the cone shell, and the inner diameter of
all plates are unconstrainted. As can be seen from Table 2, the maximum deviation between
the frequency results computed by the two numerical methods is 2.07%, which reveals that
the presented model can be effectively applied to analyze the frequency characteristics of
the coupled laminated submarine-like structure within an acceptable error boundary. On
the other hand, the mode shapes corresponding to the frequency results considering the
rigidly clamped boundary in Table 2 are depicted in Figure 4. Note that, in view of the
fact that annular plates are arranged inside the structure, to facilitate the observation of the
mode deformation located on the annular plates, the modal shapes are given in the form
of a half-section view. Clearly, the modal shapes obtained by the two methods are highly
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consistent with each other. For further validation, Figure 5 is shown to compare results
obtained by the current method and FEM, taking laminate materials into account, of which
the material properties are: E2 = 10 GPa, E1 = 15 E2, G12 = 0.6 E2, G13 = 0.6 E2, G23 = 0.5 E2,
µ12= 0.25, and ρ = 1500 kg/m3, and the laminated scheme is [0◦/90◦]. From Figure 5, it
is apparent that the numerical results from the two methods share good agreement with
each other.

Table 2. Comparison of calculation frequency of laminated submarine-like structure under various
boundary constraints.

n m
C S F

Present FEM Deviation (%) Present FEM Deviation (%) Present FEM Deviation (%)

1

1 6.92 6.78 2.07 6.68 6.54 2.05 143.66 143.56 0.07
2 94.52 94.46 0.06 94.17 94.11 0.06 213.96 214.28 0.15
3 213.19 213.46 0.12 213.10 213.36 0.12 215.22 215.48 0.12
4 214.37 214.67 0.14 214.37 214.67 0.14 304.28 304.32 0.01

2

1 158.15 157.92 0.15 158.15 157.92 0.15 157.93 157.68 0.16
2 165.67 164.44 0.75 165.67 164.44 0.75 165.42 164.18 0.76
3 323.77 322.63 0.35 320.16 320.06 0.03 256.37 256.40 0.01
4 345.01 345.01 0.00 343.93 343.84 0.03 337.88 336.27 0.48

3

1 141.73 141.27 0.33 141.73 141.27 0.32 141.72 141.26 0.32
2 159.32 158.62 0.44 159.32 158.61 0.45 159.31 158.60 0.45
3 294.35 293.89 0.16 294.34 293.88 0.16 294.33 293.87 0.16
4 300.91 298.65 0.76 300.90 298.65 0.75 300.89 298.65 0.75

4

1 201.39 201.38 0.00 201.39 201.38 0.00 201.39 201.38 0.00
2 209.32 209.28 0.02 209.32 209.28 0.02 209.32 209.28 0.02
3 292.68 292.03 0.22 292.68 292.03 0.22 292.68 292.03 0.22
4 304.45 303.11 0.44 304.45 303.11 0.44 304.45 303.11 0.44Materials 2022, 15, x FOR PEER REVIEW 9 of 14 
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3.2. Parametric Study

In what follows, the validated analysis model is employed in this section to analyze
the effect of geometric parameters associated with the annular plates on the internal
characteristics of the overall laminated submarine-like structure.

First, let us focus on the influence of the position and thickness of the annular plate
in the middle of the coupling structure on the inherent characteristics of the coupling
structure. Note that only the position of the middle annular plate is changed, whereas the
positions of the plates at the first and last ends of the cylindrical shell remain unchanged.
Figure 6 shows the variation in the first frequency values, which vary with plate’s geometric
parameters, and four constraints are included, with circumferential wave numbers of n = 1.
It is worth noting that L1 varying from 1 to 5 with a calculation step of 0.2 is the distance
between the middle annular plate and the first fixed annular plate located at the first end
of shell. h2 is the thickness changing with 0.005 increments of the intermediate round plate,
which is limited at the interval of [0.05, 0.15]. The material properties are as shown in
Figure 5, and the laminated scheme is [0◦/90◦/0◦/90◦]. In order to facilitate the analysis,
the first mode shapes with L1 = 5 m and h2 = 0.15 m are exhibited in Figure 7.
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From Figure 6, no matter what the boundary conditions, the natural frequency of the
structure will increase with the thickness of the annular plate. This may be explained by the
fact that the growth in the thickness of the annular plate contributes to the improvement of
the overall rigidity of the structure in the form of reinforcing ribs, which can increase the
associated frequencies. Similarly, changes in the position of the annular plate will also have
an important impact on the overall rigidity of the structure. For all the boundary conditions
herein, when the second annular plate is located in the middle (L1 = 3 m), the frequency of
the structure is the largest, with an increment of over 72% compared to those of L1 = 1 m or 5
m. When the annular plate moves to both ends, the frequency result decreases. In addition,
one phenomenon can be easily observed that the value and trend of the first frequencies
are similar for those in Figure 6a–d; the reason may be that the assembled structure owes
strong structural stiffness to the coupling relationships between the substructures for one
thing; for another, the mode shapes which are presented in Figure 6 and correspond to
the first structural frequency are located in the cylindrical shell, of which both ends are
combined to other substructures, resulting in the first structural frequency being insensitive
to boundaries imposed on the conical shell.

Next, we study the comprehensive influence of the thickness and inner diameter of
the three annular plates on the vibration characteristics of the structure in Figure 8. The
circumferential wave number is set as n = 2, the material and frequency orders discussed
here are consistent with Figure 6, the laminated scheme is [0◦/90◦/0◦], and the boundaries
are clamped and free boundaries. The thickness of the annular plates varies from 0.16 m
to 0.01m with the change step being 0.01 m. The variation range of the inner diameter of
the ring plate is [0.3, 0.6], and the step distance is set as 0.02 m. It can be clearly seen from
Figure 8 that, for the same modal order, a similar frequency change trend is observed under
the free and clamped conditions. In other words, as the annular plates become thicker and
the inner diameter decreases, the natural frequency always continues to increase, and the
maximum change rates exceed 97% and 16%. Moreover, the first frequency is similar to
the same thickness of the annular plate and inner diameter, regardless of the impact of
boundaries; the explanation for this is revealed in the discussion about Figure 6.
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Finally, the influence of the laying angle on the first eight natural frequency is discussed
in detail. As shown in Figure 9, the laminated scheme of the overall structure is [0◦/θ◦/0◦],
of which θ varies from−90 to 90 with an equal step of 10. The circumferential wave number
is set as n = 2, and the other geometry and material parameters are as shown in Figure 8.
From Figure 9, it is apparent that the trend of structural frequency is symmetrical at about
θ = 0; in the case of θ being below zero, the frequency increases over 23% with decreasing θ
to about −45 and then decreases as θ varies from −45 to −90. Similarly, this trend appears
as θ is over zero.
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4. Conclusions

This article investigated the vibration performances of a laminated submarine-like
structure assembled with multiple built-in annular plates. In view of the well-known FSDT
of a shell, the unified energy expressions of structural components, including laminated
cylindrical, conical, and spherical shells, as well as annular plates, were deduced. By
means of the superposition principle, the energy expression of the assembled structure
considering various circular plates was obtained. Finally, the vibration equation was ob-
tained by implementing the Rayleigh–Ritz method. Verification analysis was carried out in
numerical examples to present the correctness of the method. Furthermore, the influence
mechanism of the annular plate on the dynamic characteristics of the assembled lami-
nated submarine-like structure was investigated by placing the research variables on the
geometric parameters of the annular plate. Thus, the following conclusions can be drawn:

(1) The established model has good predictive ability regarding the vibration characteris-
tics of laminated submarine-like structures combined with multiple annular plates;
the maximum deviation of submarine-like structures is only 2.07%.

(2) The influence of the plate’s position on the inherent mechanical properties of the
structure is closely related to the modal order, and the frequency of the structure is
the largest when the annular plate is set in the middle of the cylindrical shell.

(3) The distribution of the laying angle is symmetric to about zero; structural frequencies
increase first and then decrease with the increment of the laying angle to some extent.

(4) Boundary constraints imposed on the conical shell have little influence on structural
vibration as mode shapes relate to the cylindrical shell.

(5) The reasonable design of the geometric parameters of the annular plate can effectively
improve the rigidity of the structure. Increasing the thickness of all the annular plates,
decreasing the inner radius, and regulating the laminated scheme have a remarkable
influence on structural free vibration, and the maximum relative changing rates of
frequency exceed 97%, 16%, and 23%, respectively.
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Abstract: This paper provides a numerical solution to the vibration of a rotating cross-ply laminated
combined conical-cylindrical shell in the thermal environment. Its numerical discrete solution method
uses the meshless method. The combined shell assumed the temperature independence of material
property is divided to the fundamental conical and cylindrical shell substructures, and the theoretical
formulation for each substructure is derived based on the first order shear deformation theory
(FSDT) and Hamilton’s principle. The effects of the initial hoop tension and temperature change are
considered through the kinetic energy reflecting the effects of centrifugal and Coriolis forces and
additional strain energy by the nonlinear part of the Green–Lagrange strains. The substructures are
then assembled according to the continuity conditions. The boundary and continuity conditions are
simulated by introducing artificial virtual spring technology. The displacement component in the
theoretical formulation is approximated using a meshless Chebyshev-RPIM shape function. The
reliability of the method is verified by comparing with mature and reliable results. The free vibration
characteristics of the rotating combined conical-cylindrical shell structure under various sizes, speeds
and temperatures are given by numerical examples.

Keywords: meshfree method; laminated composite shell; rotating shell; free vibration analysis;
thermal effect

1. Introduction

In the aerospace field, laminated shell structures are widely used in the shell structures
of gas turbines and high-power aircraft engines [1–5]. In these high-end fields, the vibration
of the structure will bring huge economic losses, so it is necessary to study its free vibration
behavior before designing such a structure.

With the progress of computational science, many different methods such as the
Haar wavelet discretization method [6], geometric analysis (IGA) method [7], spectral-
Tchebychev solution technique [8], Ritz method [9,10] and finite element method [11–13]
are employed for dynamic characteristics analysis of the composite structures. Ye et al. [14]
derived the classical open shell formula on the basis of FSDT, and used Chebyshev polyno-
mial to construct the displacement shape function, and solved the free vibration frequency
of the open shell through the Rayleigh Ritz program. Caresta and Kessissoglou [15]
reported a wave solution for the free vibrational frequencies of a homogeneous compos-
ite conical-cylindrical shell, where the displacement component was approximated by a
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power series. Tornabene et al. [16] reported a method for dynamic analysis of laminated
hyperbolic shells and rotating panels on elastic foundations using GDQ. Li et al. [17]
reported a Jacobi Ritz method for solving the free vibrations of laminated hyperbolic ro-
tating shells with general boundary constraints. In addition, in recent decades, several
studies on the dynamic mechanical properties of rotating structures in thermal environ-
ments have been developed. Shakouri et al. [18] reported the vibrational behavior of
a conical shell of a functionally graded material with temperature-dependent material
properties during rotation. Afshari [19] extended the generalized differential quadrature
method to the solution of free vibration of a rotating conical shell reinforced by graphene
nanomaterials. Bhangale et al. [20] reported a finite element method for analyzing the
dynamics of functionally graded conical shells operating in high temperature environments.
Tian et al. [21] obtained the free vibration and forced vibration solutions of the combined
conical cylindrical shell by the dynamic stiffness method. Qin et al. [22] used the Rayleigh-
Ritz method which based on the energy variation principle to solve the free vibration
problem of a cylindrical shell-ring-plate coupling system. Singha et al. [23] analyzed the
free vibration characteristics of rotating pretwisted sandwich conical shells in a thermal en-
vironment based on high-order shear deformation theory by using a finite element method.
Talebitooti et al. [24] investigated the frequency behaviors of the joined conical-conical
panel structures based on FSDT by applying Hamilton’s principle. Soureshjani et al. [25]
investigated the free vibration behaviors of composite joined conical-conical shell in the
thermal environment by using a generalized differential quadrature method. Shi et al. [26]
proposed an analytical model for investigating the vibration characteristics of a functionally
graded conical-cylindrical coupled shell structure by using a spectro-geometric method.
Ghasemi et al. [27] investigated the influences of distribution, mass and volume fractions of
fiber, boundary conditions and lay-ups on the sensitivity of vibration behaviors of hybrid
laminates cylindrical shell according to Kirchhoff Love’s first approximation shell theory.
Liu et al. [28] focused on the influences of rotation on the frequencies and critical speed of
CNTs/fiber/polymer/metal laminates cylindrical shell based on Love’s first approximation
shell theory. Semnani et al. [29,30] analyzed the vibration behaviors of microshell under
varied working conditions by using a finite element method.

In addition to the above methods, the development of meshless theory provides a
brand-new idea for plate-shell vibration analysis. Based on the three-dimensional elastic
theory, Kwak et al. [31,32] proposed a meshless strong-form solution for the free vibration of
laminate shells. In their method, Chebyshev polynomials are introduced as basis functions
in the construction of shape functions. In the meshless approach, the establishment of
the system algebraic equations of the problem domain does not use a pre-defined mesh
for domain discretization, but instead uses nodes [33]. Zarei et al. [34] constructed the
displacement function of a prestressed laminate using meshless radial basis point interpo-
lation and analyzed its vibration characteristics. Mellouli et al. [35] used the same method
to build a vibrational analysis model of functionally graded carbon nanotube-reinforced
shells. Zhang et al. [36] introduced the vibrational behavior of carbon nanotube-enhanced
functionally graded triangular plates using a meshless method. Fallah and Delzendeh [37]
studied the free vibration of laminates with meshless finite volume method (MFV) as
the model solution method and moving least squares approximation to approximate the
displacement component. Kwak et al. [38] combined the Chebyshev polynomial with the
radial basis point interpolation method to construct the displacement shape function of the
open laminated cylindrical shell with elliptical section, and solved its natural frequency.

The purpose of this paper is to study the vibration properties of a rotating cross-
laminated conical-cylindrical shell in a thermal environment using meshless theory, con-
sidering that the combined structure is divided into cylindrical shell and conical shell
structure, and the cylindrical shell is a special conical shell. Therefore, the equations of
motion suitable for rotating conical shells are first established within the FSDT framework.
Then, the two substructures are assembled by the continuity equation to obtain the equation
of the overall structure. The effects of centrifugal force, Coriolis force, and temperature
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are considered in the equations of motion, and the displacement components involved are
approximated using a meshless TRPIM shape function. The accuracy and reliability of
the proposed method are verified through the convergence study and comparing with the
results of the literature and ABAQUS. Finally, the effects of parameters such as geometry,
temperature difference and rotational speed on the free vibration of the cross-ply laminated
composite conical-cylindrical shell structure are studied. To sum up, the investigations of
this paper can analyze the variation tendency of vibration characteristics of rotating cross-
laminated conical-cylindrical shell in the thermal environment and provide the theoretical
basis for the designation and manufacture of rotating cross-laminated conical-cylindrical
shell structures which are used in aircraft, missiles, submarines, etc.

2. Theoretical Formulations
2.1. Description of the Model

Figure 1 shows a model of laminated combined conical-cylindrical shell rotating with
rotating angular velocity Ω under the influence of temperature difference ∆T. The symbols
L1 and L2 denote the lengths of the two meridians. The thickness of the combined shell is
uniformly set to h. ϕ represent the semi-vertex angle of conical shell. The symbols R1 and
R2 represent the radii at both ends of the conical shell, respectively. The cylindrical shell is
connected at the big end of the conical shell, so the radius of the cylindrical shell is also R2.
The orthogonal curvilinear coordinate system (x, θ, z) is introduced into the middle surface
of each substructure. The orthogonal coordinate system o-xθz is established on the middle
surface of the substructure, then the radius R of the random position on the conical shell is
as follows:

R = R1 + x sin ϕ (1)

Figure 1. Geometry of rotating cross-ply combined conical-cylindrical shell in thermal environment.

2.2. Governing Equations and Boundary Conditions

According to the assumption of first-order shear deformation [39], the displacement
(u, v, w) of any position on the elastic structure can be represented by the displacement
(u, v, w, ψx, ψθ) of the mid-plane.





u(x, θ, z, t) = u(x, θ, t) + zψx(x, θ, t)
v(x, θ, z, t) = v(x, θ, t) + zψθ(x, θ, t)
w(x, θ, z, t) = w(x, θ, t)

(2)
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Combined with the linear elasticity theory, the relationship between the stress and
displacement of the shell is defined:
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(3)

where ε =
{

ε0
α, ε0

β, γ0
αβ

}T
represents the normal strain and shear strain of the elastic el-

ement, and χ =
{

χα, χβ, χαβ

}T represents the bending and torsional curvature changes

of the elastic body. γ =
{

γ0
βz, γ0

αz

}T
denotes transverse shear strain. A and B denote the

Lamé parameters.

conicalshell : α = x, β = θ, A = 1, B = R, Rα = ∞, Rβ = R/cos ϕ

cylindricalshell : α = x, β = θ, A = 1, B = R, Rα = ∞, Rβ = R
(4)

The matrix form of the stress resultants-strain relationship of moderately thick cross-
ply conical shell is as 


N
M
Q
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A B 0
B D 0
0 0 Ac
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γ
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where N =
{

Nα, Nβ, Nαβ

}T , the internal element represents the in-plane force. M =
{

Mα, Mβ, Mαβ

}T , the element represents the bending moment, and Q =
{

Qβ, Qα

}T is the
shear force vector. A represents the tensile stiffness matrix, B is the bending stiffness matrix,
and D is the coupled tensile bending stiffness matrix. Ac denotes the shear stiffness matrix.
Their specific form is:
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where N denotes the number of laying layers of the laminate, kc = 5/6 is the shear correction

coefficient and the symbol Qk
ij denotes the elastic stiffness coefficient [38].

In the thermal environment, the thermal stress of the kth layer in the cross-layer is
expressed as follows:
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where the thermal expansion coefficients αk
ij of the kth layer are given by

{
Aij, Bij, Dij

}
=

Nk

∑
k=1

zk+1∫

zk

Qk
ij

{
1, z, z2

}
dz (8)

where δk and αij denote the fiber angle of the kth layer and linear thermal expansion
coefficients along the principal axes of a layer, respectively.

The thermal strain can be written as nonlinear part of Green–Lagrange strain.
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Substituting Equations (2) and (14) into Equation (13)
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In the thermal field, the strain energy of the structure is expressed as:

U = Ue + UT = 1
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Meanwhile, when the shell rotates, an initial hoop tension will be generated due to
centrifugal force, which will generate a part of the strain energy.

Uh =
1
2

2π∫

0

L∫

0

N0
θ εNL

θ Rdxdθ (12)

where N0
θ = ρhΩ2R2 is the initial hoop tension, the unit of ρ is kg/m3.

The kinetic energy is

T =
1
2

h∫
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ρ
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v ·→v Rdxdθdz (13)

where
→
v is absolute velocity vector.

→
v =

.→
r + Ω(− cos ϕ

→
i + sin ϕ

→
k )×→r (14)

where
→
r = U

→
i + V

→
j + W

→
k is the displacement vector.

When the shell is not affected by external force, according to the variational principle,
the equilibrium equation and boundary conditions of the heated rotating cross-layer shell
are deduced.

δ

t2∫

t1

(T −U −Uh)dt = 0 (15)

The obtained governing equations are expressed as:

Ku + C
.
u + M

..
u = 0 (16)

where the matrices C and M are expressed as:

M =




−I0 0 0 −I1 0
0 −I0 0 0 −I1
0 0 −I0 0 0
−I1 0 0 −I2 0

0 −I1 0 0 −I2




C =




0 2I0Ω sin ϕ 0 0 2I1Ω sin ϕ
−2I0Ω sin ϕ 0 −2I0Ω cos ϕ −2I1Ω sin ϕ 0

0 2I0Ω cos ϕ 0 0 2I1Ω cos ϕ
0 2I1Ω sin ϕ 0 0 2I2Ω sin ϕ

−2I1Ω sin ϕ 0 −2I1Ω cos ϕ −2I2Ω sin ϕ 0




(17)

where the inertia terms are

[I0, I1, I2] =

h/2∫

−h/2

ρ[1, z, z2]dz (18)

The boundary conditions obtained from Hamilton’s principle are expressed as:

Bcu = 0 (19)
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Combining Equations (21), (24) and (25), we can derive the governing equations and
boundary conditions for the cross-layer shell in the thermal physics field.





u (x, θ, t) = U(x) cos(nθ + ωt)
v (x, θ, t) = V(x) sin(nθ + ωt)
w (x, θ, t) = W(x) cos(nθ + ωt)
ψx (x, θ, t) = Ψx(x) cos(nθ + ωt)
ψθ (x, θ, t) = Ψθ(x) sin(nθ + ωt)

(20)

where ω and n denote the natural frequency and circumferential wave number, respectively.
Substituting Equation (20) into Equations (21) and (24), the one-dimensional gov-

erning equations and boundary conditions of rotating cross-ply conical shell in thermal
environment are obtained. (

Kx + ωCx −ω2m
)

U = 0 (21)

BxU = 0 (22)

where
U = [U(x) V(x) W(x) Ψx(x) Ψθ(x)]T (23)

Cx =




0 −2I0Ω sin ϕ 0 0 −2I1Ω sin ϕ
−2I0Ω sin ϕ 0 −2I0Ω cos ϕ −2I1Ω sin ϕ 0

0 −2I0Ω cos ϕ 0 0 −2I1Ω cos ϕ
0 −2I1Ω sin ϕ 0 0 −2I2Ω sin ϕ

−2I1Ω sin ϕ 0 −2I1Ω cos ϕ −2I2Ω sin ϕ 0




(24)

2.3. Meshfree TRPIM Shape Function

The radial point interpolation method is a newly developed meshless method, which
is an important and widely used method for solving partial differential equations. The
unknown displacement function u(x) is approximated by using the RPIM difference of the
polynomials and can be defined as in [38].

u(x) =
nr

∑
i=1

Ri(x)ai +
np

∑
j=1

pj(x)bj = RT(x)a + PT(x)b (25)

where Ri(x) is the radial basis function (RBFS), and nr is the number of nodes of the point x
in the support domain. pj(x) is the polynomial in the space coordinate xT = (x, y), and np
represents the number of polynomials. If np = 0, it is a single radial basis function (RBFS),
otherwise it is an RBF with np polynomial basis functions added. Generally, for a one-
dimensional problem, the basis function of the polynomial is pj(x) = [1,x,...,xnp]T, and in a
two-dimensional problem, the polynomial basis is pj(x) = [1,x,y,...,xnp,xynp−1,...,yxnp−1,ynp]T.
However, using a power function polynomial basis is often inaccurate in solving differential
equations. Chebyshev polynomials have important applications in approximation theory.
Corresponding interpolation polynomials minimize the Longo phenomenon and provide
the best consistent approximation of polynomials in continuous functions. Therefore, this
study uses Chebyshev polynomials as interpolation basis functions.

P(x) = T(x) =
{

T0(x) T1(x) · · · Tp(x) · · ·
}T (26)

where
Tp(x) = cos[p cos−1(x)] , p = 0, 1, 2 · · · v (27)

The multi-quadrics (MQ) radial function with shape parameters αc and q are used in
this paper.

vRi(x) =
[
r2

i + (αcdc)
2
]q

(28)
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where ri denotes the distance between the supported point xJ (J = 1,2,nr) in the supported
domain and calculated node xI. For the one-dimensional problem in this paper ri = |xJ-
xI|, dc is a characteristic length related to the node spacing in the support domain of the
compute node. When the nodes are evenly distributed, dc is the distance between adjacent
nodes. Otherwise, dc is the average node spacing within the node distribution domain.

In meshless theory, the size of the local support domain will affect the interpolation
accuracy, and a suitable size of the supported domain should be selected [32]. The size of
the supported domain of the calculated node can be characterized as follows.

vds = αsdc (29)

where αs represents the scale factor of the support domain.
In order to determine the coefficient vectors a and b in Equation (30), a support field

for calculated node xI needs to be formed, which includes nr field nodes. Let Equation (30)
satisfy the calculation of n node values around point xI, which yields nr linear equations.
The matrix of these equations can be expressed as the following form.

Us = R0a + Tnt b (30)

where R0 represents the RBFs matrix and Tnt is the Chebyshev polynomial matrix [30]. The
coefficient vector a of RBFs is expressed as follow.

a =
{

a1 a2 · · · anr

}T (31)

The coefficient vector b of the Chebyshev polynomial basis function is written as
follow:

b =
{

b1 b2 · · · bnt

}T (32)

Since there are nr + nt unknowns in Equation (35), a unique solution cannot be ob-
tained, so it is necessary to add nr equations through the following constraints to make the
coefficient matrix of the equation system full rank.

nr

∑
i=1

Tj(xi)ai = TT
nt a = 0 , j = 1, 2, · · · , nt (33)

Combining Equations (35) and (38), the matrix representation of the following system
of equations can be generated.

Us =

{
Us
0

}
=

[
R0 Tnt

TT
nt 0

]{
a
b

}
= Ga0 (34)

where
a0 =

{
a1 a2 · · · anr b1 b2 · · · bnt

}T (35)

Us =
{

u1 u2 · · · unr 0 · · · 0
}T (36)

From Equation (39)

a0 =

{
a
b

}
= G−1Us (37)

Substituting Equation (42) into Equation (30)

u(x) = RT(x)a + TT(x)b =
{

RT(x) TT(x)
}{ a

b

}

=
{

RT(x) TT(x)
}

G−1Us =
¯
ΦΦΦ

T

(x)Us

(38)
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Then, the Chebyshev-RPIM shape function is expressed as follow.

Φ
T
(x) =

{
RT(x) TT(x)

}
G−1

=
{

Φ1(x) Φ2(x) · · · Φnr (x) Φnr+1(x) · · · Φnr+nt(x)
} (39)

Delete unnecessary terms in the Chebyshev-RPIM shape function above, and obtain
the Chebyshev-RPIM shape function corresponding to the final node displacement.

ΦT(x) =
{

Φ1(x) Φ2(x) · · · Φnr (x)
}

(40)

Through the above derivation, the displacement components of the nodes can be
expressed as follows.

u(x) = ΦT(x)Us =
nr

∑
i=1

Φiui (41)

Us = {u1, u2, · · · , unr} (42)

2.4. Discretization of Governing Equations and Boundary Conditions

The substructure of the combined structure is discretized using N nodes, and the
displacement approximation function at node xI is represented by a Chebyshev-RPIM
shape function.

U(xI) =
{

uI vI wI ψxI ψθ I
}T

= ΦT(xI)Us (43)

ΦT(xI) =
[
Φ1I5 Φ2I5 · · · ΦNsI5

]
(44)

Us =
[
u1 v1 w1 ψx1 ψθ1 · · · uNs vNs wNs ψxNs ψθNs

]T (45)

where Ns represents the number of nodes covered by the support domain, I5 represents a 5
× 5 identity matrix.

Substituting Equation (47) into Equation (26) to obtain the discretized governing
equation represented by node information.

(
KxI + ωCxI −ω2mI

)
Us = 0 (46)

where the nodal matrices KxI, CxI and mI are as follows.

KxI = KxΦT
I , CxI = CxΦT

I , mxI = mxΦT
I (x = co, cy) (47)

Similarly, the discrete equations for whole system are obtained by assembling those of
each node according to the node number [40].

Substituting Equation (47) into Equation (27) to discretize boundary condition.

BxΦT
I Us = 0 (48)

2.5. Continuous Condition

The governing equations and boundary equations of the substructure have been
deduced and discretized before, but a complete solution system has not been established.
The combined structure can be divided into conical shell and cylindrical shell. According
to their geometric characteristics, considering their displacement continuity and physical
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coordination, the right boundary of the conical shell and the left boundary of the cylindrical
shell can be modified as follows.




Nx + kb
(
uco − ucy cos ϕ− wcy sin ϕ

)
= 0

Nxθ + kb
(
vco − vcy

)
= 0

Qx + kb
(
wco + ucy sin ϕ− wcy cos ϕ

)
= 0

Mx + kb
(
ψxco − ψxcy

)
= 0

Mxθ + kb
(
ψθco − ψθcy

)
= 0

: Right boundary of conical shell





Nx − kb
(
ucy − uco cos ϕ + wco sin ϕ

)
= 0

Nxθ − kb
(
vcy − vco

)
= 0

Qx − kb
(
wcy − uco sin ϕ− wco cos ϕ

)
= 0

Mx − kb
(
ψxcy − ψxco

)
= 0

Mxθ − kb
(
ψθcy − ψθco

)
= 0

: Left boundary of cylindrical shell

(49)

where kb denotes the connection stiffness between substructures, and symbols co and cy
denote conical and cylindrical shells, respectively. The matrix form of the continuous
condition can be written as follows.

BxcoΦT
coUsco + K12ΦT

cyUscy = 0 : Right boundary of conical shell
BxcyΦT

cyUscy + K12ΦT
coUsco = 0 : Left boundary of cylindrical shell

(50)

where Usco and Uscy are the displacement vectors of the nodes of the cylindrical shell and
the conical shell on the coupling interface, respectively. The coupled stiffness matrices K12
and K21 are as follows.

K12 =




−kb cos ϕ 0 −kb sin ϕ 0 0
0 −kb 0 0 0

kb sin ϕ 0 −kb cos ϕ 0 0
0 0 0 −kb 0
0 0 0 0 −kb




(51)

K21 =




kb cos ϕ 0 −kb sin ϕ 0 0
0 kb 0 0 0

kb sin ϕ 0 kb cos ϕ 0 0
0 0 0 kb 0
0 0 0 0 kb




(52)

Finally, matrix assembly is performed to obtain the vibration control equation of the
overall structure.

(K + ωC−ω2m)U = 0 (53)

where

K =

[
KcoI K12ΦT

co
K21ΦT

cy KcyI

]
(54)

C =

[
CcoI 0

0 CcyI

]
(55)

m =

[
mcoI 0

0 mcyI

]
(56)

The natural frequency of the conical-cylindrical composite structure in the thermal
environment is obtained by the harmonic response method.
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3. Numerical Results and Discussions

This paper provides a meshless free vibration analysis model of a rotating combined
conical-cylindrical shell structure in a thermal environment. The proposed method is
compiled with MATLAB software. The number of nodes and the size of the support do-
main will affect the convergence effect of the algorithm. After obtaining the appropriate
support domain size and number of nodes through convergence analysis, the numerical
results are compared with finite element software or published literature to ensure the
reliability and accuracy of the proposed method. Then, focusing on structural characteristic
parameters and the effect of external physics on structural frequencies, some parametric
study cases are provided. Unless otherwise stated, the natural frequencies of the considered
combined shells are expressed in the dimensionless parameters as ω∗ = ωR1

√
ρ/E2 and

the material properties of the layers are given as: E1 = 175 GPa, E2 = 32 GPa, µ = 0.25,
G12 = G13 = 12 GPa, G23 = 5.7 GPa, ρ = 1760 kg/m3, α11 = 1.2 × 10−6, α22 = 2.3 × 10−6

and α12 = 0. The symbols C, F, and S are used to represent the tightened boundary condi-
tions, free boundary conditions and simply supported boundary conditions, respectively.
The corresponding boundaries are described as follows: C: k = kv = kw = kx = kθ = 1014.
S: ku = kv = kw = kθ = 1014. kx = 0, F: ku = kv = kw = kx = kθ = 0. Then define boundary
rules. For example, CF represents that the boundary of the conical shell segment is a fixed
boundary, and the boundary of the cylindrical shell segment is a free boundary.

3.1. Verification and Convergence Study

First, according to the basic theory of the meshless method, the key factor affecting the
convergence of numerical results is the number of nodes. Therefore, before the numerical
comparison and parametric analysis, the advanced convergence analysis is carried out to
ensure that the obtained calculation results are stable. Table 1 shows the convergence results
of the frequency parameter Ω* (n = m = 1) of the non-rotating cross-layer cylindrical-conical
shell under the classical boundary conditions, and the corresponding geometric dimensions
are: R1 = 0.5 m, L1 = 1 m, L2 = 2 m, h = 0.05 m, ϕ = 30◦,4T = 0 K; the lamination scheme
is δk = [0◦/90◦]. The research results show that, no matter what kind of boundary, when
N ≥ 9 (N is node number), the numerical results are stable and the convergence speed
is faster.

Table 1. Variation of dimensionless frequencies on number of nodes (m = 1).

N
CC SS FC CF

n = 1 n = 2 n = 1 n = 2 n = 1 n = 2 n = 1 n = 2

5 0.2328 0.1812 0.2232 0.1754 0.1171 0.0803 0.0494 0.0339
6 0.2284 0.1790 0.2262 0.1761 0.1127 0.0825 0.0464 0.0317
7 0.2306 0.1805 0.2255 0.1754 0.1142 0.0833 0.0457 0.0317
8 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0464 0.0324
9 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317

10 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
11 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
12 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
13 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
14 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
15 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
16 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
17 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
18 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
19 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
20 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317
21 0.2299 0.1798 0.2262 0.1754 0.1135 0.0840 0.0457 0.0317

In the previous convergence analysis, it has been determined that the meshless theory
is applied to the structural vibration analysis, and the obtained results have good stability.
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However, it has not been demonstrated whether the obtained results have a high level
of confidence. Therefore, it is necessary to further compare the results obtained in this
study with the existing publications or the results obtained by the finite element software
ABAQUS. Table 2 compares the vibration frequencies of the non-rotating combined conical-
cylindrical shell, considering no temperature difference between the inside and outside
of the shell. The dimensions of the structure are:R1 = 0.4226 m, ϕ = π/6, L2 = R2 = 1 m
and h = 0.01 m. The material properties are: E = 211 GPa, ρ = 7800 kg/m3, µ = 0.3. The
dimensionless frequency of a non-rotating combined conical-cylindrical shell structure is
defined as: ω∗ = ωR2

√
ρ(1− µ2)/E. The results obtained by the meshless method are

compared with the published literature [10] and [15], and the difference between the results
obtained by the meshless method and the literature is very small. Table 3 compares the
frequency results obtained by different numerical methods for rotating isotropic combined
conical-cylindrical shells. The boundary conditions, geometry and Poisson’s ratio of the
combined structure are the same as those in Table 2, and the rotational speeds considered
are 0.01 rad/s, 100 rad/s, and 500 rad/s, respectively. The comparison results show that
the method in this paper is in good agreement with the results in the literature. Finally,
it is verified that the model established in this paper can be applied to the structural
vibration solution in a thermal environment. In Table 4, the vibration frequency of the non-
rotating laminated combined conical-cylindrical shell structure in a thermal environment
is analyzed using the finite element software ABAQUS and the method in this paper,
respectively. The considered structural geometry is: R1 = 0.5 m, R2 = 1.5 m, L2 = 2 m,
h = 0.1 m, Nk = [0◦/90◦/0◦]. The temperature change is 50K. The frequencies obtained
by these two methods are in good agreement. Figures 2 and 3 represent the mode shapes
of laminated combined conical-cylindrical shell, corresponding to the natural frequencies
from Table 4. Meanwhile, it is necessary to point out the fact that the following numerical
discussion illustrates that this method can be used to analyze structural vibration behavior
in thermal environments. All in all, after sufficient comparison, it is proved that the method
established in this paper can be applied to the vibration analysis of the rotating composite
conical shell and cylindrical shell in a thermal environment.

Table 2. Comparison of dimensionless frequencies for non-rotating isotropic combined conical-
cylindrical shell with F-C boundary condition (µ = 0.3).

m
n = 0 n = 1 n = 2

FEM Present FEM Present FEM Present

1 0.50375 0.50305 0.29287 0.29279 0.10203 0.09996
2 0.60986 0.60985 0.63581 0.63506 0.50290 0.50217
3 0.93092 0.93082 0.81123 0.81141 0.69148 0.69116
4 0.95632 0.95612 0.93088 0.93137 0.85890 0.85888
5 0.97160 0.97134 0.94850 0.95183 0.91607 0.91544
6 1.01188 1.01142 0.99145 0.99156 0.96048 0.96007

n = 3 n = 4 n = 5

FEM Present FEM Present FEM Present

1 0.09377 0.08750 0.14460 0.14441 0.20390 0.19930
2 0.39220 0.39115 0.33034 0.32996 0.29633 0.29579
3 0.51518 0.51434 0.39562 0.39537 0.37623 0.37013
4 0.75359 0.75289 0.64458 0.64594 0.58167 0.57874
5 0.79698 0.79629 0.69114 0.69248 0.61422 0.61285
6 0.91939 0.91893 0.87194 0.87098 0.81980 0.81642
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Table 3. Comparison of dimensionless frequencies for a rotating isotropic combined conical-
cylindrical shell.

Ω* n
FEM Present

w*b w*f w*b w*f

0.01 rad/s

1 0.5264 0.5264 0.5267 0.5267
2 0.3769 0.3769 0.3774 0.3774
3 0.2873 0.2873 0.2869 0.2869
4 0.236 0.236 0.2363 0.2363
5 0.2231 0.2231 0.2246 0.2246
6 0.2474 0.2474 0.2469 0.2469

100 rad/s

1 0.5430 0.5097 0.5432 0.5103
2 0.3906 0.3648 0.3904 0.3645
3 0.3005 0.2816 0.3010 0.2822
4 0.2527 0.2383 0.2528 0.2387
5 0.2455 0.234 0.2469 0.2352
6 0.2747 0.2647 0.2740 0.2645

500 rad/s

1 0.6085 0.4422 0.6090 0.4421
2 0.4605 0.3308 0.4609 0.3304
3 0.4174 0.322 0.4174 0.3222
4 0.4484 0.3756 0.4480 0.3762
5 0.5212 0.4629 0.5220 0.4633
6 0.6157 0.5612 0.6161 0.5608

Table 4. Comparison of natural frequencies for non-rotating isotropic combined conical-cylindrical
shell in thermal environment (∆T = 50 K).

ϕ Mode
CC CS FC

FEM Present Diff,% FEM Present Diff,% FEM Present Diff,%

π/6

1 234.96 237.01 0.872 227.4 228.08 0.299 120.2 119.54 −0.549
2 250.73 251.66 0.371 227.84 228.85 0.443 133.66 133.66 0
3 252.19 254.21 0.801 244.34 243.77 −0.233 234.47 234.16 −0.132
4 265.13 264.69 −0.166 247.19 247.93 0.299 240.92 241.13 0.087
5 272.86 274.39 0.561 265.13 264.69 −0.166 270.66 270.72 0.022
6 285.89 286.71 0.287 281.3 282.09 0.281 272.89 274.28 0.509

π/4

1 270.23 272.39 0.799 239.64 239.73 0.038 145.93 145.81 −0.082
2 281.53 283.4 0.664 250.99 250.54 −0.179 152.71 152.7 −0.007
3 293.78 293.32 −0.157 271.81 272.52 0.261 256.96 256.67 −0.113
4 294.13 296.48 0.799 293.78 293.32 −0.157 268.27 270.41 0.798
5 319.31 321.55 0.702 302.2 300.76 −0.477 281.31 283.08 0.629
6 328.18 329.1 0.28 312.49 314.21 0.55 305.66 306.68 0.334

Figure 2. Mode shapes of laminated combined conical-cylindrical shell with CC boundary condition
(m = 1, ϕ = π/6) (a) ABAQUS (b) Present.
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Figure 3. Mode shapes of laminated combined conical-cylindrical shell with FC boundary condition
(m = 1, ϕ = π/4) (a) ABAQUS (b) Present.

3.2. Numerical Examples

In Section 3.2, we conduct sufficient comparative verifications to demonstrate that
this method can analyze the vibrational behavior of the rotating composite cone-column
structure in a thermal environment. First, the effect of semi-vertex of the combined conical-
cylindrical shell structure with4T = 0 K on the natural frequency is studied. The structure
shape is: R1 = 0.5 m, L1 = 2 m, L2 = 1 m, h = 0.05 m, δk = [0◦/90◦/0◦/90◦]. It can be seen from
Figure 4a,c,d that as the half-apex angle of the conical shell increases, the frequency of the
combined structure gradually increases slightly first and then decreases significantly under
the CC, SS and CS boundary conditions, respectively. At the same time, the difference
between the forward wave frequency and the backward wave frequency of the conical-
cylindrical composite shell with different rotational speeds is getting smaller and smaller,
and the influence of rotational speed is also weakened. As on can see from Figure 4b,
under the CF boundary condition, the backward wave frequency of the composite structure
corresponding to Ω = 150 rad/s and Ω = 200 rad/s will decrease first and then increase with
the increase of the half apex angle, and the rest of the natural frequency change curves all
decrease. Likewise, with the same rotational speed, the gap between the forward traveling
wave and the backward traveling wave of the structure also decreases.

Secondly, Figure 5 studies the variation of forward wave frequency with temperature
for a combined conical-cylindrical shell with a rotational speed of 50 rad/s. In Figure 5a,c,d
we selected the forward wave frequency with the circumferential wave number n = 1~4 and
the axial half-wave number m = 1 as the research object to discuss its variation with ∆T. The
variation interval of the temperature difference is [0 K, 500 K], and the boundary conditions
of the studied structures are CC, CF, SS and CS boundary conditions, respectively. The
structural geometry parameters are the same as in Figure 4. It is clear from Figure 5b that
for the combined structure under the CC, CF, SS and CS boundary conditions, respectively,
when n = 0 and n = 1, the curve representing the relationship between frequency and
temperature difference approaches the horizontal line. At this time, the effect of temperature
difference on them is minimal. However, for n = 2~4, the natural frequency of the structure
decreases with increasing temperature difference. Under the CF boundary condition, for
n = 2 and n = 3 with the increase of the temperature difference, the frequency value first
decreases, and then does not change. At this time, at the turning point of the curve, the
structure undergoes thermal buckling.
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Figure 4. Variation of dimensionless frequencies ω∗ of rotating laminated combined conical-
cylindrical shell with different semi-vertex angle (m = 1).

Figure 5. Variation of dimensionless frequencies ω∗ of non-rotating laminated combined conical-
cylindrical shell subjected to thermal effect (m = 1).
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In addition, the effect of the rotational speed on the frequency of the combined struc-
ture in the thermal environment is also studied, where three temperature differences are
selected as 0 K, 200 K and 1000 K, respectively, the rotational speed variation interval
is 0,500], and the boundary condition is CC, CF, SS and CS, respectively. Following the
structure of Figure 5 for analysis, the research results are shown in Figure 6. Meanwhile, it is
necessary to point out that the ω∗f (n=1,m=1) and ω∗f (n=3,m=1) are considered in the following
discussion. As can be seen in Figure 6a,c,d, the frequency of all intercepted backward
wave frequencies under CC, SS, CS boundary conditions, respectively, increases as the
rotational speed increases. However, under CC, CF, SS, CS boundary conditions, respec-
tively, the forward wave frequencies for ω∗f (n=1,m=1) decrease and for ω∗f (n=3,m=1) increase
with increased rotating speed. As shown in Figure 6b, under CF boundary conditions, the
variation tendencies of forward and backward wave frequency are the same as the above
other boundary conditions. However, the forward and backward wave frequencies produce
model jumping with temperature differences increased, and the above phenomenon can be
attributed to thermal buckling.

Finally, Tables 5 and 6 show the dimensionless frequencies of rotating cross-ply com-
bined conical-cylindrical shell with various geometry and boundary condition in thermal
environment. The geometrical parameters of the structure and the temperature difference
are given in the table header, and the lamination scheme is [0◦/90◦/0◦]. It can be seen
from Table 5 that as the length of the cylindrical shell increases, the stiffness of the struc-
ture decreases, and both the forward wave frequency and the backward wave frequency
gradually decrease. The rules in Table 6 are the same as those in Figure 4, and thus are not
repeated here. These results are valuable to designers and serve as benchmarks for future
numerical studies.

Table 5. Dimensionless frequencies of rotating laminated combined conical-cylindrical shell with
various length ratio in thermal environment. (L1 = 1, R1 = 0.5 m, h = 0.05 m, m = 1, ϕ = 30◦, ∆T = 50 K).

L2/L1 Ω, rad/s n
Forward Backward

CC SS CF FC CC SS CF FC

0.5

50
1 0.4723 0.4561 0.1127 0.2549 0.4826 0.4664 0.1230 0.2667
2 0.3809 0.3478 0.0847 0.1157 0.3883 0.3559 0.0928 0.1245
3 0.3544 0.3153 0.1341 0.1709 0.3595 0.3212 0.1400 0.1776

100
1 0.4671 0.4509 0.1083 0.2490 0.4877 0.4715 0.1282 0.2726
2 0.3772 0.3448 0.0818 0.1120 0.3927 0.3595 0.0980 0.1297
3 0.3522 0.3139 0.1326 0.1702 0.3640 0.3249 0.1459 0.1820

1

50
1 0.3735 0.3618 0.0759 0.1835 0.3846 0.3728 0.0862 0.1945
2 0.3448 0.3161 0.0361 0.0921 0.3536 0.3249 0.0449 0.1009
3 0.3404 0.3028 0.0663 0.1687 0.3470 0.3087 0.0729 0.1754

100
1 0.3676 0.3559 0.0707 0.1776 0.3905 0.3780 0.0914 0.2004
2 0.3411 0.3124 0.0332 0.0884 0.3581 0.3293 0.0508 0.1061
3 0.3382 0.3006 0.0670 0.1680 0.3507 0.3131 0.0803 0.1805

1.5

50
1 0.2896 0.2829 0.0553 0.1392 0.3006 0.2947 0.0663 0.1510
2 0.2505 0.2358 0.0258 0.0781 0.2593 0.2446 0.0346 0.0869
3 0.2218 0.2019 0.0597 0.1665 0.2291 0.2092 0.0670 0.1724

100
1 0.2837 0.2778 0.0501 0.1334 0.3065 0.2999 0.0715 0.1562
2 0.2461 0.2313 0.0236 0.0744 0.2645 0.2498 0.0420 0.0928
3 0.2203 0.2004 0.0612 0.1650 0.2336 0.2137 0.0752 0.1776

2

50
1 0.2328 0.2284 0.0420 0.1105 0.2439 0.2402 0.0530 0.1223
2 0.1864 0.1783 0.0214 0.0700 0.1952 0.1871 0.0302 0.0788
3 0.1606 0.1496 0.0575 0.1540 0.1672 0.1569 0.0641 0.1606

100
1 0.2269 0.2225 0.0368 0.1046 0.2498 0.2453 0.0589 0.1282
2 0.1820 0.1739 0.0192 0.0670 0.2004 0.1923 0.0376 0.0847
3 0.1584 0.1481 0.0589 0.1525 0.1724 0.1621 0.0729 0.1658
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Figure 6. Variation of dimensionless frequencies ω∗ of rotating laminated combined conical-
cylindrical shell in the thermal environment.
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Table 6. Dimensionless frequencies of rotating laminated combined conical-cylindrical shell with
various semi-vertex angle in thermal environment. (L1 = 0.5 m, L2 = 2 m, R1 = 0.5 m, h = 0.1 m, m = 1,
∆T = 50 K).

ϕ Ω, rad/s n
Forward Backward

CC SS CF FC CC SS CF FC

π/6

50
1 0.2763 0.2645 0.0729 0.1260 0.2881 0.2763 0.0840 0.1378
2 0.2269 0.2085 0.0766 0.1444 0.2365 0.2173 0.0855 0.1532
3 0.2807 0.2652 0.2033 0.2763 0.2881 0.2726 0.2107 0.2829

100
1 0.2704 0.2593 0.0670 0.1201 0.2940 0.2822 0.0899 0.1437
2 0.2225 0.2041 0.0729 0.1400 0.2417 0.2225 0.0914 0.1584
3 0.2785 0.2630 0.2019 0.2741 0.2925 0.2770 0.2159 0.2873

π/4

50
1 0.2859 0.2756 0.0589 0.1297 0.2969 0.2866 0.0700 0.1415
2 0.2306 0.2115 0.0597 0.1606 0.2402 0.2210 0.0685 0.1695
3 0.2549 0.2365 0.1599 0.2520 0.2616 0.2431 0.1665 0.2586

100
1 0.2800 0.2697 0.0538 0.1238 0.3028 0.2925 0.0752 0.1474
2 0.2269 0.2078 0.0560 0.1562 0.2453 0.2255 0.0744 0.1746
3 0.2527 0.2343 0.1577 0.2498 0.2667 0.2476 0.1717 0.2638

π/3

50
1 0.2918 0.2822 0.0494 0.1319 0.3028 0.2940 0.0597 0.1437
2 0.2343 0.2144 0.0501 0.1857 0.2431 0.2232 0.0597 0.1945
3 0.2424 0.2218 0.1356 0.2394 0.2498 0.2291 0.1422 0.2468

100
1 0.2859 0.2770 0.0442 0.1260 0.3087 0.2999 0.0648 0.1496
2 0.2299 0.2100 0.0472 0.1812 0.2483 0.2284 0.0656 0.1989
3 0.2402 0.2196 0.1341 0.2372 0.2542 0.2336 0.1481 0.2512

π/2

50
1 0.2962 0.2873 0.0427 0.1334 0.3080 0.2991 0.0516 0.1451
2 0.2380 0.2181 0.0457 0.2092 0.2476 0.2269 0.0545 0.2181
3 0.2372 0.2144 0.1194 0.2321 0.2439 0.2218 0.1267 0.2387

100
1 0.2903 0.2814 0.0383 0.1275 0.3139 0.3043 0.0560 0.1510
2 0.2343 0.2137 0.0427 0.2048 0.2520 0.2321 0.0604 0.2232
3 0.2350 0.2129 0.1186 0.2299 0.2483 0.2262 0.1326 0.2439

4. Conclusions

This paper focuses on the free vibration analysis of laminated combined conical-
cylindrical shell rotating in a thermal environment. The equations of motion of the whole
system are derived by combining the equations of individual substructures obtained
using Hamilton’s principle, in which the effects of temperature change, centrifugal and
Coriolis forces are taken into account. For numerical calculation of equations of motions,
the meshfree strong form method using TRPIM shape function is applied. Through the
convergence study, the number of node is determined. The accuracy and reliability of
the proposed method are verified through comparison with the results of finite element
program. Finally, the effects of parameters such as geometric dimensions, rotating speed
and temperature change on the free vibration of combined conical-cylindrical shell are
investigated through some numerical examples. The conclusions obtained in this study are
as follows:

(1) The meshless Chebyshev-PRIM technique is effective and has relatively high accuracy
in the vibration solution of rotating structures. This method has the advantage of fast
convergence, and relatively accurate results can be obtained with a smaller number
of nodes.

(2) The increase of the half-apex angle of the conical shell reduces the structural rigidity,
so the structural frequency decreases. For the combined structure under the CC
boundary, after the cone angle increases to a certain extent, the effect of the rotational
speed will decrease, and the frequencies corresponding to different rotational speeds
will gradually approach.

(3) If the temperature is too high, thermal stress is accumulated inside the structure, the
stiffness of the structure is reduced, and the frequency of the combined structure will
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also decrease. For the boundary conditions with weakened constraints, such as the CF
boundary, thermal buckling also occurs with the increase of the temperature difference.
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Abstract: A vibration characteristic analysis model of a laminated composite double cylindrical
shell system (LCDCSS) coupled with several annular plates under general boundary conditions is
established. Artificial springs are used to simulate the coupling relationship between substructures
to ensure the continuity of displacement both at ends of the shells and coupling boundaries. The
variable number of annular plates can be distributed unevenly and coupled elastically. Displacement
functions of LCDCSS are expressed with improved Fourier series. Based on the principle of energy,
obtain the unknown coefficients of the displacement components by using the Rayleigh–Ritz method.
The convergence and effectiveness of the proposed method are verified by comparing with the
results with literature and FEM, and then carried out parametric investigation to study the free and
steady-state response vibration characteristics of LCDCSS. Rapid prediction of free vibration and
response vibration of a double-layer cylindrical shell system with various structures and scales is
realized by exploiting the model, and some new results of double-layer cylindrical shell system are
explored, which can provide reference for further research.

Keywords: laminated composite double-cylindrical shell system; improved Fourier series; Rayleigh–Ritz
method; free vibration; steady-state response

1. Introduction

As a basic structural member, laminated composite cylindrical shells are used in
aviation equipment, ship engineering, construction, transportation, chemical engineering,
and other engineering fields. In addition, a double-layer cylindrical shell has been more
and more widely used in various fields for excellent physical and chemical properties with
the technology progress, such as a typical structure of submarine cabin, seabed oil pipeline,
and so on. Studies on vibration characteristics of a double cylindrical shell system have
important theoretical significance and practical application value. Scholars continue to
explore theoretical and experimental methods for solving the dynamic problems of various
kinds of cylindrical shell structures to predict and control the vibration of structures. In
recent decades, a number of research studies have been carried out around laminated
cylindrical shell structures, which are fully recorded in the literature.

Ming et al. [1] proposed a model to measure the structural characteristics of cylindrical
shells, in which the point force excitation is used to replace the circumferential modal force
that is difficult to realize in practice. In this method, the transfer function components of
different circumferential modes are obtained from the measured data by using the least square
method, and the feasibility of this method is verified by the point force excitation experiments
of cylindrical shells. Lee and Reddy [2] used the higher-order shear deformation theory to
study the vibration characteristics of laminated shell structures and search for a way to control
it. Based on the classical shell theory (CST), Zhong et al. [3] proposed a new exact solution to
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analyze free vibration of cross-ply laminated composite cylindrical shells. Hu et al. [4] studied
vibration frequency of a laminated cylindrical thin panel with the Rayleigh–Ritz method, which
combined the principle of virtual work with the displacement function of two-dimensional
algebraic polynomials, the vibration control equations of laminated cylindrical thin plates with
torsion and curvature are established. Based on the first order shear deformation theory, Qu
et al. [5] proposed a unified formulation for vibration analysis of composite laminated shell
considered both the effects of shear distortion and rotary inertia. Maharjan et al. [6] evaluated the
elastic properties of laminated composite cylindrical shells using micro-mechanical approaches.
Hafizah et al. [7] analyzed vibration of antisymmetric angle-ply composite annular plates with
variable thickness. Civalek [8] presented vibration analysis of laminated composite conical
shells based on the shear deformation theory. Zhao et al. [9] proposed a unified analysis
model to present the free vibration of laminated composite elliptic cylinders under various
boundary conditions.He et al. [10] analyzed the free vibration of composite laminated cylindrical
shells with general boundary conditions using a wave-based method (WBM). Kumar [11]
explored vibration of laminated composite skew hypar shells by using higher order theory.
Jin et al. [12–14] put forward a unified improved Fourier solution for composite laminated
structural elements with arbitrary elastic constraints, which can be used to solve the free
vibration problems of cylinders, cones, spherical shells and annular plates. Wang et al. [15–17]
offered unified solutions for dynamic analysis of circular, annular and sector plate structures of
orthotropic materials, laminated composites and functionally graded materials under general
boundary conditions. Tornabene et al. [18] completed a general higher-order equivalent single
layer theory to study free vibrations of doubly-curved laminated composite shells and panels.
Li et al. [19,20] analyzed the vibration characteristics of rotating composite laminated cylindrical
shells under subsonic air flow and axial load in humid and hot environments. Zhang et al. [21]
analyzed vibration of a composite laminated sector, annular, and circular plate with a simplified
plate theory. Zuo et al. [22] combined general shell theory and the wavelet finite element
method to present static and vibration characteristic of laminated composite shells. Liu et al. [23]
studied the free vibration characteristics of functionally graded cylindrical shells by using the
wave-based method. Bisheh et al. [24] carried out free vibration analysis of piezoelectric coupled
carbon nanotube (CNT) reinforced composite cylindrical shells, and discussed the influence of
boundary conditions on the frequency.

With the development of the research and the expansion of engineering, various complex
coupled structures based on cylindrical shells have attracted widespread attention. Some
researchers have paid attention to the double shell system. Yamada et al. [25] obtained the
vibration control equations of a cylindrical shell using the transfer matrix, and presented the
free vibration of a circular cylindrical double-shell system. Yuan et al. [26] established the free
vibration characteristic analysis model of a ring cylindrical shell coupling structure system by
using the Rayleigh–Ritz method, in which the coupling connection conditions of substructure
are simulated by artificial spring technology. Jin et al. [27] explored vibration analysis of circular
cylindrical double-shell structures under general coupling and end boundary conditions. Chen
et al. [28] derived the dynamic equilibrium equation of the double elastic spherical shell, and
obtained the semi analytical solutions of vibration and sound radiation of underwater double
spherical shell by using the Dirac-delta function. Dogan et al. [29] integrated the nonlinear
spring damper model into the system, established the analytical model of a nonlinear response
of a double wall sandwich cylindrical shell system under random excitation, and gave the
nonlinear response law. Qing et al. [30] proposed a hybrid state variable technique, which
extended the semi-analytical method to the natural frequency and mode analysis of double-
layer thick shell structures. Wang et al. [31] carried out a research project on dynamic failure
behaviors of steel double-layer latticed cylindrical shell. Zhang et al. [32] presented vibration
and sound radiation from submerged double cylindrical shells using the modal superposition
method. Huang et al. [33] obtained the wind effects on the double-layer cylindrical latticed
shell (DCLS). Zhang et al. [34] studied the free vibration analysis of double cylindrical shells
that is rib stiffened, based on a modified Fourier-Ritz method. Xie et al. [35] obtained vibration
analysis of double-walled cylindrical shells using a wave-based method. Wali et al. [36] studied
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free vibration analysis of FGM shell structures by building an efficient 3D-shell model. Choi
et al. [37] presented the free vibration of double cylindrical shells based on transfer of an
influence coefficient. Mehdi et al. [38] researched vibration of double-bonded micro sandwich
cylindrical shells under multi-physical loadings. Chen et al. [39] obtained a vibration frequency
model of a ring stiffened cylindrical shell that was stiffened with intermediate ribs by using a
wave-based method.

From literature review, researchers have been widely exploring the vibration characteristics
of cylindrical shell structures. However, it is regrettable that study of laminated composite
double cylindrical shells is seldom done. There may be some limitations to predict vibration
character of a double cylindrical shell system with the coupling relationship, scale or boundary
conditions of the system changed. The research on predicting the vibration characteristics of
composite double cylindrical shell system coupled with variable annular plates under general
boundary conditions and coupling constraints has not been reported.

In this research, a unified analytical model for the vibration characteristics of laminated
double cylindrical shells coupling with a variable number of annular plates is established.
Artificial virtual boundary technique and virtual coupling spring technique are used to
simulate the constraint relationship. Based on the first order shear deformation shell theory,
effects of tension, bending, and torsion are taken care of. Displacement admissible functions
of the system were approached by improved Fourier series. According to the Rayleigh–Ritz
method, the unknown coefficients of displacement components were obtained based on
the principle of energy. After verifying the convergence and correctness of the proposed
method by numerical examples, a series of parametric studies are analyzed to predict the
free and state response vibration characteristics of LCDCSS.

2. Analysis Model of the Laminated Composite Double Cylindrical Shell Structure
2.1. Description of the Model

Figure 1 describes the structure of a laminated composite double cylindrical shell system
coupled with general boundary conditions. There are two coaxial cylinders with the same
length are connected with a variable number of annular plates which distributed non-uniformly
along the axial direction. For the convenience of model description, cylindrical coordinates
(o, x, θ, r) are set up along the axial, circumferential, and radial direction of the shell structure. The
geometric properties of all cylindrical shell structure and annular plates are described based on
the cylindrical coordinate system. Length, radius, circumferential angle, and thickness of shells
are expressed by L, Rp, hp, θp, in which p = i,o represent the inner and outer shell individually
(Cylinder 1 and 2 in Figure 1). In a similar way, the structure of annular plates described with the
cylindrical coordinate system (o, r, θ, z), b = Ro− Ri is the width of the annular plate, which is the
direction from the internal to outer edge along the radial direction. hc represents the thickness of
annular plate. ug, vg, wg (g = c, a) stand for middle-layer displacements of laminated cylindrical
shells and annular plates, respectively. pq

a denotes position of the qth annular plate along the
axial direction of the cylindrical shell.
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mid-surface changes in curvature. The relationship with displacement can be shown as:  
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The thickness parameter of a fiber layer is between zk < z < zk + 1; thus, the correspond-

ing stresses are obtained in terms of the general Hooke’s law as: 

Figure 1. Model of the laminated composite double cylindrical shell system (LCDCSS) with general
boundary conditions.
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2.2. Kinematic Relations and Stress Resultants
2.2.1. For Cylindrical Shell

Based on shear shell theory (SDST), both in-plane and out-of-plane vibration are
considered to describe the stress–strain relationship of a cylindrical shell structure. The
displacement and rotation components of any point on the cylindrical shell structure can
be represented as follows [12]:

Up(x, θ, z, t) = up
c (x, θ, t) + zφ

p
cx(x, θ, t)

Vp(x, θ, z, t) = vp
c (x, θ, t) + zφ

p
cθ(x, θ, t)

Wp(x, θ, z, t) = wp
c (x, θ, t)

(1)

where p = i,o stand for inner and outer cylindrical shells in the system. t is time variable.
Up, Vp, and Wp represent displacement for an arbitrary point of the cylindrical shell, in
axial, circumferential, and radial direction. up

c , vp
c , wp

c are middle layer displacement of the
cylindrical shell, and ϕ

p
cx, ϕ

p
cθ , present rotatory displacement component along θz and xz

surfaces, respectively. According to the linear elasticity theory [12], strain and displacement
relationships are as follows:

ε
p
xx = ε

p
xx0 + zχ

p
xx, ε

p
θθ = ε

p
θθ0 + zχ

p
θθ , γ

p
xθ = γ

p
xθ0 + zχ

p
xθ ,

γ
p
xz0 = ∂wp

c
∂x + φ

p
cx, γ

p
θz0 = ∂wp

c
Rp∂θ −

vp
c

Rp
+ φ

p
cθ

(2)

where ε
p
xx0, ε

p
θθ0, γ

p
xθ0 denote the structural strains in the middle surface, and χ

p
xx, χ

p
θθ , χ

p
xθ

are mid-surface changes in curvature. The relationship with displacement can be shown as:

ε
p
xx0 = ∂up

c
∂x , ε

p
θθ0 = ∂vp

c
Rp∂θ +

wp
c

Rp
, γ

p
xθ0 = ∂vp

c
∂x + ∂up

c
Rp∂θ

χ
p
xx = ∂φ

p
cx

∂x , χ
p
θθ =

∂φ
p
cθ

Rp∂θ , χ
p
xθ = ∂φ

p
cx

Rp∂θ +
∂φ

p
cθ

∂x

(3)

The thickness parameter of a fiber layer is between zk < z < zk + 1; thus, the correspond-
ing stresses are obtained in terms of the general Hooke’s law as:





σ
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σ
p
cθθ
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p
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12 Qk
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Qk
12 Qk
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ε
p
xx0
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p
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p
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,
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τ
p
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τ
p
cθz

}
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[
Qk

55 Qk
45

Qk
45 Qk

44

]{
γ

p
xz

γ
p
θz

}
(4)

where σ
p
cxx, σ

p
cθθ are normal stresses, and τ

p
cxθτ

p
cxz and τ

p
cθz are shear stresses [40]. The kth

layer stiffness coefficients of the cylindrical shell are Qij (i,j = 1,2,4,5,6), which represent the
elastic properties of the material of the layer, and can be determined as [17]:




Qk
11 Qk

12 Qk
16 0 0

Qk
12 Qk

22 Qk
26 0 0

Qk
16 Qk

26 Qk
66 0 0

0 0 0 Qk
44 Qk
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45 Qk
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= T




Qk
11 Qk

12 0 0 0
Qk

12 Qk
22 0 0 0

0 0 Qk
44 0 0

0 0 0 Qk
55 0

0 0 0 0 Qk
66




TT

T =




c2 s2 0 0 −2sc
s2 c2 0 0 2sc
0 0 c s 0
0 0 −s c 0
sc −sc 0 0 c2 − s2




, s = sin αk
f iber, c = cos αk

f iber

Qk
11 =

Ek
1

1−µk
12µk

21
, Qk

12 = µk
21Qk

11, Qk
22 =

Ek
2

1−µk
12µk

21
, Qk

44 = Gk
23

Qk
55 = Gk

13, Qk
66 = Gk

12

(5)
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where αk
f iber denotes the included angle between the x-axis and the principal direction of the kth

layer. Qk
ij (i,j = 1,2,4,5,6) represents the laminated stiffness coefficients. Ek

1 and Ek
2 express the

longitudinal modulus and transverse modulus of the k-th layer, µk
12 and µk

21 are the Poisson’s ratios.
Gk

13, Gk
23, and Gk

12 are the shear moduli and Ek
1 = Ek

2,Gk
12 = Gk

13 = Gk
23 = Ek

1/2(1 + µ12).
By integrating the stresses along thickness, the force and moment resultants of lami-

nated thick shells can be obtained as:




Ncxx
Ncθθ
Ncxθ
Mcxx
Mcθθ
Mcxθ





=
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γ
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θr0

γ
p
xr0
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(6)

where κs is the shear correction factor, Aij, Bij, Dij (i,j = 1,2,4,5,6) are tension stiffness,
coupled stiffness, and bending stiffness of cylindrical shells, which can be obtained as:

{
Aij, Bij, Dij

}
=

Nk

∑
k = 1

zk+1∫

zk

Qk
ij

{
1, z, z2

}
dz (7)

where Nk denotes the number of fiber layers.

2.2.2. For Annular Plate

Using the first order shear deformation theory and taking the cylindrical coordinate
system (o, r, x) as a base, ε

0,q
γ ,ε0,q

θ ,γ0,q
rθ ,γ0,q

rz and γ
0,q
θz denote structural strains in the middle

surface, η
q
r ,ηq

θ , and η
q
rθ are mid-surface change in curvature and twist for the annular plate.

They can be written as [17]:

ε
0,q
r = ∂uq

a
∂r , ε

0,q
θ = uq

a
r + 1

r
∂vq

a
∂θ , η

q
r = ∂ψ

q
r

∂r , η
q
θ = 1

r
∂ψ

q
θ

∂θ + ∂ψ
q
r

r ,

ηrθ = 1
r

∂ψ
q
r

∂θ +
∂ψ

q
θ

∂r −
ψ

q
θ

r , γ
0,q
rx = ψ

q
r +

∂wq
a

∂r , γ
0,q
θx = 1

r
∂wq

a
∂θ + ψ

q
θ ,

γ
0,q
rθ = ∂vq

a
∂r + 1

r
∂uq

a
∂θ −

vq
a

r

(8)

As mentioned above, the force and moment resultants of a thick annular plate can be
obtained as:





Nr
Nθ

Nrθ



 = b

∫ h/2
−h/2




σr
σθ

τrθ


dz,





Mr
Mθ

Mrθ



 = b

∫ h/2
−h/2




σr
σθ

τrθ


zdz

{
Qr
Qθ

}
= b

∫ h/2
−h/2

[
τrz
τθz

]
dz

(9)

2.3. Energy Expressions

System Energy includes the energy stored in the cylindrical shells and annular plates,
including the corresponding strain energy (Up

c , Uq
a ), which can be written into three parts:

tension compression potential energy (US), bending potential energy (UB) and tension
compression bending coupling potential energy (UBS); kinetic energy (Tp

c , Tq
a ); potential

energy (Up
cb) stored by the boundary springs of double cylindrical shells and annular plates;

and We denotes the work done by the imposed external force or moment.
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Energy equations above are obtained as follows:

Uc = 1
2

∫
S

{
Nxxεxx0+Nθθεθθ0 + Nxθγxθ0 + Mxxχxx

+Mθθχθθ + Mxθχxθ + Qθγθz0 + Qxγxz0
}

dS
(10)

US = 1
2

∫ L
0

∫ 2π
0





A11 (
∂uc
∂x

)2
+ 2A12

R ( ∂vc
∂θ + wc)

∂uc
∂x + A22

R2 (
∂vc
∂θ + wc)

2

+2A16(
∂vc
∂x + ∂uc

R∂θ )(
∂uc
∂x ) +

2A26
R ( ∂uc

R∂θ +
∂vc
∂x )(

∂vc
∂θ + wc)

+A66(
∂vc
∂x + ∂uc

R∂θ )
2
+ κA44(φcθ − vc

R + ∂wc
R∂θ )

2

+κA55(φcx +
∂wc
∂x )

2
+ 2κA45(φcθ − vc

R + ∂wc
R∂θ )(φcx +

∂wc
∂x )





Rdxdθ (11)

UB = 1
2

∫ L
0

∫ 2π
0





D11 (
∂φcx
∂x

)2
+ 2 D12

R ( ∂φcθ
∂θ )( ∂φcx

∂x ) + 2D16(
∂φcx
R∂θ + ∂φcθ

∂x )( ∂φcx
∂x )

+D22
R2 (

∂φcθ
∂θ )

2
+ 2 D26

R ( ∂φcx
R∂θ + ∂φcθ

∂x )( ∂φcθ
∂θ )

+D66(
∂φcx
R∂θ + ∂φcθ

∂x )
2





Rdxdθ (12)

UBS =
∫ L

0

∫ 2π

0





B11
∂uc
∂x

∂φcx
∂x + B12

R
∂uc
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∂φcθ
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∂uc
∂x (

∂φcx
R∂θ + ∂φcθ

∂x )

+ B12
R ( ∂vc
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R2 (
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+ B26
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∂vc
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+ B26
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R∂θ

)





Rdxdθ (13)

Tc =
1
2

∫ L

0

∫ 2π

0





I0(
∂uc
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2
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0
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cθ

]
x = L

}
Rdθ (15)

where (ku, kv, kw, kx, kθ) denote the boundary springs related to the boundary constraints of
cylindrical shells:

Ua =
1
2

∫ ∫ ∫

V

{
Nrε0

r + Nθε0
θ + Nrθγ0

rθ + Mrηr

+Mθηθ + Mrθηrθ + Qrγ0
rz + Qθγ0

θz

}
rdrdθdz (16)

Ta =
1
2

∫ Ro

Ri

∫ 2π

0





I0

[(
∂ua
∂t

)2
+
(

∂va
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)2
+
(

∂wa
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)2
]

+2I1

[(
∂ua
∂t

)(
∂ψr
∂t

)
+
(

∂va
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)(
∂ψθ
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)]

+I2

[(
∂ψθ
∂t

)2
+
(

∂ψθ
∂t

)2
]





rdrdθ (17)

Uab =
1
2

∫ h
2

− h
2

∫ 2π

0

{
Ro
[
kruu2

a + krvv2
a + krwwa

2 + krxψ2
r + krθψ2

θ

]
r = Ro

Ri
[
kruu2

a + krvv2
a + krwwa

2 + krxψ2
r + krθψ2

θ

]
r = Ri

}
dθdz (18)

where (kru, krv, krw, krx, krθ) denote the boundary springs related to the boundary constraints
of an annular plate.

For the coupling conditions between cylindrical shell and annular plate:

uc|x = pq
a
= −wa, vc|x = pq

a
= va, wc|x = pq

a
= ua, φcθ |x = pq

a
= ψθ (19)

In addition, the potential energy (Uca) stored in the coupling springs between cylindri-
cal shell and annular plate is expressed as:
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Uca =
1
2

∫ h
2

− h
2

∫ 2π

0





Ro

[
kcu(uc + wa)

2 + kcv(vc − va)
2 + kcw(wc − ua)

2 + kcx
(
φcθ − ψθ

)2
]

r = Ro ,x = xc

Ri

[
kcu(uc + wa)

2 + kcv(vc − va)
2 + kcw(wc − ua)

2 + kcx
(
φcθ − ψθ

)2
]

r = Ri ,x = xc





dθdz (20)

where (kcu, kcv, kcw, kcx) represent the stiffness coefficients of coupling springs.
In order to simplify the calculation, it is assumed that, in the LCDCSS, only the radial

point force is acting on the inner and outer shell. In Equation (21), Wex represents the
work done by the external force on the system, δ is the Dirac function, F0 excitation force
amplitude, and the coordinates of the action position:

Wex =
1
2

∫ L

0

∫ 2π

0
F0δ(x− xF)δ(θ − θF)w2

c (x, θ)Rpdθdx (21)

The Lagrangian energy functional (L) of LCDCSS is expressed as:

L =
2

∑
p = 1

(
Tp

c −Up
c −Up

cb

)
+

Nq

∑
q = 1

(
Tq

a −Uq
a −Uq

ab

)
−

Ni

∑
i = 1

Uca −Wex (22)

Ni is the number of coupling edges.

2.4. Displacement Admissible Functions and Solution Process

The modified Fourier series method is used to describe displacement admissible
function, in which several supplementary terms are introduced into the Fourier series
expansion to remove any potential discontinuities of the displacement and their derivatives
throughout the entire solution domain [12,13,40]. The displacement components of the
cylindrical shell and annular plate can be defined as:

U =
−1
∑

n = −2

−1
∑

m = −2
A sin(λ∂m∂) sin(nθ)+

−1
∑

m = −2

N
∑

n = 0
B sin(λ∂m∂) cos(nθ)+

−1
∑

n = −2

M
∑

m = 0
C sin(λ∂m∂) cos(nθ)+

M
∑

m = 0

N
∑

n = 0
D cos(λαm∂) cos(nθ)

∂ = c, a

(23)

U =
[
up

c , vp
c , wp

c , φ
p
cx, φ

p
cθ , uq

a, vq
a, wq

a, ψ
q
r , ψ

q
θ

]T

A =
[
A1

mn, B1
mn, C1

mn, D1
mn, E1

mn, F1
mn, G1

mn, H1
mn, I1

mn, J1
mn
]T

B =
[
A2

mn, B2
mn, C2

mn, D2
mn, E2

mn, F2
mn, G2

mn, H2
mn, I2

mn, J2
mn
]T

C =
[
A3

mn, B3
mn, C3

mn, D3
mn, E3

mn, F3
mn, G3

mn, H3
mn, I3

mn, J3
mn
]T

D =
[
A4

mn, B4
mn, C4

mn, D4
mn, E4

mn, F4
mn, G4

mn, H4
mn, I4

mn, J4
mn
]T

(24)

where U is the displacement vectors, and subscripts c and a represent the cylindrical shell and
annular structures in the system, respectively; λam = mπ/L, and λbm = mπ/b,b = Ro−Ri, denoted
the auxiliary polynomial functions introduced to in-plane and anti-plate displacement to
remove all the discontinuities potentially associated with the second-order derivatives,
then ensuring and accelerating the convergence of the series expansion. A. B, C, and D
are the expansion coefficients of the trigonometric series in the displacement allowable
functions, and M and N are the truncated values of the structural displacement function.

Substitute all the energy formula (Equations (10)–(21)) and the displacement admissi-
ble functions (Equations (23) and (24)) of the LCDCSS into the Lagrange energy function
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(Equation (22)). By taking variation on these equations based on the Rayleigh–Ritz method,
characteristic equations of the LCDCSS can be obtained:

{
K−ω2M

}
Π = F (25)

Therefore, the solution process of the vibration characteristics of the system becomes
a simple nonlinear equation solution problem. K stands for the stiffness matrix and M rep-
resents the mass matrix separately. Π indicates the Fourier coefficients vector, and F is the
external force contributions, which can be rewritten as vector form Fs2 = {Fs2,u,0,0,0,0 }T and
Fs2 = {0, Fs2,v,0,0,0}T when the LCDCSS receive axial and circumferential excitation load. By
solving a standard matrix eigenvalue problem, the frequency parameters are then provided.

3. Numerical Calculation and Analysis

In this section, the simulation calculation will be carried out for the analysis model
of the LCDCSS. Firstly, the convergence property and calculation accuracy are verified
to show the correctness and effectiveness of the structure model. Then, the parametric
investigations of free vibration characteristics of the LCDCSS are carried out, covering
the coupled situation and constraint condition of the annular plate, boundary conditions,
geometric features, and so on. After that, forced vibration characteristics of the LCDCSS
are studied, and some new results and new laws are obtained to enrich the research field.

3.1. Convergence and Validation Study of the LCDCSS

The verification of convergence is of great significance to guarantee the calculation
accuracy. In the Table 1 calculation example, three annular plates coupled with cylin-
drical shells rigidly, which distribute in the axial direction of the cylindrical shell as
Pa = [1/12,1/2,11/12] L. The material parameters of the inner and outer cylindrical
shells are E1 = 50 GPa, E2 = 2 GPa, G12 = G13 = 1 GPa, G23 = 0.4 GPa, µ = 0.25, and
the laying scheme is αfiber = [0◦ 90◦ 0◦]. Furthermore, the physical properties of annu-
lar plates are as E1 = 150 GPa, E2 = 10 GPa, G12 = G13 = 6 GPa, G23 = 5 GPa, µ = 0.25,
αfiber = [0◦ 90◦ 0◦ 90◦], ρ = 1500 kg/m3. Moreover, geometric parameters of the system are
as: L = 1.2 m, Ro = 0.5 m, Ri = 0.4 m, hc = ha = 0.005 m. For the description of the bound-
ary conditions, the symbols F, C, S, and SD to represent the free boundary, the clamped
boundary, the simply supported boundary, and shear diaphragm supported boundary,
respectively. For example, the boundary conditions of LCDCSS, written with the form of
FF-CC denoting ends with xp = 0 of the double cylindrical shell, are F, while ends with
xp = L of the double cylindrical shell are C. According to the research on rotary composite
structures in reference [10], in the calculation later, the stiffness value of coupling spring
remains 1 × 1014 N/m to stimulate a rigid connection effect.

To verify the convergence, the truncated number M and N of substructures are chosen
as the same value, which range between 6–48. Table 1 records the lowest five frequency
parameters of an LCDCSS under different classical boundary conditions. The numerical
comparison shows that natural frequency is obviously changed when M ranges from 6
to 18, and the maximum deviation is 4.82%. The frequency deviation decreases signifi-
cantly; when M changes from 18 to 26, the maximum deviation decreases to 1.11%, and
the tendency flattens out when M over 32 shows that the calculation results tend to con-
verge. The truncated numbers are defined as constant in this regard, which can satisfy the
calculation precision.

Next, more examples of the analytical model are analyzed to test the validity and
accuracy. Due to vibration characteristics of a laminate composite, a double cylindrical shell
structure has not been published. Jin et al. [27] studied the vibration characteristics of an
annular plate coupled double-layer cylindrical shell system (DCSS) of isotropic materials,
providing reference data as well as the finite element method.

The material parameters of annular plate, inner shell, and outer shell in the system are
the same as: E1 = E2 = 206 GPa, G12 = G13 = G23 = E1/2(1 + µ), µ = 0.3, ρ = 7850 kg/m3, and
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geometric parameters are: L = 1.2 m, Ro = 0.5 m, Ri = 0.4 m, hc = ha = 0.005 m. The results of the
theoretical model under different boundary conditions are compared with those of reference
and finite element calculations, which are analyzed by ABAQUS software. The element shell
181 is selected for finite element calculation, and the element edge length is set to 0.01.

Table 1. The lowest five frequency parameters of an LCDCSS with various truncation values.

n = 3

CC
-CC

m M = 6 M = 10 M = 14 M = 18 M = 22 M = 26 M = 30 M = 34 M = 38 M = 42 M = 46 M = 50

1 206.2 201.8 198.8 196.2 195.9 195.0 194.5 194.2 193.9 193.8 193.6 193.4
2 254.8 253.7 251.6 250.1 249.3 248.7 248.5 248.4 248.1 247.9 247.8 247.6
3 285.1 272.4 267.4 266.4 266.1 265.8 265.7 265.6 265.5 265.4 265.4 265.3
4 295.7 283.5 278.1 275.1 275.0 274.3 274.0 273.8 273.6 273.6 273.5 273.4
5 408.2 401.2 397.1 394.4 393.4 392.2 391.7 391.4 390.8 390.5 390.3 390.1

FF
-FF

1 190.2 185.0 181.7 180.3 179.4 178.1 177.6 177.2 176.8 176.7 176.5 176.3
2 220.1 217.6 212.8 210.9 210.8 208.6 208.1 207.9 207.3 207.0 206.9 206.6
3 270.1 268.4 266.0 265.4 265.4 264.8 264.7 264.7 264.6 264.5 264.5 264.4
4 285.8 278.4 274.6 272.7 271.9 271.2 270.9 270.7 270.6 270.5 270.4 270.3
5 333.6 328.6 322.8 320.2 320.1 316.9 316.5 316.1 315.3 315.0 314.7 314.3

SS
-SS

1 200.4 195.8 192.7 191.1 190.4 189.2 188.7 188.3 188.0 187.9 187.8 187.6
2 252.3 249.6 246.9 245.7 245.7 244.4 244.2 243.8 243.6 243.6 243.5 243.3
3 272.3 270.0 266.9 266.1 266.0 265.4 265.3 265.1 265.1 265.1 265.0 264.9
4 288.3 280.1 275.7 273.7 272.9 272.0 271.7 271.5 271.3 271.3 271.2 271.1
5 400.2 392.7 388.3 386.2 386.0 384.0 383.5 382.7 382.4 382.3 382.1 381.8

FC
-FC

1 201.6 196.6 196.6 191.9 191.2 190.0 189.5 189.1 188.8 188.7 188.5 188.3
2 246.3 244.6 244.6 240.7 240.6 239.0 238.8 238.6 238.3 238.1 238.0 237.8
3 273.2 269.5 269.5 265.7 265.6 265.1 265.0 264.9 264.8 264.8 264.7 264.7
4 287.9 280.0 280.0 274.1 273.3 272.5 272.2 272.1 271.9 271.8 271.7 271.6
5 390.4 381.2 381.2 373.3 373.0 370.5 370.1 369.7 369.1 368.8 368.5 368.2

As shown in Table 2, the system with three annular plates coupled between cylindrical
shells is investigated. The annular plates are located at pa = [1/12,1/2,11/12] L, respectively.
The boundary conditions are chosen as a different classical boundary, and the annular plates
are rigidly coupled with the inner and outer cylindrical shells. It can be seen from the data
comparison that the largest error between the present and Ref [27] is lower than 3%. The present
results are in good agreement with FEM. On the whole, the calculation results of this method
are consistent with Ref and FEM. The error of the two methods does not increase significantly
as the order of mode increases. The proposed method maintains reliable calculation accuracy.

Table 2. The first four natural frequencies of DCSS coupled with three annular plates.

BC m n = 1 Error 1 Error 2 n = 2 Error 1 Error 2
Ref [27] FEM Present (%) (%) Ref [27] FEM Present (%) (%)

CC
–CC

1 830.67 830.84 830.78 −0.013 0.008 540.78 540.57 541.40 −0.114 −0.153
2 1382.7 1377.3 1382.6 0.005 −0.387 979.84 975.19 980.62 −0.080 −0.557
3 1385.5 1382.3 1383.8 0.125 −0.106 995.01 996.17 995.89 −0.089 0.028
4 1536.2 1534.1 1534.5 0.109 −0.028 1083.9 1083.3 1083.7 0.022 -0.033

SS
–SS

1 773.99 774.31 774.33 −0.044 −0.003 428.31 427.85 429.25 −0.220 −0.328
2 974.97 973.03 974.92 0.005 −0.194 950.53 944.75 951.24 −0.075 −0.687
3 1218.2 1215.6 1217.6 0.046 −0.168 972.67 974.36 974.13 −0.150 0.024
4 1380.1 1372.6 1379.6 0.036 −0.510 1076.4 1075.4 1076.0 0.034 −0.059

FF
–FF

1 956.58 950.88 957.90 −0.138 −0.738 210.99 208.23 211.88 −0.424 −1.755
2 1227.3 1221.2 1224.5 0.229 −0.269 236.92 235.29 240.68 −1.589 −2.293
3 1271.1 1271.1 1272.1 −0.078 −0.078 777.66 777.80 779.93 −0.292 −0.274
4 1355.3 1346.4 1355.7 −0.028 −0.689 952.73 950.88 946.29 0.676 0.483

BC m n = 3 Error 1 Error 2 n = 4 Error 1 Error 2
Ref [27] FEM Present (%) (%) Ref [27] FEM Present (%) (%)

CC
–CC

1 523.93 517.91 521.89 0.389 −0.769 545.06 543.67 546.61 −0.284 −0.540
2 740.85 742.00 742.18 −0.179 −0.024 588.35 587.24 590.35 −0.339 −0.529
3 761.54 756.21 759.44 0.275 −0.428 626.64 626.09 625.57 0.171 0.084
4 805.56 804.71 804.63 0.115 0.010 627.56 626.57 627.94 −0.060 −0.218

SS
–SS

1 445.11 443.01 448.10 −0.672 −1.150 502.42 501.33 505.14 −0.542 −0.761
2 687.93 689.70 690.68 −0.400 −0.142 541.87 545.29 546.62 −0.876 −0.243
3 722.33 718.60 722.60 −0.038 −0.557 596.94 594.84 596.85 0.015 −0.338
4 785.97 785.31 785.31 0.083 0.000 601.94 600.24 600.34 0.266 −0.017

FF
–FF

1 429.45 425.74 431.62 −0.506 −1.382 500.47 503.97 503.74 −0.653 0.046
2 515.85 510.74 520.01 −0.807 −1.816 541.04 542.63 544.53 −0.644 −0.349
3 720.87 717.15 721.64 −0.107 −0.626 590.51 588.05 589.81 0.119 −0.299
4 729.39 723.6 733.88 −0.615 −1.420 599.67 597.89 597.77 0.317 0.020
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Figure 2 shows some modes in Table 2. It can be seen from the figure that, under
three different classical boundary conditions, the vibration modes of the inner and outer
cylindrical shell in DCSS system are always consistent, indicating that the energy transfer
between substructures is relatively stable, and the system has high stability. It is verified that
the proposed method can predict the natural vibration characteristics of DCSS accurately.
Then, parametrical study on free vibration of the LCDCSS is carried out.

Materials 2022, 15, x FOR PEER REVIEW 12 of 21 
 

 

(1,1) (1,2) (1,3) (1,4) (2,1) (2,2) (2,3) (2,4) 

(3,1) (3,2) (3,3) (3,4) (4,1) (4,2) (4,3) (4,4) 
(a)  

(1,1) (1,2) (1,3) (1,4) (2,1) (2,2) (2,3) (2,4) 

(3,1) (3,2) (3,3) (3,4) (4,1) (4,2) (4,3) (4,4) 
(b)  

(1,1) (1,2) (1,3) (1,4) (2,1) (2,2) (2,3) (2,4) 

(3,1) (3,2) (3,3) (3,4) (4,1) (4,2) (4,3) (4,4) 
(c)  

Figure 2. Mode shapes of DCSS with different boundary conditions. (a) CC-CC; (b) SS-SS; (c) FF-
FF. 

3.2. Free Vibration Analysis of the LCDSS 
Firstly, the influence of the coupling relationship between the shells and the annular 

plates on the vibration characteristics is investigated conveniently. In the next numerical 
example, there are two annular plates between double cylindrical shells, which are located 
at pa = [1/3 2/3] L. One of four sets spring on coupled boundaries is set to 105 maintaining 
others’ rigidity. The physical parameters of cylindrical shell and annular plates are still 
consistent with Figure 2, and the geometric parameters of the LCDCSS are defined as: α
fiber = [0° 90° 90° 0°], [45° −45° 45° −45°], L = 3, Ro = 0.5 m, Ri = 0.3 m, 1/4ha = hc = 0.005 m. 

From calculations in Table 3, it can be seen that the radial spring stiffness kcu has an 
obvious influence on the natural frequency of the structure, which shows that the out-
plane vibration of an annular plate has a great influence on the natural frequency of the 
coupling system, especially on the lower order frequency. Moreover, according to the 
comparison of the calculations with the two laying schemes, the natural vibration fre-
quency of α 

fiber = [45° −45° 45° −45°] is higher than that of [0° 90° 90° 0°]. 
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3.2. Free Vibration Analysis of the LCDSS

Firstly, the influence of the coupling relationship between the shells and the annular
plates on the vibration characteristics is investigated conveniently. In the next numerical
example, there are two annular plates between double cylindrical shells, which are located at
pa = [1/3 2/3] L. One of four sets spring on coupled boundaries is set to 105 maintaining others’
rigidity. The physical parameters of cylindrical shell and annular plates are still consistent with
Figure 2, and the geometric parameters of the LCDCSS are defined as: αfiber= [0◦ 90◦ 90◦ 0◦],
[45◦ −45◦ 45◦ −45◦], L = 3, Ro = 0.5 m, Ri = 0.3 m, 1/4ha = hc = 0.005 m.

From calculations in Table 3, it can be seen that the radial spring stiffness kcu has an
obvious influence on the natural frequency of the structure, which shows that the out-plane
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vibration of an annular plate has a great influence on the natural frequency of the coupling
system, especially on the lower order frequency. Moreover, according to the compari-
son of the calculations with the two laying schemes, the natural vibration frequency of
αfiber = [45◦ −45◦ 45◦ −45◦] is higher than that of [0◦ 90◦ 90◦ 0◦].

Table 3. Influence of coupling relationship on vibration frequency of LCDCSS.

[0◦ 90◦ 90◦ 0◦] [45◦ −45◦ 45◦ −45◦]
B.C. CC–CC CC–CC

m kcu = 105 kcv = 105 kcw = 105 kcx = 105 kcu = 105 kcv = 105 kcw = 105 kcx = 105

1 44.967 189.840 191.196 190.676 57.105 282.229 305.843 309.305
2 44.971 360.911 372.063 371.453 57.213 482.443 657.440 682.661
3 190.583 553.187 671.764 674.137 311.144 494.711 1029.792 999.627
4 371.525 629.980 679.502 678.936 689.441 677.832 1099.645 1053.731
5 674.644 687.826 688.259 684.037 745.276 832.207 1132.119 1144.327

B.C. SS–SS SS–SS

m kcu = 105 kcv = 105 kcw = 105 kcx = 105 kcu = 105 kcv = 105 kcw = 105 kcx = 105

1 44.96 165.65 166.72 166.196 57.08 163.09 161.20 166.102
2 44.97 357.85 368.91 368.460 57.20 374.63 543.35 565.734
3 166.14 538.79 607.20 591.192 166.77 431.90 969.53 953.477
4 368.32 606.6 660.2 667.569 571.7 658.95 1093.0 1052.548
5 636.8 625.42 673.8 674.025 744.76 698.5 1125.9 1141.095

B.C. FF–FF FF–FF

m kcu = 105 kcv = 105 kcw = 105 kcx = 105 kcu = 105 kcv = 105 kcw = 105 kcx = 105

1 44.968 202.37 222.30 200.59 57.079 178.34 245.07 246.23
2 45.515 282.73 297.49 294.36 57.888 238.50 282.33 289.75
3 195.49 378.91 385.95 384.23 242.777 331.24 355.58 367.23
4 294.88 452.46 472.03 470.0 287.619 424.28 685.21 718.05
5 384.34 573.59 659.19 646.0 373.156 516.01 1046.3 1015.0

Then, the influence of coupled position of annular plate on structural vibration is
investigated. There is annular plate coupling in the system, and the position moves from
xc = 0 to xc = l end along the cylindrical shell axis. In the calculation, the annular plate
and cylindrical shells couple rigidly. The dimensionless frequency is Ω =ωL2/h (ρ/E2)1/2.
Figure 3 shows the free vibration frequency variation curves of different orders when the
annular plate moves along the axial direction of the cylindrical shell under the fixed and
simply supported boundary conditions. Frequency parameters in Figure 3 are distributed
symmetrically on the left and right, which reflect the axial symmetry of double cylindrical
shell structure.
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Figure 4 investigates change of LCDCSS free vibration frequency caused by different
fiber angles under classical and elastic boundary conditions. Coupling position and material
parameters of the system are consistent with Table 3, and the geometric parameters are
as: L = 3 m, Ro = 0.5 m, Ri = 0.3 m, hc

1
4 = ha = 0.005 m. The laying scheme of laminated

material is [90◦ αfiber 90◦], in which αfiber changes from 0 to 180. It can be found in Figure 5
that curves of natural frequencies are symmetrically distributed, and there is an extremum
value at the midpoint where αfiber = 90◦. It can be concluded from the results that, when
the angle between adjacent fibers is 0◦, the natural vibration frequency of the structure is
the minimum.
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Figure 5. Variation of frequency parameter of LCDCSS with a various number of annular plates.
(a) CC-CC; (b) SS-SS.
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The model we have established is abstracted from the actual structure of the project,
which needs to consider the specific requirements of the actual working conditions for
the structural dynamic characteristics. Theoretically, the greater the number of annular
plates as the inner and outer shell connection structure, the higher the stability of the
system. However, it can be seen from the calculation results given in the figure that the
length of the cylindrical shell is l = 0.5 m, and other geometric and material parameters
are the same as those in Table 1. As shown in Figure 5, for a double cylindrical shell with
finite length, when the number of annular plates increases from 1 to 10 and distributes
along the x-axis direction of the cylindrical shell, the structural frequency parameters
first increase significantly. However, when the number of annular plates exceeds 6, the
structural frequency parameters tend to be stable, and the impact of continuous increase of
annular plates on the structural frequency is reduced. It can be estimated that the minimum
number of annular plates can be used to ensure the stability of the LCDCSS.

In the example shown in Figure 6, the influence of the thickness coefficient ho/hi
of inner and outer cylindrical shells on the vibration frequency of LCDCSS is studied.
The system parameters are set as: L = 1.5 m, hi = L/500, ho/hi = 1~20, Ri = 0.3 m,
Ro = 0.5 m, E1 = 740 GPa, E2 = 18.5 GPa, µ12 = 0.25, G12 = G13 = 111 GPa, G23 = 92.5 GPa,
αfiber = [30◦ 0◦ −30◦ 0◦ 30◦], ρ = 1600 kg/m3. As showed in Figure 6, with the increase of
ho/hi, the variation extent of low-order vibration frequency is small, and the high-order
frequency increases significantly. When the thickness coefficient ho/hi increases to a certain
threshold, the variable trend of the system with classical boundary conditions listed in the
figure decreases obviously.
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Figure 6. Variation of frequency parameter Ω versus thickness for an LCDCSS with classical boundary
conditions. (a) CC-CC; (b) SS-SS; (c) FF-FF; (d) CS-CS; (e) CF-CF; (f) SF-SF.

Figure 7 shows the variation of vibration characteristics of LCDCSS when the thickness
coefficient of both cylindrical shell and annular plates changes simultaneously. The system
parameters are as: αfiber = [0◦ 90◦ 0◦ 90◦], L = 2 m, ha = 0.02~0.4, hi = 0.004 m, ho/hi = 1~20.
From Figure 7, it can be found that the frequencies continue to rise with the increase of
structural thickness, which shows that the larger the thickness, the system is more stable.
It shows that the geometric parameters affect the vibration characteristic stiffness matrix
of the LCDCSS in a certain range, and the vibration characteristics of the system can be
adjusted by changing the parameters, which has important practical significance for the
performance control of double shell structure.
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3.3. Steady State Response Analysis of the LCDCSS

This section attempts to verify the effectiveness of the method proposed to predict
forced vibration characteristics of the LCDCSS. Firstly, take the isotropic material double-
cylindrical shell (DCSS) as an example to test the effectiveness of the model for the steady
state response analysis. When the boundary condition of FF-CC is considered, there are
two annular plates coupled in DCSS located at Pa = [0 1/2]L. The physical and geometric
properties of the DCSS are defined as: E = 206 GPa, G12 = G13 = G23 = E/2 (1 + µ), µ = 0.3,
ρ = 7850 kg/m3, L = 1.2 m,Ro = 0.5 m, Ri = 0.4 m, hc = ha = 0.005 m. It is assumed that
the outer cylindrical shell of the double-layer system is subjected to a point force F = 1 N
located at (x = 0.6 m, θ = 60◦) in cylindrical coordinate (o, x, θ, r), which is opposite to the
normal direction. Results of measure point 1# located at (x = 0.3 m, θ = 60◦) on the outer
shell, point 2# located at (x = 0.3 m, θ = 60◦) on the inner shell, point 3# located at (r = 0.05,
θ = 60◦) on the annular plate on the left end of the cylindrical shell. As shown in Figure 8, the
out-plane response curves of the measure points with this method are compared with the
FEM results. In the finite element calculation, 181 shell elements are selected as calculation
units, mesh size is 0.01 × 0.01 mm, and its results coincide quite well with the results
mentioned above, which proves that a parametrical study on the forced vibration of the
system will be carried out accurately and reliably.

As Figure 9 shows, variation of response vibration frequency of LCDCSS with various
layer scheming is investigated. The material properties of the cylindrical shells are as follows:
E1 = 50 GPa, E2 = 2 GPa, µ12 = 0.25, G12 = G13 = 1 GPa, G23 = 0.4 GPa, ρ = 1600 kg/m3, and
those of annular plates are: E1 = 150 GPa, E2 = 10 GPa, µ12 = 0.25, G12 = G13 = 6 GPa,
G23 = 5 GPa, ρ = 1600 kg/m3. The laying scheme of cylindrical shell and annular plate is
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αfiber = [0◦ 90◦ 0◦ 90◦]n (n = 2, 3, 4). In addition, the geometric parameters, boundary
conditions, position and size of external force excitation of LCDCSS are consistent with
Figure 8. Results of measure points are: point 1# located at (x = 0.3 m, θ = 60◦) on the
outer shell, point 2# located at (x = 0.3 m, θ = 60◦) in the outer shell, point 3# located at
(r = 0.05, θ = 60◦) on the annular plate coupled on the left end of cylindrical shell, point
4# located at (r = 0.05, θ = 90◦) coupled in the middle of the cylindrical shell. The curve
comparison shows that, with the increase of the number of fiber layers, the response
amplitude changes slightly, but the change amplitude is small. The formant of the response
displacement curve moves to the right, which is more obvious in the higher frequency
region. Such characterization shows that the increase of the fiber layer can improve the
structural stability.
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(a) Point 1#; (b) Point 2#; (c) Point 3#; (d) Point 4#.

In Figure 10, the influence of excitation amplitude on response vibration is investigated.
In the LCDCSS system, an annular plate couples in the axial middle of the cylindrical shell.
The boundary condition and laying scheme is CC-CC with other parameters including
external force and measure points are consistent with Figure 8. From the comparison of
the response curves of F = 1N, 2N, 3N in Figure 10, it can be seen that the peak response
increases in proportion to the increase of the corresponding excitation amplitude. However,
waveform of the response curve of the system will not change, and the displacement curve
will not shift within the frequency range, which is consistent with the general cognition.
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Figure 11 shows the axial vibration response frequency of LCDCSS at four response
points with thickness of the annular plate is ha = 0.007 m, 0.008 m, and 0.009 m, respectively.
From the change of the response curves in Figure 11, it can be seen that the formant in the
frequency region moves to the right, and the frequency amplitude also decreases, which
means that the structural stiffness is improved. The greater the thickness of annular plate,
the stronger the structural constraints.
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4. Conclusions

Based on the Rayleigh–Ritz energy method, a unified analysis model for the vibration
characteristics of the LCDCSS with general boundary condition is established in this paper.
The accuracy and reliability of the method are verified by simulation calculation of different
examples and compared with the results of literature and finite element method. Through
the parametric study, free vibration and forced vibration of double cylindrical shell system
are predicted, which enriches the relevant data in the research field and provides reference
for the structure design. The research results show that the method can effectively solve the
problems of free vibration and forced vibration of LCDCSS with an arbitrary annular plate.
This method can be further extended to the study of vibration characteristics of multilayer
plates, multilayer shells, and more complex coupled structural systems.
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Abstract: Rationalization in structural design in the field of steel structures mostly consists inreducing
structural material. The aim of this work was to develop an algorithmic-aided, original and practical
approach to shaping curvilinear steel bar structures of modular roofs, enabling their optimization.
The first stage of shaping consists in creating algorithms that define the structures of shelters made of
four roof units. Algorithmic definitions of the structures made it possible to obtain many variants of
the roof structures with the adopted preliminary criteria. In order to evaluate the effectiveness of the
individual variants, the genetic optimizations of the structures’ forms were carried out. Assuming
that the structures were loaded with self-weights, the cross-sections of the structures’ members were
optimized with the permissible deflections, while the structures’ weights were the optimization
criteria. This allowed us to eliminate the design variants unfavorable in terms of shape and weight.
In contrast, the structures with the most advantageous properties were then optimized for weight
under snow and wind loads. The research allowed us to notice how the shapes of the structures
influenced their efficiency. The dual approach proposed for shaping, which takes advantage of the
generative design and consistent flow of information during shaping, allowed us to achieve better
solutions compared to the traditional approach.

Keywords: steel bar structures; parametric design; genetic algorithms; structural optimization;
lightweight structures; manufacturing and processing

1. Introduction

At present, thanks to technological changes over the years, the production of steel
is definitely better in terms of quality than the steel produced in the past. As a result
of the development of material engineering, designers have at their disposal the steel of
new grades not only with higher strength, but also steel that meets special requirements.
The properties of steel and its advantages make it applicable in the design of various
building structures, which encompasses bar, shell and tension structures [1]. However, the
advantages of steel such as its high tensile and compressive strength as well as its ability to
prefabricate are the reasons why it is widely used in the building industry [1]. Due to this
fact, the rational shaping of steel structures deserves special attention.

The shaping of steel structures is defined as the progressive optimization of their
shapes due to assumed criteria of strength. These criteria constitute a set of related rules
concerning reliability [2], including bearing capacity, serviceability as well as resistance
to exceptional environmental influences, which are mostly defined by standards [3–6].
Another important aspect of shaping steel bar structures is the calculation and design of
joints [7]. Over the years, many different methodologies for shaping steel structures have
been developed. Among them, the most popular are minimization of the energy used for
producing structural material, minimization of material consumption, as well as material
reuse [8].

However, the behavior of any structure depends not only on the kind of material used,
acting loads and technological solutions, but also on the geometric form of it. Due to this
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fact, the so-called geometric shaping criteria of steel structures are also very important.
The geometric shaping criteria mainly deal with geometric parameters of the module, the
structure’s height and its span, as well as the characteristics of the structural members [9].
Some of these criteria have been determined in long-term practice as well as profound
studies in the field of structural optimization. Nowadays, they are considered rational
due to a present state of knowledge and the technology advancement level, as well as
sustainable design [10].

In the old pre-computer age, the optimal shapes of the structures have been found
by experiments such as, for example, inverted hanging models or soap film methods.
The structures achieved by these experiments were of minimal surface shapes [11,12].
They were characterized by high stiffness with a minimal amount of bending, which was
guaranteed by their forms. In general, shape optimization deals with the form or the
contour of the structure; however, for the discrete bar structures it means the position of
the nodes in the whole structure’s form.

Curvilinear steel bar structures are particularly demanding in terms of both shaping
the geometric forms of them and establishing their topologies. However, the positions of
bars in structures can be determined using both the numerical and geometric method. In
the first method, in order to establish structure’s nodes, the coordinates of the grid points
and the so-called directional vectors can be applied, whereas in the second method, the
so-called base solids can be used, which divide a given space, or the so-called base surface,
which is divided in order to obtain grids of bars [8].

Curvilinear steel bar structures require a more sophisticated approach to structural
shaping as they can be realized with the minimal use of materials. In this case, the form
and topology significantly influence efficiency of the structure and the flow of forces in
it [13]. As it has been shown in previous publications, the geometry of the base surface,
which is divided during shaping, has a significant impact on the properties of the structure
formed on its basis [14]. Ruled surfaces, which are the surfaces composed of straight
lines, are especially advantageous due to their discretization [15]. However, as far as ruled
surfaces are concerned, the subgroup of them, the so-called Catalan surfaces, are the most
popular for shaping roof structures [16]. However, considering the Catalan surfaces, the
hyperbolic paraboloids have found the greatest application for shaping single or complex
roof structures. This work deals with shaping curvilinear steel bar structures composed of
the modules of Catalan surfaces as the units of a cylindroid or a conoid. It is a sequel to
the authors’ previous study on the parametric design of roof structures composed of the
repetitive modules of Catalan surfaces [16]. However, contrary to the previous publication,
where reinforced concrete structures are concerned, here, steel bar structures are taken
into consideration.

The way of shaping structures is also dependent on the shaping tools used, which
change according to the development of technology. CAD and BIM software currently
available on the market, apart from their basic purpose, i.e., digital recording of the struc-
ture, modeling and coding the entire information about it, are integrated with Computer
Integrated Manufacturing [17,18]. However, modern tools for parametrically shaping struc-
tures such as ones working in Rhinoceros 3D environment, created by Robert McNeel and
associates, present new possibilities for shaping [19]. Commonly, when new tools become
available, the aspects of their proper usage arise. Noteworthy are the modern tools that
allow algorithmic aided design, such as Revit (Dynamo) and Rhinoceros (Grasshopper).
Thanks to this software, a structural model can be described using a script with variable
parameters and then generated.

Algorithmic-aided structural shaping, which means the process when both the ge-
ometric model and structural analysis are realized by means of algorithms, is rather a
new field of research. However, some studies explore the concept of algorithmic-aided
structural shaping in architecture, engineering and construction [20–24]. The possibility
of using genetic algorithms for the optimization of the structures being designed is ex-
plored in [25,26]. A genetic algorithm approach to designing non-linear steel frames with
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semi-rigid connections is presented in [27,28]. It deals with searching for a frame with
the minimum weight by selecting the most suitable steel cross sections from a standard
set. However, a generative design strategy for the minimum-weight design of diagrid tall
buildings is proposed in [23].

Appropriate digital tools can facilitate the work of the constructor-designer and lead
to the best solutions. In this context, the study aims at developing an original approach to
shaping curvilinear steel bar structures of the modular roofs created from the repeating
cylindroid and conoid surface units. This approach uses genetic algorithms as a tool to
search for optimal solutions of the structures and for their evaluation. It also allows us to
notice how the shapes of the structures influence their efficiency.

2. Shaping Approach
2.1. Possible Surface Discretization

The surface discretization method is very important. As mentioned previously, the
load bearing capacity of each steel bar structure is directly related to the topology of the
grid it constitutes. The discretization methods vary in the number of face edges, node
complexity as well as face’s curvature. Another aspect regarding the discretization of the
base surface for shaping a steel bar structure is the anticipated way of presenting this
structure in the future, due to the fact that the steel bar structure can constitute an invisible
supported system or be a visible steel-panel mesh. In the second case, the mesh directly
determines the aesthetics of the shaped object, so its pattern should be of a high-quality.
Triangulation of the surfaces is a common way to discretize surfaces. In general, triangular
meshes are more rigid and stronger than the meshes of other types. However, quadrilateral
or hexagonal meshes also have some structural advantages as they can be torsion free
structures. On the other hand, in the case of the structures based on triangular meshes, six
beams typically meet in one node. This means a significantly higher number of bar elements
and node complexities compared to other types of meshes. Often, these disadvantages also
result in low structural transparency, which can be an important feature of a see-through
covering material such as glass or plastic polycarbonate sheets for roofing. Moreover, the
per-area cost of triangular glass panels is higher than that of quadrilateral panels due to
the fact that the weight of the structure is smaller when less steel is used. From this point
of view, quadrilateral meshes are more optimal. On the other hand, triangulated grid
structures can easily approximate free form shapes, which is not so easy in the case of
the other meshes. The most commonly used method of curved surfaces discretization is
so-called tessellation. This method involves the process of filling the surface or space with
a repeated geometric motif that is usually a regular polygon. Various methods of surface
tessellation are presented in [29].

Taking the above pros and cons into consideration, quadrilateral meshes will be
applied on the surfaces constituting the roofs’ units. Additionally, a light polycarbonate
material will be applied for roofing. Additionally, the planarity of the mashes’ cells will be
tested in order to check the possibility of using planar panels.

2.2. The Shaping Tools Used

The most intensive development of various optimization methods in structure design
began in the 1970s. It was related with the application of computer technology for solving
various engineering problems regarding structural analysis, as well as material properties.
Optimal shaping of steel bar structures has always been the necessary goal of structural en-
gineering. Therefore, this problem has been the focus of scientists and practicing engineers
and is reflected in numerous publications [24,30,31].

The optimization method applied often depends on the design tools used. In our
research, Rhinoceros 3D software, was used, which is software equipped with visual
scripting language. The software user needs to build an algorithm that is a graphical code,
which is a fully functioning program. The idea of visual programming language is to
replace the textual syntax with graphic objects in which are coded individual commands
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and data, as well as to create links between them. The Rhino scripts of the considered
structures were created by means of Grasshopper and Karamba 3D [26].

Next, it has been applied so-called evolutionary optimization EO (genetic optimisa-
tion), which is based on a genetic algorithm inspired by the Darwinian law of natural
selection. This process of optimization mimics the natural process for genetic coding and
selection, as well as reproduction. The reason of it is to iteratively improve the individu-
als in each generation, according to a given optimization criteria associated with fitness
functions. This is because EO deals with searching for optimal solutions in a population
of possible variables, contrary to other optimization methods, which deal with improving
one variable.

Nowadays, there is more and more interest in the application of EO in structural
engineering. The genetic algorithm approach to structural topology optimization is applied
in [32–35]. However, some attempts to design and optimize steel bar structures using visual
scripts were undertaken in [24,36,37].

In our case study, visual scripts were created in order to determine digital models of
curvilinear steel bar structures as canopies composed of four modules of cylindroid shape
or four modules of conoid shape. The structures have been defined by several geometric
parameters. Next, the scripts describing structures’ geometries were extended in order to
obtain structural models and connection properties, as well as loads applied. Then, the
structures under self-loads were optimized due their masses with the application of EO.
The results of the simulations were evaluated. After evaluation and the selection of the
proper structures, their further optimization was carried out with the application of Robot
Structural Analysis Professional software, assuming additional environmental loads acting
on the structures [38]. A general structure shaping diagram is shown in Figure 1.

Figure 1. Basic scheme of the integrated shaping process.

3. Results

As has been noted previously, due to their geometric properties, Catalan surfaces are
applied as geometrical shapes for the formation of roofs [16,39]. However, the hyperbolic
paraboloid, which is the surface of second order, is the most widely used. Due to their
double curvature, hyperbolic paraboloids are exceptionally stiff and this is the reason for
their common application. They are also widely discussed in the literature [24,37]. The
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cylindroid and the conoid are not as popular; however, they deserve attention as they can
constitute interesting modular forms for the composition of compound roofs. Due to this
fact, finite models of cylindroids and conoids have been considered as the roof’s units.

From a geometrical point of view, both the cylindroid and the conoid as the ruling
surfaces can be defined as the surfaces composed of straight lines, the so-called surface
rulings. Moreover, they can be determined by two generatrix lines and the so-called director
plane to which all rulings are parallel. However, in the case of the cylindroid, both directrix
lines are curved, whereas in the case of the conoid, one of the directrix lines is straight.
Dependently on the shapes of the curved lines being surfaces’ directrix lines, various forms
of the surfaces’ units and, thus, various forms of the composite roofs, can be obtained.

3.1. Geometric Modeling of Compound Unit Roofs by Grasshopper

Each surface as a three-dimensional object can be described mathematically by a single
equation with three space variables. In our case, in order to create a parametric surface
by means of Grasshopper, each surface needs to be described by two parameters (u, v)
measured along directrices and rulings. Parametric modelling began by establishing a
series of points on two lines included in various planes and being the surfaces’ directrix
lines. In the case of the cylindroid, both lines were curved and in the case of conoid, one of
them was curved, whereas the second one was straight. The same number of points on each
line were established, whereas the position of each point was described by parameter u. In
this way, the surfaces’ rulings joined points of the lines, which corresponded to the same
parameter value along u direction. As a result, the surface of the rulings was parallel to the
same vertical director plane. The example modules of a cylindroid shape are presented in
Figure 2, and the example modules of conoid shape are presented in Figure 3.

Figure 2. Example modules of cylindroid: (a) witch positive arch; (b) witch negative arch.

Figure 3. Example modules of conoid: (a) witch positive arch; (b) witch negative arch.
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The shapes obtained constituted a base for creation of the four-module roofs supported
by four columns. In the analyzed case, a sample square (9.6 m × 9.6 m) was covered with
a roof consisting of four modules. However, due to the fact that the effective structures
are sought, it has been assumed that each structure has two axes of symmetry, and it is
composed of homogeneous modules of cylindroid grids or conoid grids. The geometry
of the structure was described in an algorithmic way using Grasshopper’s visual script
components. The example of a structure with markings of individual lengths is presented
in Figure 4.

Figure 4. An example of the four-unit structure.

3.2. Geometric Modeling of Compound Unit Roofs by Grasshopper

Shaping of any steel bar structure can be treated as solving a problem according to
the needed requirements and constrains. However, algorithmic-aided shaping is an action
aimed at the logical description of a problem using a script and choosing the values of some
structural parameters that meet the shaping criteria. The shaping criteria can be different;
however, in the case of the steel bar structures, the main goal of shaping is structures’
masses reduction, unification of the structures’ elements, as well as using uncomplicated
joints. They all influence a structural cost minimization.

The general scheme is shown in Figure 1 and applied to shape the considered curvilin-
ear steel bar structures in order to reduce structural mass, encompassing two optimization
processes. The first process was as follows: geometric modeling of the structures and
establishing their structural models, which encompassed defining the shaping variables,
identifying constrains, identifying the optimization criteria, optimizing the structures under
dead loads and selecting the best solutions. The second process consisted of performing the
structural analysis for the best roof forms, taking into account various load combinations,
including environmental loads, optimization of structures due to their masses, selection
and evaluation of the best results.

In order to perform the first optimization of the considered structures, the scripts
determining the geometrical characteristics of the structures were developed by means
of the Karamba 3D plug-in. For that reason, the bar grids’ vertices were transformed
into structural nodes, the supports were defined as rigid and the structural joints were
established: rigid for grid and hint joints connected the lattices with columns. However,
in order to obtain a bar grid with a repeatable assortment of bars, an even division into
four or five parts was assumed when discretizing the surface, which constituted one of the
design variables. As a cover, it has been applied polycarbonate sheets attached to the bars
with screws.
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The simulations were performed with five different assumptions for both the roofs
with cylindroid modules and the roofs with conoid modules, as listed below and according
to the dimensional variables a, b, c, di, de presented in Figure 4. However, the starting point
for each simulation was the structure defined by the smallest parameters: a, b, c, di, de.

• Case 1—Cylindroid structure 1

Columns’ heights h = 4 m, the height of internal arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m, the height of the external arches
de = −0.7–0.7 m,

• Case 2—Cylindroid structure 2

Columns’ heights h = 4 m, the height of the external arches de = 0.7 m, the height of
internal arches di = −0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m, the height of the internal arches
di = −0.7–0.7 m

• Case 3—Cylindroid structure 3

Columns’ heights h = 3 m, the height of internal arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m, the height of the external arches
de = −0.7–0.7 m,

• Case 4—Cylindroid structure 4

Columns’ heights h = 3 m, the height of the external arches de = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m, the height of internal arches
di = −0.7 m,

• Case 5—Cylindroid structure 5

Columns’ heights h = 3 m, the height of the external arches de = 0.7 m, the height of
internal arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

• Case 6—Conoid structure 1

Columns’ heights h = 4 m, the height of the internal arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

• Case 7—Conoid structure 2

Columns’ heights h = 4 m, the height of the external arches de = −0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

• Case 8—Conoid structure 3

Columns’ heights h = 3 m, the height of the internal arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

• Case 9—Conoid structure 4

Columns’ heights h = 3 m, the height of the internal arches de = −0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

• Case 10—conoid structure 5

Columns’ heights h = 3 m, the height of the external arches di = 0.7 m,
intervals of variables: a = 3–4 m, b = 3–4 m, c = 3–4 m,

According to [1], maximum deflection for all structures was established equal to
3.8 cm. During the simulation, each structure was assumed to be loaded with its own
weight and the structures’ masses were optimized taking into account the maximum
allowable deflection. As the results of the performed simulations, five geometries of
the roof structures composed of cylindroid units with the minimal masses, presented in
Figure 5, and five roof structures with the conoid units with the minimal masses, presented
in Figure 6, were established.
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Figure 5. Various models of the roof structures composed of cylindroid units obtained due to
simulations.

Figure 6. Various models of the roof structures composed of conoid units obtained due to simulations.

The dimensions which characterize the optimized roof structures with cylindroid units
and with conoid units are given, respectively in Tables 1 and 2.

Table 1. Characteristic dimensions of various roof structures with cylindroid units.

Kind of the Structure a [m] b [m] c [m] de [m] di [m] h [m]

Cylindroid structure 1 3.28 3.39 3.89 −0.45 0.70 4.0

Cylindroid structure 2 3.7 3.86 3.66 0.70 0.36 4.0

Cylindroid structure 3 3.14 3.24 3.52 0.12 0.70 3.0

Cylindroid structure 4 3.47 4.00 3.08 0.70 −0.54 3.0

Cylindroid structure 5 3.0 3.60 3.30 0.70 0.70 3.0

Table 2. Characteristic dimensions of various roof structures with conoid units.

Kind of the Structure a [m] b [m] c [m] de [m] di [m] h [m]

Conoid structure 1 3.02 3.29 3.89 0.70 - 4.0

Conoid structure 2 3.74 3.81 3.10 −0.70 - 4.0

Conoid structure 3 3.61 3.63 3.85 - 0.70 3.0

Conoid structure 4 3.62 3.75 3.06 - −0.70 3.0

Conoid structure 5 3.35 3.55 4.00 - 0.7 3.0

The structures obtained through simulations have been evaluated. The roofs that were
unfavorable in terms of shape due to the possibility of snow or rainwater accumulation
such as: the cylindroid structure 2, the cylindroid structure 4, the conoid structure 2, the
conoid structure 4 were rejected. Thus, the following unit structures of favorable cylindroid
shape were analyzed further: the cylindroid structure 1, the cylindroid structure 3, and
the cylindroid structure 5, presented in Figure 7, as well as the following unit structures
of favorable conoid shape: the conoid structure 1, the conoid structure 3, the conoid
structure 5, are presented in Figure 8.
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Figure 7. The models of the roof structures composed of cylindroid units favorable in terms of shape.

Figure 8. The models of the roof structures composed of conoid units favorable in terms of shape.

3.3. Structural Analysis by Means of Robot Structural Analysis Professional

Further analysis, optimization and dimensioning of the considered structures was car-
ried out with the application of Robot structural Analysis Professional software. According
to European Standards included in Eurocodes [3–6], both Ultimate Limit States (ULS) and
Serviceability Limit States (SLS) have been verified during the process of shaping structures.

The selected structures were subjected to FEM analysis taking into account both
permanent and environmental loads. Due to this fact, it has been assumed that each
structure was loaded by permanent loads (self–weight), as well as environmental loads:
snow load and wind load. The permanent load constituted cladding loads and structures’
loads. For the roof cladding, polycarbonate plastic sheets with a density of 0.02 kg/m3

and a panel thickness of 1.0 cm were used. The structural material steel of S 235 grade was
used and the structural members with circular hollow cross-sections and wall thicknesses
no less than 3.2 mm were also used. As far as environmental loads are concerned, the
boundary conditions regarding snow and wind loads were assumed for the objects located
in Rzeszow, Poland. Taking into account the third snow load zone location and the
structures’ characteristics, it was assumed:

• characteristic value of snow load on the ground sk = 1.2 kN/m2,
• the thermal coefficient Ct =1.0,
• the exposure coefficient Ce = 1.0.

Based on the standard guidelines and the symmetry of the structures, some simpli-
fications have been proposed assuming the loads acting on the structures. However, in
the performed analysis, two snow load cases have been considered: even snow load and
the possibility of snowdrifts, whereas the roof’s shape coefficients have been assumed as
for cylindrical roofs [5]. As far as the wind loads are concerned, it was assumed that base
wind velocity pressure was equal to 0.3 kN/m2 and the loads were generated automatically,
assuming several various wind directions [6].

The structures were optimized according to mass, taking into account the most unfa-
vorable combination of loads. The analysis showed uneven stress distribution in individual
elements of the structure. Therefore, in order to minimize the masses of the structures, their
elements were divided into several groups for the purposes of dimensioning. The results
of the structural analysis and the optimizations performed are presented in Tables 3 and 4.
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Table 3. The results of the structural analysis and optimization of the roof structures composed of
cylindroid units.

Kind of the Structure Max. Axial Force
[kN]

Max. Bending Moment
[kNm]

Max. Deformation
[cm]

Structure’s Mass
[kg]

Cylindroid structure 1 13.17 4.23 3.8 2308

Cylindroid structure 3 15.36 4.00 3.8 2223

Cylindroid structure 5 12.50 4.93 3.7 2272

Table 4. The results of the structural analysis and optimization of the roof structures composed of
conoid units.

Kind of the Structure Max. Axial Force
[kN]

Max. Bending Moment
[kNm]

Max. Deformation
[cm]

Structure’s Mass
[kg]

Conoid structure 1 14.55 5.07 3.4 2322

Conoid structure 3 26.32 5.00 3.7 2924

Conoid structure 5 12.76 7.98 3.7 3869

3.4. Analysis of the Possibility of Using Flat Panels on the Structure

Another aspect which is very important in the case of the structures being analyzed
is the possibility of using glass panels instead of the polycarbonate ones. The considered
structures were analyzed with the use of lightweight polycarbonate panels, which mini-
mized the total masses. Due to the easy adaptation of polycarbonate to any curved surface,
the curvature of the panels used was not significant. When glass panels are used as planes,
it is important for them to be flat quadrilaterals. Therefore, in order to check the planarity of
individual panels of the structure, a verification algorithm was developed. The individual
structures were verified in terms of the planarity of the polygons delineating the bar mesh.
The most favorable shapes were found among the roofs of cylindroid shapes. Namely, in
the case of the cylindroid structure 5, all flat panels can be applied, and in the case of the
cylindroid structure 1, four flat panels can be applied in each roof unite, Figure 9.

Figure 9. The structures with the possibility of using flat panels: (a) a cylindroid structure 1; (b) a
cylindroid structure 5.

It is worth mentioning that in the case of glass panels applied as roofing material, it is
recommended to use stainless steel spider connections. However, depending on the node
position, a one-, two- or four-point connector should be used.

4. Importance of Research

An algorithmic-aided method of efficiently shaping steel bar shelters with roofs com-
posed of four units of cylindroid and conoid surfaces has been proposed.
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The developed visual scripts made it possible to test a large number of structures
in the assumed specific dimensional ranges. The first stage of shaping, consisting of a
algorithmically aided geometric design and structural design of the structures made it
possible to distinguish several representative structures in terms of shape and mass. For
this purpose, the optimization of each structure in terms of weight was carried out with
a self-weight load, maintaining the permissible deflections. Based on the optimization
results, five different geometries of the shelters with the roofs made of cylindroid units
and five different geometries with the roofs made of conoid units were distinguished. The
geometric characteristics of these structures are presented in Tables 1 and 2. The shapes
of the structures were evaluated and the structures with shapes unfavorable due to the
possibility of snowfall accumulation were eliminated. The three most favorable structural
geometries of the roofs with the cylindroid units and three with the conoid units were
subjected to structural analysis assuming environmental loads and optimized due to their
masses. The structures’ members were dimensioned. The summary of the results of these
analyses are presented in Tables 3 and 4 and show that, in general, the canopies with roofs
made of cylindroid modules are lighter. On the other hand, among the structures with
conoidal roofs, the structure called the conoid structure 1 is characterized by the smallest
mass. The maps on bars for the most efficient structures with cylindroid modules: the
cylindroid structure 1, structure 3, structure 5 are shown in Figure 10, whereas maps on
bars on the most efficient structure 1 with conoid module are presented in Figure 11.

Figure 10. Maps on bars of the most efficient structures with cylindroid roofs.

Figure 11. Maps on bars of the most efficient structure with conoid roof.

The above structures were designed to be applied as light material for roofing that is
polycarbonate and easily adapts to curvilinear shapes. However, in the case of steel grid
structures, it is convenient to use flat panels. In general, the grid structures created based
on screw ruled surfaces as Catalan surfaces are characterized by no planar grid cells being
spatial polygons. However, the grid roofs of the considered structures were tested in terms
of using flat panels, e.g., glass. Thanks to the algorithm modification, the planarity of the
grid cells were tested. The results of the analysis showed that among the structures tested,
the polygons constituted the grid cells of the structures with cylindroid modules; that is,
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cylindroids 1 and cylindroid 5, are characterized by planarity. However, in the case of
the structure called cylindroid 1, only four polygons of the bar grid of each module are
flat. However, these modules are symmetrically located in the structure so the interesting
solutions can be obtained. In contrast, in the case of the structure cylindroid 5, all of the
lattice polygons are planar, so the entire roof can be covered with flat panels. Due to this
fact, this structure seems to be the most efficient and universal.

The research showed that although the obtained structures due to optimization have
two planes of symmetry, individual modules do not have such a property, therefore the
obtained solutions are more effective than the initial assumptions of the simulation when
symmetrical modules have been taken. The most efficient structural models both of cylin-
droid and conoid shape obtained as the result of the conducted research are economical,
so they can be proposed as effective steel bar structures and they can find practical ap-
plications. Therefore, as the next step, laboratory tests are planned in order to verify the
obtained results.

However, the research has shown that a holistic approach to the issue of shaping the
steel bar structures, which is based on algorithmic aid, is appropriate, as it allows us to
obtain optimal solutions within the assumed ranges of the design variables. Due to this fact,
the research is worth continuing and extending in order to shape more complex structures,
both single and modular ones.

In a broader sense, this research has shown how to apply generative tools to integrate
structures’ geometries and structural efficiency as a single goal, in order to obtain optimal
steel bar structures.

5. Conclusions

An algorithmic-aided method for shaping curvilinear steel bar structures of shelters
with roofs composed of four grid shell units was proposed. The bar grids were created on
the basis of the Catalan surface shapes, in particular the cylindroid and the conoid. The
novelty of this method consists in:

• the use of algorithmically-aided structural analysis for the preliminary bars’ cross
sections optimization and evaluation of the received solutions,

• a dual approach in shaping method which allows us to obtain optimal shapes of the
steel bar structures in order to guarantee their effectiveness.

The applied method allowed us to:

• achieve the effective structures of both cylindroid and conoid shape in terms of load
transfer and optimize them using mass as an optimization criterion,

• obtain the curvilinear steel bar structures with flat quadrilateral panels, which signifi-
cantly influences the structural cost and permits the application of glass panels.

The authors plan to develop this method further. However, the achieved solutions
and the developed method of shaping structures turned out to be promising, not only in
terms of the possibility of structures’ optimization, but also as a design tool for searching
for the efficient structures in the initial design phase.
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Abstract: A hydrogen depressurization system is required to supply the hydrogen to the fuel cell
stack from the storage. In this study, a Tesla-type depressurization construction is proposed. Parallel
Tesla-type channels are integrated with the traditional orifice plate structure. A computational fluid
dynamics (CFD) model is applied to simulate high-pressure hydrogen flow through the proposed
structure, using a commercial software package, ANSYS-Fluent (version 19.2, ANSYS, Inc. South-
pointe, Canonsburg, PA, USA). The Peng–Robinson (PR) equation of state (EoS) is incorporated into
the CFD model to provide an accurate thermophysical property estimation. The construction is
optimized by the parametric analysis. The results show that the pressure reduction performance is
improved greatly without a significant increase in size. The flow impeding effect of the Tesla-type
orifice structure is primarily responsible for the pressure reduction improvement. To enhance the flow
impeding effect, modifications are introduced to the Tesla-type channel and the pressure reduction
performance has been further improved. Compared to a standard orifice plate, the Tesla-type orifice
structure can improve the pressure reduction by 237%. Under low inlet mass flow rates, introduction
of a secondary Tesla-type orifice construction can achieve better performance of pressure reduction.
Additionally, increasing parallel Tesla-type channels can effectively reduce the maximum Mach num-
ber. To further improve the pressure reduction performance, a second set of Tesla-type channels can
be introduced to form a two-stage Tesla-type orifice structure. The study provides a feasible structure
design to achieve high-efficiency hydrogen depressurization in hydrogen fuel cell vehicles (HFCVs).

Keywords: hydrogen; hydrogen fuel cell; depressurization; orifice plate structure; computational
fluid dynamics; numerical model

1. Introduction

Contemporarily, the transportation sector represents more than one-quarter of carbon
gas emissions [1]. An increasing application of hydrogen is considered a potential strategy
to gradually fulfill net-zero carbon emissions in the transportation sector [2]. Hydrogen
is also considered the ultimate conventional energy source of the 21st century due to its
cleanness and sustainability [3]. Therefore, the application of hydrogen fuel cell vehicles
(HFCVs) has attracted significant interest [4]. A practical and economical method for HFCV
applications is by using pressurized hydrogen storage tanks, as the volumetric energy
density of gaseous hydrogen is extremely low [5]. To improve the travelling distance of
HFCVs, the tank pressure has been continuously increased during the development of
HFCVs. However, the optimal working pressure of the fuel cell tends to be low, leading to
the growing demand on the performance of depressurization system [6–8].
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In recent years, a number of studies on high-pressure gas depressurization have been
undertaken. Luo and his colleagues [9] developed a pressure reducing valve that has a
fixed pressure ratio. The pressure and leakage characteristics were theoretically analyzed
through simulations. The results show that as the operating pressure increases, the pressure
ratio reduces to the designed value. Ulanicki et al. [10] investigated the oscillation of pres-
sure reducing valves (PRVs) at low flow rates. The study was motivated by an industrial
case analysis. The purpose of this study is eliminating pressure fluctuation. The results
show that the PRV is less stable for small valve openings. Binod and his group [11] utilized
a computational fluid dynamic (CFD) model to investigate the transient process in pressure
regulation and shut-off valves. Okhotnikov et al. [12] studied pressure drops and steady
flow torques of the valve at various flow rates and orifice openings by the CFD method, and
relative information, such as the discharge co-efficient and flow jet angles dependencies
on the orifice opening, was obtained from this study. Jin and his group [13,14] designed a
high-level multi-stage PRV (HMPRV) for hydrogen depressurization in hydrogen refueling
stations. It was found that the HMPRV can successfully control the gas pressure and work-
ing temperature and is less prone to block flow. In their previous work, the mechanisms of
pressure reduction and energy conversion was investigated based on a novel PRV with an
orifice plate. In order to optimize valve performance, a parametric study on the throttling
portion of a HMPRV was undertaken by Hou and his team [15]. It was found that larger
hydrogen kinetic energy causes a stronger turbulent vortex, higher energy consumption,
larger multistage injection casing diameter, injection-plate diameter, and pressure ratio.
Chen et al. [16] investigated the effects of valve openings on flow characteristics in detail.
It was found that larger pressure and velocity gradients mainly appeared at the throttling
components for all valve openings. A larger valve opening resulted in more energy con-
sumption. Chen et al. [17,18] simulated the compressible turbulent flow in an HMPRV
using CFD software ANSYS-Fluent to analyze the noise and energy consumption. Liu
and his group [19] studied the hydrogen flow through a perforated plate in a pressure-
reducing system based on a CFD model. The thermodynamic properties of hydrogen were
described using a real fluid equation of state (EoS). In addition, the effect of the types of
perforated plate was investigated. The results show that the size of the perforated plate has
a significant effect on the hydrogen flow.

The above-mentioned PRVs comprise rotating parts with complex structures which
will cause excessive turbulence and noise; the complexity of the structures will also result
in manufacturing difficulties. In recent years, the Tesla valve [20] has attracted growing
attention in relation to pressure depressurization, as it can cause a significant pressure drop
when the flow of fluids is reversed. Tesla valves have a fixed geometry with no moving
parts, therefore, they may have a longer lifetime and can facilitate mass production. A large
number of investigations have been undertaken on using Tesla valve for pressure reduction,
mainly focusing on structure optimization. The Tesla valve shape is optimized through
two-dimensional (2D) CFD simulations combined with an optimization procedure [21]. A
three-dimensional (3D) parametric model is proposed for the Tesla valve by Zhang et al.,
and his group optimized the geometric relationships of Tesla valve [22]. De Vries et al. [23]
designed a new Tesla valve and symmetrically integrated it into a single rotating pulsating
heat pipe (PHP). They then investigated the flow characteristics and thermal performance
of the PHP. Bao et al. [24] designed a novel Tesla valve with a special tapering/widening
structure, analyzed and compared it with other types of Tesla valve, to find which showed
a superior absolute pressure drop ratio. Monika et al. [25] developed a multi-stage Tesla
valve configuration to enhance heat transfer. Zhang and his colleagues [26] designed a
multistage pressure-reducing valve; the valve combined a Tesla-type orifice valve and a
sleeve pressure structure valve. In this study, the influences of working parameters on
fluid pressure and velocity distributions were analyzed. Qian et al. [27,28] performed
simulations for hydrogen reverse flow in a multi-stage Tesla valve. They summarized the
power–law relationship in the flow rate, the number of stages, and the pressure ratio, and
evaluated them using Mach number, turbulent dissipation rate, and blown-barrel loss as
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criterions. Jin and his team [29] studied the influence of different structural parameters
of a single-stage Tesla valve on the hydrogen pressure reduction. The results show that a
smaller hydraulic diameter, a smaller inner curve radius, and a larger valve angle could
provide a higher pressure drop at a larger inlet velocity. Qian and Jin et al. [27,29] predicted
the physical properties of the ideal gas EoS during simulation. However, since the ideal gas
EoS does not take into account the effect of intermolecular potential energy, it will produce
large errors under high-pressure conditions.

As mentioned above, several studies were conducted on Tesla valves as well as multi-
stage pressure-reducing structures. However, studies connecting the Tesla valve to the
traditional perforated plate structure are seldom found. The actual gas EoS refers to the
mathematical expression of the functional relationship between the state parameters when
a certain amount of gas reaches equilibrium state. The ideal gas completely ignores the
interaction between gas molecules and cannot explain phenomena such as gas–liquid
change and throttling in which molecular forces play an important role. However, the
hydrogen depressurization system operates at very high pressures under which the ideal
gas EoS may produce large errors. Additionally, Peng–Robinson (PR) EoS, a real gas EoS, is
simple to calculate and accurate to the physical property of pure gas. Some studies on flow
and heat transfer under complex conditions offer a great help to this paper’s investigation
of the flow through the Tesla-type orifice structure. Rezaei et al. [30] studied electro-osmotic
flow of an aqueous solution of NaCl using the molecular dynamics simulation to investigate
the effects of the electric field and temperature on the flow properties. Toghraie et al. [31]
conducted a simulation to study boiling heat transfer through a volume fraction (VOF)
method, and they also studied the quench phenomena through a fluid jet on a hot horizontal
surface. Li and his co-workers [32] investigated the fluid flow and heat transfer using two-
phase approach mixed convection of a non-Newtonian nanofluid in a porous H-shaped
cavity. These studies showed that the simulation technology was able to simulate the fluid
flow through complex geometric conditions.

In this paper, a 3D CFD model integrated with the PR real gas EoS was proposed
to investigate the pressure decrease in a new Tesla-type orifice structure. The traditional
perforated plate structure is displaced by a flow channel with Tesla valves in the hydrogen
pressure reduction system. The structure (Tesla-type orifice plate structure) consists of
multiple Tesla valves in parallel to achieve higher pressure reduction. In addition, the
optimization for the Tesla valve is undertaken to improve the characteristics of the backflow
impact in its flow channel. Furthermore, a two-stage Tesla-type orifice plate structure,
which comprises two Tesla in series, is introduced. The effects of structural parameters
on the flow characteristics are investigated to obtain better depressurization performance.
This research offers technical support for HFCVs.

2. Numerical Methods
2.1. Governing Equations

The CFD software ANSYS-Fluent is employed for the numerical solution. ANSYS-
Fluent uses the finite volume method to discretize the governing differential equations of
fluid flow based on the Navier–Stokes (N–S) equation, which involves the solution of mass,
momentum, and energy conservation equations [33], as expressed in Equations (1)–(3).

∂ρ

∂t
+∇·(ρν) = 0 (1)

∂

∂t
(ρν) +∇·(ρν) = −∇·p +∇·τ + ρg (2)

∂

∂t
(ρE) +∇·[ν(ρE + p)] = ∇·(ke f f ∆T − τν) (3)
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where ρ is the density, t the time, ν the velocity vector, p the pressure vector, τ the viscous
stress tensor, g the gravitational acceleration, E the total energy per unit control body, and
keff the effective thermal conductivity.

2.2. Turbulence Model

An appropriate turbulence model is crucial to simulate hydrogen flow with high
compressible pressure gradient. As the influence of the compressibility on turbulence
dissipation cannot be explained by the standard k-ε model [34], the realizable k-ε model
is applied in this work. In practice, the realizable k-ε turbulence model [35] has been
successfully used in various flows, such as separated flows, channel and boundary layer
flows, and rotating homogeneous shear flows. Particularly, the realizable k-ε model can
better predict the diffusion rates of axisymmetric and planar jets. The realizable k-ε model
is described as:

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε−YM + Sk (4)

∂

∂t
(ρε) +

∂

∂xj

(
ρεuj

)
=

∂

∂xj

[(
µ +

µt

σε

)
∂ε

∂xj

]
+ ρC1Sε− ρC2

ε2

k +
√

υε
+ C1ε

ε

k
C3εGb + Sε (5)

where Gk denotes the generation of turbulence kinetic energy owing to the average velocity
gradients; Gb represents the generation of turbulence kinetic energy owing to buoyancy;
YM is the contribution of the fluctuating dilatation incompressible turbulence to the overall
dissipation rate; C2 and C1ε are constants; σk and σε are the turbulent Prandtl numbers for
k and ε, respectively; and SK and Sε are user-defined source terms.

2.3. PR EoS

An accurate prediction of the thermodynamic properties of the fluid is essential to
achieve satisfactory accuracy in the CFD model. In this study, a real gas Eos, i.e., the PR
EoS, is applied to predict better thermodynamic properties of high-pressure hydrogen. The
PR EoS [36] is illustrated by:

P =
RT

ν− b
− a(T)

ν2 + 2bν− b2 (6)

b = 0.0778
RTc

Pc
(7)

a(T)= 0.45724
R2T2

c
Pc

[1 + n(1− (T/Tc)
0.5]

2
(8)

n = 0.37464 + 1.54226ω− 0.26993ω2 (9)

where R represents the universal gas constant, ν the molar volume, Pc the critical pressure,
Tc the critical temperature, and ω the eccentricity factor of the gas.

Hydrogen densities at various conditions, which are adopted from the experimental
data of Michels et al. [37] are utilized to evaluate the accuracy of the PR EOS. Figure 1
shows the comparison between experimental data and EoS predictions. It is obvious
that the ideal gas EoS will cause large discrepancies at high pressures. The densities
calculated by PR EOS are consistent with the measurements and the maximum relative
error is 3.8%. GERG-2008 (Groupe Européen de Recherches Gazières) EoS [38] performs
slightly better than the PR EoS at higher pressures. However, comparing to the PR EoS,
it is much more time-consuming to solve the GERG-2008 EoS at runtime during the 3D
CFD simulations; therefore, it is an adequate choice to employ PR EoS in the simulations to
ensure acceptable accuracy.
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Figure 1. Comparison between different equations of state and experimental hydrogen thermophysi-
cal parameters.

2.4. Verification of the Numerical Methods

As measured data of hydrogen through the Tesla-type channel is scarce, the experiment
performed by Liu et al. [39] for water flowing through Tesla-type channel is used for model
validation. Figure 2a shows a structured hexahedral mesh generated for the single stage
Tesla-type channel used in the experiment. The mesh independence was verified using
meshes with different numbers of cells. Figure 2b shows the predicted pressure reduction
with increasing cell numbers. It was found that the pressure reduction did not change much
when the number of cells increased to 1.379 million; therefore, the grid with 1.379 million
cells was used for the validation simulation. To ensure the accuracy of simulation results,
grid-independent verification has been carried out for all subsequent simulations.

The experimental and simulated pressure reduction for different inlet flow rates are
shown in Figure 3. It displaces a great consistency between prediction and measurement.
The CFD model somewhat over-predicted the pressure reduction. The largest relative error
between the results from simulation and observation is 4.48%, indicating that the CFD
model can produce satisfactory prediction of fluid flow in a Tesla-type channel.

2.5. Computational Domain and Boundary Conditions

The benchmark structure of the traditional orifice plate valve was introduced and
analyzed by Chen et al. [16,17]. For a better pressure reduction effect, Tesla-type chan-
nels are integrated into a conventional orifice plate structure to form a novel hydrogen
depressurization structure. Figure 4a shows the structure of the traditional orifice plate
valve. The central flow domain is a 200 mm diameter circular channel with a 50 mm
long inlet section, a 450 mm long outlet section, and a 25 mm thick orifice plate. There
are 37 holes on the plate which are staggered in equilateral triangles (see Figure 4b). In
Figure 4a, Point A is where the orifice plate connected to the inlet section, while Point B is
where the orifice plate connected to the outlet section. A Tesla-type channel usually has
a good effect on pressure reduction. The pressure reduction performance can be further
optimized when Tesla-type channels are integrated into conventional orifice plate struc-
tures. Figure 4c shows a modified structure which replaces the straight orifice flow channel
with a Tesla-type channel in a traditional orifice plate. This Tesla-type orifice structure
uses a circular channel with a diameter of 5 mm, so as to better couple with the main flow
channel. Other structural parameters of the Tesla-type channel are: inlet length: L1 = 5 mm;
outlet length: L2 = 5 mm; side straight channel length: L = 10 mm; the angle between side
channel and main channel: α = 45◦; the angle between bending channel and main channel:
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β = 130◦; and the radius of the curve in the circular section: R = 2.5 mm. In Figure 4c, Point
C is where the Tesla-type channel connected to the inlet section, and Point D is where the
Tesla-type channel connected to the outlet section. Due to the symmetrical geometry, the
computational domain uses half of the Tesla-type orifice structure.

Figure 2. Computational mesh and grid-independence study. (a) Mesh for the single stage Tesla-type
channel. (b) Pressure reduction between inlet and outlet under different grid densities.

Figure 3. Pressure reduction: predicted vs. measured.
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Figure 4. Computational domain and meshing. (a) Schematic of the fluid domain of conventional
orifice plate structure. (b) The distribution of holes on the plate. (c) Schematic of fluid domain of the
Tesla-type orifice structure. (d) Mesh division of Tesla-type orifice structure.

The boundary conditions for conventional orifice plate structure and Tesla-type orifice
structure are similar, which are defined as (see Figure 4): (a) inlet: mass flow inlet (flow
rate Qm) with a constant temperature (300 K); (b) outlet: pressure outlet with a 0.2 MPa
constant pressure; (c) symmetry plane: symmetrical impermeable boundary conditions
with zero gradients of all variables; and (d) adiabatic wall boundary conditions specified to
other boundary surfaces.

As the orifice plate has a relatively complex structure, a non-structural tetrahedral
mesh was generated for the computational domain, as shown in Figure 4d. Mesh refinement
was applied around the Tesla-type channel. Additionally, the energy residuals are 10 to
the minus 6, and everything else is 10 to the minus 3. Key information of the model
implementation is shown in Table 1.
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Table 1. Key information of the model implementation.

Computational Time Number of Iterations Convergence Criteria

40–80 h/case 20 1 × 10−6/1 × 10−3

3. Results and Discussion
3.1. Distribution of Pressure and Density

The pressure distributions for traditional orifice plate structure and Tesla-type ori-
fice structure on the symmetry plane under different inlet mass flow rates are shown in
Figures 5 and 6, respectively. It is found that the pressure reduction varies with inlet mass
flow rate Qm for both structures. As shown in Figure 5a for the conventional orifice plate
structure at Qm = 0.02 kg s−1, the maximum pressure gradient mainly occurs at Point A
(refer to Figure 4a). At Qm = 0.1 kg s−1 (Figure 5b), the pressure begins to change dra-
matically at the location of the plate orifice. In general, there is a continuous pressure
distribution between the orifice plate and outlet section when Qm is less than 0.1 kg s−1.
When Qm increases to 0.5 kg s−1 or 1 kg s−1 (Figure 5c,d), step change in pressure gradient
occurs at the connection between the orifice plate and outlet section. When Qm = 0.5 kg s−1

(Figure 5c), a small annular region with sudden pressure reduction is observed at Point B
(refer to Figure 4a). The conventional orifice plate structure reduces the size of flow channel
to throttle the hydrogen to achieve the pressure reduction. As shown in Figure 6, the Tesla-
type orifice structure can achieve higher pressure reduction due to the increased resistance
in the structure. Figure 6 shows that the pressure reductions are not only observed at
connections between the Tesla channel and the inlet and outlet sections (Points C and D in
Figure 4c), but also great pressure reduction can be seen between two stages of the Tesla
channel. It is worth noting that the low-pressure zone at Point D shown in Figure 6a,b
disappears with the rise of mass flow rate.

Figure 5. Pressure distribution on the symmetry plane for conventional orifice plate under different
mass flow rates (pressure in Pascal). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1. (d)
Qm = 1 kg s−1.
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Figure 6. Pressure distribution on the symmetry plane for the Tesla-type orifice structure under differ-
ent mass flow rates (pressure in Pascal). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

Figures 7 and 8 are the density distributions for the traditional orifice plate structure,
as well as the Tesla-type orifice structure. The reduction in hydrogen pressure leads to the
reduction in density. When the flow rate increases, the pressure and density gradients in
the flow field increase. It is seen that the pressure greatly influences hydrogen density. This
highlights the necessity of using real gas EoS in the simulation. In the Tesla-type orifice
structure, the pressure varies in the channel due to the impact of the bending section. This
is also reflected in the variation in the density.

3.2. Analysis of Mach Number and Turbulence Intensity

Figure 9 shows the Mach number distribution in the conventional orifice plate structure
under different inlet mass flow rate conditions. Similar Mach number distributions were
observed when the inlet mass flow rates were Qm = 0.02 and 0.1 kg s−1. Under both mass
flow rates, the Mach number is less than 1 throughout the flow domain. When hydrogen
passes Point A, after adiabatic expansion, the pressure energy is converted into kinetic
energy. This is reflected in the sudden decrease in the pressure and sharp rise in the
velocity/Mach number. After entering the outlet section, the jet boundary is restricted by
decreasing kinetic energy and velocity. The Mach number is distributed in such a way
that the area near the wall is small and the area in the middle flow domain is large. As
the mass flow rate rises to 1 kg s−1, the downstream jet flow affected area increases as
well. When Qm = 0.02 kg s−1, Mach numbers in the traditional orifice plate structure and
Tesla-type orifice structure are less than 0.3 while hydrogen behaves as a subsonic flow.
When Qm rises to 0.5 or 1 kg s−1, the traditional orifice plate structure and the Tesla-type
orifice structure have a supersonic flow at Point B and Point D. The hydrogen flows from
the inlet section into the channel with abruptly decreasing area and then flows into the
outlet section with much larger area. The flow is similar to that in a Laval nozzle [40].
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Figure 7. Density distribution on the symmetry plane for conventional orifice plate structure un-
der different mass flow rates (density in kg m−3). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1.
(c) Qm = 0.5 kg s−1. (d) Qm = 1 kg s−1.

Figure 8. Density distribution on the symmetry plane for Tesla-type orifice structure under different
mass flow rates (density in kg m−3). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.
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Figure 9. Mach number distribution on the symmetry plane for the conventional orifice plate structure
under different mass flow rates. (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

As shown in Figures 9 and 10, hydrogen is accelerated to the speed of sound in both
the conventional orifice plate and the Tesla-type channels. Eventually, supersonic speed is
achieved at the outlet section with an expanded cross-section. For both structures, it can be
found that when Qm = 0.5 and 1 kg s−1, there is an area at Point B and Point D with low
pressure and large Mach number. It is evident that expansion waves are generated here. In
the Tesla-type orifice structure, the larger Mach number in the bending channel indicates
that the velocity in the bending channel is higher than that in the straight channel, as the
hydrogen flows more easily in the bending channel. When the hydrogen with high velocity
flows out from the bending channel, it will impede the hydrogen in the straight channel,
reducing the flow rate of hydrogen in the straight track and lowering the Mach number. The
Mach number distribution in the outlet section of the Tesla-type orifice structure is clearly
different from that of the conventional orifice plate structure. The Mach number near the
lower part is larger than that in the upper part. The comparison between Figures 9 and 10
demonstrates the area of the Tesla-type orifice structure with a Mach number greater than 1
is smaller than that of the traditional orifice plate structure. This indicates that the Tesla-
type orifice structure reduces the area of fluid with high velocity, which can also help
achieve better pressure reduction.

Figures 11 and 12 show the turbulence intensity on the symmetry plane of the con-
ventional orifice plate structure and the Tesla-type orifice structure, respectively. We can
see that the maximum turbulence intensity increases with the inlet mass flow rates. As Qm
reaches 0.02 and 0.1 kg s−1, the maximum turbulence intensity of the conventional orifice
plate structure appears at Point A. The turbulence intensity at Point B is much higher than
that at the end of outlet section. As Qm = 0.02 kg s−1, the jet of each plate orifice at the exit
has less influence on each other. The turbulence intensity between the two plates is smaller
and the velocity of the hydrogen jet is lower. Additionally, the velocity gradient in this area
is low because the diversion effect between the two jets of the plate orifice is small. When
Qm = 0.1 kg s−1, the area of low turbulence intensity zone between the plate orifice exits
decreases as the plate orifice exit velocity becomes larger. As Qm reaches 0.5 and 1 kg s−1,
the maximum turbulence intensity of the conventional orifice plate structure appears at
Point B and near the wall.
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Figure 10. Mach number distribution on the symmetry plane for Tesla-type orifice structure un-
der different mass flow rates. (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

Figure 11. Turbulence intensity distribution on the symmetry plane for the conventional orifice
plate structure under different mass flow rates (%). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1.
(c) Qm = 0.5 kg s−1. (d) Qm = 1 kg s−1.
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Figure 12. Turbulence intensity distribution on the symmetry plane for the Tesla-type orifice structure
under different mass flow rates (%). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

As shown in Figure 12, the maximum turbulence intensity in the Tesla-type orifice
structure appears at Point D. The maximum turbulence intensity is observed at the upper-
most plate orifice exit when a supersonic flow occurs there. The turbulence intensity is
more significant in the exit section of the Tesla-type orifice structure near the upper wall.
It is found that changes in hydrogen flow rate, as well as changes in the structure, affect
turbulence intensity. Comparison of Figures 11 and 12 shows that the Tesla-type orifice
structure is easier to enable the formation of vortices due to higher turbulent intensity
induced; this is mainly because the Tesla-type orifice structure makes it easier for the
fluid to enter the bending channel. The interaction between the fluid in straight and the
bending channel results in the increase in turbulent intensity and also leads to the abrupt
pressure drop.

4. Optimization of Tesla-Type Orifice Structure
4.1. Optimization Methods

The above study shows that a higher pressure-reduction performance can be achieved
by replacing the conventional orifice plate structure with a simple orifice plate integrated
with a Tesla-type orifice structure flow channel. In order to achieve a better performance
on pressure reduction, the structure of a Tesla-type orifice can be further optimized by
improving the Tesla-type channel. Figure 13a shows the improved Tesla-type orifice
structure flow path. The pressure reduction performance of the Tesla-type orifice structure
is investigated. The above study illustrates the main reason that a Tesla valve can reduce
pressure is that its bending channel has an impeding effect on the flow in the straight
channel. To enhance the flow impeding effect, a novel construction was introduced at
the junction of the bending and straight channels. In the new structure, the flow in the
bending channel was brought to interact with the flow in the straight channel earlier (see
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Figure 13a). The angle β between the main channel and the bent channel was increased.
These modifications increase the impeding effect of the return flow in bending channel. In
the new structure, L3 = 8.6 mm (Figure 13a).

Figure 13. Improved Tesla-type channel and two-stage Tesla-type orifice structure. (a) Improved
Tesla-type channel. (b) Two-stage Tesla-type orifice structure.

In addition to the improvement in the Tesla-type channel, another set of parallel
Tesla-type channels was introduced to the Tesla-type orifice structure, which forms a
two-stage Tesla-type orifice structure, as shown in Figure 13b. The lengths of the inlet
section, the primary outlet section, and the secondary outlet section are 50, 100, and
200 mm, respectively. The main flow channel is also a circular channel with a diameter of
200 mm. Additionally, half of the proposed structure is used as the computational domain
(Figure 13b).

To evaluate the pressure reduction performance of the improved Tesla-type orifice
structure, the same mass flow rates of 0.01, 0.1, 0.5, and 1 kg s−1 and outlet pressure of
0.2 MPa are used for the CFD simulations.

4.2. Flow Field Analysis of the Two-Stage Tesla-Type Orifice Structure

Figure 14 shows the pressure distribution on the symmetry plane of the two-stage
Tesla-type orifice structure under different inlet mass flow rates. It is found that the pressure
in the orifice structure reduces several times. In addition to the pressure reduction when
entering the Tesla-type flow channel orifice in the inlet section, a significant pressure
reduction can be seen each time when hydrogen flows through the junction of the bending
and straight channels. In each outlet section of the two-stage Tesla-type orifice structure, the
pressure of hydrogen is evenly distributed with minimal variation. As the mass flow rate
increases, the pressure reduction in the orifice structure increases continuously. Compared
to Figure 6, it is obvious that the improved Tesla-type orifice structure achieved better
pressure reduction performance. Additionally, the pressure in the improved Tesla-type
orifice structure was reduced much more smoothly.
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Figure 14. Pressure distribution on the symmetry plane for the two-stage Tesla-type orifice structure
under different mass flow rates (Pressure in Pascal). (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1.
(c) Qm = 0.5 kg s−1. (d) Qm = 1 kg s−1.

The Mach number distributions are shown in Figure 15. As the inlet mass flow
rate increases, the maximum Mach number in the two-stage Tesla-type orifice structure
gradually increases. When Qm = 0.02 kg s−1, the largest Mach number appears behind the
bending channel of the second stage. This is caused by the sharp decrease in pressure and
the rise in velocity at this location because of the hydrogen in the bending channel joining
the hydrogen from the straight channel. There is limited difference in Mach numbers
between the two stages of Tesla-type channels. When Qm = 0.1 kg s−1, the maximum Mach
number appears at the rear position of the bending channel of the second stage of the new
orifice channels. This indicates that the velocity is higher at the second stage of Tesla-type
orifice structure, implying more pressure reduction. When Qm rises to 0.5 and 1 kg s−1, a
supersonic flow occurs in the two-stage Tesla-type orifice structures. The hydrogen gas
flows out of the second stage Tesla-type channels with a sudden increase in cross-section
area. An expansion wave is generated, causing a sudden increase in flow velocity, with
maximum Mach numbers observed near the channel exits.

Figure 16 shows the relative magnitude of maximum Mach number for four types of
valves under different mass flow rates. In Figure 16, F-1 represents the conventional orifice
plate structure, F-2 the original Tesla-type orifice structure, F-3 the one-stage improved
Tesla-type orifice structure, and F-4 the two-stage optimized Tesla-type orifice structure.
Figure 16a shows that, when the traditional orifice plate structure is replaced by the Tesla-
type orifice structure, up to 0.5 kg s−1 mass flow rate, there is a relatively large growth
in Mach number; however, a further increase in the mass flow rate causes very limited
improvement in the Mach number. When Qm = 1 kg s−1, the Mach number of Tesla-type
orifice structure becomes smaller than that of the conventional orifice plate structure. A
similar trend is demonstrated in Figure 16c, but the growth in mass flow rate will result in
a greater reduction in Mach number for the one-stage improved Tesla-type orifice structure.
Figure 16b demonstrates that the one-stage improved Tesla-type orifice structure initially
shows a larger Mach number than the original Tesla-type orifice structure; however, the
growth in the mass flow rate will lead to a Mach number smaller than that of the original
Tesla-type orifice structure. Figure 16d shows that, when the mass flow rate is less than
0.1 kg s−1, the two-stage Tesla-type orifice structure has a slightly larger Mach number
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than the one-stage one. However, the increase in the mass flow rate will soon cause a
smaller Mach number for the two-stage Tesla-type orifice structure. Overall, for most of the
mass flow rates, the two-stage Tesla-type orifice structure shows a smaller maximum Mach
number. This proves that the two-stage Tesla-type orifice structure is an effective way to
obtain the same pressure reduction with lower Mach number.

Figure 15. Mach number distribution on the symmetry plane for the two-stage Tesla-type orifice struc-
ture under different mass flow rates. (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

Figure 17 demonstrates the pressure on the centerline of the symmetry plane of the
four structures. The change in hydrogen pressure due to the difference in the structure is
well reflected. In Figure 17, X = 0 corresponds to where the inlet section is connected to
the plate orifice and positive X corresponds to the flow direction of hydrogen. It is shown
in Figure 17 that, for all four types of pressure reduction valves, higher inlet mass flow
rate leads to higher pressure reduction. Among these valves, the conventional orifice plate
structure has the worst pressure reduction performance. Comparison between the original
and the optimized Tesla-type orifice structures shows that the first stage pressure reduction
is formed when the hydrogen enters the plate orifice, and the subsequent two stages of
pressure reduction is due to the flow channel characteristics of Tesla valve structure. The
investigation reveals that the optimized Tesla-type orifice structure does improve the effect
of impeding flow and obtained better pressure reduction performance.

It can also be seen from the figure that, for the Tesla-type valves, as Qm reaches 0.02 and
0.1 kg s−1, the hydrogen pressure experiences a recovery before the hydrogen enters the
outlet section. This is different from the pressure recovery for Qm = 0.5 and Qm = 1 kg s−1.
When Qm = 0.5 and Qm = 1 kg s−1, low-pressure sectors are formed due to the expansion
when hydrogen enters the outlet section, and the pressure recovery curve is smoother. In
contrast, when Qm = 0.02 and 0.1 kg s−1, the pressure recovery is due to the vortex formed
at the intersection of the bending and straight channels, and the pressure recovery curve is
sharper than that for higher inlet mass flow rates.
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Figure 16. Relative change in Mach number of four structures under different mass flow rates.
(a) Relative change in Mach number between F-1 and F-2. (b) Relative change in Mach number
between F-2 and F-3. (c) Relative change in Mach number between F-1 and F-3. (d) Relative change
in Mach number between F-3 and F-4.

Figure 18 shows the comparison of the pressure reduction performance of the four struc-
tures at different inlet mass flow rates. The pressure reduction is enhanced when the straight
channel in the traditional orifice plate structure is replaced by the Tesla valve flow channel
(Figure 18a). When Qm reaches 0.02 kg s−1, there is an up to 170% increase in the magnitude
of pressure reduced. As the mass flow rate increases, the relative increase in the magnitude
of pressure reduction across the Tesla-type orifice structure decreases. At Qm = 0.5 kg s−1,
the downward trend slows down after the appearance of the supersonic flow. Similarly,
the improved Tesla-type orifice structure achieved better pressure reduction performance
than the conventional orifice plate structure. However, at Qm = 0.02 kg s−1, it achieved a
237% increase in the magnitude of pressure reduced compared to the conventional orifice
plate structure.

In Figure 18b, the pressure reduction performance between the original and improved
Tesla-type orifice structures is compared. It indicates that the one-stage improved Tesla-
type orifice structure achieved further pressure reduction. For Qm < 0.1 kg s−1, the growth
rate of the relative pressure reduction in the one-stage improved Tesla-type orifice struc-
ture becomes more significant than that of the original Tesla-type orifice structure. When
supersonic flow presents in the orifice structure, the relative increase in the magnitude
of pressure reduction in the one-stage improved Tesla-type orifice structure shrinks. As
shown in Figure 18d, the two-stage improved Tesla-type orifice structure shows obvious
improvement in the pressure reduction performance compared to the one-stage one. How-
ever, the relative increase in the pressure reduction magnitude reduces with the increase
in mass flow rate. When supersonic flow forms in the valve, the relative increase in the
pressure reduction magnitude reduces to its minimum value. Under this situation, increase
in the mass flow rate will result in the increase in pressure reduction magnitude. Overall, it
is found that the improved Tesla valve is able to achieve better pressure reduction perfor-
mance than the original Tesla valve. Under a low inlet mass flow rate, a second stage of
Tesla valve can be introduced to further improve the pressure reduction performance.
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Figure 17. Pressure distribution on the centerline of the symmetry plane for the four structures
under different mass flow rates. (a) Qm = 0.02 kg s−1. (b) Qm = 0.1 kg s−1. (c) Qm = 0.5 kg s−1.
(d) Qm = 1 kg s−1.

Figure 18. Comparison of pressure reduction performance of four structures. (a) F-1 and F-2 pressure
reduction. (b) F-2 and F-3 pressure reduction. (c) F-1 and F-3 pressure reduction. (d) F-3 and F-4
pressure reduction.
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5. Conclusions

In this work, a novel Tesla-type orifice structure used for high-pressure hydrogen
depressurization in HFCVs is proposed. The cylindrical channel in a traditional orifice
plate structure is replaced by a Tesla valve flow channel. It is found that the pressure
reduction performance could be improved significantly without a significant increase in
size. The flow impeding effect of the Tesla-type orifice structure is primarily responsible for
the pressure reduction improvement. To enhance the flow impeding effect, modifications
are introduced to the Tesla-type channel and the pressure reduction performance has been
further improved. It can be concluded that:

(1) In contrast to the conventional orifice structure, the Tesla-type orifice structure has
a better performance on pressure reduction. Modifications introduced to the Tesla
channel can further improve the pressure reduction performance. Under an inlet mass
flow rate of 0.02 kg s−1, the pressure reduction can be increased by 237% compared to
the conventional orifice structure;

(2) To further improve the pressure reduction performance, a second set of Tesla-type
channels can be introduced to form a two-stage Tesla-type orifice structure. Addition-
ally, the angle β between the bent channel and the main channel increased by more
than 130◦ and L3 reduced to 8.6 mm in the two-stage Tesla-type orifice structure;

(3) Under the same mass flow rate, the maximum Mach number in the Tesla-type orifice
structure is greater than that in the conventional orifice plate structure before the
occurrence of supersonic flow. A lower Mach number can alleviate the start-up noise
of fluid flow and save energy. When the supersonic flow is formed, the Tesla-type
orifice structure shows a similar or smaller maximum Mach number. The two-stage
Tesla-type orifice structure can effectively reduce the maximum Mach number with
the same pressure reduction;

(4) Due to the asymmetry of the Tesla-type orifice structure, hydrogen flows towards the
lower wall when entering the outlet section, producing a wall-fitting effect on the
lower wall surface. The vortex can lead to mechanical energy consumption because it
generally aggravates the turbulence of the hydrogen flow. A large vortex is formed in
the upper area of the outlet chamber with a low turbulence intensity. In contrast to the
traditional orifice plate structure, the Tesla-type orifice structure shows less vortices
in the high turbulence intensity region, reducing energy consumption.
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Nomenclature

C2C1ε Constants
E Total energy per unit control body
g Gravitational acceleration
Gk Generation of turbulence kinetic energy due to the mean velocity gradients
Gb Generation of turbulence kinetic energy due to buoyancy
keff Effective thermal conductivity
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L2 Outlet length
p Pressure vector
Pc Critical pressure
Qm Flow rate
R Universal gas constant
t Time
Tc Critical temperature
v Velocity vector
v Molar volume

YM
Contribution of the fluctuating dilatation incompressible turbulence to the
overall dissipation rate

Greek symbols
α Angle between side channel and main channel
β Angle between bending channel and main channel
ρ Gas density
τ Viscous stress tensor
σk σε Turbulent Prandtl numbers for k and ε

ω Eccentricity factor of the gas
Abbreviations list
EoS Equation of State
PHP Pulsating Heat Pipe
2D/3D two-dimensional/three-dimensional
PR Peng–Robinson
GERG-2008 Groupe Européen de Recherches Gazières
HMPRV High-level Multistage PRV
CFD Computational Fluid Dynamic
PRVs Pressure Reducing Valves
HFCVs Hydrogen Fuel Cell Vehicles
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Abstract: Gears are usually measured by the contact metrology method in gear measuring centers or
coordinate measuring machines. Recently, three-dimensional (3D) optical scanning, a non-contact
metrology method, has been applied in the industry as an advanced measurement technology mainly
due to its high efficiency. However, its applications to gears with complicated geometry, such as
face gears, are still limited due to its relatively low accuracy and the void of related measurement
solutions. In this work, an accurate measurement solution with 3D optical scanning is proposed for
the tooth surface deviations of orthogonal face gears. First, point cloud collection is carried out by
the 3D scanner. Furthermore, the measurement solution is implemented with a three-stage algorithm
by aligning point clouds with the design model. Subsequently, 3D modeling is studied by numbering
the points and reconstructing the real tooth surfaces. An example with a measurement experiment
and loaded tooth contact analysis is given to show the validity of the proposed method.

Keywords: face gears; 3D optical scanning; point clouds; tooth surface deviations; loaded tooth
contact analysis

1. Introduction

Face gears [1–4] have been applied in some transmission systems due to the advan-
tages of smooth transmission, large coincidence, and small footprint. Compared with the
bevel gear drives, face gear drives have smaller axial forces and lower sensitivity to axial
installation errors. Moreover, the support apparatus of face gear drives can be designed
in a relatively more compact way than spiral bevel gear drives, and it can significantly
save weight. The above strengths make face gears receive attention and research. Some
car companies, such as Audi, have developed the advanced technology of face gears and
applied it to automobile differentials. In the aerospace industry, face gears have been
successfully used in helicopter transmission systems. More types of face gears are studied
nowadays. According to the macroscopic form of the tooth surface, the types of face gears
can be divided into spur face gears, helical face gears, conical face gears, worm face gears,
asymmetric helical face gears [5,6], and so on. The performance of face gear drives is
constantly improved, and the application scenarios are wider.

In terms of processing, face gears can be machined by grinding, CNC plunge milling,
hobbing, and other processing methods [7–9]. The spur face gears, a simple type of
face gears, can reach the desired accuracy level in the aerospace industry by grinding
with “grinding-measurement-correction” [10,11]. The precision grade is evaluated by the
measurement, so the reliable measurement of face gears is the basis of the correction of the
machine tool settings in the processing. The measurement method of face gears generally
adopts the contact measuring machines [12–14], such as coordinate measuring machines
(CMMs) and gear measuring centers (GMCs). CMMs are universal measuring tools and can
measure various workpieces. GMCs are specialized machines for measuring gears, which
are made by adding rotary tables to CMMs. They both utilize the touch signal emitted by a
probe when the tip ball comes into contact with the surface of a workpiece and records the
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probe coordinates at that time. The recorded coordinates are not valid points on the surface
of the workpiece due to the signal delay, the inaccurate measurement coordinate system,
and the radius of the probe, so the measured data need to be compensated further by the
numerical algorithm.

The real face gears are the workpieces after processing, and they usually contain
machining errors, which will affect the meshing performance. During the meshing process,
the tooth surfaces of face gears and pinions will contact at a point at one moment, and the
contact path will generate by connecting all contact points at every moment. Tooth surface
deviations will alter the original tooth surface morphology, which will change the original
contact path and further has a significant impact on the meshing performance of gear
drives. In the industry, the meshing performance of real face gears can usually be analyzed
by roll testing experiment, but this method is costly and timely. Therefore, some scholars
have conducted tooth contact analysis for the real tooth surfaces, reconstructed with the
measured data using CMMs or GMCs. Wang et al. [15] used the compensated measured
data to reconstruct the tooth surface of face gears and conducted the digital tooth contact
analysis using the proposed robust algorithm. Lin et al. [16] presented a least rotation angle
method and the improved quad-tree search algorithm to compute the contact pattern and
transmission error of a single flank fitted by the data measured on GMCs. Din et al. [17]
proposed a collaborative manufacturing system for hypoid gears based on data-driven
programming that the data are collected using CMMs, and the machine setting is modified
by the tooth geometric and meshing performance.

The above researchers all adopted the contact metrology method. Although the contact
metrology method, with the aid of compensation technology, can reach high accuracy, it
has two disadvantages stated as follows.

(1) The border area of the tooth surface cannot be measured accurately since other
locations would be touched. Moreover, the accuracy of the extrapolation method
is insufficient when reconstructing the tooth surfaces. Hence, it is impossible to
accurately determine whether edge contact occurs during the meshing of the real face
gear drives. Edge contact refers to the meshing of the border areas of the tooth surface
between face gears and pinions, which leads to stress concentration and meshing
impact [18,19]. It will cause obvious vibration and noise during the meshing and
reduces the service life of gears.

(2) The efficiency is low when measuring multiple teeth since every point needs to
be contacted.

3D optical scanning, as a non-contact metrology method, has become a new trend in
measuring the macroscopic morphology of surfaces with the emergence and development
of computer vision [20–22]. Recently, this technique has been studied to inspect and analyze
gear quality. Chen et al. [23] proposed an optical inspection method for tooth surfaces
using the projection moire technique and measured the deviation based on the reference
gear tooth profiles measured by CMM. Gonzalez-Perez et al. [24] performed tooth contact
analysis of cylindrical gears reconstructed from point clouds. Urbas et al. [25,26] studied
improved methods for optical measurement accuracy of spur gears. Three-dimensional
(3D) optical scanning can be a concern by scholars due to the advantages as follows.

(1) As a non-contact metrology method, it is more efficient than the contact metrology
method when measuring multiple teeth.

(2) The collected data using this method obtain the complete geometry of a tooth, in-
cluding the top land surface, the bottom land surface, and both sides of the holistic
tooth surface.

However, 3D optical scanning for measurement has not been widely used in the gear
industry due to the low measurement accuracy. Its accuracy typically varies from 10 µm up
to 100 µm [27–30]. The measurement errors come from two aspects. One is the systematic
errors, and the other is the alignment errors between the measured workpiece and the
design model. The former can only be reduced by upgrading the hardware specifications,
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while the latter can be reduced by alignment using the numerical algorithm. Thus, it
is possible to achieve an accuracy of several microns with some numerical algorithms
for compensation. Moreover, the previous research objects are cylindrical gears, while
geometric characteristics of face gears are different, and the macroscopic morphology of
tooth surfaces is extremely complex.

In order to solve the problem of contact and non-contact metrology method and meet
the increasing need for measuring holistic geometric information, a 3D optical scanning
method is adopted for measuring the tooth surface of orthogonal face gears in this work,
and the measurement solution is presented to ensure the measurement accuracy. In Sec-
tion 2, the method of point cloud collection is introduced, and point clouds are processed by
filtering and down-sampling. In Section 3, the measurement solution for tooth surfaces of
face gears with 3D optical scanning is proposed to obtain the tooth surface deviations based
on the alignment, and three-stage algorithm (3SA) is presented to align three important
features between point clouds and the design model of face gears. In Section 4, the 3D
modeling method is further investigated. An example is given to show the validity of the
measurement solution with 3D optical scanning, and loaded tooth contact analysis (LTCA)
for the real tooth surfaces of face gears by finite element method (FEM) is conducted to
show the influence of the deviations on meshing performance in Section 5.

2. Point Cloud Collection

Point clouds containing the holistic geometry information of face gears can be collected
at a rate of millions of points per second by 3D optical scanning. A way to implement 3D
optical scanning is by binocular fringe projection method [31–34], as shown in Figure 1. The
main principle is to project the fringes generated by the system onto the surface of objects
in the corresponding order. Binocular cameras are applied to take images, and the original
fringes will be found to be deformed due to the height change of the surface of objects. Then,
the phase information of the surface of objects can be solved by the phase-shifting algorithm
with the collected data of the deformed fringes. According to the phase information, the
coordinate value of each point in the space can be calculated by triangulation, and then the
point cloud data of the surface can be obtained. The binocular fringe projection method
has been widely studied, and the detailed implementation methods will not be further
described in the paper.
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Currently, the available 3D scanning technology has been integrated into commercial
equipment by some companies. Choosing the proper scanner equipment is a requirement
for obtaining high-quality point clouds. Generally, the higher the spatial resolution and
measurement accuracy of the equipment, the higher the quality of the collected point
clouds of face gears. This work takes ATOS 3D Scanner to collect point clouds, as shown in
Figure 2a. ATOS 3D Scanner is an industrial optical system with a charge-coupled device
camera at both ends. The measured data by it can be transmitted to the computer, and the
coordinate information of point clouds can be shown in the special software. The main
system configuration is shown in Table 1.
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Table 1. The configuration of ATOS 3D Scanner.

System ATOS 3D Scanner

Camera pixels 2 × 3296 × 2472 pixels
Measuring volumes 38 × 29 × 15 – 2000 × 1500 × 1500 mm3

Point spacing 0.01–0.61 mm
Working distance 490–2000 mm

Projected light source Structured blue light
Operating Temperature 5–40 ◦C

When performing the operation, first ensure that the experiments are in a stable
working environment, such as a stable light and warm-up environment, in which the
measurement results of the 3D scanner are not affected by external factors. Then, the
scanner is set up on the stationary support, and the settings of equipment are adjusted,
such as lens position and aperture size. Subsequently, the scanner needs to be calibrated
with the calibration plates. Through calibration, the system can accurately calculate the
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position of the scanning equipment relative to the scanning objects. Therefore, accurate
calibration is a prerequisite for measurement accuracy. Moreover, the white developers
need to be sprayed onto the face gear tooth surfaces to make them diffuse reflection for
a better quality of point clouds. Since the bottom surface of face gears is the processing
reference with high accuracy, face gears can be placed flat on the workbench when collecting
point clouds, as shown in Figure 2b. Finally, the scanner system can be operated to take
pictures of the workpieces, and the system would automatically obtain the coordinate
data of the workpiece so that it obtains the point cloud data. In Figure 2c, a workpiece
of face gear is being scanned by the 3D scanner, and the point clouds can be seen in the
scanner system.

Subsequently, point clouds would require data processing. As shown in Figure 3a, the
unprocessed point clouds will contain unnecessary point data. Only the points on the tooth
surface are needed, and the other points should be removed. Here take the conditional
filters to remove the outliers. Since the table is horizontal, the high area is the point cloud of
tooth surfaces, and the low area is the point cloud of the conical surface and upper surface.
When setting the appropriate z-value, the two different point clouds could be distinguished.
The needed point cloud of tooth surfaces is shown in Figure 3b. If multiple point clouds
need to be stitched together, the noise points will be generated, and further noise point
reduction is needed with filter algorithms, such as the Gaussian filter [35]. Subsequently,
the data volume of the point cloud can be reduced by the down-sampling method [36], as
shown in Figure 3c. The different grid boxes in the space are divided, and a specific density
of points in the grid is taken.
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3. The Measurement Solution

The point cloud collected in Section 2 is in the measurement coordinate system (MCS),
which is different from the design coordinate system (DCS). DCS is a fixed coordinate
system determined in the design process of face gears, while MCS is the coordinate system
set randomly in the measurement process. In order to obtain the tooth surface deviations
of face gears, the point cloud containing the geometry information must be compared to
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the design model in the same coordinate system. The tooth surface deviation of one point
can be represented as

devi = (pmi − pti) · ni (1)

where pti and ni are the coordinates and the unit normal of one point on the theoretical
tooth surface in DCS, respectively. pmi is the measured point which is in the direction of ni.
Before computing the tooth surface deviations, alignment is required, and the geometric
features between the point cloud and the design model are aligned, which is mathematically
equivalent to transforming the coordinate system. The alignment is taken into three stages:
the alignment for the top land surface, the center of circles, and the tooth surface, as shown
in Figure 4, and 3SA is presented as follows.
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(1) The first stage

The top land surface of the designed orthogonal face gears is a plane, which is parallel
to the xoy plane in DCS, and the points on it are the same z-value. The collected points
on the top land surface will not be the same z-value in MCS for the measurement and
machining errors. Hence, the plane of the measured top land surface is fitted by the
following equation as

zls = axls + byls + c (2)

The subscript ls represents the top land surface of the workpiece, and a, b, c are
the coefficients. The solution can be obtained by solving the overdetermined systems of
equations as

A ·X = b⇔ X =
(

AAT
)−1

ATb (3)

where

X =




a
b
c


, A =




x1 y1 1
x2 y2 1
x3 y3 1
...

...
...

xn yn 1




, b =




z1
z2
z3
...

zn




(4)

(x1, y1, z1), (x2, y2, z2),
(
x3, y3, z3

)
, · · · , (xn, yn, zn) are the coordinates of the points on the

top land surface of the workpiece. Then, the point cloud is translated along the z-axis as

∆z = zls − zt (5)

where zt is the value of the theoretical top land surface along the z-axis in DCS.

(2) The second stage
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The center of circles Ot of the designed face gears is zero point, while the center of
circles Op of the point cloud is set roughly. Hence, they are aligned by the pattern search
technique [37,38]. The maximum and the minimum radius in the point cloud on the xoy
plane are respectively Rrmax and Rrmin, and their coordinates are respectively (xrmax, yrmax,
zrmax) and (xrmin, yrmin, zrmin). The maximum and the minimum radius of the designed
face gears are Rtmax and Rtmin, respectively. The zero point in MCS is set on the inner side
of the point cloud, so the initial value for the translation vector of the point cloud is set by
the following equation as

Ini =

(
(Rrmax − Rtmax)

Rrmax
xrmax,

(Rrmax − Rtmax)

Rrmax
yrmax, 0

)
(6)

The following optimization objective is established as

min f = norm(Rrmax − Rtmax, Rrmin − Rtmin) (7)

Then the optimal solution is searched as follows.
Step 1. Set the initial translation vector q0= Ini, the initial step δ0= 1, the contraction

factor α = 0.6, and the tolerance error ε = 10−6.
Step 2. Let p = qk and j = 1.
Step 3. If f

(
p + δkej

)
< f (p), p = p + δkej and turn to Step 5. Otherwise, turn to Step

4.
Step 4. If f

(
p − δkej

)
< f (p), p = p − δkej and turn to Step 5. Otherwise, turn to

Step 5.
Step 5. If j < n, j = j + 1 and turn to Step 3. Otherwise, qk+1= p and turn to Step 6.
Step 6. If f

(
qk+1

)
< f ( qk), let p = qk+1 +

(
qk+1 − qk

)
, δk+1= αδk, k = k + 1, j = 1

and turn to Step 3. Otherwise, turn to Step 7.
Step 7. If f ( qk) < ε, stop computation, and qk is the optimal solution. Otherwise,

turn to Step 8.
Step 8. If qk+1= qk, let δk+1= αδk, k = k+ 1 and turn to Step 2. Otherwise, let qk+1= qk,

δk+1= δk, k = k + 1 and turn to Step 2.
The optimal solution is obtained through the above steps, as

q∗ = (q1
∗, q2

∗, 0) (8)

where the superscript * represents the optimal solution. Then, the point cloud is translated
according to the optimal solution as follows.

{
∆x = q1

∗

∆y = q2
∗ (9)

(3) The third stage

In the third stage, the points after being processed in the second stage will be aligned
with the theoretical tooth surface. The 5× 9 grid on each side of the measured tooth surface
of a tooth is selected randomly. The grids are translated and rotated around the z-axis. The
transformed grids are represented as

[
ptr
1

]
= Mtr ·

[
pmg

1

]
(10)

where

ptr =




xtr
ytr
ztr


, pmg =




xmg
ymg
zmg


, Mtr =




cos α − sin α 0 dx
sin α cos α 0 dy

0 0 1 dz
0 0 0 1


 (11)
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pmg represents the points on the grids before the transformation, Mtr represents the trans-
formation matrix, and ptr represents the point on the transformed grids. α is the rotation
angle around the z-axis, and dx, dy, and dz are the translation values along the x-, y-, and
z-axis, respectively. They are all chosen as the optimization variables. The reason for
the second translation here is that the data processed in the first two stages will contain
systematic errors from the top land surface and center of circles, so the tooth surfaces need
to be further aligned to reduce the systematic errors.

Then, the rotation radius r and height h of each point of grids can be obtained after
rotating the grids around the z-axis, and the points are mapped to the mapping plane.
Every point on the theoretical tooth surface with the same rotation radius and height is
calculated according to the tooth surface equation, as follows.

{
r(g,i,j) =

√
xtr(g,i,j)(var)2 + ytr(g,i,j)(var)2

h(g,i,j) = ztr(g,i,j)(var)
, g = 1, 2;i = 1, 2, · · · , 5;j = 1, 2, · · · , 9 (12)

{√
px(g,i,j)(uv1, uv2)

2 + py(g,i,j)(uv1, uv2)
2 = r(g,i,j)

pz(g,i,j)(uv1, uv2) = h(g,i,j)
, g = 1, 2;i = 1, 2, · · · , 5;j = 1, 2, · · · , 9 (13)

where the different values of the subscript g represent the grid on the different tooth surfaces
of a tooth. The subscript i and j represent the point number on the grid.

(
px(g,i,j), py(g,i,j), pz(g,i,j)

)

represents the coordinate of the point on the theoretical tooth surface. var represents the
unknown variables (α,dx,dy,dz). (uv1,uv2) represents two unknown variables of the tooth
surface equation. The tooth surface equation of face gears has been derived in our previous
literature [39], and here it is not stated in detail. The vector between the point ptr on the
transformed grid and the corresponding theoretical point ptp can be yielded as

εp(g,i,j) = ptr(g,i,j)(var)− ptp(g,i,j)(var) (14)

In order to achieve the best alignment between the transformed grid and the theoretical
tooth surface, a nonlinear least square minimization optimization is established, and it is
represented as

min fε =
1
2 ∑

g,i,j
εp(g,i,j)(var)Tεp(g,i,j)(var) (15)

The above over-determined nonlinear equation is expanded by second-order Taylor to
transform it into a trust region problem, as

minOεk(d) = fεk +∇ fεk
Td +

1
2

dT∇2 fεkd (16)

where d is the optimal step of the iteration. fεk is the value of fε in the kth iteration. ∇ fεk
and ∇2 fεk are the first and second gradient, respectively. For convenience, ∇ fεk is marked
as gk. Since the calculation for ∇2 fεk is too complex, the approximate Hessian matrix Bk is
used to replace, as

Bk = Jk
T Jk (17)

where Jk is the Jacobi matrix. Subsequently, the trust region dogleg method is used to solve
the optimization function. The optimization problem is represented as

d = argmin fεk + gk
Td + 1

2 dTBkd
s.t.‖d‖ ≤ ∆k

(18)

where ∆k is the trust region radius. The solution to Equation (18) can be given as

d∗ =
{

τ · C, 0 ≤ τ ≤ 1
−C + (τ − 1) · (GN + C), 1 < τ ≤ 2

(19)
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where

C = − gk
Tgk

gk
TBkgk

gk (20)

GN = −(Bk)
−1gk (21)

C is the Cauchy step, and GN is the Gauss-Newton step. τ can be solved by the following
scalar quadratic equation as

‖−C + (τ − 1) · (GN + C)‖2 = ∆k (22)

The ratio ρk is used to measure the approximation between Equations (15) and (18),
as follows.

ρk =
fε(vark)− fε(vark + d)

Oεk(0)−Oεk(d)
(23)

where vark is the value of optimization variables in the kth iteration. When 0.9 < ρk ≤ 1,
the approximation is well and ∆k is increased. When 0.1 < ρk ≤ 0.9, ∆k remains the same.
When ρk ≤ 0.1, ∆k is reduced.

When the optimal solution is solved, the point cloud can be transformed with

Mtr
∗ =




cos α∗ − sin α∗ 0 dx∗

sin α∗ cos α∗ 0 dy∗

0 0 1 dz∗

0 0 0 1


 (24)

4. 3D Modelling

To better visualize the tooth surface deviations using 3D software and further carry
out contact simulation by FEM [40–43], the 3D model of real five-pairs-of-teeth face gears
needs to be modeled. For complex surface reconstruction, non-uniform rational b-spline
(NURBS) [44–46] is the common modeling method. However, the disorderly scattered
points make it difficult to reconstruct the face gear tooth surface accurately. Therefore, it is
necessary to determine the regularly arranged points in the range of the tooth surface and
label the points with serial numbers.

As shown in Figure 5a, the theoretical points arranged equidistantly within the range
of tooth surface are calculated first according to the equation of face gear tooth surface [39],
and (a,b) is used to record the sequence number of points. The nearest points cp from the
point cloud are found by calculating the minim Euler distance E from the theoretical points
tp(a,b), and cp will be numbered as same as tp(a,b), as follows.

minE = ‖cp(a,b) − tp(a,b)‖2
(25)
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The point cloud with numbered points is obtained, as shown in Figure 5b. Subse-
quently, the tooth surface is represented as a bicubic NURBS surface, as

S(u, v) =

m
∑

i=0

n
∑

j=0
Ni,3(u)Nj,3(v)ωi,jdi,j

m
∑

i=0

n
∑

j=0
Ni,3(u)Nj,3(v)ωi,j

(26)

where 



Ni,0(u) =
{

1, ui ≤ u < ui+1
0, otherwise

Ni,p(u) =
u−ui

ui+p−ui
Ni,p−1(u) +

ui+p+1−u
ui+p+1−ui+1

Ni+1,p−1(u), p = 1, 2, 3
(27)





Nj,0(v) =
{

1, vj ≤ v < vj+1
0, otherwise

Nj,p(v) =
v−vj

vj+p−vj
Nj,p−1(v) +

vj+p+1−v
vj+p+1−vj+1

Nj+1,p−1(v), p = 1, 2, 3
(28)

u is along the radius of the face gear, and v is along the depth of the tooth. m and n are the
number of control vertex of u and v, respectively. Set m = 21 and n = 15. ωi,j is the weight
factor. Ni,3 and Nj,3 are the basis functions of u and v, respectively. di,j is the control vertex.

According to Equation (26), a tooth surface can be reconstructed, and a tooth space
surface is composed of two tooth surfaces. Another tooth surface can be reconstructed
by the same method. Then, the tooth space model can be obtained by Boolean operation
between the tooth space and the face gear blank. Further, the 3D model of real five-pairs-
of-teeth face gears can be obtained by segmenting the blank with the other tooth space
surfaces, as shown in Figure 6.
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5. Example and Discussion

Experiment with point cloud collection on the workpiece of face gear machined by
grinding is conducted as stated in Section 2, and the parameters of a face gear are shown
in Table 2. After being downsampled, the point cloud with 40,377 points is obtained.
Subsequently, the point cloud is aligned using the measurement solution proposed in
Section 3. In Figure 7a, the curve of objective value versus iteration number shows that
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the objective value of Equation (7) can reach the set accuracy at the 775th iteration. Then,
the approximation of the solution at each iteration to the solution at the 775th iteration
is defined by the 2-norm distance between them in the parametric space. The curve in
Figure 7b shows that the solution tends to converge. Figure 8a shows that the change of
the objective value of Equation (15) is extremely little after the 1000th iteration, reaching
below 10−4 mm2. Figure 8b shows that the approximation between the solution at each
iteration and the solution at the 1000th iteration is convergent. The convergence accuracy
achieved at the 1000th iteration has almost no effect on the measurement results requiring
micron-level accuracy. The above shows that 3SA has convergence characteristics.

Table 2. The parameters of a face gear.

Parameters Values

Shaper teeth number Ns 22
Pinion teeth number N1 19

Face gear teeth number N2 142
Module m 1.95 mm

Pressure angle of the rack cutter α 25◦

Shaft angle γm 90◦

Inner radius L1 128 mm
Outer radius L2 152 mm
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the algorithm.

As shown in Table 3, the objective value after the second stage of 3SA reaches 9.537× 10−7 mm,
which is a great improvement compared with 0.121 mm at the beginning, and the objective value of
the tooth surface in the third stage increases from 2.23 mm2 to 0.0457 mm2.

Table 3. The comparison of objective value before and after computing in 3SA.

Second Stage Third Stage

Objective value Before 0.868 mm 2.23 mm2

After 9.537 × 10−7 mm 0.0043 mm2

The tooth surface reconstructed from the point cloud is compared with the theoretical
tooth surface in the CATIA, as shown in Figure 9a. When viewing from top to bottom, the
left side of the tooth is defined as the left tooth surface, and the right side is the right tooth
surface. The result is stated as follows.

(1) Maximum deviation, not more than 0.030 mm, is on the border areas. The devia-
tions above 0.022 mm are extremely few, and most are below 0.022 mm.

(2) The tooth surface deviations are inclined. The deviations of the inner side on
the left tooth surface are negative, the deviations of the middle area trend to 0, and the
deviations of the outer side are positive. It indicates that the inner side is overcut, and the
outer side is undercut. While the deviations of the inner side on the right tooth surface are
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positive, and the deviations of the outer side are negative, which indicates that the inner
side is undercut, and the outer side is overcut.

(3) The deviation trends of five teeth are almost the same.
The probable reason for the above result of deviation is that there is an angle error

in the installation of the tool. Compared the measurement result of the proposed method
with that of GMC shown in Figure 9b, the trend of deviation distribution is consistent.
Although the maximum deviation is larger, it is distributed in the border areas that cannot
be measured by GMC. The error between tooth surface deviations obtained by GMC and
the proposed method is less than 7 µm, which meets the measurement requirements for
most face gears. It demonstrates that the measurement solution with 3D optical scanning
is valid.

Moreover, the measurement solution proposed in the paper can show deviations in
the border areas and more details of deviations. For example, the deviations increase
significantly in some local areas shown in Figure 9a, which may be caused by the profile
error of the worm wheel.
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Figure 9. (a) Holistic deviation of the tooth surfaces obtained by the proposed method and (b) the
measurement report of GMC.

In order to further study the effect of the deviations on the contact performance of
the face gear drives in this example, the 3D model of real five-pairs-of-teeth face gear is
obtained according to Section 4, and LTCA is conducted further by FEM. It should be
noted that the model here contains the tooth surface deviations, and the deviations of
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different teeth are a little different, so the previous method cannot be used to generate the
mesh. In the previous mesh generation method, the finite element meshes of a tooth model
are generated first, and the finite element meshes of other teeth models are obtained by
rotation. While the five teeth model contains tooth surface deviations, the finite element
meshes of every tooth needs to be generated, and all finite element meshes are combined, as
shown in Figure 10a. Due to the proven processing technology of the pinions, the designed
model of the pinion without deviation in this example is applied, and the face gear drive is
assembled, as shown in Figure 10b. A torque load of 160,000 N·mm is applied to the pinion
to conduct the simulated meshing process of the real face gear drive.
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Figure 10. FEM: (a) Mesh generation, (b) the finite element model of real five-pairs-of-teeth face
gear drive.

The result of combining all the simulation frames is shown in Figure 11a,b and
Figure 12a,b. The first and fifth teeth are the incoming and outgoing teeth of the model,
respectively, so they are excluded for comparison. Figure 11 shows the contact pattern of
real face gear tends to the area with the maximum tooth surface deviation and the outer
side, which will cause edge contact. The maximum contact stress of real face gear is about
200 Mpa, larger than that of designed face gear. Moreover, the maximum contact stress of
real face gear occurs in the border areas, which is the area with the maximum deviation
meanwhile. The reason is that the “bulge” formed by the positive deviations of the tooth
surface in this example will make contact earlier than the original contact points during the
meshing of face gear drives. Further, it destroys the original contact path, and the “bulge”
bears more contact load so that the contact stress is more concentrated in the border areas.

From Figure 12, the root bending stress of real face gear is 330.9 Mpa, while that of
designed face gear is about 200 Mpa. The root bending stress increased by about 0.65 times,
which will greatly affect the service life of face gear. The deviation difference between the
different teeth has almost no influence on the meshing of face gear drive in this example.

The result of LTCA shows that the deviations in the border areas cause the change
of contact pattern, contact stress, and root bending stress. The specific influence in this
example is stated as follows.

(1) Edge contact occurs due to the deviations. The real face gear drive cannot make
smooth contact as the designed model, and the tooth surfaces of the face gear and pinion
collide with each other, which will cause vibration and noise. Hence, the stability of the
transmission of the face gear drive will be reduced.

(2) Edge contact causes the contact stress concentrated in the border areas, and contact
stress is increased by approximately 0.4, resulting in more easily occurring tooth surface
pitting failure. The root bending stress is increased by approximately 0.65, resulting in
more easily occurring tooth root breakage failure. The increase in contact stress and root
bending stress will reduce the service life of the face gear.
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Therefore, further processing should be conducted for the areas with large positive
deviations, especially the border areas of the tooth surface. A simple method is to use an
end mill cutter to mill the border areas of the tooth surface. The more flexible and practical
method is to correct the settings of the grinding machine tool to reduce the machining
errors or to modify the profile of the grinding tool to process the higher-performance tooth
surface according to the measurement result of the proposed method.
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designed face gear drive.

6. Conclusions

In this paper, the measurement solution with 3D optical scanning is proposed to
measure the tooth surfaces of orthogonal face gears. Aiming at the problem that the contact
metrology method cannot measure the border areas of tooth surfaces and inefficiently
acquires the huge number of points, this paper adopts the 3D optical scanning method to
acquire point clouds, and the measurement solution is proposed to ensure measurement
accuracy for the tooth surfaces. A 3SA is presented to align the features between point
clouds and the designed face gears, including top land surfaces, centers of circles, and
tooth surfaces. Moreover, the 3D modeling method is studied by reconstructing the real
tooth surface with the points after being numbered. An example is given to show that
the measurement solution with 3D optical scanning is valid. With the comparison, the
proposed measurement solution can show the deviations in the border areas and more
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details that the previous measurement method could not reveal. LTCA is further conducted
to study the meshing performance of the real tooth surface. The results of LTAC show
that the deviations in the border areas cause edge contact, which will significantly reduce
the contact strength and bending strength of real face gear. Summarily, the proposed
measurement solution can provide a more reliable base for correction processing.

The proposed measurement solution can meet the measurement required for the
tooth surfaces of face gears applied in automobile and other industries. In the future, the
numerical algorithm of precise multi-point cloud splicing will be studied to measure face
gears with all teeth, and the measurements of more precision face gears that can be applied
to the aerospace industry will be conducted.
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Abstract: Among the 26 roughness parameters described in ISO 25178 standard, the parameters
used to characterize surface performance in characterization parameter set (CPS) lack scientificity
and unity, resulting in application confusion. The current CPS comes from empirical selection or
small sample experiments, thus featuring low generality. A new method for constructing CPS in
rough surfaces is proposed to solve the above issues. Based on a data mining method, statistical
theory, and roughness parameters definitions, the 26 roughness parameters are divided into CPS and
redundant parameter sets (RPS) with the help of reconstructed surfaces and machining experiments,
and the mapping relationships between CPS and RPS are established. The research shows that RPS
accounts for 50%, and CPS, of great significance for surface performance, and has the ability to fully
cover surface topography information. The birth of CPS provides an accurate parameter set for the
subsequent study of different surface performance, and it provides more effective parameters for
evaluating the workpiece surface performance from the same batch.

Keywords: roughness surface; morphological characterization; characterization parameter set;
redundant parameter set; ISO25178

1. Introduction

With the rapid development of the modern precision manufacturing industry, prod-
ucts have shifted from macroscopic shape control to microscopic shape collaborative design
and manufacturing. Surface roughness, as a part of the micro-structural information, can
significantly affect surface sealing, wear, fatigue, etc. [1–3]. In this sense, it is of great
significance to carry out surface roughness characterization research [4]. Due to the com-
plex information covered by surface roughness, researchers have tried to formulate some
roughness parameters to describe different surface morphology characteristics. There-
fore, surface roughness characterization is transformed into a correlation study among
roughness parameters.

In 1929, G. Schmalz in Germany was the first to propose the surface roughness mea-
surement baseline and evaluation coefficients, which provided an effective index to open
the era of quantitative evaluation in surface roughness [5]. Subsequently, by constructing
the curve between the surface peak-valley depth and the bearing length rate, Abbott for-
mulated some roughness parameters to display the surface roughness information from
different angles [6]. After that, other countries began to define their national surface rough-
ness standards on the basis of their industrial application scenarios and actual production
needs. The symbols and definitions of the parameters are of great difference, thus resulting
in bad situations such as small application range, low reliability and versatility, the phe-
nomenon of “parameter big bang” [7]. The number of parameters reached more than one
hundred at one time [8] in standards.
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In order to unify roughness parameters standards, the technical committee of the
International Organization for Standardization (ISO) carried out a revision of the surface
topography standard specification in 1996, and divided roughness parameters into seven
categories based on the definitions [9]. However, the definitions of two-dimensional (2D)
roughness parameters were based on the root mean square of the profile section height
and could only cover the surface characteristic information in the X and Y directions.
It inevitably led to the loss of topographic information and could not achieve a good
characterization of three-dimensional (3D) roughness surface.

With the development of surface topography measurement and computer digital
technology, the lossy stylus measurement in surface roughness was gradually replaced
by the non-destructive optical measurement. This great improvement provided reliable
technical support for the birth of 3D surface roughness parameters based on topography
mid-surface. The University of Birmingham took the lead in defining 3D roughness param-
eters, later called “Birmingham 14 parameters” [10], to lay the foundation for subsequent
surface roughness standards. In 2010, the ISO extended the “Birmingham 14 parameters”
to ISO 25178 3D roughness parameters standards with the help of two-dimensional stan-
dards and topography measurement technology, and the categories were upgraded to six:
height parameters, spatial parameters, hybrid parameters, functional parameters, volume
parameters, and feature parameters [11,12].

However, the increasement and extension from 2D to 3D led to complex internal
correlations and a low degree of matching between their definitions and categories. Some
parameters even own repeated characterization information. This means that some of 3D
roughness parameters in ISO 25178 are not developed through rigorous research and do
not actually contain valid information to characterize surface performance. As roughness
parameters are widely used in the study of surface performance and once there is some
deviation in the selection of roughness parameters or the roughness parameters themselves
do not have valid information, the results will be unreliable. It is key to establish a
reasonable characterization method to find the roughness parameters suitable for the
subsequent research of various surface performance.

In recent years, researchers have carried out internal correlation analysis in 3D rough-
ness parameters and explored the correlation between 3D roughness parameters and surface
performance. For example, Franco studied the correlation of S-series and V-series parame-
ters in ISO 25178 standard, and believed that there was information redundancy between
Spk and Vmp [13]. Pawlus carried out the study on the correlation of two-dimensional
roughness height parameters, and elucidated that there was a strong positive correlation
between Ra and Rq [14]. Qi et al. used the Spearman rank correlation coefficient to judge
the internal correlation of the six categories in 3D roughness parameters, and established
the parameter rank tree to distinguish the correlation strength [15]. However, the above
work either involves an incomplete number of parameters, or the correlation analysis
method just fits in dividing the roughness parameters according to the correlation level
and cannot accurately distinguish the correlation strength in the same level.

Therefore, some researchers tried to select reasonable 3D CPS based on surface perfor-
mance and parameter application frequency. M. Sedlaček et al. studied the correlation of
Sq, Ssk and Sku in the height parameters with the surface friction coefficient and clarified
the influence of these three roughness parameters on the friction performance [16–18]. B.
He et al. found the relationships between the critical load and 3D roughness parameters
Spc, Sq, Vvc, Sdq in the micro-connected structure, and gave application range of Spc,
Sq, Vvc, Sdq [19]. Zeng et al. combined the surface height probability density function,
autocorrelation function and height parameters to evaluate the correlation of 2D and 3D
roughness parameters to surface bearing capacity, friction and lubrication performance [20].
Todhunter analyzed the industry application of different roughness parameters by col-
lecting the utilization frequency of the parameters from a total of 179 industrial users in
34 countries [21]. However, the method of selecting target roughness parameters only by
engineering experience or application frequency lacks effective theoretical support. Besides,
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due to the large number of application scenarios and various surface properties (friction,
wear, fatigue, lubrication, sealing, etc.), the performance screening method still results in
“parameter big bang” to characterize surfaces. Therefore, it is urgent to design an effective
characterization method to unify the selection range of target roughness parameters under
different properties and ensure that there is no information redundancy in selection to
avoid the deviation of research objectives.

It is generally acknowledged that each surface performance parameter is closely
influenced by the surface geometry. Therefore, taking the surface geometry characterization
research as the start, the roughness parameter characterization set will be established to
characterize different performance parameters with full potential. Although there exist
different definitions and expressions in ISO 25178, the data trend analysis shows that some
roughness parameters fluctuate with others, and thus the information of these parameters
is actually expressed by other parameters. If roughness parameters expressed by others
are regarded as the “redundant parameter sets (RPS)” and the rest are classified as the
“characterization parameter sets (CPS)”, the comprehensive characteristics description of
the surface topography by CPS will be realized with the removal of redundant information.

Combined with the data feature, Pearson correlation analysis is used to roughly
delineate CPS and RPS selection. With the principle of statistical non-strong and non-
weak introduced [22], the core roughness parameters (CRP) used to characterize different
redundant parameters are selected from CPS. Based on the current situation that the
polynomial regression model is prone to lead to redundant items, a new method of item
number reduction is proposed to construct the optimal explicit expressions between CRP
and RPS, which realizes the information coverage from CRP to RPS. The optimal explicit
expression can automatically find roughness parameters with strong characterization
and furtherly determine RPS and CPS. Finally, the research verifies the reliability of the
optimal explicit expression by the reconstruction and the measured surfaces. The designed
characterization method can provide the guidance and basis for selecting reasonable target
CPS for industrial applications.

2. Basic Concepts and Research Methods

The overall method technical route is in Appendix A. The followings are the detailed
introductions.

(1) Due to the large number and complex correlation of roughness parameters, and the in-
stability under small samples, the paper uses the stochastic process theory and surface
reconstruction technology to set the value interval of seven reconstruction coefficients,
and randomly combines them in their respective intervals. Finally, 1000 sets of re-
constructed surfaces are generated for the research data and it ensures the reliability
(Section 2.3 for details);

(2) 1000 groups of surface roughness parameters are obtained by ISO25178 definitions,
and six types of roughness parameters are initially divided into CPS and RPS by
combining Pearson correlation analysis and non-strong and non-weak statistical
principles. Considering that a single redundant parameter should not be characterized
by all the parameters in CPS, CRS characterizing different redundant parameters are
selected from CPS and the correctness of parameter sets is analyzed based on the
parameters definitions (Sections 2.2 and 3.1 for details);

(3) The process in step 2 still cannot clear the quantitative characterization relationships
between CPS and RPS. By means of polynomial regression model with strongly
nonlinear characterization ability, a standard deviation of automatic pruning method
is born. The method can automatically find roughness parameters of the surface with
strong characterization ability and eliminate irrelevant factors. It realizes the explicit
formula expression from CPS to RPS and uses the experiment to prove that CPS can
cover the rough surface information (Sections 2.4, 3.2 and 3.3 for details);

(4) To illustrate the engineering significance of CPS on surface performance, the paper de-
scribes the application of CPS in surface performance research by means of roughness
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parameter definition, neural network, sensitivity analysis, optimization algorithm,
finite element calculation, etc. The reliability of these applications is discussed by the
existing research, which provides the direction for the CPS application, and clarifies
the practical significance (Section 3.4 for details).

2.1. 3D Roughness Parameter

Due to the complexity of 3D roughness surface information, ISO 25178 has defined a
total of 26 main roughness parameters in six categories to characterize the surface roughness
and describe the different topography features. The detailed definitions and descriptions
can be found in literature [6,10]. The paper only briefly introduces their relevant symbols
and definitions in Table 1.

Table 1. Roughness Parameters.

Category Symbol Definition

Height Parameters

Sa Arithmetical mean height
Sz Maximum height
Sq Root mean square height
Ssk Skewness
Sku Kurtosis
Sp Maximum peak height
Sv Maximum pit depth

Hybrid parameters Sdq Root mean square gradient

Sdr Developed interfacial area
ratio

Feature parameters

Spd Density of peaks

Spc Arithmetic mean peak
curvature

S5p Five-point peak height
S5v Five-point pit height
S10z Ten-point height of surface

Functions parameters

Sk Core height
Spk Reduced peak height
Svk Reduced valley height

Smr1 Material ratio in peak
Smr2 Material ratio in valley
Sxp Peak extreme height

Volume
parameters

Vmp Peak material volume
Vmc Core material volume
Vvc Core void volume
Vvv Dale void volume

Space parameters Sal Autocorrelation length
Str Texture aspect ratio

2.2. Definition of Parameter Set

As the definitions and expressions of 3D roughness parameters vary greatly and
some of them are defined based on experience, it is often difficult to analyze their internal
correlation from definitions or formulas, which becomes the key point that has puzzled
researchers for many years [22]. Differences always lie in some parameter formulas,
but there exists an obvious data fluctuation trend between them. For example, there
are great differences between the formulas of Sa and Sq, but the research shows that
they follow a linear trend with nearly 0.8 times between the two [23,24]. It reflects the
fact that the information of some redundant parameters is actually represented by other
parameters among the ISO 25178 standard, thus causing the application confusion in
industrial production.
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Therefore, for the sake of clarifying the quantitative correlation, the research tries to use
data mining method and statistical theory to illustrate the correlation of different roughness
parameters and find the roughness parameter set that truly characterizes the surface
topography based on the idea that some roughness parameters follow the fluctuations
of others. In order to facilitate the development of the work, the concepts of “redundant
parameter sets (RPS)”, “characterization parameter sets (CPS)”, and “core roughness
parameters (CRP)” are proposed and introduced in the following.

(1) Redundant parameter sets

The redundant parameter set is defined as the parameter set characterized by other
roughness parameters. Specifically, it includes the parameters that can be determined by
explicit expressions from others, so as to complete the information coverage and remove
redundant information;

(2) Characterization parameter sets

The characterization parameter set is the parameter set used to predict RPS, and CPS
is regarded as the set that truly characterizes the surface topography without redundant
information, and is the research object with high correlation in different surface performance
studies. Figure 1 shows the brief construction of CPS.
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a. Based on the unclear correlation dilemma, Pearson correlation analysis is used to
roughly distinguish the correlation between different roughness parameters. The all
parameters are divided into CPS and RPS;

b. Owing to the large number of characteristic parameters in the initial division, it is
not conducive to constructing the optimal explicit expression between CPS and RPS.
Therefore, the statistics principle of non-strong and non-weak is introduced to screen
CRP from CPS for the sake of characterizing each redundant parameter and then
the parameter in CRP is regarded as the independent variable in the optimal explicit
expression;

c. A new polynomial pruning method is proposed to establish the optimal explicit
expressions between CRP and RPS. The relative error of the expression is used to
evaluate the information reflection ability from CRP to RPS, and finally the reliability
of RPS and CPS is verified and adjusted based on real experiments;

d. After the reliability of CPS is verified based on theory and experiments, the correlation
between the CPS and surface performance parameters is extended and analyzed to
point out the practical significance of CPS in engineering research.

(3) Core roughness parameters

The core roughness parameters are parameters from CPS, furtherly used as the inde-
pendent variables of the optimal explicit expression.

2.3. Surface Reconstruction

As a result of the complex internal correlation among surface roughness parameters,
it is difficult to obtain accurate correlation if the number of research samples is small in
characterization. A reliable parameter characterization method needs to be built on the
analysis with a large number of surface samples to ensure its generality and stability. The
large number of real surfaces experiments, especially at the early stage of the research, will
result in a high cost of trial and error for researchers. And if the research is just based on
experiments, it will easily lead to a sudden increase in time and money costs.

The utilization of numerical method to generate reconstructed surfaces with different
roughness characteristics can avoid the above problems and provide a large number of
surface samples in a short time. The grinding surface is the common representative one
among non-Gaussian surfaces, so the paper takes the surface with grinding characteristics
as the object. Its surface reconstruction is generally based on the surface height probability
density function and the autocorrelation function. The following is the brief introduction
to the reconstruction surface method.

According to the Johnson transformation method [25], the height probability density
function can be obtained by three characteristic coefficients, while the autocorrelation
function is controlled by four characteristic coefficients. These coefficients are defined as
follows:

(1) Characteristic coefficient of height probability density function

The three characteristic coefficients k1, k2 and k3 [26] of the height probability density
function are the second, third and fourth order center distances of the reconstructed surface,
respectively:

k1 =
1
N ∑

(
Z− Z

)2 (1)

k2 =
1
N ∑

(
Z− Z

)3 (2)

k3 =
1
N ∑

(
Z− Z

)4 (3)

Here, Z is the surface height matrix; Z is the mean value of Z; N is the number of
elements in the matrix.

(2) Characteristic coefficient of autocorrelation function
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The four coefficients a1, a2, a3 and a4 of the autocorrelation function are shown in
Formula (4) [27]:

C =
[
a1e−a2τx + (1− a1) cos(a3τx)

]
e−a4τy (4)

Here, C is the surface autocorrelation function.
After the coefficients of the surface height probability density function and the autocor-

relation function have been obtained, the random matrix R can be generated by combining
the random process theory [28] and the fast Fourier transform method.

R = ifft2
(

ei2πφ
)

(5)

Here, ifft2() represents the inverse Fourier transform of the matrix; φ is the characteris-
tic function of the fast Fourier transform.

After that, C will be expanded into the autocorrelation function matrix C′ through the
symmetry assumption with the random matrix R [29]. By further applying the transforma-
tion to the random matrix R and the autocorrelation function matrix C′ with the following
formula, the height matrix Zf of the grinding surface can be obtained.

Z f =
fft2(C′)◦1/2fft2(R)

|fft2(R)| (6)

Here, fft2() represents the Fourier transform of the matrix; ◦ means that each element
of the matrix is operated separately.

Figure 2 displays the schematic diagram of the real measurement grinding surface and
reconstructed grinding surface. The reconstructed surface has obvious grinding texture
characteristics.
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2.4. Principle of Optimal Explicit Expression

Since the correlation of roughness parameters is difficult to explore theoretically from
the perspective of definition, the correlation model between RPS and CPS often stands on
BP neural network or nonlinear regression model. However, BP neural network is not fit to
provide a simple and explicit expression with less ability to realize the practical application
in production. Therefore, the paper establishes the optimal explicit expressions between
RPS and CPS by means of polynomial nonlinear regression model. RPS and CPS will be
roughly distinguished by Pearson correlation analysis at first.

(1) Pearson correlation analysis

As roughness parameters belong to continuous data, the correlation among them
should be studied through Pearson correlation analysis [30], and the calculation is as
follows:

rij =
sij√siisjj

(7)

rij is the correlation coefficient between variable i and variable j;
sij is the covariance between variable i and variable j;
sii and sjj are the variances of variable i and variable j, respectively.

(2) Polynomial nonlinear regression model

The polynomial nonlinear regression model is the data method with strong nonlinear
fitting ability. It is applicable to the situation where the correlation between variables is
not clear, so as to explore the influence of variables and realize the explicit expression of
independent variables to dependent variables [31,32]. Here explains how it works:

Regard the dependent variable as a complete polynomial combination of n indepen-
dent variables:

f(x) = a0 + a1x1 + · · ·+ anxn + an+1x2
1

+an+2x1x2 + · · ·+ aN−1xm
k =

N−1
∑

i=0
aiui(x)

(8)

Here,
ui(x) is the complete polynomial under the m power of independent variables

x = (x1, x2, . . . , xn);
ai is the undetermined coefficient corresponding to the complete polynomial;
The total number of model terms is N = (n + m)!/(n!m!);
However, when the polynomial nonlinear regression model is directly used for the

research, based on the total number of items in the model, the increase of the independent
variables will lead to an explosive growth of the items, and it is easy to produce many
redundant terms. These redundant terms are meaningless to improve the accuracy of the
model, so the number of terms should be reasonably pruned [32,33] to establish the optimal
explicit expression.

(3) Item number pruning method

Aiming at the situation that the polynomial nonlinear regression model is prone to
generating redundant items, the research designs a new method of reducing items and
establishes the optimal explicit expressions between RPS and CPS. Its specific calculation
is shown in Figure 3.
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I. In order to remove the errors caused by different variable dimensions, the variables
are normalized, and the standard deviation ∆s of each variable after normalization
will be calculated;

II. Establish the complete quadratic polynomial expression between the independent
variables and the dependent variables, obtain the true expression after denormaliza-
tion of the variables, and then calculate the relative error of the dependent variable
MREint;

III. Substitute the standard deviation ∆s of the independent variable into the quadratic
polynomial expression, calculate the absolute value of each item, and then remove
the item with the smallest absolute value. Take the remaining terms as the updated
quadratic expression, and solve for the updated expression coefficients;

IV. Calculate the updated denormalized quadratic expression and record the relative
error MREadr of the dependent variable at this time. If

MREadr −MREint
MREint

< 0.05,

go back to step III to solve again and update the expression. Otherwise, take the final
expression as the optimal explicit expression.

3. Results and Analysis

Based on Li [27] and Yang [22] et al.’s research on the correlation judgement and
surface reconstruction, the paper firstly sets the coefficients of the height probability density
function and the autocorrelation function, shown in Table 2. After a random selection of
each coefficient, 1000 groups of reconstructed grinding surfaces are generated for subse-
quent research.
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Table 2. Reconstructed coefficients.

Reconstructed Coefficients

k1 k2 k3 a1 a2 a3 a4

Minimum 0.4 −5.5 0.6 0.6 0.08 0.08 0.0005
Maximum 3.4 2.5 50 0.9 0.12 0.12 0.0012

3.1. Classification for CPS and RPS

As mentioned above, the correlation among 26 roughness parameters is complex with
hugely different definitions and formulas, thus causing the troubles. Therefore, the paper
tries to preliminarily judge the correlation between the roughness parameters from data
analysis and determines the correctness and error of the results with the help of parameters
definitions. Since the data type belongs to continuous data, Pearson correlation analysis is
used to distinguish the correlation between the roughness parameters.

When the Pearson correlation coefficient of the bivariate is large, there is a strong
correlation between the two parameters. Variable A will closely follow the change of the
variable B. At this time, it can be considered that variable A is controlled by variable B.
When the correlation coefficient is extremely small, variable A either has a curve trend with
variable B, or there is no actual correlation between the two. At the moment, it is generally
necessary to use the trend distribution diagram and definitions to assist in judgement.

The criterion for determining the correlation strength is shown in Table 3 [14,15,30].

Table 3. Correlation judgment criteria.

Range Conclusion

0 ≤
∣∣∣rij

∣∣∣ < 0.1 Very weakly correlated

0 ≤
∣∣∣rij

∣∣∣ < 0.3 Weakly correlated

0.3 ≤
∣∣∣rij

∣∣∣ < 0.7 Moderately correlated

0.7 ≤
∣∣∣rij

∣∣∣ < 0.9 Strongly correlated

0.9 ≤
∣∣∣rij

∣∣∣ < 1 Very strongly correlated

As is known, Sa is widely used to characterize the surface quality in the application
of surface characterization and ISO 25178. The research intends to use Sa as the first
benchmark in CPS. The specific method is as follows:

(1) Take Sa as the benchmark (the first selected to CPS), and evaluate the correlation
between the remaining parameters and Sa. The parameters whose correlation coeffi-
cient with Sa is greater than 0.9 are put into RPS, and the parameter with the smallest
coefficient is selected as the next one into CPS. The remaining are classified as the
undetermined set;

(2) Treat the second selected parameter as the next benchmark, calculate the correlation
coefficient between the second and each parameter in the undetermined set. Param-
eters with the coefficient greater than 0.9 are put into RPS, and the one with the
smallest coefficient is selected as the third one into CPS. The remaining are still used
as the updated undetermined set;

(3) With similar operation as step 2, CPS and RPS, two different rough parameter sets,
are finally obtained until the item number in the undetermined set is 0.

The trend of each parameter in CPS during the screening process is shown in Figure 4.
There is no obvious curve distribution of each parameter. Although Spc and Spk seem to
present certain trend at the end of the screening, a careful observation reveals that in the
same Spc, the fluctuation of Spk accounts for 60% in the overall range, making it impossible
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to meet the standard that the correlation coefficient is greater than 0.9. Therefore, Spk enters
into CPS. The specific screening process can be seen in Figure 5. CPS consists of Sa, Ssk,
Sku, Sp, Sv, Str, Spk, Smr1, Sxp, Vvv, Spd and Spc. The following is an introduction to the
parameters in CPS to help determine the rationality of selection.
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The above analysis shows that the method of distinguishing CPS and RPS with strong
correlation not only illustrates the classification rationality from the perspective of data, but
also proves the reliability of the discriminating method in combination with the physical
meaning and definition of roughness parameters.

Sa is the most widely used parameter, characterizing the average height difference
in the surface. Sq which is highly related to Sa is classified into RPS. It is consistent with
the work of Pawlus et al. [14]. While Ssk and Sku stand for surface skewness and kurtosis
respectively, they are used to evaluate the symmetry and steepness of the surface height
distribution. Ssk and Sku belong to the key factors of surface reconstruction theory [26]
and are indispensable for surface characterization [34]. Sp and Sv represent the surface
extremum features. Since Sp + Sv = Sz, the information of Sz is actually expressed by Sp
and Sv. Therefore, Sz is kicked into RPS. Str, reflecting surface anisotropy and defined
by the surface autocorrelation function, is usually used to characterize the surface texture
direction and spatial information. According to the definitions, Sal and Str can iterate
over each other, so information intersection exists in the two parameters. As for Spk and
Vmp, both of them represent peak features above the core surface so that it is reasonable
to put one of them into CPS [13]. Vvv and Svk characterize surface valley. Spd and Spc
comprehensively describe the average surface peak density and peak curvature radius.
They are the characteristic descriptions of different asperity peaks on the surface. Sxp and
Smr1 can be used to help define other roughness parameters, such as Sk, Svk, etc. [35].

3.2. Establishment of Optimal Explicit Expression

Although the separation of CPS and RPS is achieved through the classification method,
it is still unknown how CPS represents the information in RPS. Besides, it has not been
verified whether CPS can predict all parameters and thus achieve comprehensive character-
ization of surface topography. Therefore, only through the mapping relationship between
CPS and RPS and the establishment of a quantitative model between them, CPS has the
capability of topography characterization under the control of all roughness parameters.

3.2.1. Core Roughness Parameters in CPS

In order to meet the needs of industrial production, the paper sets out from the
polynomial regression model with strong nonlinear ability and designs a new method of
items reduction to establish the optimal explicit expression between CPS and RPS. After
selection, there are 12 parameters in CPS and 14 parameters in RPS. If the parameters in
CPS are regarded as independent variables and each parameter in RPS is treated as the
dependent variable, the number of polynomial terms will explode, and it is easy to overfit.
Even if the pruning method is introduced at this time, the efficiency of solving the optimal
expression will be greatly reduced.

In addition, combined with the definitions, not every redundant parameter needs all
parameters in CPS to characterize their information.

248



Materials 2022, 15, 5971

According to the statistical regression theory and the interpretation of the independent
variables by Friend et al. [36], the independent variables in the regression model should
minimize the collinearity. Collinear variables do not increase the fit of the model. Then
Yang et al. [22] put forward the principle of “non-strong and non-weak” to find the core
independent variables with low collinearity, which have strong correlation with the depen-
dent variable, but are relatively independent. In this study, the principle of “non-strong and
non-weak” is introduced to screen the CRP and establish the optimal explicit expression.
Figure 6 shows CRP corresponding to RPS. The number and types of CRP are extremely
different, which is consistent with the actual cognition.
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3.2.2. Optimal Explicit Expression

Although the core roughness parameters to characterize RPS are further determined
with the principle of “non-strong and non-weak”, it can be seen from Figure 5 that the
definition and formula of Sp is Sp + Sv = Sz, but the CRP of Sz are Sp, Sv and Spc. The
CRP of Sq are Sa and Spk. It is different from other works. The core parameter of Sal is Str,
and they are consistent with the definitions. This reveals that the judgement method only by
the principle of “non-strong and non-weak” will lead to the situation that some parameters
still have information confusion and that the results are not reliable enough. Therefore, the
paper designs a new redundant item pruning method to automatically identify and find
roughness parameters with strong characterization ability with reliability.

Since the roughness parameter sets with clear equality are Sz, Sp and Sv (Sp + Sv = Sz),
the research will discuss these three parameters in detail to verify the reliability and stability
of the redundancy information reduction technique.

At the beginning, Sz is introduced to the dependent variable, while the core parameters
of Sp, Sv and Spc in Figure 6 are regarded as independent variables. With the coefficients
in model (9) solved, the relative error MRE will be obtained. After that, the polynomial of
Sz will be addressed by the designed redundant item pruning method. Table 4 records the
deleted item and the relative error change in the whole process, where 0 means the item is
eliminated and 1 means retained.

Table 4. Polynomial pruning of Sz.

Dependent
Variable

Num
Polynomial terms

MRE
Sp2 Sv2 Spc2 Sp * Sv Sp * Spc Sv * Spc Sp Sv Spc Const

Sz

01 1 1 1 1 1 1 1 1 1 1 2.1205 × 10−7

02 1 1 1 1 1 1 1 1 0 1 2.1259 × 10−7

03 1 1 0 1 1 1 1 1 0 1 2.1243 × 10−7

04 1 1 0 1 1 0 1 1 0 1 2.1147 × 10−7

05 1 1 0 1 0 0 1 1 0 1 2.1036 × 10−7

06 0 1 0 1 0 0 1 1 0 1 2.0950 × 10−7
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Table 4. Cont.

Dependent
Variable

Num
Polynomial terms

MRE
Sp2 Sv2 Spc2 Sp * Sv Sp * Spc Sv * Spc Sp Sv Spc Const

07 0 0 0 1 0 0 1 1 0 1 2.0807 × 10−7

08 0 0 0 0 0 0 1 1 0 1 2.0543 × 10−7

09 0 0 0 0 0 0 1 1 0 0 1.4 × 10−3

In the pruning process of Sz, the first item to be eliminated is Spc, then Spc2, Sv * Spc
and Sp * Spc. All of them contain Spc. Combined with the parameter definition, the
pruning process shows that the method can preferentially identify and eliminate items
with low correlation with Sz. The method is highly reliable and can actively discriminate
the roughness parameters with strong characterization ability. In addition, on account
of the error jump in 09, the 08 is selected as the optimal explicit expression at the end:
Sz = Sp + Sv + 6.2654× 10−8, and the relative error is 2.0543× 10−7.

Compared with the real formula Sp + Sv = Sz, the optimal explicit expression is
consistent with the real one. The pruning method ensures the reliability of the accuracy. At
the same time, the influence of Spc is removed through continuous deletion. It verifies the
ability of the proposed pruning method to remove the chaotic representation of parameters
and greatly reduce the number of terms. The method is suitable for the optimal explicit
expression.

After the accuracy of Sz is verified, each parameter in RPS gets a similar treatment.
The rank of the core parameters is shown in Table 5(a). Due to the large number and types in
CRP, it is bound to cause confusion in the model. Therefore, the quadratic square terms are
sorted in order x2

1, x2
2, . . . x2

n, and then the cross terms
x1x2, x1x3, . . . , x1xn, x2x3, . . . , x2xn, . . . xn−1xn are arranged as above. Finally, sort the first
order items and add the constant item at the end. The optimal term for each redundant
parameter expression is selected in Table 5(b).

As Sz has been analyzed in the previous section, only other parameters are further
elaborated here. For Sq, the largest coefficient term in the optimal expression is the first-
order Sa, and the coefficients about Sv and Spk are all relatively smaller. It shows that
Sq is mainly regulated by the primary term Sa, while the surface peak-valley extreme
features controlled by Sv and Spk account for a relatively low proportion in the information
characterization of Sq.

This also explains why Sa and Sq are strongly correlated, but not completely correlated.
Sal and Str present a completely linear expression, conforming to the definitions of these
two parameters. In Sk, it is expressed by the first term of Sa and Spk, indicating that the
surface core height is actually characterized by the surface arithmetic mean height and the
protruding peak height, and the influence of Sa is greater.

For Svk, it still retains quite a number of terms. The largest coefficient is the first-order
term Vvv, illustrating that Vvv has a good ability to characterize the surface valley features
defined by Svk, but at the same time it needs other parameters to realize the additional
information of Svk. In the optimal explicit expression of Smr2, the quadratic cross term
and the first term have larger coefficients. It indicates that Smr2 is mainly affected by
the coupling effect of surface valley void volume, surface skewness, kurtosis, and peak
maximum height. These four reflect the surface bearing ability from different angles.

However, Vvc and Vmc are mainly controlled by Sa, verifying the highest frequency of
Sa in industrial applications. Vmp is mainly affected by the independent characterization
of Spk and the coupled characterization of surface protruding peak height and skewness.
The independent characterization of the first order Spk is stronger than the coupled charac-
terization of the surface protruding peak height and skewness. It explains why Vmp and
Spk are strongly correlated but with a little redundant information.

250



M
at

er
ia

ls
20

22
,1

5,
59

71

Ta
bl

e
5.

Pa
rt

(a
)R

an
k

of
co

re
pa

ra
m

et
er

s
in

R
PS

;P
ar

t(
b)

O
pt

im
al

ex
pl

ic
it

ex
pr

es
si

on
of

R
PS

.

C
or

e
Pa

ra
m

et
er

s
in

R
PS

(a
)

Sz
Sq

Sa
l

Sk
Sv

k
Sm

r2
V

vc
V

m
p

V
m

c
Sd

q
Sd

r
S1

0z
S5

p
S5

v

x 1
=

Sp
x 1

=
Sa

x 1
=

St
r

x 1
=

Sa
x 1

=
Ss

k
x 1

=
Ss

k
x 1

=
Sa

x 1
=

Ss
k

x 1
=

Sa
x 1

=
Sk

u
x 1

=
Sp

k
x 1

=
Sp

x 1
=

Sk
u

x 1
=

Sa
x 2

=
Sv

x
2

=
Sv

x 2
=

Sp
k

x 2
=

Sk
u

x 2
=

Sk
u

x 2
=

Ss
k

x 2
=

Sv
x 2

=
Sp

k
x 2

=
Sp

k
x 2

=
V

vv
x 2

=
Sv

x 2
=

Sp
x 2

=
Ss

k
x 3

=
Sp

c
x 3

=
Sp

k
x 3

=
Sp

x 3
=

Sx
p

x 3
=

Sp
k

x 3
=

Sp
k

x 3
=

V
vv

x 3
=

Sp
c

x 3
=

Sp
c

x 3
=

Sm
r1

x 3
=

Sp
x 4

=
V

vv
x 4

=
V

vv
x 4

=
Sp

c
x 4

=
Sp

c
x 4

=
Sx

p
x 4

=
Sv

x 5
=

Sp
c

(b
)

Sz
Sq

Sa
l

Sk
Sv

k
Sm

r2
V

vc
V

m
p

V
m

c
Sd

q
Sd

r
S1

0z
S5

p
S5

v

0
0

0
0

−
3.

86
×

10
−

2
6.

58
×

10
−

1
−

1.
01
×

10
−

1
−

2.
15
×

10
−

3
0

−
1.

97
×

10
−

4
0

−
1.

49
×

10
−

2
−

1.
47
×

10
−

2
0

0
−

1.
66
×

10
−

4
4.

08
×

10
2

0
−

1.
17
×

10
−

3
2.

07
×

10
−

2
5.

00
×

10
−

2
−

1.
20
×

10
−

5
0

0
0

−
1.

07
×

10
−

2
−

1.
29
×

10
−

2
0

0
1.

97
×

10
−

1
2.

05
0

−
1.

40
×

10
−

4
−

1.
13
×

10
−

1
−

2.
07
×

10
−

1
0

0
0

1.
61
×

10
−

2
−

1.
44
×

10
−

2
−

1.
53
×

10
−

2
−

2.
64
×

10
−

3

0
6.

64
×

10
−

3
3.

43
0

0
3.

47
×

10
−

1
1.

97
×

10
−

5
1.

22
−

2.
54
×

10
−

4
0

2.
30
×

10
−

3
−

4.
31
×

10
−

1
−

1.
55
×

10
−

2

0
−

1.
90
×

10
−

1
−

4.
67
×

10
−

1
4.

03
×

10
−

5
1.

06
×

10
−

1
3.

16
×

10
−

1
−

2.
24
×

10
−

4
−

1.
69
×

10
−

1
2.

64
×

10
−

3
0

1.
64
×

10
−

2
−

8.
62
×

10
−

4
0

0
−

1.
31
×

10
−

3
−

1.
15
×

10
−

2
2.

38
×

10
−

3
−

2.
10

−
2.

24
×

10
−

1
1.

57
×

10
−

2
−

1.
81
×

10
−

3
4.

94
×

10
−

2
1.

62
1.

57
×

10
−

2
7.

35
×

10
−

2
0

1
1.

20
2.

26
×

10
−

3
−

1.
78
×

10
1

1.
62

−
5.

85
×

10
−

4
−

4.
70
×

10
−

4
0

7.
13
×

10
−

1
1.

05
×

10
−

1
2.

08
×

10
−

1

1
5.

78
×

10
−

3
0

2.
41
×

10
−

1
4.

43
×

10
−

2
1.

46
×

10
−

3
0

−
3.

04
7.

30
×

10
−

1
−

2.
21
×

10
−

2
−

5.
04
×

10
−

2

0
5.

35
×

10
−

2
−

4.
78
×

10
−

3
−

2.
40

−
1.

85
×

10
−

1
−

4.
40
×

10
−

5
0

2.
96
×

10
−

2
2.

14
×

10
−

1
1.

55
×

10
−

1
−

1.
35
×

10
−

1

6.
27
×

10
−

8
−

4.
31
×

10
−

5
−

2.
74
×

10
−

4
0

1.
29
×

10
−

3
−

8.
31
×

10
−

4
3.

68
×

10
−

2
1.

54
×

10
−

2
2.

09
×

10
−

2
1.

54
×

10
−

1
3.

84
×

10
−

3

0
2.

69
−

1.
47
×

10
−

3
4.

30
×

10
−

3
−

4.
10
×

10
−

1
−

1.
07
×

10
−

1

251



M
at

er
ia

ls
20

22
,1

5,
59

71

Ta
bl

e
5.

C
on

t.

C
or

e
Pa

ra
m

et
er

s
in

R
PS

(a
)

Sz
Sq

Sa
l

Sk
Sv

k
Sm

r2
V

vc
V

m
p

V
m

c
Sd

q
Sd

r
S1

0z
S5

p
S5

v

5.
41
×

10
−

4
−

6.
05
×

10
−

1
−

1.
12
×

10
−

4
−

6.
40
×

10
−

3
5.

39
×

10
−

1
1.

98
×

10
−

1

0
4.

87
9.

30
×

10
−

2
−

1.
88
×

10
−

1
−

6.
40
×

10
−

2
1.

54
×

10
−

1

1.
48
×

10
−

4
−

8.
12
×

10
1

5.
21
×

10
−

4
2.

61
×

10
−

2
1.

12
×

10
−

2
6.

11
×

10
−

1

0
9.

14
×

10
1

5.
93
×

10
−

5
−

4.
46
×

10
−

3
9.

52
×

10
−

1
2.

34
×

10
−

1

−
4.

83
×

10
−

2

2.
82
×

10
−

2

6.
56
×

10
−

3

4.
71

−
7.

66
×

10
−

3

−
1.

01
×

10
−

1

252



Materials 2022, 15, 5971

For the optimal explicit expression of Sdq, the final retained coefficients are relatively
evenly distributed, indicating that Sdq covers a wide range of information and is defined
by different features of the surface. In Sdr, all items of Spk are removed, indicating that the
height of the surface protruding peak has little effect on it. The surface extremum features
covered by S10z, S5p and S5v can be characterized with the coupling of Sp, Sv and other
parameters. In order to better distinguish the characterization ability of the optimal explicit
expression, Figure 7 reveals the sample error distribution and average relative error of
each redundant parameter in 1000 reconstructed surfaces. In the 1000 surfaces, the relative
error of RPS is less than 0.1 and the proportion of samples is more than 90% except for Sdr.
Some parameters even reach 100%. For the surface proportion with a relative error less
than 0.05, the remaining are basically above 80%, but Sdq, Sdr, S10z, S5p and S5v drop to
a large extent. In addition, the maximum average relative error of the parameters is 0.07
and the rest of the parameters are basically within 0.05 from the broken line distribution. It
indicates that CPS can achieve full coverage of the surface topography information and
remove the redundancy through the optimal expression.
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3.3. Experiment Verification

Although RPS and CPS have been distinguished with the help of 1000 reconstructed
surfaces and the optimal explicit expression of RPS has been established, the reconstructed
surfaces are generated by the mathematical model and since factors such as tool runout and
measurement errors cannot be avoided in the real machining process, the real surface has
more randomness in the height distribution. Therefore, after the preliminary theoretical
exploration is carried out with the reconstructed surfaces, it is necessary to verify the
reliability of the method and analysis with the real grinding surfaces. The experiment
conditions are shown in Table 6.

Table 6. Experiment conditions.

Machining Parameters Parameter Values

Grinding wheel CBN grinding wheel
Wheel radius 100 mm
Wheel mesh 120
Wheel speed 500–3000 r/min

Cutting speed 200 mm/min
Cutting depth 5–30 µm

The component is 12Cr2Ni4A steel, the surface roughness morphology gets measured
with the white light interferometer Wyko NT9100, the sampling area is 0.48 mm × 0.64 mm
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= 0.3072 mm2, and the sampling interval is 1 µm. The machining process and 3D roughness
topography measurement are shown in Figure 8.
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Figure 8. Machining and topography measurement.

A total of 44 surfaces were collected through the grinding experiment, and 26 surface
roughness parameters were substituted into the optimal explicit expression of RPS to verify
its generalization and reliability.

It can be seen from Figure 9 that parameters Svk, S10z, S5p and S5v with the relative
errors less than 0.1 mainly account for 60–70%. However, with the relative errors less than
0.2, the proportion of these parameters has increased significantly, basically reaching about
0.9. Besides, the average error of parameters other than Sdq and Sdr is basically within
10%, indicating that the optimal explicit expressions of the remaining parameters are still
reliable.
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However, as Sdq and Sdr present such a large deviation, further research must be
considered. The two are significantly different from others in terms of the relative error
proportional distribution and average relative error. Sdr of the reconstructed surface in
Figure 7 also belongs to the maximum error term. Considering that there are some slight
differences between the reconstructed surface and the measured surface, the mathematical
model cannot realize the topography feature control defined by all roughness parameters.
The accumulation of these factors further exacerbates the degradation of the optimal
expression prediction ability about Sdq and Sdr.

In addition, the correlation coefficient of Sdq and Sdr is as high as 0.9843, and the
two show a strong linear correlation. One should be selected into CPS and the other gets
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into RPS. Taking Sa as the benchmark, the correlation coefficients between Sdq and Sdr to
Sa are 0.829 and 0.806, respectively. Sdr with small correlation with Sa (less repetition of
topographic information with Sa) is selected into CPS, and Sdq belongs to RPS.

Then the “non-strong and non-weak” principle and “polynomial pruning method”
are used to find the core parameters and the optimal explicit expression is constructed. The
core parameters of Sdq are Sdr, Sxp, Sv and Sp, and the optimal expression constructed is
as follows:

Sdq = −4.5972 × 10−5Sp2 − 1.5786 × 10−5Sv2 − 0.0141Sxp2 − 0.0012Sdr2 +
9.1066 × 10−5SpSv + 0.002SpSxp − 0.0027SvSxp + 1.9366 × 10−4SvSdr −

0.0019SxpSdr − 0.0035Sp + 0.005Sv + 0.0673Sxp + 0.0517Sdr + 0.0346

The adjusted optimal expression of Sdq can achieve the accuracy of approximately
0.9 on the measured surface with high reliability. So far, combined with theoretical and
experiment analysis, the number of parameters in CPS to truly characterize and control
surface roughness morphology is 13. The method achieves 50% reduction in the overall
roughness parameters and builds a rational characterization model with fewer parameters
to describe the integrity of the surface features.

3.4. Significance of CPS for Surface Performance

The establishment of RPS and CPS and the optimal explicit expressions clarify the
correlation between roughness parameters and realize the complete characterization of
surface features with fewer parameters. The method finds the parameters truly controlling
the surface roughness and provides guidance for researchers to apply, but these analyses
are still limited to the internal characterization of surface geometry and do not discuss
about the relationships between CPS and surface performance. The roughness parameter
that can well characterize surface performance is the focus of industry and research.

Different performance parameters are always closely related to the surface geometry
topography characteristics described by roughness parameters. Owing to the large number
of performance parameters and the complex correlation between the 26 roughness parame-
ters, the existing performance screening and characterization parameter method [22] will
result in the explosion of the final characterization parameters and unreliability. For exam-
ple, the selected parameter is actually regulated by other roughness parameters, which will
lead to deviations from the expected target, so that the better characterization effect is more
likely to lose. CPS and RPS proposed in this paper can solve the above issues.

Since CPS can realize the complete description of the surface topography information,
when the correlation between surface performance and all roughness parameters is studied,
more attention should be paid to observe the correlation between the surface performance
and CPS. The topographic features, mainly influencing the surface performance, can be
identified by selecting the parameters from CPS. Therefore, a method is designed to study
the correlation between CPS and surface performance and to explain the significance of
CPS in Figure 10.
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The research focuses on the geometric characterization of the rough surface and
clarifies the correlation among roughness parameters, so the correlation between CPS
and surface performance belongs to the further expansion of the research. The method of
correlation between CPS and surface performance will help prove the basic significance and
applicability of this research. It will enable researchers to better understand the engineering
significance of CPS for the realization in co-design and manufacture of rough surfaces.
Therefore, here only provides a feasibility assessment and a rough introduction to the
correlation method between CPS and surface performance.

(1) Regarding the performance characterization screening method described in the green
box at the core position in Figure 10, this part belongs to the improvement and
expansion of the method proposed in the literature [22] to screen the main roughness
parameters based on the contact performance. Literature [22] mentions that since
there is no direct physical model for roughness parameters and contact stress, the BP
neural network model is introduced to establish the mapping relationship between
the two, and then the main roughness parameters affecting the contact stress are
identified by the quantitative Sobol and qualitative Morris analysis in the sensitivity
analysis. The BP neural network has universality in fitting continuous data and
different performance parameters belong to continuous data, so the extension of
its contact performance to different performance parameters in this section will not
affect the reliability of the method. In addition, the method replaces 26 roughness
parameters with CPS, which will make the final parameters used to characterize
the surface performance more accurate. Then by substituting different performance
parameters and counting the frequency of different selected parameters in CPS, the
ability of roughness parameters to characterize various performance characteristics
will be distinguished;

(2) On the right side of the green box in Figure 10, the work of establishing the multivari-
ate nonlinear regression model between the performance parameters and the main
roughness parameters in CPS is easy to be completed with the help of the polynomial
nonlinear regression and pruning techniques proposed in the paper. Regarding the
inverse optimization of the explicit regression model, it is not difficult to find the
suitable optimization algorithm to get the best parameter range. Although it is diffi-
cult to control the roughness parameters in the actual surface machining, the surface
reconstruction algorithm will be an ideal way to realize it.

For the generation of reconstructed surfaces with specified roughness parameters, the
literature [10] proposed a reliable method. The contact fatigue calculation model of rough
surfaces, such as KE finite element model and Wen’s numerical calculation model [37], can
complete the performance prediction in the reconstructed surface.

This part belongs to theoretical research based on mathematical models and contact
theory. It has the advantages of low experimental cost and high efficiency and can provide
paths and basic guidance for finding and designing the suitable rough surface with excellent
performance;

(3) On the left side of the green box in Figure 10, it focuses on experiment research and
verification. Even if the same batch of workpieces (surface residual stress, hardness
and other material properties are considered to be nearly the same) are under the
same loading conditions, the influence of other surface features in addition to the
morphology features defined by Sa will still lead to great differences in contact
properties, friction and wear, fatigue and other properties. However, the producers
cannot judge the quality of the same batch, which will greatly reduce the service
performance and increase the production cost of the enterprise.

This section will solve the above problems. At first, the weight factors of CPS are
extracted, and the function H1 = f(p1, p2, . . . , pn, w1, w2, . . . , wn) is constructed by combin-
ing the selected roughness parameters in CPS. The purpose of this step is to facilitate the
observation and analysis about the comprehensive influence of the selected parameters on
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performance parameters. If only based on a single parameter, it will inevitably lead to the
incompleteness of information. Secondly, the way to establish a correlation model between
performance parameters and H1 is more convenient for experiment verification.

Due to the huge experiment cost, if the multiple regression analysis on the right side is
carried out, a large amount of experiment is required to get an accurate and reliable model.
However, the purpose of the experiment research in this part is to rank the surface quality
of different workpieces from the selected roughness parameters in CPS, so a particularly
accurate model is not a must. Therefore, the feasibility of this part based on experiments is
extremely high.

(4) Whether it is to screen the performance characterization parameters, or to establish
an accurate nonlinear regression model from the theoretical view, or to evaluate the
characterization parameters through experimental research, the establishment of the
initial CPS is indispensable. Due to the continuous accumulation of errors, if the
correct CPS cannot be obtained or they are selected only by experience, the correlation
analysis between CPS and the surface performance will inevitably be unreliable.

4. Conclusions

(1) Based on 1000 reconstructed surfaces, 26 roughness parameters are roughly classified
into CPS and RPS by Pearson correlation analysis. The principle of “non-strong and
non-weak” helps CPS extract key factors from CRP to facilitate the establishment of
subsequent expressions. The results demonstrate that the RPS information can be
covered by CPS;

(2) The optimal explicit expressions of CPS and RPS get established, and the accuracy
is basically above 90%. Then a polynomial pruning method is designed to find
roughness parameters with strong ability to characterize surface information. The
correlation between CPS and RPS is quantified to clarify the cause of application
confusion. The results show RPS is independently affected and coupled by several
different core parameters;

(3) The experiment verifies the reliability of the optimal explicit expression of RPS and
surface characterization method and helps fix the number in CPS at 13. They are Sa,
Ssk, Sku, Sp, Sv, Str, Spk, Smr1, Sxp, Vvv, Spd, Spc and Sdq. RPS accounts for 50%
of the overall roughness parameter set, and the method realizes the comprehensive
description of surface features with a smaller number of parameters, which has been
well verified by the theoretical and experimental analysis;

(4) A surface characterization method for screening CPS is designed to find the key
factors that really control the surface morphology. It also solves the dilemma of
blindly or empirically selecting roughness parameters in industrial production. The
reliability of the method to explore the correlation between CPS and different surface
performance parameters is analyzed in detail. It proves the engineering significance
of CPS for realizing co-design and manufacture in rough surfaces.

Author Contributions: Formal analysis, D.Y.; resources.; data curation, F.X.; writing—original draft
preparation, D.Y. and W.Z.; writing—review and editing, D.Y. and W.Z.; project administration, J.T.;
funding acquisition, J.T. and W.Z. All authors have read and agreed to the published version of the
manuscript.

Funding: This research was funded by National Key R&D Program of China, grant number
2020YFB2008200, National Science and Technology Major Project, grant number 2019-VII-0017-0158,
National Natural Science Foundation of China, grant number 51705142 and the APC was funded by
National Key R&D Program of China, grant number 2020YFB2008200.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: All data that support the findings of this study are included within the
article.

257



Materials 2022, 15, 5971

Acknowledgments: The authors gratefully acknowledge the support of the National Key R&D
Program of China (Grant No. 2020YFB2008200) and National Science and Technology Major Project
(2019-VII-0017-0158), National Natural Science Foundation of China (NSFC) through Grant No.
51705142.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. The Overall Technical Route

Materials 2022, 15, x FOR PEER REVIEW 23 of 25 
 

 

Acknowledgments: The authors gratefully acknowledge the support of the National Key R&D Pro-

gram of China (Grant No. 2020YFB2008200) and National Science and Technology Major Project 

(2019-VII-0017-0158), National Natural Science Foundation of China (NSFC) through Grant No. 

51705142. 

Conflicts of Interest: The authors declare no conflict of interest. 

Appendix A. The Overall Technical Route 

 

  

258



Materials 2022, 15, 5971

References
1. Yánez, A.; Fiorucci, M.P.; Cuadrado, A.; Martel, O.; Monopoli, D. Surface roughness effects on the fatigue behaviour of gyroid

cellular structures obtained by additive manufacturing. Int. J. Fatigue 2020, 138, 105702. [CrossRef]
2. Guo, L.; Li, G.; Gan, Z. Effects of surface roughness on CMAS corrosion behavior for thermal barrier coating applications. J. Adv.

Ceram. 2021, 10, 472–481. [CrossRef]
3. Dinh, T.D.; Han, S.; Yaghoubi, V.; Xiang, H.; Erdelyi, H.; Craeghs, T.; Segers, J.; Van Paepegem, W. Modeling detrimental effects of

high surface roughness on the fatigue behavior of additively manufactured Ti-6Al-4V alloys. Int. J. Fatigue 2021, 144, 106034.
[CrossRef]
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Abstract: The grain boundary (GB) plays a crucial role in dominating hydrogen-induced plastic
deformation and intergranular failure in polycrystal metals. In the present study, molecular dynamics
simulations were employed to study the effects of hydrogen segregation on dislocation plasticity of
a series of symmetrical tilt grain boundaries (STGBs) with various hydrogen concentrations. Our
study shows that hydrogen both enhances and reduces dislocation nucleation events from STGBs,
depending on different GB structures. Specifically, for 〈001〉 STGBs, hydrogen does not affect the mode
of heterogeneous dislocation nucleation (HDN), but facilitates nucleation events as a consequence of
hydrogen disordering the GB structure. Conversely, hydrogen retards dislocation nucleation due
to the fact that hydrogen segregation disrupts the transformation of boundary structure such as
Σ9 (2 2 1)

〈
110
〉

STGB. These results are helpful for deepening our understanding of GB-mediated
hydrogen embrittlement (HE) mechanisms.

Keywords: molecular dynamics; hydrogen embrittlement; dislocation nucleation; plastic deformation

1. Introduction

As it is light, storable, energy-dense, and produces no direct emissions of pollutants
or greenhouse gases, hydrogen has emerged as a critical pillar in any aspiring global net
zero path. According to Goldman Sachs, hydrogen energy could develop into a market
worth over $1 trillion a year [1]. However, the transportation and storage systems such
as high-pressure pipelines, long-tube tailers, and vessels typically suffer from hydrogen
embrittlement (HE) [2], severely obstructing hydrogen applications.

In the early 1870s, the H atom was firstly proposed to have damaging effects on iron
and steel [3]. Since then, significant efforts have been made to characterize and comprehend
the HE phenomenon of materials. Overall, the HE is a failure mechanism associated with
the loss of plasticity caused by the presence of H in materials. The H atom may enter
the material during production procedures such as welding or electroplating, namely
called “internal hydrogen embrittlement” (IHE), or it can enter the material from the
surrounding environment during service exposure, known as “environmental hydrogen
embrittlement” (EHE) [3–5]. Solute H occupies and diffuses across interstitial lattice
sites in metals and can be trapped to different degrees at defects [3,6]. So far, many
HE mechanisms have been proposed. The most explained embrittlement mechanisms
are hydrogen-enhanced decohesion (HEDE) [4,7–9] and hydrogen-enhanced localized
plasticity (HELP) [10–14]. According to the HEDE mechanism, the decohesion occurs
on account of metal charge transfer and weakening of interatomic bonds so that tensile
separation of atoms occurs in preference to slip [5]. This mechanism can explain how
the HE causes intergranular cracking along grain boundaries (GBs) [15]. In addition, the
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HELP mechanism was proposed to explain the quasi-cleavage feature, which suggests
that H atom enters and concentrates on the crack tip, and deformation occurs at the crack
tip due to H-promoted dislocation motion [10,14,16]. Although these mechanisms are
distinct in nature, they are not mutually exclusive and can frequently occur simultaneously,
depending on materials, microstructures, and environmental factors.

GBs significantly affect the transport and segregation of H and fracture mechanisms in
polycrystalline materials. The GB is more favorable for H adsorption than the interstitial
lattice sites. The local critical H concentration in metals is the most crucial factor communed
by all HE mechanisms. Therefore, to reach the critical H concentration, H atoms must be able
to diffuse rapidly into the GBs and be efficiently trapped there. Numerous studies [17–21]
have proven that the presence of geometrically required dislocations (GNDs) accelerates H
diffusion along GBs. However, Curtin [22] showed that special GBs could trap H atoms
and reduce H diffusion. H atoms trapped by GBs not only change the interaction between
dislocations and GBs but also change the cleavage fracture along GBs [23]. Recent studies
based on the observation of microstructures beneath the fracture features have shown that
the presence of H changes the evolution of the dislocation structure. The fracture mode may
develop from transgranular to intergranular [24]. Therefore, studies of HE mechanisms
and damage have focused on H-GB interactions.

Due to the low concentrations and great diffusivity of H in engineering alloys, HE
phenomena have historically been difficult to be analyzed using conventional experimental
approaches. Recent advancements in experimental techniques such as atom probe tomogra-
phy [25] and neutron tomography [26] have permitted direct microstructural investigations
of H segregation. However, these experimental devices are complex to customize and
difficult to implement. Consequently, numerous simulation-based studies have been devel-
oped to improve our understanding of HE in metals [27–33]. For example, Liang et al. [34]
proposed that H accelerates dislocation microstructure evolution through a H-enhanced
plasticity mechanism, and the interaction of dislocations with GBs can change the ultimate
failure process. Li et al. [35] found that boundary disruption and the concentration of local
stress states on the GB through plastic processes promote the embrittlement effect of H
atoms in metallic materials. Therefore, simulation-based techniques play an important role
in unveiling more details about HE in metals.

The present study aims to explore the dislocation nucleation and plastic deformation
mechanisms of GBs tilted along 〈001〉 and

〈
110
〉

axes in nickel with different H concen-
trations using molecular dynamics (MD) simulations. The content of the present study is
organized as follows: the simulation method is introduced in Section 2, the GB structure,
hydrogen segregation map and dislocation nucleation mechanisms are presented and
discussed in Section 3, and our conclusions are summarized in Section 4.

2. Materials and Methods

The established bicrystal model with symmetric tilt grain boundary (STGB) is shown
in Figure 1. The Z axis is defined as the tilt axis (〈001〉 and

〈
110
〉
). The STGB was respec-

tively constructed by rotating grain A and grain B with ± θ
2 along the tilt axes, forming a

symmetrical tilt boundary. Table 1 presents the information of all chosen simulation models.
The simulation model applied periodic boundary conditions along all directions, and the
length of the model in the X direction and Y direction should be enough to minimize the
image force.

In the present study, all MD simulations were performed using large-scale atomic/
molecular massively parallel simulator (Lammps) software [36] with the embedded-atom
method (EAM) interatomic potentials for Ni-H developed by Angelo et al. [37]. The Voronoi
tessellation of atoms was constructed with the Voro++ code to find possible hydrogen
trapping sites in each GB structure [38].
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boundary plane along the Y direction.

Table 1. Characterization of all considered GBs, including the model size, misorientation angle (θ),
GB structure unit, and GB energy γ (mJ·m−2).

GB Type Angle Model Size
GB Structure

GB Energy
θ (◦) X × Y × Z (nm) γ (mJ·m−2)

Σ5 (3 1 0)〈001〉 36.87◦ 11.13 × 22.26 × 3.52 |DBDB| 1126.25
Σ29 (5 2 0)〈001〉 43.60◦ 15.16 × 22.75 × 3.52 |BBD| 1240.23
Σ5 (2 1 0)〈001〉 53.13◦ 15.74 × 22.04 × 3.52 |BBB| 1183.13
Σ17 (5 3 0)〈001〉 61.93◦ 16.42 × 24.63 × 3.52 |BABA| 1110.48
Σ37 (7 5 0)〈001〉 71.08◦ 15.14 × 24.24 × 3.52 |BAAABAA| 999.80
Σ11 (1 1 3)

〈
110
〉

50.48◦ 13.21 × 23.35 × 4.98 |CC| 375.83
Σ57 (4 4 5)

〈
110
〉

97.05◦ 18.79 × 26.58 × 4.98 |CD| 731.83
Σ3 (1 1 1)

〈
110
〉

109.47◦ 16.38 × 23.17 × 4.98 |DDDD| 50.38
Σ123 (7 7 5)

〈
110
〉

135.99◦ 11.04 × 23.42 × 4.98 |EDDED| 860.61
Σ9 (2 2 1)

〈
110
〉

141.06◦ 11.95 × 23.23 × 4.98 |EE| 1097.45

The local H concentration at the GBs is represented by the following equation [39]:

CH =
NH
A

(1)

where A is the cross-sectional area of the GB, and NH is the number of H atoms in the region.
The GB energy is defined as:

EGB =
Eregion − EatomNatom,Ni

A
(2)

where Eregion is the GB energy of Ni atoms in the region ±15 Å above and below the GB,
the cohesive energy of each Ni atom in bulk is designated as Eatom, Natom,Ni is the number
of Ni atoms in the selected region.

MD simulations were performed under the isothermal–isobaric ensemble (NPT) for
model with and without H, respectively. The Nose-Hoover method [40,41] was used to
keep the system temperature at 10 K. The integration time step of MD was set to 0.001 ps,
and the deformation was achieved by stretching the box dimensions and then averaging
the displacement over each atom at a strain rate of 10−8 s−1. Crystal structures were
characterized by common neighbor analysis (CNA) [42] and centro-symmetry parameter
(CSP) [43], and dislocation types were identified by the dislocation extraction algorithm
(DXA) [44] in the Open Visualization Tool (OVITO) [45].

3. Results and Discussion
3.1. GB Energy and GB Structure

The GB structure described by the structural unit model (SUM) is shown in Figure 2.
The Σ5 (2 1 0) STGB is composed of only B structural unit (SU), and the ratio of B SU
decreases with an increase in the misorientation angle, as presented by Σ17 (5 3 0) and
Σ37 (7 5 0) STGBs in Figure 2d,e. For the three

〈
110
〉

tilted bicrystals with STGBs of
Σ11 (1 1 3), Σ3 (1 1 1) and Σ9 (2 2 1), the GB contains exactly C SU, D SU, E SU, respectively.
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Each GB at the misorientation angle between θ = 50.48◦ and θ = 109.47◦ results from a
combination of C SU and D SU. Likewise, the misorientation angle between θ = 109.47◦ and
θ = 141.06◦ results from a combination of D SU and E SU. Taking the θ = 135.99◦ boundary
as an example, there are two E SU and three D SU cycles to build the basic GB structure.
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Figure 2. The atomistic configurations of several GB structure units along (a–e) 〈001〉 tilt axis and
(f–j)

〈
110
〉

tilt axis. Images are colored by CNA, where the atoms in FCC structure are colored
in purple, the atoms in HCP structure are colored in red, the atoms in other structure are colored
in yellow.

Figure 3 shows the GB energy as a function of misorientation angle for 〈001〉 and〈
110
〉

STGBs. Based on previous experiments [46] and simulation studies [47], it has been
shown that there is a strong correlation between GB energy and GB structure. In Figure 3b,
when the misorientation angle is θ = 109.47◦, Σ3 (1 1 1) STGB has the lowest GB energy,
corresponding to specific structural models. It is clear from Figure 2h that Σ3 (1 1 1) GB has
a line defect structure, typically known as a coherent twin boundary. Such a GB formed
along the dense plane has a lower energy, which is in accordance with a previous finding
by Wolf and Philpot [48].
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Figure 3. GB energy as a function of misorientation angle for (a) 〈001〉 and (b)
〈
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STGBs. The GB
energy for Ni is represented by the black square. The vertical dashed line indicates the GB of interest.

3.2. Hydrogen Segregation at GBs

A controversial area in comprehending HE occurrence is the role of GBs in the diffusion
and trapping of H in FCC materials. Based on the GB structures identified in Figure 2,
Figure 4 shows the H segregation energy diagrams for six typical GBs; the colored spheres
stand for the possible sites where H atoms could be confined, while the black spheres
represent Ni atoms. The H segregation energy diagrams at different GBs are variable
because the structure of each GB is distinct. When comparing Figure 4d,f, it is clear that
the Σ9 (2 2 1) STGB traps more H atoms than the Σ11 (1 1 3) STGB because the E SU has a
larger free volume than the C SU. It is worth noting that for the Σ3 (111) STGB, essentially
no H atoms are segregated at the boundary, and the H segregation energy is negligibly
small. In contrast, the other STGBs possess multiple trapping sites and low value of H
segregation energy.
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STGBs.
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To find out the distribution of H segregation to STGBs, Figure 5 manifests that for the
majority of GBs, possible H trapping sites with energies less than 0 eV are located within a
region ±5 Å from the boundary planes. In the region away from the GBs, the segregation
energy approaches 0 eV, being suggestive of a tendency for H diffusion from the bulk into
the GBs. This observation agrees well with previous studies [49,50], which reported that
some stable FCC structures such as Ni exhibited preferential trapping of H atoms at GBs.
Recent experiments using atom probe tomography [25,51] also identified such H retention
or trapping at GBs in metals.
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3.3. Effects of Hydrogen on the Dislocation Nulceaiton and Plastic Deformation of GBs
3.3.1. Dislocation Nucleation Strength Influenced by Hydrogen in GB Model

The mechanical behavior and deformation mechanisms of polycrystalline metals
largely depend on the characteristics of their defects or interfaces [52]. In the present study,
each of the established bicrystal models was stretched along the Y-axis direction. All curves
exhibit a series of stress decreases corresponding to dislocation nucleation. Specifically,
the first stress drop is related with the onset of dislocation plasticity; therefore, the highest
stress just prior to the first stress drop is referred to as the yield stress.

In order to reveal the connection between the misorientation angle and yield stress,
Figure 6 shows the strain-stress curves of selected STGBs and the curves of misorientation
angle of GBs with their corresponding yield stress. The yield stress of bicrystal models
declines with increasing misorientation angle for 〈001〉 STGBs. On the other hand, for〈
110
〉

STGBs, two situations are presented: the yield stress increases with an increasing
angle, while the stress in the bicrystal model abruptly reduces when the GB misorientation
angle is beyond 109.47◦. It can be observed that the yield stress of the Σ123 (7 7 5) and
Σ9 (2 2 1) STGBs is lower than other GBs. Such a reduced yield stress can be linked with
the E SUs [53].

To further investigate the effect of segregated H on the yield stress of different STGBs,
the stress-strain curves of selected STGBs for two tilt axes at different H concentrations are
shown in Figure 7. It is clear that, for 〈001〉 STGBs, the yield stress reduces with increasing
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H concentration. For
〈
110
〉

STGBs, the stress-strain curves vary in the Σ3 (1 1 1) STGB and
Σ123 (7 7 5) STGB. The Σ3 (1 1 1) STGB show a gradual decrease in the yield stress with
increasing H concentration; however, Σ123 (7 7 5) STGB manifests an increase in the yield
stress. As mentioned above, such a difference in stress variation may be attributable to the
aggregation of H atoms within the GB structure and the modification of the GB structure
pattern during the stretching process.
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3.3.2. The Influence of Hydrogen Segregation on Dislocation Nucleation of 〈001〉 STGB

In Figure 8, the exact heterogeneous dislocation nucleation (HDN) mechanism can be
seen during tensile deformation of the Σ17 (5 3 0) STGB and Σ37 (7 5 0) STGB without and
with H, respectively. The HDN mechanism operates via dislocation nucleation from the
GBs, and dislocation loops made up of single Shockley dislocations subsequently slide into
the grains.
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To further investigate the details of dislocation nucleation, the Σ5 (3 1 0) STGB at
different deformation stages for various H concentrations is taken as an example. In
Figure 9a, when the strain reaches ε= 7.24%, partial dislocation loops with edge and screw
features concurrently form at the top and bottom of the GB. In light of DXA analysis,
Shockley partial dislocations with the Burge vectors of a

6 [112] and a
6
[
112
]

originate from
the GB and propagate along the (111) and (111) planes, respectively. With increasing tensile
stress, more dislocations gradually and continuously nucleate from the GB plane at a strain
of ε = 7.34%.

Figure 9b shows the MD snapshots of Σ5 (3 1 0) STGB at CH = 0.07Å−2. In contrast
to the H-free case, the boundary structure is significantly disordered, evidenced by a
thicker boundary plane. Furthermore, it is clear that the dislocation plasticity occurs
earlier; a

6
[
112
]

dislocation nucleates at a strain of ε = 6.93%. This can be attributed to
that H addition disorders the boundary structure and increases the strain energy, which
promotes dislocation nucleation events [33]. As the tensile strain further increases, a series
of dislocations slide continuously into the upper and lower grain regions, corresponding to
the plastic deformation process.

In Figure 9c, when the concentration of H is increased to CH = 0.15 Å−2, dislocation
nucleation becomes earlier, leading to a lower yield strain of ε = 6.70% and a reduced yield
stress in Figure 7a. It is worth noting that dislocation events can only be observed in the
lower grain, different from the H-free and CH = 0.07Å−2 cases. It may be due to that the
trapped H leading to an asymmetric GB structure, in which partial dislocations with Burger
vectors of a

6
[
112
]
, a

6 [112] and a
6
[
112
]

are nucleated and emitted into the lower grain.
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Overall, the results show that the prominent deformation mechanism of <0 0 1> STGBs
is the HDN. H segregation disorders the GB structure and promotes the HDN event within
the framework of HELP mechanism. This observation directly explains why the yield stress
of <0 0 1> STGBs is reduced with increasing H concentration.

3.3.3. The Influence of Hydrogen Segregation on Dislocation Nucleation of
〈
110
〉

STGB

The results of MD simulations for several
〈
110
〉

STGBs are shown in Figures 10 and 11.
Figure 10a,b depict the dislocation nucleation process of Σ11 (1 1 3) STGB at 10K. The
structure of Σ11(1 1 3) STGB comprises a straightforward arrangement of C SUs with
a relatively low GB energy value, making its nucleation mechanism quite special. The
dislocations begin to form at the GB and slide along (111) and (111) planes into the upper
and lower grains when the yield point is reached at ε = 10.06%, leaving behind a series of
extrinsic stacking fault. In the presence of H, as depicted in Figure 10b, some dislocations
with Burgers vectors of a

6
[
112
]

and a
6
[
112
]

tend to appear, and both intrinsic and extrinsic
stacking fault begin to form at the GB. The occurrence of intrinsic stacking fault can be
associated with the fact that H atoms affect the structural alteration of the GB, which
obstructs the conversion of intrinsic stacking fault to external stacking fault.
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For the Σ3 (1 1 1) STGB, the GB energy is the lowest of all
〈
110
〉

STGBs. As it has a
simple GB structure, there is no extra free volume that can accommodate dislocations. As
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seen in Figure 10c, dislocations are nucleated from the grains in the form of dislocation
loops, and there are no dislocations nucleating from the GB plane. Conversely, in the
presence of H, as shown in Figure 10d, the local GB atoms change, and the arrangement
of GB atom becomes increasingly disordered. The change in GB structure caused by the
presence of H triggers dislocation nucleation from the boundary plane, with a series of
Shockley dislocations and stair-rod dislocations nucleating at the GB when the yield stress
is reached.

As mentioned previously, the Σ9 (2 2 1) STGB is comprised of E SUs. Because of the
large free volume in E SUs, there is a specific structural deformation during dislocation
nucleation. As shown in Figure 11a, the dislocations are nucleated from the GB, and a
series of a

6 〈112〉 Shockley partial dislocations propagate on the (111) and (111) planes. The
nucleation event is accompanied by a transformation of E SUs into C SUs, as shown in
Figure 11b,c. When considering the presence of H, Figure 11d shows that dislocation
nucleation is retarded, and only several dislocations propagate from the GB. Atomic
configurations reveal that H atoms segregated at the GB suppress the collapse of E SUs,
thus hindering the nucleation event.

4. Summary

In the present study, H segregation and trapping at various 〈001〉 and
〈
110
〉

bicrystal
models with STGBs were identified using MD simulations. The effect of H on dislocation
nucleation and plastic deformation of STGBs was subsequently investigated. Several
conclusions are drawn as follows.

(1) The ability of the GB to trap H atoms is very sensitive to the GB structure and GB
energy. The GBs with higher GB energy own a larger free volume, thus trapping more
H atoms. There are essentially no H atoms segregating at the Σ3 (111) STGB, while for
other STGBs, H atoms are distributed within a region ±5 Å from the boundary planes.

(2) For 〈001〉 STGB, the plastic deformation mechanism is dominated by HDN. H segre-
gation disorders the GB structure and promotes the HDN event, leading to a reduced
yield stress with increasing H concentration.

(3) For
〈
110
〉

STGB, the yield stress is increased or decreased as the H concentration
increases, depending on the GB structure. The reduced stress is associated with
the H atoms disordering the boundary structure, while the increased stress is at-
tributed to the fact that the presence of H inhibits the structural transformation and
dislocation nucleation.

There are strong links between our simulation results and experimental observations.
Analysis of stress–strain curves generated from uniaxial tension of 〈001〉 STGBs indicates
that the introduction of H causes a reduction in the yield stress required for dislocation
nucleation from the boundary. This is in accordance with experimental observations of
H-enhanced dislocation generation [54,55] as well as slip transfer across GBs [2,56,57]. In
addition, it is found that H-segregated GBs tend to hold in their initial configurations and
suppress structural evolution or predissociation, as shown in Figure 11. This observation
was revealed by Ferreira et al. [58], who demonstrated that solute H could stabilize the
dislocations and stop the evolution of structural configurations. These findings can provide
a new perspective towards understanding the experimentally-observed HE in metals.
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Nomenclature

GB grain boundary
STGBs symmetrical tilt grain boundaries
HDN heterogeneous dislocation nucleation
HE hydrogen embrittlement
IHE internal hydrogen embrittlement
EHE environmental hydrogen embrittlement
HEDE hydrogen-enhanced decohesion
HELP hydrogen enhanced localized plasticity
MD molecular dynamics
EAM embedded-atom method
LAMMPS large-scale atomic/molecular massively parallel simulator
NPT isothermal–isobaric ensemble
CNA common neighbor analysis
CSP centro-symmetry parameter
DXA dislocation extraction algorithm
OVITO open visualization tool
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Abstract: Although hydrogen embrittlement (HE) behavior has been extensively studied in bulk
materials, little is known about H-related deformation and the fracture of nanograined materials.
In this study, H segregation and HE mechanisms of nanograined Fe with different grain sizes are
unveiled, following the employment of classical molecular dynamics simulations. The H segregation
ratio increased, but the local H concentration at the grain boundaries (GBs) decreased with decreases
in the grain size at a given bulk H concentration. The results demonstrate that H atoms increased
the yield stress of nanograined models irrespective of the grain size. Furthermore, it is revealed that
brittle fractures were inhibited, and the resistance to HE increased as the grain size decreased, due to
the fact that the small-grain models had a lower local H concentration at the GBs and an enhanced
GB-mediated intergranular deformation. These results are a clear indication of the utility of grain
refinement to resist H-induced brittle failure.

Keywords: hydrogen embrittlement; nanograined materials; intergranular deformation; brittle
fracture; grain refinement

1. Introduction

As a renewable energy source, hydrogen gas will be widely used in transportation,
energy storage, industry, construction and other fields in the near future [1,2]. The global
market of hydrogen energy is now about 125 billion US dollars and has the potential to
double to 250 billion US dollars by 2030 and exceed 1 trillion US dollars [3,4]. Safe and
economical hydrogen storage and transportation is the key to the practical and industrial
utilization of hydrogen energy. However, hydrogen storage and transportation systems
such as pipelines, long-tube trailers and hydrogen refueling stations operate under high-
pressure and high-purity hydrogen environments for a long time, which usually leads to
the ‘hydrogen embrittlement’ (HE) phenomenon [5,6]. As the name suggests, HE causes
a loss in ductility, an increase in the fatigue crack growth rate and often includes sudden
brittle failure and fractures [7–9]. Over the years, safety accidents related to HE problems
have been widely reported and have led to serious casualties and property losses.

Under various service environments, H has the ability to absorb into metallic materials
and diffuse through materials due to its small size. These diffusible H atoms are more prone
to be trapped by microstructural features such as vacancies [10,11], dislocations [12,13],
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grain boundaries (GBs) [14,15], crack tips [16,17] and precipitates [15,18]. Extensive experi-
mental studies have revealed that H-related failure is often cleavage-like and intergranular,
underlining the importance of GBs in the HE of polycrystalline metals [19–22]. Various
GB-related HE theories have been proposed and developed. One is H-enhanced decohesion
(HEDE), where interstitial H weakens the cohesive strength of GBs by the dilatation of the
atomic lattice [23–26]. However, HEDE alone cannot explain the observed strong plasticity
activities beneath H-induced quasi-cleavage and intergranular facets. H-enhanced localized
plasticity (HELP) posits that H promotes dislocation plasticity and dislocation–GB inter-
actions [27–30], which leads to material softening. This mechanism has been proposed as
crucial for the creation of the environment for the activation of intergranular failure [20,31].

With the importance of GBs in H-related failure, increasing the GB density via grain
refinement is anticipated to affect the susceptibility of materials to intergranular HE. Se-
vere plastic deformation (SPD) techniques, such as high-pressure torsion (HPT) [32–37],
accumulative roll bonding (ARB) [38–40], equal channel angular pressing (ECAP) [41–43]
and dynamic plastic deformation (DPD) [44] have been widely applied to achieve grain
refinement, modify the texture and improve the mechanical properties of various metallic
materials. In comparison with other SPD techniques, HPT is much more efficient in refining
the microstructure and improving the mechanical strength. Besides, the HE performance of
SPD-processed materials has attracted much research interest. For example, recently, Mine
et al. [32] conducted HPT and subsequent annealing to produce ultrafine-grained-type 304
steel and found that ultrafine-grained specimens reduced the HE susceptibility and showed
a good combination of strength and ductility. Fang et al. [44] developed a nanotwinned 304
austenite stainless steel through the DPD technique, pointing out that the DPD-annealed
sample with 41% nanotwins showed a significantly high HE resistance. Although these
experiments elucidated the effect of grain size on HE sensitivity, samples were usually on a
micrometer scale. When grain size is decreased to a nanometer scale and a critical grain size
where the GB role is more prominent, the GB-related HE fracture of nanograined materials
should be alien from that of the ultrafine and coarse-grain counterparts. Unfortunately,
due to the limitations of current experimental techniques on determining the nanoscale
distribution of H atoms, little is known about the effect of H on nanograined materials.

Considering that atomistic simulation is capable of identifying the nanoscale H trap-
ping at GBs [14,19,26,29,45–47] and quantifying the plasticity activities of nanograined
materials [48–51], it is employed here to probe the HE of nanograined materials, with
the emphasis on the influence of grain size on H segregation, H-related deformation and
H-induced fracture. As steels are more susceptible to HE, α-Fe was selected as the model
material. The present study is organized as follows: The details of the simulation setup
are described in Section 2. H segregation and deformation mechanisms of nanograined
Fe models without and with solute H are given in Section 3. The simulation results are
discussed in Section 4, followed by the main conclusions in Section 5.

2. Materials and Methods

All molecular dynamics (MD) simulations were carried out by the open-source Large-
scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [52] with the Finnis–
Sinclair-type embedded atom method potential for Fe-H [28]. The initial samples were
geometrically established via the Voronoi program. Periodic boundary conditions were
prescribed along all three directions. A total of 8 nanograined Fe models with different
in-plane (x-y plane) grain diameters of 4 nm, 6 nm, 8 nm, 10 nm, 12 nm, 14 nm, 16 nm
and 18 nm were considered, and denoted as NGd with d being the grain size. The initial
configurations were optimized by performing the conjugate gradient energy minimization
technique. Crystal structures were calculated by common neighbor analysis (CNA) and
centro-symmetry parameter (CSP), and dislocation plasticity was analyzed by the disloca-
tion extraction algorithm (DXA) using the Open Visualization Tool (OVITO) [53], in which
output data generated in MD simulations, atomistic Monte-Carlo and other particle-based
simulations can be visualized and analyzed. For an investigation of the HE of nanograined
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Fe, models filled with H atoms, which corresponded to bulk H concentrations (C0) of
0.25%, 0.5%, 0.75% and 1%, were prepared. After the insertion of H atoms, the created
models were first relaxed at 700 K for 1 ns and were then cooled down at a temperature
of 300 K for 1 ns, followed by a further relaxation at 300 K for 3 ns [54]. It was assumed
that the heating process can bring boundary structure and H segregation into a state of
equilibrium. Uniaxial tension was conducted by stretching the simulation boxes along the
x direction while keeping the y and z directions stress free under the isothermal–isobaric
ensemble (NPT). The temperature of the whole system was maintained at 300 K using
the Nose–Hoover thermostat [55]. Two different timesteps of 0.5 fs and 1 fs were used
for the models in the presence and absence of H, respectively [16]. It is worth noting
that the applied tensile strain rate was set at 5 × 108/s, which is much higher by several
orders of magnitude than that in real experiments. Under such a high strain rate, the H
diffusion process over the time scales of loading is typically not captured. However, this is
an inherent limitation of the MD method, and it will be presented that the influence of H
atoms on the response of nanograined Fe with different sizes is in line with experimental
observations of the H-induced failure.

3. Results

H segregation in metals has a profound effect on mechanical properties and ultimate
failure. In the following, H segregation at the GBs of nanograined Fe models is presented
in Section 3.1, and its influence on the mechanical behavior, deformation mechanisms
and fracture response of nanograined Fe models with different grain sizes is given in
Sections 3.2 and 3.3.

3.1. GB Structures and H Segregation in Nanograined Fe Models

The equilibrated structures of nanograined Fe are shown in Figure 1a. The considered
GBs in nanograined models are characterized by the GB atom ratio and the GB free volume.
The GB atom ratio can be obtained by the number of GB atoms against the total number of
Fe atoms, while the GB free volume is defined as:

∆VGB =
Vnano −NFeVatom

NFeVatom
(1)

where Vnano is the volume of the nanograined model, NFe means the total number of Fe
atoms and Vatom is the volume of one perfect Fe atom.

To investigate H segregation in nanograined Fe models, H atoms were added into
models and diffused into GBs. The H distribution in four models is depicted in Figure 1b.
It is clear that most of the H atoms were trapped at GBs and dislocation cores, while other
H atoms occupied bulk sites. During the H diffusion process, the H diffusion coefficient
can be calculated as [56]:

De f f = limt→∞
1

6N ∑N
i=1

(→
ri (t)−

→
ri (t0)

)2
(2)

where 1
N ∑N

i=1

(→
ri (t)−

→
ri (t0)

)2
defines the mean-squared displacement (MSD) of H atoms.

N is the total number of H atoms,
→
ri (t0) is the original position of the ith H atom and

→
ri (t) is the position of the ith H atom at time t. The MSD curves vs. simulation time are
shown in Figure 2a, in which H diffusion velocity (the slope of plots) was initially high,
and then decreased as the H atoms arrived at the GBs. Taking the NG6 as an example, after
0.2 ns H atoms were trapped by the GBs, and the H diffusion became relatively low due
to the GB trapping effect [54]. With the increase in grain size the GB density decreased
and the GB trapping effect consequently weakened, rendering fast H diffusion. The H
diffusion coefficients calculated from our simulations are shown in Figure 2b and are
compared with the available experimental values [57,58]. It is interesting to note that the H
diffusion at a lower concentration (C0 = 0.5%) was found to be higher than that at a higher
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concentration (C0 = 1%). This confirms that the H diffusion process can be influenced by
other H interstitials.

Figure 1. (a) Atomic configurations of nanograined Fe models with various grain sizes; (b) H
distribution in nanograined models. Atoms are colored according to CNA, where Fe atoms with
a perfect structure are colored blue, atoms at GBs are colored white and H atoms are colored red.
Possible dislocations are indicated by their types.

Figure 2. (a) MSD of H atoms in models with different grain sizes vs. time; (b) De f f as a function of 1/d.

After the H diffusion process, the H atoms segregating at the GBs were counted and
divided by total number of H atoms to obtain the segregation ratio (fseg). The corresponding
values are tabulated in Table 1. For the nanograined models, fseg was almost insensitive to
C0. The reason can be attributed to the fact that in an equilibrated state, fseg depends on
the number of trapping sites that GBs provide; for the same model, the trapping sites were
constant and fseg was therefore unchanged. Furthermore, it can be seen that fseg decreased
with increases in the grain size, which is indicative of the fact that small-grain models
have a stronger ability to trap H atoms. This observation can be linked with the GB atom
ratio and ∆VGB; small-grain models have higher values of the GB atom ratio and ∆VGB,
suggesting that more trapping sites can accommodate H atoms.
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Table 1. GB characters and H segregation properties in NG6, NG10, NG14 and NG18.

Grain Size
(nm)

∆VGB
(%)

GB Atom
Ratio (%)

fseg,
C0 = 0.5%

fseg,
C0 = 1%

CH-GB,
C0 = 0.5%

CH-GB,
C0 = 1%

6 0.63 14.71 0.862 0.860 0.012 0.023
10 0.39 8.60 0.841 0.837 0.017 0.035
14 0.28 6.42 0.835 0.821 0.023 0.048
18 0.23 5.51 0.785 0.780 0.025 0.052

The local H concentration at GBs (CH-GB) is calculated as the number of H atoms at
GBs divided by the boundary area. Table 1 shows that the local H concentration increased
with increases in the grain size. Due to the grain refinement, small-grain models have
a higher segregation ratio, but a higher GB density at the same time. As a result of the
‘dilution effect’, the CH-GB of small-grain models is lower than that of large-grain ones,
evidenced by that the CH-GB of NG6 was only half of that of NG18.

3.2. Mechanical Behavior and Deformation Mechanisms of Nanograined Fe Models without H

The stress–strain relationships of nanograined Fe cases with varying grain sizes are
plotted in Figure 3. The tensile stress is calculated by dividing the stress tensor of the
entire system over the volume of the system, and tensile strain is obtained from the applied
strain rate multiplied by the deformation time. It is clear from the slope of stress–strain
relationships that Young’s modulus was reduced with decreases in the grain size. This
phenomenon may be associated with the fact that models with smaller grain sizes have a
higher GB fraction, which promotes the intergranular deformation rather than intragranular
deformation, leading to a lower Young’s modulus. On the other hand, Figure 3b clearly
shows that the peak stress increased as the grain size decreased to 10 nm, but a reverse
relation occurred with a further reduction in the grain size, namely ‘inverse’ Hall–Petch
behavior.

Figure 3. (a) Tensile stress–strain relationships of nanograined Fe cases with various grain sizes;
(b) Young’s modulus and peak stress as a function of d.

Figure 4 presents the atomic configurations of the models with grain sizes of 18 nm,
10 nm and 6 nm, respectively. In the case of NG18, dislocation-dominated plasticity was the
main deformation mechanism, as seen in Figure 4a. Heterogeneous dislocation nucleation
and emission from the GB occurred at a strain of ε = 8.05%, which is in accordance with
our previous findings that GBs are the dislocation source [23,29]. Besides, dislocations
were also generated from the grain interior in several locations. These intragranular
dislocation mechanisms dominated the plastic deformation processes. Deformation twins
only occurred at some certain grains and remained almost unchanged with further applied
tensile strain, indicating that these twins play a secondary role in the deformation process
of the NG18 model.
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Figure 4. (a–c) The atomic snapshots of NG18, NG10 and NG6 at different tensile strains under
tension, respectively. Images are colored by CSP, and various deformation mechanisms are indicated
by arrows.

Figure 4b shows the atomic snapshots of the NG10 model in the absence of H. It is
clear that the GB-mediated process was increasingly more important, as the GB structures
became disordered during the deformation process. GB migration and grain growth
occurred at a strain of ε = 8.05% with two separated grains growing into one large grain.
On the other hand, there were more deformation twins in the NG10 model than NG18
model. These twins nucleated from the GBs by a continuous emission of partials and
evolved in the grain interior. Previous reports of nanocrystalline Mo and gold films pointed
out that nanotwins not only produced plastic strain and intergranular failure [59], but also
assisted grain coarsening by changing the local grain misorientation and mobilizing the GB
during the plastic deformation process [60]. Our results further confirm that these twins are
important deformation carriers in nanograined Fe materials and induce the grain rotation
and growth. Next, the intergranular deformation of the NG6 model is examined and shown
in Figure 4c. Under tension, most of grains evolved from their initial shapes, and a majority
of GBs migrated from their original positions. The occurrence of GB sliding, and migration
accompanied by grain rotation and growth suggests that GB-mediated deformation is the
dominating deformation mechanism of the NG6 model. It is worth noting that there were
no dislocation nucleation or dislocation pile-up events, unlike the cases of NG18 and NG10.

The aforementioned deformation process indicates a change in the deformation mech-
anisms from intragranular mode to intergranular mode. When the grain size was above the
10 nm, nanograined models deformed primarily by the intragranular mode. Specifically,
full dislocations nucleated from the grain interior and GBs, and further dislocation emission
and movement occurred. However, when the grain size was less than 10 nm, the dominant
deformation mechanism of nanograined Fe was intergranular deformation. The transition
can be associated with the fact that the decreased grain size resulted in the increase in the
GB atom ratio, as tabulated in Table 1. The GB atom ratio of NG18 was 5.51%, while the
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value increased to 14.71% in the case of NG6. The higher GB atom ratio and GB density
encouraged the GB-mediated deformation processes such as GB sliding and migration. The
discrepancy of deformation mechanisms of nanograined Fe models suggests that HE mech-
anisms should be dependent on the grain size, which will be discussed in the following
paragraphs.

3.3. Deformation Mechanisms and the Fracture Response of Nanograined Fe Models with H

Uniaxial tension was carried out for each nanograined Fe model along the x direction
with various bulk H concentrations considered for compassion. The tensile stress–strain
curves of nanograined Fe models with five bulk H concentrations are plotted in Figure 5.
It is obvious that the yield stress was higher when the bulk H concentration increased,
which is indicative of the fact that H atoms impede the onset of plastic deformation. The
embrittling effect that stems from H atoms can be observed, as the fracture strain was
reduced with increases in the bulk H concentration. Furthermore, it was found that the
susceptibility of nanograined Fe to intergranular embrittlement due to H was dependent
on the grain size. In order to reveal these H-related deformations and fractures, the
atomic configurations of the corresponding models with various bulk H concentrations are
elaborated in Figures 6–8.

Figure 5. (a–c) Tensile stress–strain curves of NG18, NG10 and NG6 models, respectively, with
different bulk H concentrations; (d) fracture strain as a function of C0.
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Figure 6. (a–d) The atomic snapshots of NG18 at 0%, 15%, 30% and 45% tensile strains with bulk H
concentrations of 0%, 0.25%, 0.5%, 0.75% and 1%, respectively.

Figure 7. (a–d) The atomic snapshots of NG10 at 0%, 15%, 30% and 45% tensile strains with bulk H
concentrations of 0%, 0.25%, 0.5%, 0.75% and 1%, respectively.
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Figure 8. (a–d) The atomic snapshots of NG6 at 0%, 15%, 30% and 45% tensile strains with bulk H
concentrations of 0%, 0.25%, 0.5%, 0.75% and 1%, respectively.

The atomic configurations of NG18 at 0%, 15%, 30% and 45% tensile strains with bulk
H concentrations of 0%, 0.25%, 0.5%, 0.75% and 1% are presented in Figure 6. At low H
concentrations, the plastic process occurred by means of the nucleation of dislocations from
the grain interior and GBs. Some twins were also observed across the grain interior, which
suggests an intragranular mode rather than intergranular mode. The failure feature was
ductile as the fracture surfaces were curved. With the increase in the H concentration, the
nucleation of dislocations and twins was suppressed, accompanied by a remarkable loss in
ductility. This is direct evidence that H atoms increase the yield stress of NG18. At a strain
of 15%, there were more activated cracks with 0.5% and 1% H atoms than that with 0% and
0.25% H atoms. These cracks advanced along the boundary plane in a brittle manner with
further applied strain, leading to an ultimate failure. Such embrittlement is in accordance
with the HEDE mechanism [23–26], where the cohesive strength of GBs is significantly
weakened, and GB fracture is promoted.

The atomic configurations of NG10 at 0%, 15%, 30% and 45% tensile strains with
bulk H concentrations of 0%, 0.25%, 0.5%, 0.75% and 1% are presented in Figure 7. It can
be observed that dislocation nucleation events occurred during the deformation process.
Moreover, GB-mediated deformation involving GB migration, GB sliding, grain rotation
and growth was more prominent in NG10 than that in NG18. With the increase in the H
concentration, the nucleation of dislocations and twins was suppressed, and GB-mediated
deformation was also hindered. It is clear that the GB migration event was reduced in the
presence of H. The presence of H severely destroyed the local boundary structures, a phe-
nomenon discussed in our previous study. In terms of 〈100〉mode GB, H atoms enhanced
the dislocation interactions by changing the GB dislocation configurations, thereby sup-
pressing the collective gliding of GB dislocations and consequent GB migration. Regarding
〈111〉mode GB, H atoms disordered local boundary structures, and thus inhibited the GB
structural transformation and changed the coupling mode [61]. Such H-impeded coupled
GB motion increases the yield stress, as shown in Figure 5. In terms of failure mode, the
fracture surfaces were composed of more disordered atoms, and were more curved than
those in NG18, suggesting that small-grain models are more resistant to HE.

The atomic configurations of NG6 at 0%, 15%, 30% and 45% tensile strains with bulk H
concentrations of 0%, 0.25%, 0.5%, 0.75% and 1% are presented in Figure 8. The segregated
H atoms prevented the GB-related intergranular deformation. With increases in the H
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concentration, grains kept their initial shapes, while GB migration, GB sliding and grain
rotation decreased. The nucleation of dislocations was also inhibited by the segregated H
atoms, as few dislocation plasticity events were found at the stage of deformation. Note
that despite the dragging effect of solute H on GB mobility, the normal GB displacement
can still occur at a higher tensile strain. For example, the boundary between grain A and B
was pinned by segregated H atoms at a strain of 15%, but migrated at the strain of 30%,
leading to grain A evolving into grain A’ at the expense of grain B, as shown in Figure 8b.

By comparing with NG18 and NG10 models, it is clear that NG6 was the most resistant
to the HE. The NG6 model featured the fracture surfaces that were composed of very
disordered atoms with higher CSP values. Besides, the formed cracks could evolve into
the ultimate failure, contrary to the flat fracture surfaces of the NG18 and NG10 models.
This phenomenon can be attributed to two aspects. One is that the NG6 model had a
higher GB density, which contributed to the GB-related intergranular deformation. Such
intergranular deformation relieved the accumulated stress around GBs and thus inhibited
fracture process. The other is associated with local H concentration at GBs. As tabulated in
Table 1, the CH-GB of small-grain models was lower than that of large-grain ones, evidenced
by that the CH-GB of NG6 was only half of that of NG18. With a lower CH-GB, the embrittling
effect of H atoms on NG6 model was mitigated.

4. Discussion

The simulations show that there was a strong dependence of H segregation, H-related
deformation and fracture on the grain size of nanograined Fe models. The local H concentra-
tion at GBs was reduced with the decrease in the grain size at a given bulk H concentration.
H segregation increased the yield stress of nanograined models and impeded the onset of
plastic deformation. Furthermore, the susceptibility of nanograined Fe to HE decreased as
the grain size decreased.

Previous studies have measured diffusible H content by the thermal desorption spec-
trum, finding that the ultrafine-grained specimen introduced the largest amount of dif-
fusible H, but the local H content per unit surface area of GB was reduced with the decrease
in the mean grain size [62,63]. These studies investigated H segregation properties on a mi-
crometer scale but were not able to provide nanoscale H diffusion and distribution around
the defects. The present study explains H segregation from the atomistic perspective. The
trapping ability is dependent on the number of trapping sites at GBs; therefore, the H
segregation ratio is higher in the small-grain models that have more possible trapping sites.
However, due to the ‘dilution effect’ of the high GB density, the local H concentration at
GBs of small-grain models is still lower than that of large-grain models.

Figure 5 shows the H-induced hardening effect, where H segregation increased the
yield stress and impeded the onset of plasticity. When the grain size was above 10 nm,
the normal Hall–Patch relationship operated. Dislocations were nucleated from the grain
interior and GBs, and the intragranular dislocation mechanism was the dominant strength-
controlling process. H atoms can produce hardness as a result of possible H-dislocation
interactions. H concentrations generate the Cottrell atmospheres, leading to the decrease
in dislocation movement and a dislocation pinning effect [64–66], or an increased slip
planarity [16,67]. Our results confirm that H atoms suppress the nucleation of dislocations
and twins, accompanied by a large amount of ductility loss. This is direct evidence that H
atoms increase the yield stress. As the grain size was decreased below 10 nm, there was a
transition of deformation mode into GB-mediated intergranular deformation involving GB
migration, GB sliding, grain rotation and growth. Previous MD simulations have pointed
out that H atoms hinder GB mobility by disordering local structures of GBs [61]. Keeping
this in mind, H atoms increase the yield stress corresponding to GB mobility.

Besides the change in the mechanical behavior of nanograined Fe models after H
segregation, it is important to consider the ultimate fracture in the presence of H. Figure 5d
compares the fracture strain of different nanograined models with various H concentrations.
The small-grain models were less susceptible to HE, e.g., there was no observed failure of
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NG6 with bulk H concentrations of 0%, 0.25% and 0.5%. Even though the H concentration
reached 1%, the fracture strain was at a very high value (about 46%). Conversely, the
NG18 model fractured at a low strain of 22% when the bulk H concentration was 0.25%,
and fracture strain was further decreased with increases in the bulk H concentration. Bai
et al. [62] showed that due to a high local H concentration, secondary cracks formed on the
fracture surfaces of the H-charged specimens with coarser grain sizes, which resulted in
the earlier fracture. Figures 6–8 reveal this point as there were more formed cracks along
GBs of NG18 due to a high local H concentration, and an easier brittle fracture compared to
NG6. Apart from this, the GB-mediated intergranular deformation of small-grain models
might also be resistant to HE. Solute H atoms are detached and left behind from GBs during
GB migration process, consequently the cohesive strength of GBs cannot be weakened
by solute H, and HEDE cannot operate [61]. These results clearly indicate one possible
pathway by utilizing grain refinement to resist H-induced brittle failure, which is expected
to prevent the HE problem of H storage and transportation systems and promote H energy
used in transportation, energy storage and other fields.

5. Conclusions

In the present study, the effect of grain size on the HE behavior of nanograined Fe
materials was investigated by MD simulations. It was found that the H segregation ratio
increased, but local H concentration at GBs decreased with decreases in the grain size.
When the grain size was above 10 nm, the intragranular dislocation mechanism was the
dominant strength-controlling process, while GB-mediated intergranular deformation
operated with the grain size below 10 nm.

H segregation increased the yield stress of nanograined models irrespective of the
deformation mode. Furthermore, the simulations showed that small-grain models had less
local H concertation at GBs and formed cracks, thus inhibiting ultimate fracture. These
results are a clear indication of the utility of grain refinement to resist H-induced brittle
failure.
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Nomenclature

HE hydrogen embrittlement
GBs grain boundaries
HEDE hydrogen-enhanced decohesion
HELP hydrogen enhanced localized plasticity
SPD severe plastic deformation
HPT high pressure torsion
ARB accumulative roll bonding
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ECAP equal channel angular pressing
DPD dynamic plastic deformation
MD molecular dynamics
LAMMPS large-scale atomic/molecular massively parallel simulator
OVITO open visualization tool
CNA common neighbor analysis
CSP centro-symmetry parameter
DXA dislocation extraction algorithm
NPT Isothermal–isobaric ensemble
MSD mean-squared displacement
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